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F o r e w o r d

This volume collects the papers presented at the 10th Italian Conference on Sensors 
and Microsystems held in Firenze, February 15-17, 2006.
The conference was organized by the Italian Association of Sensors and 
Microsystems (AISEM) with the local organization of the Institute of Applied 
Physics “N. Carrara” of the National Research Council (CNR).
The Italian Conference on Sensors and Microsystems is now an established event 
offering a unique interdisciplinary forum in Italy for experts in fields such as 
physics, chemistry, biology, engineering, and material science. The proceedings 
volume, published since the first edition by World Scientific, are a testimonial of the 
Italian contribution to key research areas of all major disciplines related to sensors, 
including: sensors and actuators; materials and process technologies; signal 
monitoring, acquisition, and conditioning; data processing and pattern recognition 
techniques; microsystems, micromachinery, and other applications.

The 10th edition of the conference consisted of a plenary session, nine oral sessions 
and two poster sessions. The 158 papers, 14 of which invited, offer a compendium 
of the most significant theoretical and experimental results in the field of sensors 
and of the major collaborative ventures between academic and industrial research 
groups.
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CNR -  Institute o f  Applied Physics “N. Carrara ”, Firenze

Arnaldo D ’Amico and Corrado Di Natale 
Department o f  Electronic Engineering, University o f  Rome Tor Vergata
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A tutorial description is made of the recently introduced computer screen photo assisted technique 
(CSPT). The technique is based on the use o f a (computer) screen as a light source in physical 
experiments and for colorimetric assays. In the present contribution we concentrate on the 
colorimetric applications of CSPT. We describe how the so called rgb- colors produced by the screen 
can be used together with a web camera to obtain spectral information, both for transmitted and 
reflected light from a sample. Fingerprinting of colored samples is further enhanced by the use of the 
information in all three channels of the web camera, enabling as an example the separation of light 
emission (fluorescence) and absorption for a given dye. A short discussion of the physics behind 
CSPT is given. The evaluation o f test strips used to determine a number of parameters in urine for 
medical diagnostic purposes is given as an example of one of the interesting application areas of 
CSPT. It is also pointed out that the CSPT platform is suitable for mobile applications (palmtops, 
mobile phones) and furthermore inherently compatible with internet based control and evaluation of  
diagnostic tests both for medical and environmental purposes.

1. Introduction
Control of scientific experiments and internet based information transmission and 
retrieval are but a few possible areas of applications of computers. One feature of the 
computer, or rather of the screen used together with the computer hard- and 
software, has not been explored in detail yet. This relates to the use of the screen as a 
programmable light source for physical experiments and for colorimetric 
measurements. We have during the last couple of years explored such possibilities 
and demonstrated the versatility of what we call computer screen photo assisted 
techniques, or CSPT for short [1-6]. In the present contribution we describe the 
principles of CSPT and give an overview of the applications demonstrated so far. 
The light from a screen is determined by the so called color index, (r, g, b). The size 
of the three coefficients determine the intensity of the three primary colors, red, 
green and blue, possible to excite in each of the pixels of the screen.
Since the combination of r, g, and b is easily controlled by the computer, as well as 
the area of the screen lit up, we have an extremely versatile light source at no extra 
cost, with the following features:

Light source of any color, intensity and shape through choice of color index 
Programmed scanning of colors possible without extra devices 
Programmed movement of light spots without extra devices 
Chopped light source created by programming, or by refresh frequency (CRTs)
Data collection and evaluation integrated with the light source 
Data collected either electronically or optically (web camera)

3
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The last point above is particularly interesting since it suggests a new completely 
computer based platform for optical measurements. One such possibility explored in 
some detail is colorimetric medical diagnostic tests. The uses o f CSPT so far can be 
summarized as follows:

Scanning light pulse techniques (for the creation of “chemical images” with 
semiconductor structures) [1,2]
Colorimetric bio- and chemical assays (for medical diagnostics and environmental 
monitoring) [3 ,4 ,7 ]
Detection of (multicolor) fluorescence in (micro) arrays [5, 8]

In the first of the three points above the screen is used alone without the web camera 
as a light source for the evaluation of large area catalytic metal-insulator- 
semiconductor structures for chemical sensing. These measurements illustrate, 
among others, the use of the screen to provide a scanning light spot, i.e. its 
possibility to provide a light source of any shape and location. We will, however, in 
the present contribution concentrate on the use of the computer screen and web 
camera combination as a commonly available platform for the evaluation of 
colorimetric tests of interest e.g. health care in general, but perhaps for primary 
health care units and even individual homes in particular.

A simple and inexpensive methodology for the observation of gas induced color 
changes in colorimetric sensing layers was recently demonstrated by Suslick et.al [9, 
10]. They used the flat bed scanner to obtain (digitized) images of porphyrins before 
and after exposure to volatiles and where able to detect color changes caused by 
organic molecules. The CSPT approach differs in two aspects. It utilizes an even 
more common light source, the computer screen, and furthermore provides the 
possibility of scanning the colors of the light source in contrast to the white light 
used in the flat bed scanners. Additionally, the combination of camera filters and 
screen spectral radiances allow more spectral bands of analysis than in simply tri
chromatic recording, enabling to endure the inherent analytical weaknesses o f the 
system.

2. The CSPT platform for the evaluation of colorimetric tests

The colors created by a computer screen are not monochromatic but consist o f the 
combination of three broad band primary colors. This holds both for CRT- and 
LCD-based screens, although the generation mechanisms are different in the two 
cases. In CRT-based screens the colors are determined by the excitation o f three 
different phosphorescent pigment areas, whereas in LCD-based screens the colors 
are controlled by the modulation of the intensity of background light through 
polarization changes caused by liquid crystals, and three broad band filters [11, 12]. 
The physical background of the computer-web camera setup for the measurements of 
light transmission, reflection, scattering, fluorescence, etc. is illustrated in Fig. 1.
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This figure illustrates a sequence of colors obtained from the computer screen at 
different rgb-triplexes used to excite the screen. The rgb - values describe the 
intensity of the different primaries in 256 levels. Some of the rgb - combinations are 
indicated in the drawing. The bottom row is a part of a sequence of web-camera 
images of spots of different dyes exposed to the sequence of colors illustrated by the 
top row.
The platform itself is illustrated in Fig. 2 where it is indicated that the computer is 
used both to provide the light source and to present the results of the measurements,
i.e. the images from the web camera at the same time. Furthermore the display 
window contains also the graphical user interface, commanding e.g. the selection of 
regions of interest in the obtained images. By using blank (white, transparent) 
wells/spots and specific calibration rows (or by comparison with reference spots) in 
the assay CSPT becomes independent of the computer/web camera platform. 
Measurements start by tuning the assay to the specific screen/camera combination 
used. One simple way to use the data is to calculate the average intensity in the three 
different camera channels for each region of interest, which as an example can be 
each spot or well in an array, disregarding a small region at its edges to compensate 
for edge effects. This masking is especially important for measurements in the wells 
of microtiterplates.
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Fig. 1 Upper row: Illustration o f one possible sequence o f colors produced from a light 
window in a computer screen. The sequence is obtained by programming the computer using 
either data collection software (LabView, MatLab,..) or video files or specially composed 
slide shows, all providing simple ways to obtain the wanted color sequence. Some o f the rgb- 
values corresponding to a given color are indicated. The screen was a CRT-based screen in 
the example. Lower row: Selected image frames from the web camera taken through an array 
o f dots o f different colors with increasing density towards the right. The column at fa r  right 
contains transparent dots used as references
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Fig. 2 Schematics o f the computer-web camera platform fo r  the measurement o f  colored  
samples. A light window in the computer screen illuminates a test array (solid and dry) or an 
array containing liquids (as in a microtiterplate, schematically shown bottom left). 
Measurements on liquid samples are performed through the use o f a mirror (set at 45  
degrees) allowing a horizontal mounting o f the test plate.The images o f the array obtained by 
the web camera for the different colors from the light window (see Fig. 1) can be stored as a 
video file  for further treatment and analysis

The average intensities in each channel are added and divided by the sum of the 
average intensities obtained from the transparent reference points (which in case of 
aqueous samples can be the buffer, etc. in which the analysis is performed). In this 
way we obtain a result which can be compared with that of light transmission as 
measured by a spectrophotometer. The outcome plotted as a function of “color 
index contains interestingly enough information, which is similar to monochromatic 
spectra, as illustrated in Fig. 3. The results in Fig. 3 were obtained from images as 
those shown in Fig. 1 and from separate measurements on each spot with a 
spectrophotometer.



CSPT" spectral features: "color index spectra"
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Fig. 3 Comparison between normal transmission spectra obtained with a spectrophotometer 
(Spectra Physics; narrow band monochromatic light) and the “color index spectra” obtained 
with the computer - web camera combination. Each color index is a combination o f the three 
r, g and b values. The 200 different colors were created using a software making a sequence 
o f colors caused the rainbow sequence [13]. z(i) is the transmission at color index i as 
described in the text. The array tested consisted o f 20 colored spots o f different colors and 
hues on a plastic film and a column o f transparent spots (i. e. the film  itself) used as 
references (upper left). The numbers refer to the identification o f the spectra to the right. The 
collection o f spectra fo r  each color shows the transmission o f the light fo r  the five different 
hues o f  each color.

3. Reflectance measurements

Many simple and fast “colorimetric” analyses are based on test strips which 
reflectance are measured. It is therefore necessary for the computer -  web camera 
(CSPT) platform to be able to perform well also in such situations to provide a 
viable alternative to e.g. medical diagnostic tests performed in the primary health 
care. Figure 4 shows the result of reflectance measurements with the CSPT setup and 
results obtained with a conventional instrument for color evaluation of surfaces. In 
this case the CSPT setup appears to give more detailed information than the normal 
reflectance measurements. The reflectance p was calculated as the sum of the 
intensities in the three camera channels divided by the sum of the intensities obtained 
from the reference, the paper on which the colored strips were produced. We will
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return to the reflectance measurements later when we discuss one of the applications 
of CSPT, namely the reading of (multi parameter) test strips used in primary health 
care units and in individual homes.

CSPT spectral features: "Color index* reflectance spectra
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Fig. 4 Reflectance measurements with the computer screen- web camera platform. In this 
case a sequence o f 250 different colors was used to illuminate the test strips consisting o f  
selected spots o f different colors made on opaque white paper (top picture). The reflectance 
was calculated in a way similar to the transmission shown in Fig.3. The measurements were 
made at four different spots for each color (circles in the top picture, crosses in the bottom  
left picture. The reflectance for each o f the strongest colored points measured with a 
standard device is shown at the bottom right.
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Fig. 5 Upper left image: Light window in the computer screen having in this case a yellow  
color with (r, g, b) = (255,255, 10). Lower left image: Image o f part o f a microtiterplate at 
the yellow illumination. The plate contained solutions o f six different dyes with decreasing 
concentrations, ImM to lpM  from left to right. The dyes were 1: aniline; 2: fluorescein; 3: 
acridine orange; 4: cy 3; 5: rhodamin; 6: cy 5.
Upper right image: Illustration o f the fact that each image frame contains information in the 
three different channels o f the web camera. Lower right image: The intensities recorded in 
the different channels after transmission o f light with different colors (see bars at the bottom 
o f each individual channel recording) through rhodamine compared to the light passing 
through a reference (pure water). The yellow areas indicate "extra" light intensity, i.e. 
fluorescence.

4. Detection of fluorescence and computer generated color contrasts

Experiments on colored spots or solutions of colored substances in (microtiterplate) 
wells yield web camera images, which often show different colors from that of the 
light window. This is due to two effects. Since the colors generated by the computer 
screen are composed by red, green and blue primaries a strong absorption of one of 
the primaries will yield images composed of the remaining ones. An example of this 
is the absorption of computer generated yellow light by a red pigment like rhodamin. 
A strong red color is observed as illustrated by the left hand side of Fig. 5. One 
obvious explanation for this is that since rhodamin absorbs most of the g-component 
of yellow light a red color remains (yellowish colors are characterized by large 
intensities of red and green, and a relatively small blue intensity. An interesting
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question arises, however. Since rhodamin has also a red fluorescence some of the 
observed red color in the image may emanate from the fluorescence instead. We can 
here make use of the fact that information is stored in all of the three individual web 
camera channels, as illustrated in Fig. 5 (upper right). The red, green and blue 
intensities are stored individually, again in 256 levels. The recorded intensities in the 
individual channels at different illuminating colors for the wells containing rhodamin 
are shown in Fig. 5 (lower right). They are shown as the difference between the 
observed light intensities after transmission through the solution with the dye and the 
light intensity after passage through a reference well containing pure distilled water. 
A positive difference means that light is created in the sample. This is seen very 
clearly in the red channel of the web camera where a positive difference is observed 
for many of the illuminating colors. The cause of this is the large absorption of green 
part of the colors, causing fluorescence. It should be pointed out, however, that the 
details of the observed intensities in the different camera channels depend on the 
position of the absorption and emission spectra of the dyes with respect to the 
camera filters. The positive difference observed in the blue channel has no simple 
explanation as that in the red channel, but depend most probably on the specific 
nature of the rgb-colors and the position of the blue camera filter.
The computer can be used to further enhance results like those described by Fig. 5 
by reconstructing the color images, giving the absorption (negative difference) a 
positive value and create a color describing the absorption ( i.e. assign to the 
measured decrease in a given channel a positive color index in proportion to the size 
of the decrease). In the same way we can do for the positive differences. The results 
of such a reconstruction for the six dyes of Fig. 5 is shown in Fig.6.

Fig. 6 Reconstructed assay image (see text fo r  details)

aniline 
fluorescein 
acridine 
Cy 3
rhodamine 
Cy 5
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5. CSPT reflectance evaluation of color test strips for medical diagnostics

The similarity between the “color index reflectance spectra” and normal reflectance 
spectra is illustrated in Fig. 4. Even here it is possible to extend the discriminatory 
possibilities of the CSPT platform further by using the information in the three 
camera channels individually, as in the “spectral fingerprinting” described in the 
previous section. This is particularly useful for classification purposes, when we like 
to use the platform for the determination of colors produced by blood, serum, saliva 
or urine samples interacting with test strips of different kinds. One way of utilizing 
the three channels is to connect the three individual intensity spectra into one 
continuous set o f data. For the colored strips in Fig. 4 the data set corresponding to 
the measurements at the largest hue for each of the strips is presented to the left in 
Fig. 7. The differences between the differently colored strips are of course already 
seen in this figure. In order to more generally establish the possibility of the CSPT 
platform to classify different colors pattern recognition was made on the data. The 
765 data points for each of the selected hues in Fig. 4 (one for each illuminating 
color in each of the camera channels) evaluated with principal component analysis
[14] give the result to the right in Fig. 7. The colors are well separated, except for the 
smallest hues as expected. A check of the performance of the CSPT platform for 
medical diagnostic tests was made with a commercial multi parameter test for urine. 
An experiment was designed to find out the inherent performance of the platform in 
classifying the parameters of interest without the complication of the uncertainty of 
using real samples.
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Fig. 7 Evaluation o f reflectance measurements using information in the three different 
camera channels. The average intensities in each channel o f the light reflected from the 
selected spots is shown in the left hand figure. Data are shown fo r the largest hue o f each 
color strip in Fig. 2. The data set consists o f the intensities o f the light in each o f the three 
camera channels at each o f the 255 illuminating colors (i.e. 765 points per evaluated spot). 
The right hand figure shows the first two principal components o f data like that to the left fo r  
all o f  the four hues selected in Fig. 4. [15]
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The color sequence used to obtain the data in Fig. 4 and Fig. 7 consists of 255 
combinations of rgb-values. Such long sequences contain redundant information and 
it is possible to use much shorter sequences in practice and also to optimize them for 
a given application [13]. In the evaluation of the Combur test to be described a 
sequence of 15 colors was thus used. The evaluation was not a clinical trial but 
aimed at checking the instrumental quality of the CSPT for evaluating such kind o f 
colorimetric tests. Accordingly, clinical samples were not used at this point. Instead, 
synthetic samples generated as color printouts of possible assay outcomes were used. 
Standard scanning and printing procedures imply an inherent color degradation that 
makes the task of distinguishing different colors more demanding for CSPT. The 
results of such an evaluation become therefore a conservative estimation of the 
actual performance. The different synthetic test results evaluated are shown in Fig. 8 
together with a schematic of the experimental setup. With these 5 different sets o f 
indicators most of the outcomes of the assay are represented (nitrites were not 
possible due to the poor color reproduction in the printouts), enabling a full range 
estimation of the instrumental capabilities of CSPT for this application. In the CSPT 
measurement the image of the test strip together with the calibration (evaluation) 
chart is acquired in synchronism with each screen color of the illuminating sequence. 
The illuminating sequence used in this study was a non-optimal 15 colors set (Fig. 8) 
empirically chosen for satisfying a good sample classification in a short time.

I  I  |  |  |  |  Ь *
С  &  С S t л  C* u  

nr j 1

J  ' '  i i ]  

i i  i i i i

«f i t ' l l  lw  $)
I » 4 i _________________4' %

I f f . _____SI

■  s i

Fig. 8 Experiment using an illuminating sequence consisting o f 15 colors created by a laptop  
computer. A schematic drawing o f the experimental setup is shown. It is indicated 
that the web camera lake images o f the calibration chart provided by the manufacturer and 
the test strip at the same time. The test results were generated by a computer and printed on 
white paper. Five different combinations o f test results were evaluated
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Fig. 9 Collection o f principal component plots fo r  seven parameters o f interest to measure in 
urine. The blue clusters represent the “test" results fo r  a number o f different strips (3-5) fo r  
low values o f the parameters and a pH o f 6 (see the text fo r  further description).

Here we only present one overall result showing the classification of “samples” with 
“low” values. The classification was again made by principle component analysis. 
One new measurement of the calibration chart was made each time a new strip was 
evaluated (in total 100 strips). The green circles in Fig. 9 illustrate the uncertainty in 
the measurements of the colors of the calibration chart. In most cases that uncertainty 
is much smaller than the distance between the (calibration) clusters for the different 
classes of samples (characterized by 1+, 2+, etc.). One exception is that for blood (in 
the urine) where the uncertainty in calibration makes it possible to only distinguishes 
with certainty the highest value (4+). This is due to the granular and uneven 
appearance of the colors of the blood assay as seen in Fig. 8. Altogether 580 
classifications were made in the experiment with only 13 wrong classifications. 
Eleven of these occurred for glucose at 2+, which is not expected from the results in 
Fig. 9. In comparison the analysis of the same test strips done with only white light 
(“normal colorimetry”) gave 60 miss classifications. A more thorough analysis of the 
performance of CSPT for the evaluation of diagnostic test strips is under 
preparation.
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6. Possibilities in primary health care

The use of test strips and visual comparison with a calibration chart is o f interest 
mainly for self tests without instrumentation. Most manufacturers of test strips for 
blood, urine, etc. provide also a reader for their strips performing the reflectance 
measurements and giving a numerical reading of the actual test result. The need for a 
new platform, although simple and generally available, may seem somewhat 
superficial. It is interesting to note, however, thaflhere is a plethora of instruments 
available, as many as there are different types (and manufacturers) of test strips. 
Even in a primary care unit where a large number of instruments may be available it 
will be cost effective to use the same platform for all of the tests. This is even more 
true if the different test strips can be combined into one specifically made test card 
for the CSPT platform, designed to measure key parameters in (drops of) blood, 
urine, saliva,... A vision for the future is therefore a “Screenlab” replacing a number 
of instruments and test cards as illustrated in Fig. 10.

Fig. 10 There are many different solitary instruments and test strips and test cards available 
for fast diagnostic tests as illustrated by the collage to the left o f  the figure. These can be 
replaced by a properly developed test card to be used together with the computer screen and 
the web camera as illustrated to the right. The concept termed “Screenlab" is under 
development by RGB Technologies in Sweden.

7. Discussion

The CSPT concept is very versatile and consists of many more possibilities than 
described in this presentation. The CSPT-platform, as schematically illustrated in 
Fig.2, is based on already available platforms as standard computer sets of any kind: 
desktops, laptops, palm tops or even mobile telephones. Many optical phenomena 
may be evaluated (absorption, reflection, light scattering, emission). Any material

Multiparameter test card

SCREENLAB
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(polymer, hydrogel, insulator, semiconductor, solution,...) can be used as indicator 
material. Any color reaction can be employed as indicator. Applications are possible 
both in gas and liquid phase: Medical diagnostics based on blood, saliva, urine, 
sweat, breath and body odors and environmental monitoring of air and water can be 
made. In the future this may be possible also with the computer in individual homes.

Although not stressed in the present contribution, the use of mobile solutions for 
colorimetric assays is interesting not only for distributed medical diagnostics but also 
for the use of CSPT for environmental monitoring based on the already distributed 
network of mobile phones. CSPT also offers a natural internet embedded operation 
suitable with distributed evaluation and centralized administration. It is also highly 
customizable. The application is defined by the sensing assay (e.g. medical 
diagnostics or environmental monitoring) but the platform is always similar. In 
principle it does not require to install any specific software, just the regular internet 
browser would be enough, enabling centralized and secure processing of the 
generated results. It is compatible with several commercially available sensing 
technologies (e.g. ELISA assays, fluorescent assays, test strips, lateral flow devices, 
etc.). The best possible use of the CSPT platform requires, however, the 
development of tailor made test formats, the size and assay colors chosen to optimize 
the performance of the screen -  web camera combination.
A few other observations are that by optimizing the computer generated color 
sequence defined molecules can be efficiently recognized in comparison to other 
molecules, i.e. providing a kind of molecular fingerprinting. For fluorescent samples 
the absorption and emission may be separated by the computer using the information 
in the three camera channels as described in Section 4.

The RGB-colors consist of linear combinations of three primary colors, and in 
principle it would be enough with three suitably chosen colors to get the best 
possible classification of a given substance. Since, however, in a general analysis 
there are several colors to distinguish and sometimes small shifts in the spectra of the 
samples, the use of a longer sequence of closely spaced colors optimize the 
evaluation. Even for the classification of one single substance the optimum sequence 
appears to contain more than three rgb-combinations. The reasons for this may be an 
increased signal to noise ratio by repeating the measurements at more linear 
combinations which could be similar to repeating an optimal three color sequence a 
number of times, a possibility not tested yet. Furthermore some non- linear effects in 
the color generation can not be excluded at present. More work has thus to be done 
to understand and optimize the performance of computer screen generated light in 
physical experiments and colorimetric tests. Regardless of the level of detailed 
understanding CSPT can, however, be used as a practical tool in many applications 
involving multiple sensing spots, like in optical electronic noses and for multi 
parameter diagnostic tests.
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Introduction
The field of molecular diagnostics has expanded rapidly over the past decade. 
Applications range from the detection of mutations responsible for human inherited 
disorders, disease-causing and food-contaminating viruses and research into bacteria 
and forensics.
Detection of infectious species and genetic mutations at the molecular level opens 
up the possibility of performing reliable diagnosis even before any symptom of a 
disease appears. Additionally, the development of novel therapeutics based on the 
regulation of gene expression provides revolutionary new opportunities in the area 
of pharmaceutical science.
In order to improve patient care, molecular diagnostics laboratories have been 
challenged to develop new tests that are reliable, cost-effective and accurate and to 
optimise existing protocols by making them faster and more economical. 
Conventional methods for the analysis of specific gene sequences are based on 
either direct sequencing or DNA hybridisation. Because of its simplicity, DNA 
hybridisation is more commonly used in the diagnostic laboratory than the direct 
sequencing method. In DNA hybridisation, the target gene sequence is identified by 
a DNA probe that can form a double-stranded hybrid with its complementary 
nucleic acid with high efficiency and extremely high specificity in the presence of a 
mixture of many different, non-complementary, nucleic acids. DNA probes are 
single-stranded oligonucleotides, labelled with either radioactive or non-radioactive 
material, which provide detectable signals indicating DNA hybridisation. 
Radioactive labels are extremely sensitive, but have the obvious disadvantages of 
short shelf life, risks associated with exposure of personnel to radiation, cost, storage 
and disposal problems. On the other hand, non-radioactive probes, such as 
enzymatic or luminescence labels, are less sensitive and flexible in terms of design 
and application, but are clearly safer and more environmentally f r ie n d ly :^ — -
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Over the past few years, advances in robotics, microfluidics, electronics and high 
resolution optics have driven the impressive development of both DNA microarrays 
and real-time PCR systems. The majority of commercial microarrays (pioneered by 
Affymetrix Inc. with their GeneChip®  [http://www.affvmetrix.com1) and all real
time PCR instruments (e.g., ABI Prism® 7900HT Sequence Detection System, 
[http://www.appliedbiosvstems.com1) rely upon the detection and quantitation o f a 
fluorescent reporter, whose signal increases proportionally to the amount of 
hybridised target or amplified PCR product. Detection thus requires imaging 
equipment or fluorescence readers that are generally very expensive.
In addition to these technologies which are already impacting on the market, new 
commercial research tools are expected to have a major influence in coming years. 
The recent appearance on the diagnostic market of electrochemical DNA 
microarrays (e.g., Motorola eSensor™ DNA Detection System 
[http://www.motorola.eom/lifesciences/esensor/1 and Xanthon Xpression Analysis 
System [http://www.xanthoninc.com1) bears witness to the enormous potential o f 
electrode-based genosensors. Electrochemical devices are highly sensitive, 
inexpensive, easy-to-use, portable and compatible with microfabrication 
technologies. Moreover, in contrast with optical detection schemes, the electrical 
responses are independent of sample turbidity. In order to make DNA testing more 
convenient, more economically feasible and ultimately more widely used, the 
appealing promise of electrochemical detection technologies is thus driving an 
intense research effort by hundreds of laboratories world-wide.
A genosensor is a biosensor which employs an immobilised oligonucleotide as the 
bio-recognition element. Specifically, electrochemical genosensors rely upon the 
conversion of the base-pair recognition event into a useful electrical signal. 
Typically, the design of an electrochemical genosensor involves immobilisation o f 
the DNA probe, hybridisation with the target sequence, labelling and 
electrochemical investigation of the surface. Optimisation of each step is required to 
improve the overall performance of the devices. However, deviations from this 
general scheme have to be considered when using modified magnetic beads for 
electrochemical genosensing.
Recent progresses in the development of electrochemical genosensors have been 
summarised in some excellent reviews (Pividori et al., 2000; Yang et al.y 1997; 
Wang J., 2000; Palecek and Fojta., 2001; Palecek E., 2002; Vercoutere and Akeson, 
2002; Drummond et a l., 2003; Kerman et al> 2004).
This paper will describe electrochemical DNA biosensors recently developed in our 
laboratory using screen-printed gold electrodes as transducers. The biosensor format 
involved the modification of the gold surfaces through chemisorption of a 25-mer 
thiol-tethered DNA probe and a spacer thiol, 6-mercapto-I-hexanol. An enzyme- 
amplified detection scheme, based on the coupling of a streptavidin-alkaline 
phosphatase conjugate and biotinylated target sequences was then applied (Figure 
1). The enzyme catalysed the hydrolysis of the electro-inactive a-naphthyl

http://www.affvmetrix.com1
http://www.appliedbiosvstems.com1
http://www.motorola.eom/lifesciences/esensor/1
http://www.xanthoninc.com1
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phosphate to a-naphthol and then differential pulse voltammetry was used for the 
detection of this electroactive product.

a b с d e
Figure L. Schematic representation of the electrochemical genoassay. a) Probe-modified screen-printed 
gold electrode; b) hybridisation with a 5 ‘-biotinylated, thermally denatured, amplicon; c) Affinity 
coupling of the biotinylated hybrid with the streptavidin-conjugated alkaline phosphatase; d) Incubation 
with the enzymatic substrate; e) electrochemical detection.

This procedure, optimised using synthetic oligonucleotides, was finally applied to 
the detection of a typical genetic construct present in the majority of GMOs 
currently on the market: the 35S promoter. Such a sequence, used as a model 
analyte, was extracted from the pBI121 plasmid, amplified by PCR and analysed 
with the genosensor.

Materials and Methods

1.1. Materials and Reagents
Dithiothreitol (DTT), 6-mercapto-l-hexanol (MCH), streptavidin-alkaline 
phosphatase, a-naphthyl phosphate, bovine serum albumin (BSA), saline sodium 
citrate (SSC), diethanolamine, formamide and dextran sulphate were obtained from 
Sigma-Aldrich. Di-sodium hydrogenphosphate, potassium ferrocyanide, sulphuric 
acid, magnesium and potassium chloride were purchased from Merck. NAP-10 
columns of Sephadex G-25 and Taq polymerase were obtained from Amersham 
Pharmacia Biotech. MilliQ water was used throughout this work. Synthetic 
oligonucleotides and primers used for PCR amplifications were obtained from 
MWG Biotech AG:
Probe (DNA-SH): 5’ HS-(CH2)6-GGC CAT CGT TGA AGA TGC CTC TGC С -3’ 
Target: 5’ biotin-GGC AGA GGC АТС TTC AAC GAT GGC С -3’
Non-complementary: 5’ biotin-TCA CGC AGC TCA GCA GGC CCT -3’
P35S top primer: 5’ - GCT CCT АСА AAT GCC АТС A -  3’
P35S bottom primer: 5' biotin-GAT AGT GGG ATT GTG CGT CA -3‘
Lectin top primer: 5'-TGC CGA AGC AAC CCA AAC ATG АТС C-3'
Lectin bottom primer: 5’ biotin-GCC CAT CTG CAA GCC TIT TTG TG -3'
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All oligonucleotide stock solutions were prepared in 0.5 mol/L phosphate buffer (pH 
7) and stored frozen.

1.2. DNA amplification by polymerase chain reaction (PCR)
The pBI121 plasmid incorporating the 35S promoter sequence was extracted from E. 
Coli using a QIAprep Kit (Qiagen), according to the manufacturer’s protocol. A 195 
bp region of the 35S promoter was then amplified using a DNA Thermal Cycler 
PTC-150 (MJ Research Inc.) following the procedure described by Pietsch and co
workers (1997). Briefly, each amplification reaction was carried out in a 10 mmol/L 
Tris-HCl solution (pH 8.3) containing 50 mmol/L of KC1, 1.5 mmol/L of MgCl2, 50 
/imol/L o f each deoxynucleoside triphosphate, 400 nmol/L of each primer, 4 U of 
Taq polymerase and 20 ng of the pB 1121 template (final volume 100 /xL). After the 
first denaturation step (4 min at 95°C), the subsequent 40 cycles consisted of lm in 
of denaturation at 94°C, 1 min of annealing at 54°C and 1 min of extension at 72°C. 
A final extension at 72°C for 4 min was also included. Successful amplification was 
confirmed by gel electrophoresis.
A 217 bp fragment of the lectin gene was also amplified following the procedure 
reported by Pietsch et al. (1997) using genomic DNA extracted from soybean 
powder (0% Roundup Ready ™ CRM; Fluka). The PCR products were purified 
using Microcon® PCR kits (Millipore) according to the manufacturer’s protocol. 
Amplicon concentrations were finally determined by fluorescence measurements, 
using the Picogreen™ dye and a TD-700 fluorometer (Analytical Control).

1.3. Screen-printing o f  gold electrodes
The electrochemical cells were planar three electrode strips, based on a gold 
working electrode, a carbon auxiliary electrode and a silver pseudo-reference 
electrode. The electrodes were screen-printed in house using a DEK 248 screen- 
printing machine (DEK). Silver-based (Electrodag PF-410) and graphite-based 
(Electrodag 423 SS) polymeric inks were obtained from Acheson Italiana; the gold- 
based ink (R-464 (DPM-78)) was obtained from Ercon Inc. and the insulating ink 
(Vinylfast 36-100) from Argon. A polyester flexible film (Autostat CT5), obtained 
from Autotype, was used as the printing substrate.
The silver ink was printed first in order to obtain the conductive tracks and the silver 
pseudo-reference electrode. Carbon and gold inks were then used to print the 
auxiliary and working electrode, respectively. After each step, silver, carbon and 
gold inks were cured at 120° С for 10 min. The insulating ink was finally used to 
define the working electrode surface (Ж = 3 mm). A curing period of 20 min at 70° 
С was applied.
To facilitate handling, the screen-printed electrochemical cells were attached to a 
rigid polycarbonate-based support. Each electrode was treated as disposable after 
use.
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1.4. Purification o f  thiol-derivatised oligonucleotides
Prior to use, the thiol-modified oligonucleotides were treated with DTT. This 
reagent allowed reduction and cleavage of oligo dimers eventually obtained by 
oxidative coupling of two DNA-SH molecules (i.e. DNA-S-S-DNA). The 
lyophilised oligonucleotides were dissolved in a 0.17 mol/L phosphate buffer 
solution (pH 8) containing 0.04 mol/L of DTT. The reaction was allowed to proceed 
for 16 h at room temperature (Patolsky et al., 2001). The thiolated DNA was then 
purified by elution through a NAP-10 column of Sephadex G-25 using 0.5 mol/L 
phosphate buffer (pH 7). DNA-SH stock solutions (26 mol/L) were prepared in the 
same buffer and stored frozen.

1.5. Bio-modification o f  the sensor surface
Using the planar screen-printed electrode as a drop-on sensor, 10 /iL of the thiolated 
oligonucleotide solution (1 /xmol/L in 0.5 mol/L phosphate buffer) were placed on 
the gold working electrode surface. Chemisorption was allowed to proceed 
overnight (>>16 h). During this period, the electrodes were stored in petri dishes to 
protect the solutions from evaporation.
The immobilisation step was followed by a post-treatment with MCH. A 10 fiL  drop 
of the 1 mmol/L aqueous solution of MCH was placed onto the DNA-modified 
working electrode surface for 1 hour. Prior to hybridisation reaction, the modified 
electrodes were washed twice with 15 /iL of 2xSSC buffer.

1.6. Hybridisation with synthetic oligonucleotides and PCR-amplified samples
The probe-modified gold electrodes were exposed to a 10 jiL drop of the 
biotinylated target sequence solution (buffered with 2xSSC) for 20 min. A 
biotinylated non-complementary sequence was used as the negative control. After 
hybridisation, the sensors were washed twice with 15 /*L of DEA buffer (0.1 mol/L 
diethanolamine, 1 mmol/L MgCl2, 0.1 mol/L KC1; pH 9.6).
After purification and reconstitution with MilliQ water, DNA samples obtained by 
PCR amplification were diluted 1:5 with 2xSSC buffer or “hybridisation buffer A” 
(i.e. 5xSSC, 20 mmol/L phosphate-buffered saline, 45% V/V formamide, 5 % w/w 
sodium dextran sulphate, pH 7.4). The double-stranded DNAs were thermally 
denatured using a boiling water bath (5 min at +100°C). Amplicon strand re- 
annealing was then retarded by cooling the sample in an ice-water bath for 5 min. A 
10 mL aliquot o f this solution was finally placed directly onto the probe-modified 
surface for 1 hour after which the sensors were washed twice using 15 /zL of DEA 
buffer.

1.7 Hybrid labelling with alkaline phosphatase and electrochemical detection 
The biotinylated hybrid obtained at the electrode surface was reacted with a 10 fiL  
drop of solution containing 1 U/mL of the streptavidin-alkaline phosphatase
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conjugate and 8 mg/mL of BSA in DEA buffer. After 20 minutes, the sensors were 
washed twice with 15 /iL of DEA buffer.
The planar electrochemical cell was then covered with 150 p L  of an a-naphthyl 
phosphate solution (1 mg/mL in DEA buffer). After 20 minutes of incubation, the 
oxidation signal of the enzymatically-produced a-naphthol was measured by DPV 
(modulation time = 0.05 s; interval time = 0.15 s; step potential = 5 mV; modulation 
amplitude = 70 mV; potential scan: from 0.0 to +0.6 V). The naphthol peak height 
was taken as the analytical signal. All electrochemical measurements were 
performed with a /iAUTOLAB type II digital potentiostat/galvanostat (Eco 
Chemie). All potentials were referred to the silver pseudo-reference electrode. The 
experiments were carried out at room temperature (25 °C).

2. Results

2.7. Electrochemical characterisation o f the screen-printed gold electrodes 
The screen-printed gold electrodes were firstly characterised by cyclic voltammetry 
in 0.5 mol/L H2SO4. Characteristic gold oxide formation and reduction peaks were 
found near +1.35 V and +0.65 V vs. Ag, respectively (data not shown). The 
electrochemically active surface of the screen-printed gold sensors was also 
evaluated by cyclic voltammetry, in the presence of the ferrocyanide redox probe. 
The Randles-Sevcik equation:

ip = (2.687 x 10s) nm A Dlrl С vm  
was used for the calculations. In the equation ip is the ferrocyanide peak current (A), 
n the number of electrons involved, A the electrode area (cm2), D the diffusion 
coefficient (= 6.50 x 106cm2/s [Heyrovsky, 1966]), С the concentration (mol /cm 3) 
and v the scan rate (V/s). An electrochemically active surface of 5.77 ± 0 .1 6  mm2 
was calculated from the results (geometrical area = 7.07 mm2). Additionally, the 
small relative standard deviation found for these measurements (2.8 % [n = 9]) 
indicated the good reproducibility of the screen-printing process.
Although mechanical or electrochemical cleaning of the gold surface is usually 
recommended, both thiol-tethered DNA probe immobilisation and naphthol 
electrochemistry were not found to be significantly affected by surface pretreatments 
(data not shown). Hence, the screen-printed gold electrodes were used as produced.

2.2. Electrochemical investigation o f the probe-modified surface 
The influence of probe coverage on the hybridisation reaction was the first 
parameter to be investigated. This effect was firstly examined by varying DNA-SH 
concentration. A series of sensors was exposed to thiolated oligonucleotide solutions 
(0.1,0.6, 1, 3 /xmol/L in 0.5 mol/L phosphate buffer), with chemisorption allowed to 
proceed overnight. Voltammetric data, summarised in Figure 2, show that excellent 
specific vs. non-specific signal ratios could be obtained even using the lowest DNA- 
SH concentration (i.e. 0.1 fimol/L). However, the most favourable ratio was
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obtained using the 1 /xmol/L concentration; this value was used for all subsequent 
experiments.
In the graph, it is also interesting to note that the signals measured at sensors 
exposed to the non-complementary sequence and pure hybridisation buffer were 
nearly the same. Therefore, the non-specific binding of the non-complementary 
sequence was assumed to be negligible, with any observed signal exclusively 
originating from the minimal non-specific adsorption of the enzymatic conjugate.
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Figure 2. Influence o f probe concentration on hybridisation reaction. DNA-SH immobilisation: 10 pL 
(0.1, 0.6, 1, 3 fimol/L in 0.5 moUL phosphate buffer) onto the gold working electrode surface overnight. 
MCH treatment: 10 pL (1 mmol/L aqueous solution) onto the DNA-modified surface for 1 h. Target and 
non-complementary concentration: 12 nmoUL in 2xSSC buffer. Other conditions as described in the 
Materials and Methods section. The bars are the average o f at least three measurements and the error 
bars the corresponding standard deviation.

Typical voltammetric responses for probe-modified electrodes exposed to buffer, 
non-complementary and target sequence solutions are given in Figure 3.
The features of immobilisation kinetics were also investigated. Different sets of gold 
electrodes were exposed to thiol-modified DNA solutions (10 /*L, 1 /imol/L in 0.5 
mol/L phosphate buffer) for increasingly amounts of time (1 ,2 , 4, 19 h). The results, 
plotted in Figure 4 as a function of the immobilisation period, show that the most 
favourable specific vs. non-specific signal ratios were obtained after an overnight 
immobilisation. This chemisorption time was used for all subsequent experiments.
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Е М
Figure 3. DPV signals for probe-modified electrodes exposed to buffer, non-complementary and target 
sequence solutions. DNA-SH concentration: 1 fimol/L Other experimental conditions as reported in 
Figure 2.

Figure 4. Influence o f probe immobilisation time on hybridisation reaction. DNA-SH immobilisation: 10 
pL (1 iimol/L in 0.5 mol/L phosphate buffer) on the gold working electrode surface for 1, 2, 4, 19 h. Other 
conditions as reported in Figure 2.
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Preparation of mixed monolayers of a thiol-modified DNA probe and a spacer thiol 
by way of a two-step method was introduced by Heme and Tarlov in 1997. Use of 
6-mercapto-1 -hexanol (MCH) and its influence on analytical signals were explored. 
Two different sets of probe-modified electrodes were processed simultaneously but, 
in one case, the use of MCH was omitted. Both sets of sensors were then exposed to 
increasingly amounts of the biotinylated target sequence. Figure 5 shows the 
corresponding calibration plots. When the MCH treatment was omitted and 
hybridisation was directly attempted, only 50 % or less signal was obtained; within 
the 0-12 nmoI/L concentration range the sensitivity of detection decreased from
0.655 to 0.310 /*A/(nmol/L).

Target conc. (nmol/L)
Figure 5. Influence of MCH post-treatment on hybridisation reaction. DNA-SH concentration: 1 nmol/L. 
Other experimental conditions as reported in Figure 2. Each point represents the mean of at least three 
measurements and the error bars the corresponding standard deviation.

2.3. Labelling with alkaline phosphatase
A number of electrochemical genosensors reported in the literature rely on the use of 
avidin-enzyme conjugates (Xu et a l , 2001; Patolsky et al., 1999; Patolsky et al., 
2001). However, when using the avidin-alkaline phosphatase conjugate for labelling 
the hybrid-modified screen-printed gold electrodes a dramatic non-specific signal 
was observed (Figure 6, bars A). In an attempt to limit the non-specific adsorption of 
the avidin-conjugate, BSA was used as the blocking agent (Gizeli and Lowe, 1996; 
Fahnrich et al., 2003). Different uses of this protein were also compared: a) 
preliminary blocking of the electrode surface with BSA followed by exposure to the 
enzymatic conjugate [two steps interaction] ; b) direct exposure of the surface to a 
BSA/ avidin-alkaline phosphatase mixture [one step interaction]. In both cases, the
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specific vs. non-specific signal ratio was slightly improved; however, the results 
were far from being satisfactory (bars В and С in Figure 6). On the other hand, 
excellent results were obtained using the other commercially available conjugate, 
streptavidin-alkaline phosphatase, in combination with BSA (bars D in Figure 6). A 
favourable specific vs. non-specific signal ratio of 150 was found using such a 
conjugate. A solution containing the streptavidin-alkaline phosphatase conjugate and 
8 mg/mL of BSA in DEA buffer was used for all subsequent experiments.

Figure 6. Labelling with alkaline phosphatase (AP): comparison between different enzymatic conjugates 
and use of BSA as the blocking agent. The modified sensors (DNA-SH concentration: 1 fimol/L) were 
exposed to: avidin-AP (1 U/mL in DEA buffer) for 20 min (bars A); BSA (8 mg/mL in DEA buffer) for lh  
followed by avidin-AP (1 U/mL in DEA buffer) for 20 min (bars B); avidin-AP/BSA mixture (1 U/mL and 
8 mg/mL in DEA buffer, respectively) for 20 min (bars C); streptavidin-AP/BSA mixture (1 U/mL and 8 
mg/mL in DEA buffer, respectively) for 20 min (bars D). Other conditions as in Figure.2.

In order to further optimise the analytical assay, the influence of the enzymatic 
conjugate concentration on electrochemical signals was also investigated. A series 
of sensors was exposed to increasingly amounts of streptavidin-alkaline phosphatase 
(0.25, 0.5, 1, 2.5 U/mL) while keeping constant BSA concentration (8 mg/mL in 
DEA buffer). Experimental results (not shown) demonstrated how both the current 
due to the non-specific adsorption of the conjugate and that due to its specific 
coupling with the biotinylated hybrid increased with the streptavidin-alkaline 
phosphatase concentration. These data suggested that optimal analytical signal 
(compatibly with minimal non-specific adsorption of the conjugate) could be 
achieved using the 1 U/mL concentration. This value was used for all subsequent 
experiments.
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The influence of the enzymatic substrate concentration on electroanalytical signals 
was additionally assessed. The a-naphthyl phosphate concentration was increased by 
orders of magnitude (0, 0.01, 0.1, 1, 10 mg/mL) while checking the current 
responses for both the target and the non-complementary sequence. The specific 
signals increased with the substrate concentration up to 1 mg/mL; therefore, this 
value was used for all subsequent experiments. On the other hand, the non-specific 
signals were still negligible even using 10 mg/mL of a-naphthyl phosphate.

2 A  Optimisation o f  hybridisation time 
The last issue to consider was the influence of the hybridisation time. Linear 
dependence of the response on hybridisation time was observed up to 10 min, with 
the maximum signal achieved after 20 min (Figure 7). Therefore, this hybridisation 
time was used for all experiments involving the use of synthetic oligonucleotides.

Hybridisation time (min)
Figure 7. Influence o f hybridisation time on electrochemical signals. The probe-modified sensors (DNA- 
SH concentration: 1 nmol/L) were reacted with 10 [iL o f the biotinylated target for 0, 2, 5, 10, 20, 30, 40 
min (40 min only for the non-complementary sequence). Other conditions as reported in Figure 2. Each 
point represents the mean o f at least three measurements and the error bars the corresponding standard 
deviation.

2.5 Calibration plot fo r  synthetic oligonucleotides
To elucidate the analytical performance of the electrochemical geno-assay, a 
calibration experiment was finally designed. The voltammetric signals linearly 
increased (R2 = 0.986) with the target concentration up to 25 nmol/L and then more 
gradually, until a plateau was reached (data not shown).
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The experiments performed using the biotinylated non-complementary sequence 
further confirmed the selectivity of the sensor, with the non-specific signal being 
negligible even at the highest investigated concentration (1230 nmoi/L). The 
reproducibility of the measurements (evaluated as relative standard deviation over 4 
results) was 12%; a detection limit of 0.25 nmol/L of oligonucleotide target 
sequence (i.e. 1.5 x 109 target molecules in 10 ptL of sample solution) was estimated.

2.6 Hybridisation with PCR amplified samples
PCR amplified targets were 195 bp fragments of the 35S promoter. A biotinylated 
fragment of the lectin gene (217 bp) was used as the negative control. The PCR mix 
(i.e. the solution containing primers, deoxynucleosides triphosphate, Taq 
polymerase, etc., but lacking the 35S template) was used as a further negative 
control and considered as the blank of the measurement.
Firstly, amplicon analysis was carried out in the conditions optimised for synthetic 
oligonucleotides (20 min of hybridisation in 2xSSC buffer). The only difference 
consisted in thermal denaturation of the samples which was required in order to let 
the biotin labelled strand hybridise with the immobilised probe. The results, reported 
in Table 1, demonstrated the sensitivity of the genosensor, with the target sequence 
(100 nmol/L) giving rise to an average signal which was 13-fold bigger than that 
observed for the negative control (100 nmol/L). The selectivity of the biosensing 
interface was also confirmed: negative control and blank gave substantially similar 
results.

Table 1. Genosensor responses for PCR amplified targets (35S amplicons) and negative controls (PCR

Sample Signal (nA)
Target 161115
Target 149 ± 25
Target 151 ± 15
Target 150 ± 3 0
Target 151 ±11
Blank 16 ± 3
Blank 13 ±1
Blank 11 ± 2

Negative control 6 ± 1
Negative control 18 ± 4
Negative control 10 ± 5

2xSSC 7 ± 2
*The samples were purified and reconstituted with 2xSSC buffer. After thermal 
denaturation, target (100 nmol/L), negative control (100 nmol/L), blank and 2xSSC  
buffer solutions were interacted with the probe-modified electrodes (DNA-SH  
concentration: 1 pmol/L) fo r  20 min. Other conditions as reported in Figure 2.
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As shown in Figure 8, linear correlation (R2 = 0.986) between amplicon 
concentration and electrochemical signal was found within the 0-120 nmol/L range. 
The detection limit of the assay, considered as the lowest analysed concentration 
which produces a signal distinguishable from blank and negative controls (S/N=3), 
was 15 nmol/L (i.e. 9.0 xlO10 target molecules in 10 fiL  of sample solution).

P35S concentration (nmol/L)
Figure 8. Calibration plot for 35S amplicons. Probe-modified electrodes were exposed to purified and 
thermally denatured target solutions 0, 15, 30, 60, 120 nmol/L in 2xSSC buffer. Other conditions as 
reported in Table I. Each point represents the mean o f at least three measurements and the error bars the 
corresponding standard deviation.

In order to increase the sensitivity of the analytical procedure, both the hybridisation 
buffer and the hybridisation time were modified. The new hybridisation buffer 
(denoted as “hybridisation buffer A”) was 5xSSC, 20 mM phosphate-buffered saline 
and contained 45% V/V of formamide and 5% w/w of sodium dextran sulfate (Xu et 
al., 2001). A hybridisation time of 1 h was selected during these experiments. The 
analytical results are reported in Table 2.

Table 2. Genosensor responses for PCR amplified targets (35S amplicons) and negative controls (PCR
DianKs, lecun amplicons

Sample
ana nyonaisanon D u j je rn, re s p e c t iv e ly ) - .

Concentration (nmol/L) Signal (дА)
Target 100 1.63 ±0.08
Target 100 2.13 ±0.44
Target 100 2.21 ±0.39
Target 100 2.28 ± 0.67
Target 8 0.39 ± 0.02
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Target 8 0.45 ± 0 .14
Target 8 0.48 ±0.11
Blank - 0.02 ±0.01

Negative control 100 0.02 ±0.01
Negative control 100 0.03 ± 0.02
Negative control 100 0.06 ± 0.04
Hybrid, buffer A - 0.02 ±0.01

*The samples were purified and reconstituted with hybridisation buffer A. After 
thermal denaturation, target (8 and 100 nmol/L), negative control (100 nmol/L), 
blank and hybridisation buffer A solutions were interacted with the probe-modified  
electrodes fo r  1 h. Other conditions as reported in Table 1.

A favourable specific vs. non-specific signal ratio of about 70 was obtained when 
using the hybridisation buffer A. It is also interesting to note that the non-specific 
interaction of the non-complementary amplicon was not significantly enhanced, 
despite the extreme hybridisation conditions adopted. Furthermore, correct 
classification of the 35S samples became possible even when a concentration as low 
as 8 nmol/L was tested. A detection limit of 1 nmol/L (i.e. 6.0 x 109 target molecules 
in 10 p.L of sample solution) was calculated for these experimental conditions. 
Interestingly, such a value approached the one found for synthetic oligonucleotides.

3. Discussion

The electrochemically active surface of the screen-printed gold electrodes was found 
to be 5.77 ± 0.16 mm . When comparing this value with the geometrical area o f each 
sensor (7.07 mm2) an apparent roughness factor of about 0.82 could be calculated. 
Such a low factor (which is the ratio between microscopic and geometrical area 
[Bard and Faulkner, 2001]) can be explained considering that only a part of the 
surface comprises gold readily available for the electrochemical reaction, while the 
residual is probably blocked by the binding polymer. Despite this view o f the 
screen-printed gold surface, each electrode does not act as an array o f 
microelectrodes.
The features of the immobilisation process were explored with the aim o f 
maximising the sensitivity and selectivity of the voitammetric assay. Investigation o f  
DNA-SH immobilisation kinetics clearly demonstrated that the chemisorption o f a 
thiol-tethered oligonucleotide is a relatively fast process, with the surface coverage 
reaching a plateau after about 2h exposures. This observation is fully consistent with 
XPS and SPR data, obtained immobilising 25-mer thiol-tethered oligonucleotides 
onto evaporated gold films (Heme and Tarlov, 1997; Peterlinz et al., 1997). 
Therefore, it was concluded that the chemisorption of thiolated molecules on the
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screen-printed gold surface was not significantly disturbed by the binding polymer 
of the gold ink.
Neutron reflectivity measurements of Levicky and co-workers (1998) demonstrated 
that, after treatment with the MCH spacer, thiol-tethered oligonucleotides were lifted 
off the surface, the S atom becoming the only anchoring point. In this work, the 
significant improvement o f sensitivity that followed the treatment with MCH 
(Figure 5) was also attributed to dramatic changes of probe interfacial bio- 
architecture, as described by Levicky et al.
Enzyme labels have been widely used in affinity biosensors, particularly in 
immunosensors. Use of such labels greatly amplify the hybridisation signals and 
thus offers considerable promise for ultrasensitive detection of DNA hybridisation. 
When comparing the two commercially available alkaline phosphatase derivatives, 
the streptavidin-AP conjugate offered the most favourable specific vs. non-specific 
signal ratio. The experimental results displayed in Figure 6 can be rationalised when 
considering the isoelectric point (pi) of both the enzyme-conjugates and the 
blocking agent. In DEA buffer (pH 9.6) the avidin conjugate is positively charged 
(pi 10.5). Therefore, its electrostatic interaction with the negatively charged DNA 
backbone is expected to be considerable and responsible for the observed non
specific signal. When using this label, BSA (pi 5.2) is unlikely to be an effective 
blocking agent because of its negative charge in DEA buffer.
Unlike avidin, streptavidin has no carbohydrate side chains and has a lower 
isoelectric point (pi 5.0). As a result, streptavidin exhibits lower levels of non
specific adsorption than avidin.

PCR amplified targets were 195 bp fragments of the 35S promoter (Figure 9):

5’ - G C T C C T АСА AAT GCC АТС ATT GCG ATA AAG GAA AGG CCA 
TCG TTG AAG ATG CCT CTG CCG АСА GTG GTC CCA AAG ATG GAC 
CCC CAC CCA CGA GGA GCA TCG TGG AAA AAG AAG ACG TTC CAA 
CCA CGT CTT CAA AGC AAG TGG ATT GAT GTG АТА TCT CCA CTG 
ACG ТА A GGG ATG ACG CAC AAT CCC ACT АТС -  3’

Figure 9. PCR amplified sequence. Bases denoted in bold indicate the top and bottom primer, 
respectively. Underlined bases indicate the region corresponding to the inmobilised probe.

The region o f complementarity with the immobilised probe resided in the inner part 
of the amplicon, far from the end corresponding to the top primer. This choice 
further ensured the specificity of the assay. Given a selected couple of primers, the 
PCR process might be poorly selective, resulting in the amplification of an 
unwanted DNA region. Therefore, false positive signals would be obtained using an 
immobilised probe having the same sequence as the primer.

When using the 2xSSC buffer, the detection limit found for the PCR products was 
significantly lower than that found for synthetic oligonucleotides (0.25 vs. 15
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nmol/L). Amplicon sister strand re-annealing in solution (which competes with 
hybridisation to the capture probe at the electrode surface) and the higher steric 
hindrance of the amplified target sequence probably played an important role. 
Longer hybridisation times and a specific hybridisation buffer were used in order to 
increase the sensitivity of the analytical assay. All constituents of hybridisation 
buffer A (5xSSC, phosphate-buffered saline, formamide and sodium dextran 
sulphate) are known to positively influence the rate of hybridisation reaction. This 
rate is strongly dependent on ionic strength. Formamide is known to decrease the 
melting temperature of nucleic acid duplexes, thus allowing efficient hybridisation 
at lower temperatures. On the other hand, dextran sulphate is an inert polymer that, 
by excluding the DNA from its own volume occupied in solution, effectively 
increases the concentration of the target DNA (Hames and Higgins, 1985). When 
using the modified procedure, the detection limit was improved by one order of 
magnitude (1 nmol/L) and approached the value found for synthetic 
oligonucleotides.

4. Conclusions

This paper describes an electrochemical genosensor developed by self-assembling a 
mixed monolayer of a thiol-tethered oligonucleotide and MCH onto disposable 
screen-printed gold electrodes. No chemical or physical treatment of the electrode 
surfaces was required prior to immobilisation of the synthetic DNA probe, thus 
greatly simplifying the use of these transducers for the bioanalytical assay.
The experimental results showed that the immobilisation of the DNA probe was 
relatively fast and that the binding polymer of the gold ink did not significantly 
interfere with the chemisorption process. Formation of DNASH/MCH mixed 
monolayers was used to improve the hybridisation efficiency of the DNA probe.
The detection scheme used, based on the enzymatic amplification of hybridisation 
signals, led to highly sensitive detection of the target sequence. Non-specific signals 
were minimised using an appropriate enzymatic conjugate (streptavidin-AP) coupled 
with an efficient blocking agent (BSA). The genosensor response was found to be 
linearly related (R2 = 0.986) to the oligonucleotide target concentration between 0 
and 25 nmol/L; a detection limit of 0.25 nmol/L was estimated. Although similar 
detection limits have been recently reported in the literature, such results were often 
achieved at the cost of more complex procedures.
Moving from proof-of-concept experiments to real sample analysis, the analytical 
procedure was further optimised and then applied to the detection of biotinylated 
amplicons of the 35S promoter (195 bp). The results showed that the genosensor 
enabled sensitive and specific recognition of the amplified sequences (detection 
limit = 1 nmol/L).
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Photosystem II providing direct electron transport with electrodeposited poly(mercapto-p- 
benzoquinonc) was immobilised onto modified gold electrodes. The properties of the 
biosensor were characterized using linear sweep voltammetry, atomic force microscopy 
and photo-induced chronoamperometry. Io=9nM and LOD=0.7nM for DCMU showed 
improved sensitivity compared to all previously studied PSII biosensors

1. Introduction

The vast majority o f used herbicides blocks the electron transport in the PSII 
(see abbreviations at the end o f the text) complex due to their specific binding 
[1], which results in inhibition of photosynthesis. A biosensor for detection o f 
triazine-, urea- and phenolic- herbicides has been developed with isolated PSD 
particles from the thermophilic cyanobacterium Synechococcus bigranulatus, 
immobilised on the surface o f a Clark electrode [2]. Oxygen evolution due to 
PSII activity during a red light short pulse decreased proportionally to herbicide 
concentration in the medium. An advanced PSII biosensor has been then 
developed using graphite SPE [3] and amperometric detection o f an artificial
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electron acceptor (DQ). Cross-linking o f PSII in a gel matrix o f BSA and GA 
restricted the performances of such a biosensor because o f the slow diffusion of 
mediator and decreased sensitivity to herbicides. An oriented monolayer o f 
recombinant PSII with a tag of six histidine residues has been then used [4, 5] as 
sensing part of biosensor. Improved properties such as fast inhibitor transport, 
increased sensitivity, spatially controlled and reversible immobilisation were 
obtained. Despite that, the main drawback was still found in blocking effect o f 
dense PSII monolayer towards the diffusion o f red-ох mediators [6]. A common 
strategy for obtaining direct red-ох control over the protein is usually based on 
its attachment to conductive polymers and DET. Under natural conditions, 
electrons are taken from PSII by membrane soluble plastoquinones, which binds 
inside of so-called QB pocket o f PSII. Therefore, the most suitable molecular 
wire should end with the quinone group which could fit QB pocket and could 
easily drain photo-generated electrons. The spontaneous self-assembling o f 
thiolated quinones like SBQ on gold surface has already been widely described 
[7-9]. Unfortunately, such monolayer could not be used for DET [10], since the 
length of the polymer (approx. 4.4 A [8]) was not sufficient to reach the red-ox 
reaction center o f the protein. The use of a spacer between the quinone group 
and the electrode greatly affected the reversibility o f the red-ox reaction which 
decreased with the distance from the electrode [9]. On the contrary, SBQ can 
undergo the electrochemical polymerization on gold electrode [10-12]. Such 
conducting polymer, polySBQ, has been already used for DET in many 
enzymes (e.g. xanthine oxidase, 
pyruvate oxidase, D-aminoacid 
oxidase) [10-12].

2. Materials and methods

SBQ was prepared as previously 
described by Alcalay [13] and 
electrodeposited on SPE from a 
saturated solution in 25mM 
nitrogen bubbled PB (pH =7.4) at 
E =+650mV. CV was used for 
determination of the red-ox 
properties o f polySBQ film. Au 
SPE with a deposited polySBQ layer was immersed in PB (25mM, lOOmM 
KC1) bubbled (15 min) with nitrogen and cycled between +1V vs.Ag/AgCl. For 
the purpose of the AFM topographic measurements (Digital Instruments 
D3100), а ц-аггау (7x7) of gold electrodes deposited by optical lithography and

Number of quinone moieties [10’ie.cm'J] 
Figure 1. The effectiveness of DET vs the 
number of immobilized quinone moieties.
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chemical vapour deposition on silicon 
substrate [14] was also used. The scanned 
surface was of lpm xl^m . Immobilization 
of PSII particles [2] has been done by 
incubation of polySBQ modified electrodes 
in MESB [2] containing PSII equivalent of 
30jig Chi mL’1 at 4°C in darkness for 20 
minutes.

3. Results and discussion

Electrochemical deposition of SBQ on
AuWE showed an initial increase of anodic
current (up to about 2 min) followed by the
current decline till a lower steady state. Such
electrochemical behaviour was typical for
any free sulfhydryl containing molecules
[4]. During the initial phase, the fast creation
of monolayer was observed. With the
prolonging time of oxidation, the multilayer
structure as well as polymerisation process
occurred (Surface plasmon resonance data
during electrochemical oxidation not sown).
The immobilization of the quinone group as
well as the ability to exchange the electrons
between the red-ox groups and electrode
surface was controlled by CV. A quasi-

. . . .  . . * Figure 2: AFM images (see text),
reversible red-ox peak pair of quinone
moieties was observed at E =-126mV with anodic peak centred at Ea=-107mV 
and cathodic at Ec=-146mV vs.Ag/AgCl (pH=7,4). The position of peak pair is 
in agreement with other authors [7, 8]. The peak position as well the charge 
transferred over the anodic or cathodic peaks remained unchanged up to 2 hours 
of repetitive cycling showing the stability of immobilized layer. The linear 
dependence between the red-ox potential and pH was observed between 
pH=5.4-8.4 (20mM PB, lOOmM KC1). The slope of the linear dependence was - 
59mV/pH unit (data not shown). Such observation is in agreement with [7-10] 
and shows the 2-electron-2-proton red-ox reaction: Q+2e'+2H+ ^ H 2Q. Since 
the diameter of one ц-electrode in array was 70цт and the charge transferred 
over anodic peak (obtained after 20 minutes of SBQ electro-oxidation) was
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Q=7,7mC'cm‘2, taking two electron red-ох reaction, than equivalent number of 
immobilized quinone moieties resulted to be 2,4x10*6 molecules'em'2 (3,98x1 O’8 
molcm'2). The photo-current generated by PSII immobilised trough the 
polySBQ layer is reported vs. the number of the quinone moieties in fig-1. 
Almost identical value was described [10] as an ideal value for DET for xanthine 
oxidase. Furthermore, as already shown, the typical experimental values [7-9] 
obtained for self-assembled monolayer of SBQ on gold were about two orders 
lower, close to the theoretical calculated value 5,7xlO'10 mol cm'2 for vertically 
bound SBQ through the S-Au bond [15]. Therefore, the quantity of quinone 
moieties obtained with a 20 min electro-oxidation overcame the number 
necessary for an ideal monolayer by a factor of about 68. Therefore, assuming 
the polymerization process under ideal conditions, where linear polymerization 
from each SBQ molecule immobilized on gold is expected, we obtained chains 
containing 68 monomers which means chains about 30nm long (the SBQ is 
approx 4.4 A long [8]). The AuWEs ц-array on silicon substrate [14] was 
selected since each electrode was individually addressable and the surface 
roughness of gold was substantially low (average roughness 3.5nm, Fig.2A). 
The surface appearance of electrode markedly changed after electro-deposition 
of the polySBQ layer as reported in Fig.2B. We found out needle-like structures 
with an average width of about lnm or less. The average length varied from 
7nm, in case of individual needle, up to 34nm in the case of crowded clusters. 
Interestingly, this value is quite close to 30nm which was previously obtained by 
electrochemical experiments. The AFM scans were stable when repeating on the 
same place which shows a strong attachment of the polymer on the electrode 
surface. After loading PSII, the needle-like structures diminished under the 
protein deposition (Fig.2C); round shapes have been noticed with relative 
average height in the range of lOnm. We supposed they were PSII molecules 
trapped by each needle-shaped polymer chain. In contrast, no such deposit was 
observed on unmodified gold electrode immersed in the same solution of PSII 
which shows that changes in polySBQ modified electrode were due to 
immobilized protein. Again, the AFM scans were repeatable, indicating a strong 
adherence of PSII to polySBQ layer. PSII itself is a big membrane protein (X-Y 
dimer core dimensions 17,2x9,7nm [16]) surrounded by all the remaining 
thylakoid membrane as well as the detergent micelle when isolated. Thus no 
strict homogeneity in size of immobilized PSII particles could be expected as 
usual in case of water soluble proteins. Therefore we were not able to observe 
AFM topography consisting of individually recognizable protein units. Instead, 
the superimposing effect caused by hydrophilic adherence to polySBQ layer,
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rests of thylakoid membranes as well as the detergent and PSII itself determined 
the irregular hill-like structures which were observed. The photo-activity of 
PSII-polySBQ-AuWE was determined using a flow cell and screen printed gold 
electrodes. The illumination of PSII-polySBQ-AuWE with a LED (ЮОцто! 
photons m 'V 1, A,=650nm, E=+250mV vs.Ag/AgCl) resulted in a photo- 
generated current (Fig. 1,3). No detectable photo-generated current was 
observable, when polySQB-AuWE was illuminated under the same conditions. 
Time required to achieve 95% of the steady state was less than 5s. Here, we 
observed a big difference when compared with MET described in a previous 
paper [3]. In the former case, the velocity of the electrode reaction was restricted 
only by the rate of the enzyme reaction and by charge transport along the 
polySBQ layer. From CV measurements described above was clear, that the 
transduction of charge through polymer was very fast, since AE=Ea-Ec=39mV. 
Thus we could assume that the velocity of the electrode response was only due 
to the rate of the enzymatic reaction. On the other hand, in the case of MET, the 
velocity of the electrode response was due to diffusion of red-ox mediator in the 
PSII-BSA-GA gel and the steady state was then achieved within several minutes 
under the same conditions [3,5], Figure 3B reports the calibration curve obtained 
with the herbicide DCMU and Figure ЗА shows an example of the inhibition 
effect on the photo-generated signal due to 
DET of PSII. I50=9nM and LOD=0.7nM 
for DCMU shows improved sensitivity [17] 
compared to all previously studied PSII 
biosensors.

Conclusions

A conductive polySBQ layer was 
synthesized on the surface of (i) Au SPE,
(ii) Au ц-electrodes in an array using a 
simple electro-oxidation process. The basic 
red-ox as well as morphology properties of 
polymer film were determined using 
electrochemistry and scanning probe 
microscopy. PSII isolated from 
thermophilic bacteria Synechococcus 
bigranulatus was immobilized on 
polySBQ-AuWE. Resulting PSII- 
polySBQ-AuWE showed photo-inducible

Pfto(og*n*f at*<J «Metric currant [nA]

Tim* [•]
Residual activity

Log of DCMU [mot L ']

Figure 3. A) Inhibition o f  PSII- 
poIySBQ-AuWE as the response to 

addition o f  3nM DCMU. 
B) Calibration curve for DCMU.
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DET at the potential E=+250mV vs. Ag/AgCl. Basic properties of this process 
were studied. As the result: (i) the charge transport from PSII to gold WE was 
fast and dominated by the rate of the PSII enzymatic reaction; ii) I50 and LOD 
showed improved sensitivity compared to all previous PSII biosensors.

Abbreviations
AFM:atomic force microscopy; AuWE:gold working electrode; BSA:bovine serum albumin; BSA- 
GA-PSII:crosslinked PSII in a gel matrix o f  BSA and GA; Chlichlorophyl; CV; linear sweep 
voltammetry; DCMU:diuron; DETrdirect electron transport; DQ:tetramethyl-p-benzoquinone; 
GAtglutaraldehyde; l 5o:dosc causing 50% inhibition; LED:Light emitting diode; LOD:limit o f  
detection; MES;2-(N-morpholino) cthanesulfonic acid; MESB:40mM MES, lOOmM NaCl, 15mM 
CaCl2, 15mM MgCh, 50цМ chloramphenicol, 0.03%Dodccylmaltoside, pH=6.5; MET;Mcdiated 
Electron Transport; PB:phosphatc buffer; po!ySBQ:poly(mercapto-p-benzoquinone) polySBQ - 
AuWE;poly(mercapto-p-benzoquinone) deposited on Au; PSIIiphotosystem II; PSII-poIySBQ- 
AuWE:poly(mercapto-p-benzoquinone) on Au with immobilized PSII; QB:quinone binding site o f  
PSII; SBQ:sulfobenzoquinone; SPE:screen printed electrode;
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ГТС-irst Microsystems Division is since many years active in the design and 
fabrication, at prototype level and small volume production, of silicon integrated 
microsystems. In this paper we present two examples of recently developed microsystems: 
a new type o f  RF MEMS switch and an ISFET based Bioelectronic Microsystem for 
monitoring cellular metabolic activity.

The RF MEMS switch, which has been named “Symmetric Toggle Switch”, is a 
capacitive microswitch based on a push-pull mechanism and utilizes torsion springs and 
levers, placed symmetrically and transverse to CPW line. It presents low actuation voltage 
and high isolation, and has been designed for high RF power and reliability applications 
in telecommunication.

The Bioelectronic microsystem uses ISFET arrays for extracellular acidification 
monitoring with VLSI read out electronics. The system is also intended for 
electrophysiological measurements by monitoring, extracellularly, the electrical activity 
from a network of neurons coupled to the microtransducer array substrate. The proposed 
system should be able to measure the electrical activity, as well as the metabolic activity, 
of a neuronal cell population by means o f ISFET devices.

1. RF MEMS Switches

1.1. Introduction

The importance of RF MEMS switches in high value space and commercial 
telecommunication applications has been well established by the vast amount of 
literature published over the last decade [1,2]. In comparison to conventional 
switching devices, MEMS switches exhibit superior electrical performance and 
low power consumption on a size scale commensurate with solid-state devices. In
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electrostatically actuated MEMS switches, whose basic microstructure is 
presented in fig. 1, the use of low resistivity metal beams and 2+5 ц т  of air gap 
between the switching elements result in low insertion loss (< 0.2dB) and high 
isolation ( >20dB).

Fig. 1. Basic microstructure of the electrostatically actuated RF MEMS switch

The inevitable I-V non-linearities associated with semiconductor junctions in 

PIN diodes and GaAs FETs are non-existent; except for the minor hysterises in 

C-V characteristics of shunt switches. The high levels of integration, no 

measurable harmonics or intermodulations and negligible quiescent current, 

improves the overall performance. However, higher actuation voltage (>10V), 

low RF power handling capability, switching speed and reliability are the issues, 

which undermine the potential RF MEMS switch applications.

In order to achieve low actuation voltage, the conventional fixed-fixed or 

fixed-free beam design approach leads to various trade-offs among the critical 

parameters [2] and complex fabrication process. In electrostatically actuated 

MEMS switches, the pull-in voltage is a function of the gap between the movable 

beam and actuation electrode, the actuation area and the spring constant of the 

beam. Among the three variables spring constant presents more flexibility in 

achieving low pull-in voltage without affecting the switch performance and 

insignificant increase in dimensions. However lowering the spring constant 

adversely affects the switching speed and makes devices susceptible to self

biasing, external shocks and vibrations.



In this paragraph we describe the so-called “Symmetric Toggle Switch”, 

which makes use of thin torsion springs and levers to achieve low actuation or 

pull-in voltage and higher isolation. The push-pull mechanism ensures immunity 

to self biasing and external vibrations. The symmetry about the transmission line 

improves the mechanical and electrical characteristics of the device.

1.2. The symmetric toggle switch

Fig. 2 shows a schematic 3D view of the symmetric toggle switch, whose 

functional details are illustrated in the ID cross sectional view.

Fig. 2. Schemaic 3D view and ID cross sectional view o f the Simmetric Toggle Switch

The movable bridge structure consists of the central contacting area, which is 

connected to rectangular torsion micro-actuators on either side by levers. As
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shown by the ID cross sectional view in Fig.2, the pull-out electrodes (outer pair) 

are biased to keep the beam clamped in the up state, which corresponds to the 

switch “on” state. The transmission loss in a capacitive shunt switch is 

determined by Coff capacitance between the beam and CPW central conductor. 

The pullout mechanism increases the gap height to more than the zero bias gap, 

thus improving the transmission significantly. Also, the switch is impervious to 

the external vibrations and self-actuation, if the pullout voltage is higher than the 

RF-signal magnitude (V ^). The pull-in electrodes (inner pair) when biased to a 

voltage > Vpull-in threshold voltage, brings the beam in contact with the 

dielectric layer on top of the transmission line, capacitively coupling the RF 

signal to ground. The switch is in the “off’ state. The pull-in threshold voltage is 

a function of the microactuator top and bottom electrode dimensions, gap height, 

torsion spring and connecting lever dimensions.

1.3. Prototype development

In the design of microwave switches, actuation voltage and RF performance 

are the primary considerations. In order to optimize the device, a dedicated 

analytical model has been developed and used to guide the overall device 

microstructure design [3]. Designed details of the microstructures have been 

validated by using conventional MEMS simulation tools, mainly CONVENTOR 

and ANSYS.

In order to demonstrate the fabrication feasibility a few devices with lever 

length ranging from 200 to 400|im and contact areas ranging from 200 to 400p.m 

in length and 50 to 70|im in width were micromachined using the seven masks 

proprietary IRST RF MEMS process already described in ref. 4. One of the 

prototypes chip is shown in fig. 3 togheter with SEM micrographs of the most 

significant structural details.
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Fig. 3. Simmetric Toggle Switch prototype

Characterization for the fabricated devices was carried out using an 

experimental setup consisting of HP Vector Network Analyzer (8719D) and 

Agilent 4156C (Percision Semiconductor Analyzer used as voltage sweep 

source). The first measurements showed that the actuation voltages for devices 

are higher than expected. SEM analysis showed that this is related to residual 

stresses in the materials which induce deformation of the mobile plate and lever. 

The most critical technological steps have been revised in order to relieve the 

stresses and the consequently induced deformation of the layers.

2. Bioelectronic Microsystems

2.1. Introduction

In the last decade, fundamental advances in the fabrication technology of 

cell-based microsystems have demonstrated the feasibility to utilize living cells
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as primary transducers to detect biologically active agents [5]. The main 

motivation for the development of such systems originates from the interest to 

screen analytes from physiological effects. Recent advances in MEMS 

technology that combines micromachining with new microtransducer realization 

methodologies and aforementioned in-vitro culture techniques, has allowed the 

behavioral study of cell populations and neuron cultures grown on appropriately 

functionalized substrates and sensors, in a controlled way. Thus, real time in- 

vitro investigations of the physiological state of a cell population in a broad area 

of biomedical applications, ranging from basic research to various fields of 

pharmacological analyses, can be performed. Complex systems, constituted by 

arrays of electrochemical transducers eventually combining micromachined 

structures for cell culture guidance can be envisaged.

Aim of this paper is to illustrate a microsystem designed for multisite 

monitoring of the physiological state of a cell population. The microsystem, 

consists of an array of spatially distributed ISFETs and gold microelectrodes 

designed to monitor the electrochemical activity of cells and neurons.

2.2. Characteristics of the microsensor chip

The core of the system, described in detail in ref. [6], consists of a sensor 

chip bonded by means of a surface mounted device (SMD) package on a printed 

circuit board with a flow injection micro-chamber. In general, the design of the 

microsensor module requires a fabrication process, both technologically reliable 

and economically suitable to be integrated with different technologies such as 

microelectrode fabrication and micromachining. In our case, the utilized 

technological process is a modified ion sensitive field effect transistor 

complementary metal nitride oxide semiconductor (ISFET/CMNOS) technology, 

whose basic structure is shown in fig. 4. The chemical sensing layer consists of 

stoichiometric Si3N4.



47

MICRO ELECTRODE SECTION ISFET SECTION

Different microsystems designed for multisite monitoring of the physiological 

state of a cell population have been developed, microsystem, shown in Fig. 5 

consists of an array of 40 ISFETs and 20 gold microelectrodes and has been 

designed to monitor the electrical activity of neurons. This is achieved by direct 

coupling of the neuronal culture with the ISFET sensitive layer and by utilising 

gold microelectrodes for neuronal electrical stimulation. Cell cultures can be 

grown either, by traditional laboratory methods, on the membrane of commercial 

wells positioned onto the sensor chip surface or directly onto the sensor chip 

surface. An integrated CMOS multiplexer, consisting of a current-mode 

preamplifier with a multiplexing stage, which provides analog channels for signal 

monitoring, has been implemented with the purpose of getting a bias circuit small 

in size, stable and easily integrated and connected to external data acquisition 

systems.

In a first evaluation phase, a set of experimental measurements have been 

performed for characterizing the electrical and metabolic activity of a cell 

population with particular emphasis on electrophysiological measurements for 

pharmacological applications. For this purpose, two different cellular lines 

(Cheratinocytes and CHO cells) have been chosen as test cell cultures and small 

pH variations induced by the metabolic activity of the cells have been monitored
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by the ISFETs both in normal conditions and under the addition of a 

toxicological agent, as described in detail in ref. [7]. The results obtained are in 

agreement with the expected values calculated considering the number of cell per 

unit area, the protons generated per second, the cell-sensor distance and the 

buffer capacity of the medium.

Fig. 5. (a) Microsystem for neuron electrical activity monitoring; (b) ISFET array; (c) chip detail

3. Conclusions

A microsystem based on ISFET arrays for extracellular acidification 

monitoring with VLSI read out electronics has been developed. The system is 

also intended for electrophysiological measurements by monitoring, 

extracellularly, the electrical activity from a network of neurons coupled to the 

microtransducer array substrate. The proposed system should be able to measure 

the electrical activity, as well as the metabolic activity, of a neuronal cell 

population by means of ISFET devices. Moreover, the electrical activity of the 

neurons can be stimulated (and also recorded) by using the conventional gold 

microelectrodes.

Although, the device is not already optimized it provides, taking advantage 

of the specialized fabrication tools for the microfluidics and microsensors array, 

new assays in electrophysiological measurements and in pharmaceutical 

screening. Future work will be devoted to the validation of the proposed
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automated microsystem with particular emphasis on pharmacological 

applications and to the integration of cell guidance methodologies to re-designed 

micromachined microsystems.
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The immobilization of GOD enzyme on a series of different substrates (Si wafers, 
nanostructured ТЮ2 films and Au nanotubes) has been investigated by means of X-ray 
photoelectron spectroscopy and atomic force microscopy. The peak-fitting analysis o f  
main XPS lines enabled us to identify the GOD signals and to compare the enzyme’s 
entrapment on different substrates. The highest amount o f entrapped enzyme was 
registered on the surface of nanostructured T i0 2 films prepared by using MOCVD 
technique. Preliminary electrochemical studies of glucose oxidase, immobilised on 
titanium oxide films, were carried out in order to investigate the direct electrochemistry 
and the possibility to employ G0D/Ti02 structures in biosensing devices.

1. Introduction
The behaviour of enzymes, immobilized on various solid surfaces, has been 

investigated amply in recent years. Spatial organization, ordering, morphology, 
and activity of enzyme molecules in artificial molecular systems are crucial 
issues for the development of high-performance enzyme biosensors. Molecular 
level fabrication of enzyme biosensors is based on the ability to immobilize only 
the monolayer or submonolayer of enzymes on the surface, while retaining full 
enzymatic activity.

Nanotechnology has been defined as a technology that arises from the 
exploitation of novel and improved properties, phenomena and processes, taking 
place in the intermediate scale between the atomic/molecular and bulk behaviour 
(1 - 100 nm). The immobilization of single or clustered molecules of glucose 
oxidase (GOD) enzyme on nanostructured surfaces represents an important step 
in the production of glucose-responsive biosensors with a direct 
electrochemistry. In this study, two nano-structured materials (Au nanotubes and 
T i0 2 thin film) have been compared with common Si wafer substrate. The 
immobilization of GOD on these substrates was performed by using 
conventional methods of entrapment [1-2].
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2. Experimental
2.1 Sample Preparation

Three different types of substrates were used for the enzyme’s 
immobilization: Si wafer, Au nanotubes [3], nanostructured film of ТЮ2 on Si 
substrate. The GOD enzyme molecules were immobilized on the surface of Au 
nanotubes by self assembling method (SAM). The membranes containing Au 
nanotubes were immersed for 17h in 2 x 10'3M of MEA (2-mercaptoethylamine) 
or MPA (3-mercaptopropionic acid), using absolute ethanol as solvent. Upon 
removal from the solution, these samples were rinsed with absolute ethanol and 
dried in a nitrogen stream.

The self-assembled cysteamine monolayers were soaked for 2h in a solution 
of glutaraldehyde (commercial solution diluted 100-times in phosphate buffers 
solution) at room temperature. The resulting monolayers were rinsed with 
phosphate buffer solution and placed for 2h in a solution of GOD (1 g/1) at pH
7.0 in 0.1M phosphate buffer. The terminal carboxyl ic acid groups of MPA 
modified gold surfaces were activated by immersion for 2h in a pH 3.5 MES (2- 
morpholinoethanesufonic acid) buffer solution containing 2mM EDC (1-Ethyl- 
3-(3-dimethylaminopropyl)-carbodiimide) and 5 mM NHS (N- 
Hydroxysuccinimide). Then the surface was rinsed with buffer and immediately 
placed in a solution of GOD in phosphate buffer. The samples were incubated 
for 2h in 1 g/1 GOD solution, after that were rinsed with phosphate buffer and 
used immediately or stored at 4 °C in buffer solution

After the realization of Si electrodes modified with T i0 2, the GOD was 
immobilized on electrode surface. The enzyme immobilization was performed 
by dip-coating, introducing the T i02 modified electrodes in 0.1 M phosphate 
buffer (pH = 7) GOD aqueous solution (1 g/1) overnight at room temperature. 
After the elimination of free (not adsorbed) GOD, the T i02-G0D electrodes 
were dried at room temperature and, if not used immediately, stored at 4 °C. 
After the enzyme immobilization, functionalised T i02-G0D samples were used 
as working electrodes.

An identical procedure was used for the immobilization of GOD on plain Si 
substrate. In Tab. 1 is reported the description of investigated samples:

Substrate GOD Solution GOD solution concentration
Si wafer 1) Bi-distilled water x 1 (as in biosensors)

2) Bi-distilled water x 10
3) Phosphate buffer solution x 10

Au nanotubes 1) Bi-distilled water x 10
2) Phosphate buffer solution x 10

ТЮ2 film 1) Bi-distilled water x 10
2) Phosphate buffer solution x 10 _J

2.2 Sample Characterization
AFM analysis was performed in air by means of a Dimension 3100 Digital 

Instruments Microscope, equipped with an optical deflection system in 
combination with Si cantilevers and tips, working in tapping mode. Topographic
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images have been recorded with a resolution of 512 x 512 data points over the 
scanning areas of 3 x 3 and 2 x 2 ц т 2 for the Au nanotubes and T i02 films, 
respectively. The surfaces were characterized by means of the excursion peak- 
valley, registered in the scanning area (Zr) of the average surface roughness 
(Ra), relative to a reference central plane, and a standard deviation of the z 
values (rms) within the given area.

An Escalab Mkll (VG Scientific), equipped with a 5-channeltron detection 
system and a standard Al excitation source (hv = 1486.6 eV), was employed 
for XPS measurements. The spectra were acquired in constant analyser energy 
mode, at pass-energy of 20 eV. After the acquisition, the peak fitting of the 
spectra was performed by using synthetic peaks composed of symmetric, mixed 
Gaussian-Lorentzian curves.

2.3 Electrochemical measurements
The electrochemical measurements were carried out in electrochemical cell 

equipped with three electrodes, described in details elsewhere [2]. Cyclic 
voltammetry was run in 0.1 M phosphate buffer solution, at pH 7.0, at different 
scan rate, ranging from 10 to 500 mV/s, by using an Amel Polarographic 
Analyzer Model 433.

3. Results and discussions
3.1 AFM characterization

The AFM images of Au nanotubes before and after the coverage with GOD 
in phosphate buffer solution are shown in Fig. 1. The shape of the single 
nanotubes (with estimated diameter of about 50 nm) is visible in both cases, 
evidencing that the GOD was immobilized following the morphology of the 
substrate. A similar behaviour of this enzyme was observed in the samples on 
T i0 2 nanostructured films. The mean size of the grains of titanium oxide surface 
without enzyme was about 30 nm, while after the GOD immobilization this size 
became about 40 nm. This result confirms the maintenance of the nano-scaled 
morphology of the substrate after the immobilization of biomolecules.

Figure 1. AFM image o f Au nanotubes without Figure 2. AFM image of Au nanotubes with GOD 
enzyme. enzyme deposited from buffer solution with pH =

7.
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3.2 XPS characterization
The surface analysis of the samples on Si substrate detected the presence of 

the chemical elements (С, О and N) attributable to the GOD enzyme, while the 
signal of Si 2p originated from the uncovered substrate areas. In Fig. 3 are 
showed the results of the peak-fitting for the С Is spectrum of the sample 
deposited from GOD solution (with a concentration x 1) in bi-distilled water.

Binding Energy (eV)

Figure 3. Deconvolution of С Is spectrum of the GOD sample on Si. The enzyme was immobilized 
from bi-distilled water solution.

Three components (Cl, C2 and C3) were necessary to fit the experimental 
spectrum. These three peaks correspond to the aliphatic bond CH-CH (BE = 
285.0 eV), to the carbon bonded with nitrogen (N-CH-C=0) in the amidic group 
and to the oxydrilic group C-OH (BE = 286.4 eV), and to the acid carbon of the 
amidic group (N-CH-C=0) (BE = 288.3 eV), respectively [4]. The analysis of 
the binding energies of the N Is (BE = 400.7 eV) and О Is (BE = 532.6 eV) 
peaks has revealed that these elements are definitely attributable to the enzyme. 
Excluding the aliphatic carbon Cl that can be also caused by the surface 
contamination, all other elements and their related chemical states, can be used 
as the fingerprints of GOD enzyme.

The surface covering parameter С can be defined as the ratio between the 
atomic percentages of the element corresponding to the substrate (Si, Ti or Au) 
and an element chosen as the fingerprint of GOD enzyme.

The С values, calculated for the samples on Si by using the concentrations 
(see Tab. 1) of C2, C3 and N peaks, are shown in Fig. 4.

From this figure it is possible to note that the coverage in the samples, 
obtained from the solution of GOD in water, is lower than in the ones from 
phosphate buffer solution with the same concentration of enzyme. As it can be 
expected, a higher concentration of GOD in the solution corresponds to the 
higher coverage of the substrate.



57

и

1 I sample! 
I I sample? 

I sampie3

C2
chemical species

C3

Figure 4. Coverage parameter for the samples 
on Si substrate.

XPS take-off angle

Figure 5. Atomic concentrations o f chemical 
species, measured at different XPS take-off angles 
for the GOD sample, deposited from phosphate 
buffer solution on ТЮ2 nanostructured film.

Qualitatively similar results of the enzyme coverage were obtained for the 
samples on Au nanotubes and T i02 nanostructured films. Particularly for the last 
case, a complete coverage of the substrate surface has been found in the samples 
prepared from GOD in phosphate buffer solution. Therefore, the nanostructured 
T i0 2 can be indicated as a very promising substrate for the immobilization of 
enzyme without any intermediary.

From the comparison of XPS data, acquired at two different angles of 
photoelectron take-off, it is possible to recognize the elements located on the 
surface and in the deeper sublayer of the sample. The atomic percentages of C l, 
C2, C3, N and О for the sample, where GOD from phosphate buffer solution 
was immobilized on T i02 film, are reported in Fig. 5. An increase of the atomic 
concentration with a change of the photoelectron take-off angle from 90° to 30° 
corresponds to the elements predominant on the surface. On the contrary, a 
concentration decrease is caused by the location of the corresponding element in 
the inner sublayer. As it is possible to note from Fig. 6, a significant decrease of 
the oxygen concentration is registered when the angle is reduced. This result can 
be explained only supposing that the main interaction between the enzyme and 
substrate surface is based on the bonds of the OH- groups of GOD.

3.3 Electrochemical characterization
Direct electron transfer in GOD on gold nanotubes and on modified Si- 

electrodes was observed. A cyclic voltammetry results (Fig. 6) of the 
G0D/Ti02, T i02 and GOD/glassy carbon electrodes show three pairs of stable 
and well-defined redox peaks of the direct electron transfer. The potentials of 
these peaks, centred at -500 and -400 mV for the G0D7Ti02 electrode, are 
consistent with reported values for free FAD and redox FAD centre for 
flavoenzyme [5]. The peak positions remain constant as the scan rate increases
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(Fig. 7), while the redox peak currents are proportional to the scan rate in the 
range lower than 100 mV/s, indicating a typical surface-controlled quasi- 
re versible process [6].

E(mV)

Figure 6. Cyclic voltamograms of the 
GOD/TiC>2 , ТЮг and GOD/glassy carbon 
electrodes

-200 -300 -400 -500 -600 -700 
E (mV)

Figure 7. Cyclic voltamograms registered at 
different scan rates for the G 0D /T i02 electrode.

4. Conclusions
Solid surface, modified with nanomaterials, seem to be a very promising 

system for the third-generation biosensors. Nanostructured T i0 2 layers and gold 
nanotubes provide an efficient immobilization platforms for the GOD enzyme, 
without the use of any mediators. The results of XPS study demonstrate, how 
these materials can satisfy the main requirements necessary for the optimised 
biosensing: the homogeneity and complete coverage of the substrate.

GOD, immobilized on nanostructured surfaces, has been characterized by 
direct voltammetric responses. The direct electron transfer between the enzyme 
and the electrodes was enhanced by nanostructured substrate.

References
1. A. Curulli, F. Valentini, G. Padeletti, S. Kaciulis, A. Cusm&, D. Caschera, G. 
Palleschi, Sens. Actuators В (2005), in press.
2. A. Curulli, F. Valentini, G. Padeletti, A. Cusm^, D. Caschera, G. Palleschi, 
Sens. Actuators В (2005), in press.
3. P. Kohli, M. Wirtz, C. R. Martin. Electroanalysis (2004), 16,1-2 pg 9-19
4. A. Griffith, A. Gliele, G. Beamson, J.M. Cooper, Phys. Chem. В (1997), 101, 
p. 2092-2100
5. Q. Chi, J.D. Zhang, S.J. Dong and E.K. Wang, Electrochimica Acta, 39 
(1994)2431
6. J. Bard Electroanalytical Chemistry, Marcel Dekker, New York.
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This paper describes the use o f oligonucleotide-modified screen-printed gold electrodes for the 
enzyme-amplified sensing o f DNA sequences that identify pathogenic bacteria. Particular attention 
was given to design of the capture probe sequence, in order to obtain the highest hybridisation yield 
at the sensor surface. Moreover, probe surface densities were observed to deeply determine the bio- 
recognition capabilities o f the immobilised probes. The electrochemical genoassay allowed specific 
detection o f the PCR-amplified targets (388 bp).

1. Introduction

In recent years, highly publicised outbreaks of severe food borne illness has 
underscored the importance of rigorously testing, in real time, raw materials and 
finished food products for the presence of pathogenic bacteria. Therefore, rapid 
and accurate analytical methods are required in order to detect the presence of 
such biological contaminants. This work describes the use of an enzyme-based 
electrochemical genosensor for the highly sensitive detection of the sequences 
identifying Salmonella spp. The new analytical method relied on the use of 
screen-printed gold electrodes which were modified using thiol-tethered 
oligonucleotide probes [1,2]. The sequences related to the bacteria of interest 
(e.g., Salmonella spp. and Listeria monocytogenes) were obtained from the 
corresponding genomic DNAs through PCR amplification.
According to Fig. 1, unmodified PCR products (b) were captured at the sensor 
interface (a) via sandwich hybridisation with surface-tethered probe and a 
biotinylated signaling probe. The resulting biotinylated hybrid (c) was coupled 
with a streptavidin-alkaline phosphatase conjugate (d) and then exposed to an ct- 
naphthyl phosphate solution (e). Differential pulse voltammetry was finally used 
to detected the a-naphthol signal (f)-

2. Experimental

2.1. Reagents
All reagents were of analytical grade. MilliQ water was used throughout this 
work. Synthetic oligonucleotides were obtained from MWG Biotech AG: 
Surface-immobilised probe: 5 ’- HS-(CH2)6-AAAAAAGCGCGCGAACGG -3’
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Figure 1. Schematic representation o f the electrochemical genoassay.

Signaling probe: 5’ - TTTGTGAACTTTATTGGCGG-biotin-TEG - 3’
Oligo target: 5 ’ -CCGCC AAT AAAGTTC AC A AA ACGCCGTTCGCGCGC-3' 
Non-complementary oligo: 5’- GGCAGAGGCATCTTCAACGATGGCC -  3’
A 388 bp region of the gene invA of Salmonella spp. was amplified from the 
corresponding genomic DNA using the following primers:
Fw: 5 ’ -GCCGCGCGCG A ACGGCG A AG-3 ’
Rev: 5 ’ -ATCCCGGCAGAGTTCCCATT-3 ’

2.2. Bio-modification of the sensor surface
Materials and procedures to screen-print the gold electrode transducers are 
described in [1]. The gold surface of the working electrode was modified by 
interaction with 10 of the thiolated probe solution (0.05 ^imol/L [unless 
otherwise stated] in 0.5 mol/L phosphate buffer; 16 h) The immobilisation step 
was followed by treatment with a spacer thiol (MCH, 10 pL, 1 mmol/L aqueous 
solution; 1 h). Prior to hybridisation reaction, the modified electrodes were 
washed twice with 15 jiL of phosphate buffer.

2.3. Hybridisation with synthetic oligonucleotides and VCR-amplified samples 
Both synthetic oligonucleotides and PCR products were analysed using a 
sandwich hybridisation format. The samples were diluted to the desired 
concentration using a 0.5 mol/L phosphate buffer that contained 0.15 |imol/L of 
the biotinylated signaling probe. Double-stranded amplicons were thermally 
denatured by using a boiling water bath (5 min at 100°C); amplicon strand re
annealing was retarded by cooling the sample in an ice water bath (5 min). A 10 
pL aliquot of these solutions was finally incubated with the probe-modified 
electrodes for 1 hour. PCR blank and non-complementary oligomers and PCR 
products were used as negative controls.
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2.3. Labelling with alkaline phosphatase and electrochemical detection 
The biotinylated hybrid was reacted with 10 цЬ of a solution containing 1 U/mL 
of the streptavidin-alkaline phosphatase conjugate and 8 mg/mL of BSA 
(blocking agent) in DEA buffer. After 20 minutes, the sensors were washed 
twice with 15 \xL of DEA buffer.
The planar electrochemical cell was then incubated with 150 jiL of an a- 
naphthyl phosphate solution (1 mg/mL in DEA buffer). After 20 minutes, the 
oxidation signal of the enzymatically-produced a-naphthol was measured by 
DPV (modulation time = 0.05 s; interval time = 0.15 s; step potential = 5 mV; 
modulation amplitude = 70 mV; potential scan: from 0.0 to +0.6 V). All 
electrochemical measurements were performed with a pAUTOLAB type II 
(Eco Chemie). The experiments were carried out at room temperature (25°C).

3. Results and discussion

When testing the performance of the genosensor using synthetic 
oligonucleotides (Fig. 2), the signal was found to be linearly related (R2 =
0.991) to the target concentration between 0 and 15 nmoI/L; a detection limit of
0.4 nmol/L was estimated (S/N = 3). The absence of any non-specific signal for 
15 nmol/L of the non-complementary oligomer confirmed the specificity of the 
assay.

[Oligo] (nM)

Figure 2. Calibration plot for synthetic oligonucleotides.
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Most of work was devoted to the optimisation of the assay for Salmonella’s 
amplicons. In contrast to previously studied cases [ 1,2] the analysis of such long 
PCR-amplified samples (388 bp) required some important modifications of the 
analytical procedure. The use of a capture probe which recognised one of the 
end of the long amplicon was essential for ensuring a higher hybridisation 
efficiency at the sensor surface. Moreover, the selectivity of the bio-recognition 
process was substantially improved using a short (12 mer) probe [3]. Its 
additional -(A)6- spacer was introduced to further minimise the steric 
interference of the electrode surface (data not shown).

In order to explore the hybridisation capabilities of the surface-immobilised 
probe over a wide range of surface densities, the concentration of the capture 
probe solution was first varied by orders of magnitude (0.002, 0.02, 0.2, 2 
p.mol/L) and then by smaller steps (0.01, 0.02, 0.05,0.1, 0.2 jamol/L).

[Capture probe] (цМ) [Capture probe] (цМ)

Figure 3. Influence of capture probe conc. on analytical signals.

As shown in Fig. 3, the highest hybridisation yield was obtained using a 0.05 
pimol/L probe solution. The diminished analytical signals observed using both 
lower and higher concentrations of the thiolated probe, can be explained as 
follows. Electrodic surfaces characterised by low probe densities clearly 
possessed a limited number of bio-recognition sites, so that only a few amplified 
strands could be captured. In contrast, higher surface densities caused steric and 
electrostatic interference between tightly packed probes and incoming target 
DNA [4].

The influence of hybridisation time on analytical signals was additionally 
investigated. The hybridisation process was found to reach a plateau after 30 
min (Fig. 4). Therefore, this time was chosen for all subsequent experiments.
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Hybridisation time (min)

Figure 4. Influence of hybridisation time on analytical signals.

Fig. 5 demonstrates that specific detection of the target sequences was possible 
even diluting ~ 500 fold the PCR-amplified products. The selectivity of the 
assay was again confirmed by analysing PCR products unrelated to the 
immobilised probe.
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Figure 5. Analysis of complementary and non-complementary PCR samples at different dilution 

levels.
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The electrochemical genosensor described in this paper allowed highly sensitive 
detection of the sequences identifying Salmonella spp. Work is currently in 
progress to applied this method for the detection of other pathogens {E. coli 
0157:H7, Lysteria monocytogenes and Staphylococcus aureus) and integrate 
multiple sensors on a single screen-printed platform. Such an electrode array 
should lead to significant advantages in terms of reliability, cost, speed and 
simplicity of the detection of specific DNA sequences. Simultaneous detection 
of several bacterial strains should be additionally feasible. An interesting 
application of the proposed electrochemical genoassay could be the 
identification of pathogenic bacteria in food processing plants.
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The idea at the base o f this study was to test bio-mimicking receptors computationally 
designed for compounds o f evident toxicity like pesticides. Three tetrapeptides, with 
different estimated binding energy versus pesticides, were used for the experimental 
approach. The affinity toward two different pesticides, one carbamate (CM) and one 
organophosphate (OP), was tested using an electrochemical bioassay for AChE 
inhibitors. Concentrations, incubation lime, and ionic strength of the oligopeptide- 
pesticide solution were evaluated using the electrochemical screening method. This study 
showed a nicely dependence between the estimated binding energy calculated by 
computational modeling and the ability o f the tetrapeptides to bind the pesticides in 
solution. Particularly one of them (the tetrapeptide His-Gly-Ser-Ala) appeared as good 
candidate for the development o f affinity systems for OP pesticides.

I. Introduction
The detection and quantification of Carbamates (CM) and organophosphates 
(OP) pesticides levels in samples requires sensitive analysis techniques to satisfy 
the current and proposed regulations (1). Biological matrices are often 
characterized by high amounts of fat and low levels of pesticide contamination, 
therefore most of the multiresidues analytical procedures consist in an extraction 
step and clean-up followed by GC-ECD or GC-MS (2,3).
There is a need for fast and inexpensive testing devices for pesticide detection. 
Biosensors have been widely exploited in this field and a review has been 
recently published (4). One of the approaches to their developments assumes the 
determination of pesticide inhibition on acetylcholinesterases (AChEs) coupled 
with the electrochemical determination of the enzyme product (5-9).
Our research is oriented to develop biomimetic receptors able to mimic the 

active site of AChE, either as binding or catalytic site. These receptors are 
envisaged as new ligand in biosensors design.
In a previous work (10), both the classes of pesticide (CM and OP) were 
designed and their affinity toward the AChE active site were tested by a 
computational approach (GOLD© , Genetic Optimisation for Ligand Docking 
software) (11). We studied the binding energy and the three-dimensional 
structure of the complex between CM/OP pesticides and the AChE active site. 
The obtained results represented the basis for development of artificial 
oligopeptides. After a series of tetrapeptides were designed and their affinity

65

mailto:mmascini@unite.it


66

toward pesticides was tested by computational approach using Leapfrog® 
algorithm a module from Sybyl® Sofware (12-13). In this work three 
tetrapeptides, with different binding energy versus pesticides, were selected for 
the experimental approach. The affinity toward two different pesticides, one 
carbamate (CM) and one organophosphate (OP), was tested using an 
electrochemical biosensor for AChE inhibitors (14). Concentrations, incubation 
time, and ionic strength of the oligopeptide-pesticide solution were evaluated 
using this electrochemical screening method.

2. Experimental

Reagents
AChE (EC 3.1.1.7) from Electric Eel (type IV V-S, 970 U/ml), Choline Oxidase 
from Alcaligenes sp. (EC 1.1.3.17) methanol and all the other reagents were 
obtained from Sigma Aldrich (Milan, Italy). Dichlorvos and carbaryl were 
purchased from Riedel de Haen (Milan, Italy). The pesticide stock solution was 
prepapred in methanol. The oligopeptides were synthesized from EspiKem Srl 
(Italy) and were the following:
A: [N] Ser-Ala-Gly-Glu [C]
B: [N] His-Gly-Ser-Ala [C]
C: [N] Glu-Pro-Ser-Ala [C]
NC:[N]Asn-Phe-Gln-Gly-Phe[C]
The negative control (NC) was an oligopeptide selective for dioxins (15). The 
electrochemical measurements were carried out with a Palm SenseTM hand held 
potentiostat using screen printed electrodes obtained from Palm SenseTM 
(Amsterdam, Holland).

Inhibition assay
The inhibitory effect of pesticides on AChE was evaluated comparing the 
decrease of the current produced by the reduction of the electrochemical 
mediator Prussian Blue.
The biochemical-electrochemical pathway used to determine the inhibition 
consisted of two enzymatic reactions (I & П) generating a chemical oxidation 
(П1) determined by cathodic chronoamperometry (IV).

(I) Acetylcholine + H20  -> Acetic Acid + Choline (Enzyme I: AChE)
(II) Choline + 2 0 2 + H20-> 2 H20 2 + Betaine (Enzyme П: Choline oxidase)
(III)2Fe 2+ + H20 2 2Fe3+ + 20HT (Chemical oxidation)
(IV) Fe (1П) + e"-> Fe (II) (Electrochemical reduction)
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Standard and peptide-pesticide solution were measured according to the 
following experimental scheme: first a blank sample was measured and the 
current recorded, then the pesticide, either standard or with peptide in solution 
was measured in duplicate, finally a second blank measurement completed the 
protocol. The average current of the blank sample (Iq) and the average current of 
the contaminated sample (Ij) were used to calculate the inhibition % according to 
the equation: I%=100*(Io-I^o
The assay consisted in the addition of an aliquot of pesticide or pesticide-peptide 
solution to an AchE solution (0.125 U/ml). The incubation was allowed to 
proceed for an optimised period of time (10 minutes) and thereafter 0.3 mM of 
acetylcholine was added to the solution; after 2 minutes, 100 pi were placed on 
the biosensor surface and the steady state current recorded for 2 minutes.
The limit of detection (LOD) of this method was respectively for dichlorvos
0.090juM with 150%=1цМ and for carbaryl 1.250|iM with I50%=3jiM.
The biosensor was previously polarised in phosphate buffer solution, pH 7.4 KCl 
100 mM, at -50 mV vs Ag/AgCl pseudo-reference electrode. After each 
measurement the biosensor surface was rinsed with phosphate buffer.
The ability of the oligopeptides to subtract pesticides in solution were evaluated 
using the following equation: SP%= [(P-PF)/P]*100, where SP was the 
percentage of Pesticide Subtracted (pesticide in solution no more able to inhibit 
AchE), P was the signal obtained from Pesticide without oligopeptide (Peptide 
blank) and PF was the signal obtained from the Pesticide Free in solution after 
the interaction with the oligopeptide.

3. Results and Discussion
This set of experiments was finalised to gain an understanding of the selectivity 
of new pesticides receptors by comparing the results obtained with the pesticide 
solution vs pesticide-peptide solution. The quantitative evaluation of different 
pesticide/peptide molecular ratio (MR) of the solution is reported in Table 1.
All the pesticides gave a good interaction at MR of 1:1000. Only using a MR of 
1:100 the differences between the peptides went up matching the results obtained 
by computer modelling. At the MR of 1:50 the sensibility of the method decrease 
but the interaction pesticide-peptide remained proportional to the computational 
binding score.



Table 1. Results expressed as SP% (pesticide in solution no more able to inhibit AchE) using 
dichlorvos (OP) pesticide. NC=negative control, MR= pesticide/peptide molecular ratio. In the last 
row is reported the estimated binding energy calculated by molecular modeling. The relative 
standard deviation, obtained from 3 measurements, was within 10%.

Dichlorvos
concentration

A
100|iM

SP (%)

В
ЮОцМ

SP (%)

С
ЮОцМ

SP (%)

NC
ЮОцМ

SP (%)
MR

ОЛООцМ 100 100 100 0 1:1000

\.00Q\iM 42 48 39 4 1:100

2.000ЦМ 17 28 13 2 1:50

Binding Score (KJ/mol) 
vs dichlorvos

96 165 9

Binding Score (KJ/mol) 
vs carbaryl

133 86 3

The oligopeptide selectivity vs OP and CM was carried out using the four 
oligopeptides А, В, С and NC vs dichlorvos and (Figure 1).

Figure I. Results expressed as SP% (pesticide in solution no more able to inhibit AchE) using 
dichlorvos (OP) and carbaryl (CM) pesticides. NC=negative control, MR=1:50. The relative 
standard deviation, obtained from 3 measurements, was within 10%.
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As shown in Figure 1 also for carbaryl the ability of the oligopeptides to subtract 
the pesticide (SP%) seemed nicely dependent on the estimated binding energy 
calcuted by computational modeling. Finally, as reported in Table 2, modulating 
time and ionic strength we obtained an increase of the signal.
80% of SP was obtained when 16 hours of incubation and no KCI were used as 
incubation conditions. This data may suggest slow kinetic in peptide-pesticide 
complex formation and a rationale dependence on the medium ionic strength.

Table 2. Effect o f ionic strength and time. Results expressed as SP% (pesticide in solution no more 
able to inhibit AchE) using peptide В and NC vs dichlorvos at a MR of 1:100. The relative standard 
deviation, obtained from 3 measurements, was within 10%.

KCI B NC
concentration

mM
10 min 960 min 10 min 960 min

0 45 80 0 4

100 48 52 2 3

4. Conclusions
This study showed a nicely dependence between the estimated binding energy 
calculated by computational modelling and the ability of the tetrapeptides to bind 
the pesticides. Particularly one of them (the tetrapeptide His-Gly-Ser-Ala) 
appeared as good candidate for the development of affinity systems for OP 
pesticides.
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The development o f piezoelectric and optical DNA-based sensing for the detection of point mutations of  

the TP53 tumor suppressor gene is presented. The sensing is based on the hybridization reaction between 

the immobilized probe and the target in solution. The mutation is detected since differences in the 

hybridization signal can be detected when the probe hybridizes the fully complementary or the mutated 

sequence.

The immobilization chemistry is performed by thiol-dextran-streptavidin coupling and then the 

biotinylated probe is added.

On the gold surface o f the quartz crystal used for piezoelectric sensing, the specific probe sequence is 

immobilized, while the sensor chip of the optical device BLACORE X was modified by immobilizing, on 

the two flow cells, two different probes, differing only in one base. One probe is the same as in the 

piezoelectric sensor and the second probe contains the sequence carrying the mutation of interest. The 

hybridization reaction with two different target sequences (fully complementary and mutated) was 

performed. The analytical parameters o f the systems were studied.

1. INTRODUCTION
The piezoelectric and the optical biosensor system are able to detect a specific 

DNA sequence without any label through a DNA probe immobilized on the sensor 
gold surface2, 5t 6’ 7. This probe permits the molecular recognition of the 
complementary sequence in solution through the hybridization reaction.

In clinical diagnostics there is a great interest for these devices because they are 
able to detect SNPs (Single Nucleotide Polymorphisms) responsible for many 
pathologies derived from genetic alterations5, 8.
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The p53 tumor suppressor gene (which codes for a phosphoprotein of 393 
amino acids) has proven to be one of the genes most often mutated in human 
cancers. It involves mainly point mutations leading to amino acid substitutions in the 
central region of the protein which impair its normal functions. There are three hot
spot codons, 175, 248 and 273, which are involved in mutational events. We have 
investigated the mutation of the codon 248 that is a CpG mutation. In particular, this 
mutation is responsible for causing colorectal carcinogenesis 2.

The sensing is based on the hybridization reaction between the immobilized 
probe and the target in solution. The mutation detection is detected since differences 
in the hybridization signal can be detected when the probe hybridizes the fully 
complementary or the mutated sequence1,5’8.

2. EXPERIMENTAL SECTION

2.1. Apparatus and Reagents
In the case of the piezoelectric biosensor, 9.5 MHz AT-Cut quartz crystals (14 

mm) with gold evaporated (42.6mm2 area) on both sides, purchased by Crystal 
Manufactoring (USA) were used. The quartz crystal analyser was the commercially 
available multiple-channels QCMagic by Elbatech (Marciana, Livorno, Italy).

For the optical biosensor (SPR) BIACORE X™ instrumentation was used, 
together with Sensor Chip CM5 (Biacore AB Uppsala, Sweden).

11-mercaptoundecanol was from Sigma (Milan,Italy), Dextran 500 was from 
Amersham Biosciences (Uppsala, Sweden), (+)/-epichloridin and N- 
hydroxysucciminide was purchased from Fluka (Milan, Italy). Ethanol and all the 
reagents for the buffers were purchased from Merk (Italy).

Two different buffers were used: one for the probe immobilization (NaCl 
300mM, Na2HP04 20mM, EDTA 0.1 mM, pH 7.4) and one for the target 
hybridization (NaCl 150mM, Na2HP04 20mM, EDTA 0.1 mM, pH 7.4). 

Oligonucleotides were purchased from MWG Biotech (Milan, Italy).

Probe A: 5’- biotin-TGG GCG GCA TGA ACC GGA GGC CCA TC -3’
Probe В :5’-biotin-TGG GCG GCA TGA ACC AGA GGC CCA TC -3’
Target C: 5’- GAT GGG CCT CTG GTT CAT GCC GCC CA -  3’
Target D: 5’- GAT GGG CCT CCG GTT CAT GCC GCC CA - 3’
(negative control): 5’-GGC AGA GGC АТС TTC AAC ATG GCC-3’



73

2.2. Immobilization of the probe on the sensors surface
The immobilisation method was the same for both biosensors. The principle of 

this procedure is to take advantage of the strong affinity between biotin and 
streptavidin. An oligonucletidic biotinylated probe was used and the streptavidin 
was immobilised on the gold surface, previously modified with thiol and 
carboxylated dextran in the case of the piezoelectric biosensor. The details of the 
immobilisation procedure are reported in literature1,3,4,8.

2.3. Hybridization reaction
Piezoelectric biosensor. Once the probe A was immobilised on the gold 

surface, the hybridisation reaction was conducted by adding 100 jaL of the target 
solution to the cell where the crystal with the immobilised probe is located.

The reaction was monitored for 10 minutes. This time is retained adeguate to 
obtain a good analytical signal in a brief measurement time (Minunni et al. 2003). 
After 10 minutes the oligonucleotide was removed and the surface washed with 
hybridization buffer to eliminate the unbound oligonucleotide. The analytical signal 
was given by the frequency shift between the final value of the hybridization buffer 
and its value before the hybridization. In this way the value depends only on the 
oligonucleotide bound to the probe.

After each hybridization cycle, the probe was regenerated by 1 mM HC1 
solution (1 min) to allow sensor re-use. In this way it was possible to use the crystal 
for 15 cycles of hybridization.

Optical biosensor: The gold sensor chip CM5, was already modified with thiol 
and dextran. So, to couple the biotinylated probe, streptavidin was first immobilized 
on the previously modified surfaces (Wang et al. 2004). Then, two different probes, 
differing only in one base, were immobilized on the sensor gold surface, onto the 
two different flow cells (Fcl and Fc2 carried probe В and probe A, respectively). 
Flow rate was 5 jil/min and working temperature was 25°C.

Then the target solution (C) was injected over the two cells simultaneously. 
Target С was fully complementary to probe (B) immobilized on cell 1 and mutated 
as regards to probe A immobilized on cell 2.

Hybridisation experiments were performed by injecting 25 |il of the target 
solution at a flow rate of 5 |il/min. The reaction was monitored for five minutes and 
then the sensor chip was automatically washed with buffer to remove the unbound 
DNA material. The analytical signal reported as Resonance Units (RU), was derived 
by the difference between the final value and the value recorded before the 
hybridization (baseline).
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The single stranded probe was regenerated by injecting 1 mM HC1 solution 
(2 |il).

3. Results and discussion
The optimization of the sensors was similar for both systems: they were studied 

in terms of the main analytical parameters such as specificity, sensitivity, 
reproducibility, stability, etc.

The specificity was tested adding 1 pM solution of a non-complementary 
sequence (26-mer), used as negative control. No remarkable hybridization signal 
was obtained with both sensors evidencing the high specificity of the sensors.

Piezoelectric biosensor: the probe A was successfully immobilized on the 
sensor gold surface, in agreement with our previous work8.

A calibration curve of p53 full-complementary target (D) was produced. Each 
point of the curve is the average of three measurements at the same concentration.

The reproducibility of measurements was tested repeating the same 
concentration of the p53 target for three times on the same crystal. This for each 
tested concentration.

In order to evaluate the stability of the sensor system, the baseline value was 
monitored after each measurement cycle. The difference between the maximum and 
the minimum baseline was around 50 Hz after 15 hybridization/regeneration cycles, 
indicating a good stability of the sensor.

To compare the hybridization response with full-complementary 
oligonucleotide a calibration curve with the mutated (mismatch) oligonucleotide (C) 
was produced. The mismatch signal was always lower than full-complementary 
signal, as expected5,8.

The results obtained with the fully complementary and mutated 
oligonucleotides are shown in figure l.The applied concentration range was 0.125-1 
pM.

Optical biosensor: Two different probes, differing only in one base, were 
immobilized on the sensor gold surface, on the two different flow cells (Fcl and Fc2 
carried probe В and probe A, respectively).

The calibration curves obtained by flowing the target solution over the two 
different cells are shown in figure 2. The concentration range was 0.0125-0.6 pM.

It was possible to discriminate the signals for a concentration higher than 0.125
pM.

Each point of the curve is the average of three measurements at the same 
concentration.
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The reproducibility of measurements was tested repeating each tested 
concentration of the target for three times, in one day. The system demonstrated an 
high reproducibility with a CV of 1.5 % for both cells.

The stability of the modified chips was monitored by observing the baseline 
value after each hybridization-regeneration cycle. In 30 measurements a baseline 
variation of less than 20 RU for each cells was observed.

4. Conclusion
The piezoelectric and optical DNA biosensors have been optimized to detect a 

point mutation in the TP53 gene. The hybridization reaction was detected in real 
time with good reproducibility for both the sensors.

It was possible to discriminate the mutated sequence. In the optical biosensor 
the lower concentration tested was 0.0125 pM, while the piezoelectric sensor was 10 
times less sensitive since it was possible to detect the two curves for a concentration 
higher than 0.125 pM.

The optimized sensors resulted very promising for further analysis of real 
samples of PCR amplified genomic DNA, extracted from patients affected by 
colorectal cancers.

conc. (|iM)

Fig. 1. Calibration curves obtained with probe A immobilized on the quartz crystal. (—) complementary 

target (C ); (— ) mismatch target (D).
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Fig. 2. Calibration curves obtained with probe В on cell 1 and probe A on cell 2 (SPR).
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Field effect transistors (FET) are candidates for a new generation o f  fully electrical DNA  
sensors [1,2,3]. However, experimental data and theoretical models are still missing 
concerning the interaction among sensor surfaces, promoting polymers, and DNA. In this 
work we have studied the self-assembled monolayer o f  polypeptide poly(L-lysine) (PLL), 
which is used to control the specific adsorption o f DNA onto the gate surface o f  Ion 
Sensitive Field Effect Transistor (ISFET), with silicon nitride (SijN*) as the gate sensitive 
area. We have analyzed the adsorption o f  PLL, which has a fixed positive charge per 
monomer, through electrical measurements.

1. Introduction

Surface-based methods are attractive approaches for the electrical detection of 
biopolymers since they allow for label-free detection and can lead to the 
integration of the sensor in the planar silicon technology, which is the basis of 
most microelectronic devices such as amplifiers and microprocessors [1,2,3]. 
Most studies of biological to silicon interfaces have used S i02 [1] or Au [3] as 
uppermost layers. In this paper we study the adsorption of poly(L-lysine) (PLL) 
onto gate insulator surface of ISFET with Si3N4 as sensitive material [2]. We 
propose a model to estimate the interface electrochemical potential variation and 
the PLL charge. The model takes into account the modification in proton 
concentration at the SijN^electrolyte interface after PLL adsorption.

2. The interface model

A schematic representation of ISFET/PLL system is depicted in fig. 1. The 
Si3N4/electrolyte interface can be described by assuming that only silanol and 
basic primary amine sites play a rule in the surface/electrolyte equilibrium [4]. 
Under this hypothesis the system is well described by site-binding theory [4] and 
the potential drop <j>ei for unit area at the electrolyte/insulator interface can be 
written as:
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where / а(фео, pH) and /ь(фео. pH) are suitable setting functions [4]. NsU and 
are the surface densities of the silanol and of the primary amine sites, 
respectively. Ce, is the total capacitance of the insulator/electrolyte interface, 
and q is the elementary charge.

Source Gate Drain

Figure I: Sketch o f  n-channel ISFET with its active gate area covered by poly(l-lysine) layer.

Eq (1) states that the potential фео can be modelled as a non-linear function of 
pH (and фсо itself). The threshold voltage of the ISFET can be written as:

V„(JISFET) = y„(MOSFET) + E„  + ф,, + Z,~<P„ (2)

where Vth(MOSFET) is the “natural” threshold voltage of the MOS equivalent 
system (that is, with metal gate instead of the electrolyte), Eref  is the potential of 
the reference electrode, фу, is the liquid junction potential between the reference 
solution and the electrolyte, Xt is the surface dipole potential, фв! is the potential 
of the electrolyte/insulator interface, and ^  is the semiconductor work function. 
This model was developed [4] in the case of a pure saline solution as electrolyte, 
without any molecular adsorption on the surface. Therefore, in our case to 
describe the system we should use a modified expression of (2), which includes 
the potential drop across the PLL layer ( ^ ) ,  after PLL adsorption:

Ул (ISFET, pll) = VJMOSFET) + Е„г +ф„ + х. - (3)

where <pei pll represent the potential of Si3N4/solution interface after PLL 
adsorption. We are supposing that adsorption of PLL onto the Si3N4 surface,



controlled by the solution pH, follows the reversible adsorption reaction as 
expressed according to eq. (4), that is valid for a glass surface [5]:

L + Ssil • nH20  L • Ssil + nH20  (4)

where L represents a lysine molecule from one of the PLL chains in solution, Ssn 
is an active silanol site (out of overall occupied sites), nH20  represents n 
water molecules (which are released from a surface site to the surrounding saline 
solution as a result of the adsorption of the lysine monomer, and adsorbed to the 
surface if the lysine is desorbed), and K« represents the equilibrium constant for 
the process. If we suppose that is only a negligible part o f Nsi| (that is, the 
total number of silanol groups of the Si3N4 gate surface), the surface insulator 
charge still follows eq. (1). Under this assumption, we can assume the adsorbed 
PLL layer as a positive thin charged layer at distance dpn=6 nm from the 
Si3N4/electrolyte interface (Atomic Force Microscope measurements of dpH are 
not shown here for brevity). Since only sites out of Nsii are occupied, the 
Si3N4 surface is also in direct contact with the saline solution which permeates 
the PLL layer. Noticeably, dpn>Ld=lnm, that is the Debye length in saline 
solution.
Fig 2 sketches the resulting charge distribution: pmos is the charge density in the 
semiconductor, ps is the charge density at the electrolyte/insulator interface, and 
Ppii is the charge due to positive PLL monomers, assumed to be constant and at 
the distance dpn from the ISFET surface. The charge neutrality of the structure 
leads to the following expression for the surface charge densities:

Ps +  Pmos +  Pp!, +  Pd,p„ +  Pd,s = 0  (5)

where p ^  and pd.pn are the charge distribution in Stem and Gouy-Chapmann 
layers of SiBN^electrolyte and electrolyte/PLL/electrolyte interfaces, 
respectively (these are not shown in fig. 2 for clarity). As a simplifying 
condition, we assume that the potential linearly drops inside the thin local layer 
of electrolyte between the PLL and the sensor surface. Boltzmann distribution 
predicts that the proton concentration at the insulator surface is related to its 
concentration just outside the PLL layer. Hence the pHs at the insulator surface 
depends on the potential through the PLL layer following [1]:

рН- * - ' - ' н - * - & Г т  <6)

where pHohI.2f  is the pH  between the double layers at the SiBN^electrolyL, and 
PLL/electrolyte interfaces, and рНт is the pH on the outermost surface of the 
PL layer. By using eqs. (1), (3), and (5), we can evaluate the effective potential 
drop across the PLL layer фрц and the potential across the insulator/electrolyte
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interface фе!рц. Finally, the Si3N4/electrolyte and electrolyte/PLL/electrolyte 
interfaces are described as a capacitors, which take into account the Gouy- 
Chapmann and Helmhotz layers, C Gouy and C Hcim evaluated as in [4]:

СШя = --------- - ---------  c  ^ ^&ешк Т - CMk
G"9' 2 vt , and a ~ He,m Couy (7)

where eihp and eohp are the inner and outer Helmholtz plane permittivities, 
respectively; dihp and dohp are the insulator-nonhydrated and the insulator- 
hydrated ion distances, respectively; ^  is the permittivity of the electrolyte; 
Cbuik is the ion concentration in the electrolyte, and V, =kT/q is the thermal 
voltage. We adopt here a one dimensional model of the ISFET in equilibrium, so 
that the possible variations of electric field along the channel (from source to 
drain) are neglected.

cox cd) Cd| cd,
Figure 2: Schematic representation o f  the charge distribution assumed in the one dimensional 

model o f  the ISFET/PLL layer/electrolyte system, and the equivalent electric circuit o f  the structure. 

The interfaces are schematized by equivalent double layer capacitance.

3. Results and Discussion

3.1. Devices and Preparation o f the PLL Multilayer Coated ISFET 
Surface

We have used n-channel ISFETs, with gate dielectric made by a S i02/ Si3N4 
stack (with 84 nm electrical equivalent thickness), Si3N4 being the outermost 
layer. In order to prepare the ISFET surface to PLL adsorption, we have first 
performed a treatment of the Si3N4 surface: after cleaning with HF (2%), the 
surface was bathed on a wash solution (280 ml of 6.25 M NaOH with 420 ml of 
95% ethanol) for 1 h in an orbital shaker. The sensors were then rinsed in ddH20
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and then dried by centrifuging for 1 min at 100 rpm. The sensitive area was 
functionalized with 0.2 mg/ml PLL (pH=7, PLL-hydrobromide, MW 70,000- 
150,000, Sigma), rinsed with ddH20  and dried for 5 min at 45° C. The poly-L- 
lysine features positively charged monomers due to the presence of a free amino 
group in each lysine. After PLL coating, ISFET surface features both carboxyl 
and amino groups that permit immobilization of biomolecules.

3.2. Electrical Measurements

As a first step, we have characterized the ISFETs as a function of pH to evaluate 
the number of superficial active sites. The ISFET ion sensitivity, defined 
as АУл/°рН, is related to the ratio between Nsji and Nnit, to the number of active 
sites, and to Cox, the S i02/ Si3N4 capacitance. Therefore, it strongly depends on 
the fabrication process but it is limited to around 58 mV/°pH for thermodynamic 
reasons [4]. Following the procedure presented in [4], from the pH sensitivity 
we can evaluate the ammine and silanol site density as Nnjt= 2 x l0 ,8m‘2 and 
NSii=3xl0l8m'2, respectively.

VgM
Figure 3: trans-characteristics o f  the ISFET before and after adsorption o f  PLL onto the gate 

insulator surface.

Fig. 3 shows Ids-VgS curves taken at V ^lO O  mV before and after adsorption of 
poly (1-lysine). The logarithmic Y-axis scale emphasise the sub-threshold 
behaviour. Experimentally we observe a rigid shift of Ids to lower voltages after 
deposition, but no variation in sub-threshold slope is observed. This indicates 
that the PLL adsorption on the Si3N4 gate surface modified both the Helmholtz 
and diffused layers, but no interface state is generated. The shift toward negative 
Vgs is expected for adsorption of positive charge to n-channel ISFET.
The threshold voltage shift caused by the PLL layer can be written as 
SV^VthCISFET^lty-VthySFET) and depends not only on the amount of
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adsorbed PLL but also on the ISFET ion sensitivity. The device shown in fig. 3 
shows 5Vth~0.15V, corresponding to a PLL charge of Qp»~1.5 x lO^C/m2. On a 
10-devices set, we statistically found ррц=(1.59±0.65)х10^С/ш2, equivalent to 
Nocc~1015 m'2 active sites; such a value confirms our hypothesis that the number 
of PLL occupied sites, Nocc, is much lower than the total number of silanol sites, 
N Sii (~1018/cm2). It is interesting to note that this charge corresponds to 20 
lysines/nm2, that is comparable to the saturation concentration observed for PLL 
adsorption on glass microspheres [5]. From our measurements the maximum 
expected threshold voltage variation induced by PLL adsorption onto Si3N4 

surface is related to the highest possible sensitivity value, and 5УЛ corresponds 
to roughly -0.22V for a sensitivity of 58 mV/°pH.

4. Conclusions

In this work, silicon nitride ISFETs have been used for electrical detection of 
biomolecules. Experimentally, after the deposition of the PLL, ISFETs feature a 
Vth shift to more negative voltages. A detailed interface model that describes the 
ISFET/PLL system have has been developed. The model accurately predicts the 
charge of PLL layer, taking into account not only the potential drop due to PLL 
adsorption, but also the variation of pH on the ISFET surface induced by the 
PLL layer itself. Our model demonstrates that the PLL charged layer, other than 
modifying the Helmontz and diffuse layers, also changes the proton density (i.e. 
the local pH) at the insulator/electrolyte interface. The calculated PLL charge is 
statistically (1.59±0.65)xl0‘4C/m2, corresponding to 20 lysines/nm2.
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Abstract

Conjugated polymers (CP) are a class of organic substances o f increasing interest for their 
electroluminescence photoluminescence and nonlinearity properties . Some other properties o f  these 
molecules can be exploited to fix enzymes for biosensors. In this work, we investigate the 
immobilization property of a new class o f modified polyphenil-ethynilenes (pPE). In these polymers, 
a glycol thioester group has been added to favour both the immobilization o f enzymes and their 
filmability by self-assembly (SA) method. As a first glance, we choose to study the immobilization 
of the enzyme glucose-oxidase (GOD), responsible of the catalytic reaction of glucose, that is a 
well-known process and successfully applied in a wide class o f glucose sensors. First, the enzymatic 
activity and stability o f SA layers on dielectric substrates was demonstrated. Then, the behaviour of 
immobilized enzyme was tested in a Surface Plasmon Resonance (SPR) detection scheme as a fast 
and highly sensitive tool to monitor the interface enzymatic reaction. To this goal, gold-pPE/GOD 
multilayers were made and put in contact with a solution of glucose in water. Then, they were 
coupled in a Kretschmann configuration to a propagating surface plasmon by using light at 850 and 
633 nm wavelengths. A well resolved angle shift was detected with both wavelengths, putting in 
evidence the set-on of the catalytic reaction of glucose These encouraging tests indicate that the new 
pPEs can be excellent and stable immobilizers o f enzymes, and are able to preserve their activity. 
This can be combined with high resolution optical techniques as SPR to give attractive alternatives 
to the existing systems or for their implementation.

1. Introduction

Conjugated polymers (CP) are a class of organic substances of increasing 
interest in several fields, thanks to the rc-electron delocalization through the 
conjugated backbone1. For example, poly(diacetylenes) and poly(tiophenes) 
exhibit well established electro-photoconductive and nonlinear properties2.
The same materials can be exploited also for other purposes, one of the most 
promising being that of optical biosensors. An optical biosensor could be 
obtained by immobilizing an enzyme on a molecule which presents specific 
optical properties (absorption or fluorescence), that could change as a 
consequence of conformational changes due to the molecular recognition by the 
enzyme3. Alternatively, the presence of a certain chemical specie can be
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recognized indirectly from the presence of the reaction products of the enzymatic 
catalysis, that change the dispersive and/or absorptive properties of the 
functionalized interface for some spatial extent. In both cases the capability of 
firmly immobilizing the enzyme is of basic interest, together with the 
requirements of good and simple filmability of the immobilizer, the layers’ 
stability and preservation of enzyme activity. To fulfill these goals, we designed 
a new sequenced poly(phenylethynylene) analogous to the polymer already 
investigated for its photoluminescence properties4, but where the flexible 
sequence is a glycol thioester group (pPEG30C12-sqS), whose sulphur atoms 
are likely to favour the interactions with enzymes due to their known specific 
affinity for amminoacids, and enhance the self-assembly process on substrates. 
As target enzyme we chose the glucose oxidase (GOD),whose catalytic reaction 
of glucose is well established and employed also in the realization of a broad 
serie of commercial products for home and clinic diagnosis of glycemia5.
In particular, we checked the enzymatic activity of multilayer pPEs 
functionalized with GOD with standard assay methods. Then, we prepared 
GOD-functionalized films on gold, with the aim of investigating the recognition 
of glucose present in water solutions with the Surface Plasmon Resonance 
technique as a fast and highly resolving optical tool to monitor the interface 
enzymatic reaction.

2. Experimental

2.1 Synthesis and films preparation

pPEG30C12-sqS (structure in Fig. 1) was synthesized according to the same 
route reported in Ref. (4). Thin polymer films were deposited on glass or quartz 
substrates previously treated with a sulfochromic solution for at least one day, 
washed with distilled water, sonicated in H20  and then dried in oven at about 
60°C.

For the enzyme deposition, a 1 g/1 water solution was prepared and adjusted 
with HC1 at the pH value of 5.5, corresponding to the maximum enzymatic 
activity of glucose oxidase. Two different kinds of multilayers were prepared. In 
one configuration, the multilayer is built by alternating in several routes one

For the polymer deposition, 
the substrate was immersed 
in CHC13 solutionin

Figure 1. Molecular unit o f pPEG30C12-sqS

pPEG30C12-sqS
(concentration of 1 g/1) for 
20 min at room temperature, 
washed with distilled water 
and dried with a gentle flux 
of air.
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layer of pPEG30C12-sqS and one of GOD, while in the second configuration a 
serie of four pPEG30C12-sqS layers is deposited, with a final cover with a GOD 
layer (stratification named in the following (pPEG30C12sqS)4/G0D). The 
enzymatic activity of the films was evaluated by UV-Vis spectroscopy according 
to a standard assay method6. The test mixture composed of o-dianosidine, 
horseradish peroxidase and (3-D-glucose was prepared and stabilized at 35 °C in 
the UV-Vis cell. Then the film was incubated in the test solution in 9 cycles of 
20 seconds each, so achieving the typical kinetic shown in Fig. 2, which refers 
to a

(pPEG30C12sqS)4/G0D film. 
This kind of multilayer 
resulted to exhibit the highest 
activity. The lack of a sigmoid 
behaviour in the kinetic 
excludes the possibility of 
even a partial dissolution of 
the enzyme. To summarize, 
these tests indicate that the 
enzyme is active in the 
multilayer, it is firmly 
immobilized by the polymer 
and is able to start the glucose 
catalysis.

in cu b a tio n  tim e , s ec o n d s

Figure 2. Absorbance vs time of glucose-dianisyne- 
peroxidase solution for 9 incubation cycles o f 
immobilized GOD on pPEG30C12sqS)4 films

2.2. SPR study

Biosensoring tests were performed using SPR technique in Kretschmann 
configuration7. The apparatus is shown in Fig. 3 using focused light at the 
wavelength of 850 nm.

A BK7 prism was first 
coated with a gold layer 
obtained by electron gun 
evaporation, then a 
(PPEG30C12-sqS)4/G0D 
was deposited on the metal 
layer with the procedure 
outlined in 2.1.

SPR line

Reaction cell
Functionalized gold 
layer

Figure 3. Scheme of the Kretschmann coupling prism 
used for the SPR tests

laser beam
CCD plane
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The hypothenuse was coupled to the liquid contained in a small reaction cell. 
The output is acquired with a proper software, and a successive processing gives 
the reflectivity of the optical stratification on a predetermined horizontal scan 
line of the CCD. The resolving power of the apparatus was 0.01 l°/pixel.

A pre-set measurement, 
with only deionized water 
in the cell, was performed 
on a similar non- 
functionalized gold layer 
to measure the thickness 
and dielectric constant, of 
the metal layers, so 
achieving the values e = 
-28+1.5i and 35 nm. Then, 
measurements on gold- 
PPEG30C12-sqS)4/G0D 
multilayers were
performed, after the 
injection of a glucose- 
water solution in the cell, 
with a concentration of 90 
mg/1.

Fig. 4 reports the reflectivity vs. incident angle curves at different times after the 
injection of the glucose solution in the reaction cell. The shift of the plasma 
angle indicates that the refractive index of the solution-enzyme interface is 
increasing in time. After some minutes, the shift goes to a regime value of 0.18°. 
Further measurements were also performed with the light of a He-Ne laser (633 
nm wavelength). Even if the lower wavelength gives rise to a wider resonance, 
angular shifts were evident and well beyond the resolving power of the 
apparatus. To confirm the local character of the variation of the solution 
refractive index, a subsequent set of measurements was performed, in which a 
glass sample covered with SA (pPEG30C12-sqS)4/G0D multilayer was 
immersed in a saturated water-glucose solution, that was put in contact with the 
gold coated hypothenuse of the Kretschmann prism without functionalization 
Then, we monitored the minimum shift with time in two different measurements, 
and after 10 minutes we observed only a shift as small as 0.02°, thus excluding 
any significant volume variation of the refractive index.

£
[>&
<УС
X

Output angle (deg)
Figure 4. SPR curves after the injection of glucose in 
the reaction cell.The curves were recorded in 1 min. 
The radiation wavelength was 850 nm.
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In this work we have investigated the capability of a modified 
poly(pheynylethynylene) (pPE) to immobilize enzymes, chosing as a starting 
point the interaction with glucose oxidase (GOD) for its well-known role in the 
development of glucose sensors. Thanks to the presence of sulphur, the added 
glycole thioester groups have been demonstrated to favour both the binding with 
GOD as well as the self-assembly on glasses and on metals. Self-assembled pPE 
multilayers have been made with different supramolecular arrangements, and 
GOD was immobilized on them .Tests were performed to check the activity of 
the immobilized enzyme and the stability of the SA multilayers. SPR tests were 
also performed on gold functionalized layers with immobilized GOD, put i»i 
contact with a glucose-water solution. Well resolved angular shifts of the 
absorption line were achieved at two different wavelengths (633 and 850 nm), 
evidencing just in some seconds the set-on of the glucose catalysis at the 
functionalized interface, whose local character was confirmed by successive tests 
performed with non-functionalized gold coated Kretschmann prisms.
This work was financially supported by CONACyT through the projects 43166 
and the Program of Collaboration CNR-CONACyT and by C.I.Q.A. (project 
F80340).

3. Conclusions
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Molecular binding between the glutamine binding-protein (GlnBP) from Escherichia coli 
and L-glutamine (Gin) is detected by means of an optical biosensor based on porous 
silicon nano-technology. The binding event is revealed as a wavelength shift in the 
reflectivity spectrum o f  a porous silicon optical microcavity (PSMC). Exploiting the 
hydrophobic interaction between GlnBP and the porous silicon surface “as etched”, we 
avoid any preliminary surface functionalization process. The unmodified porous silicon 
optical microcavity, infiltrated by the protein, results stable to oxidation for few cycles o f  
wet measurements.

Keywords: Porous silicon, optical biosensor, optical microcavity, L-glutamine, proteins.

1. Introduction

The interaction between an analyte and a biological recognition system is 
normally detected in biosensors by the transducer element which converts the 
molecular event into a measurable effect, such as an electrical or optical signal. 
Recently, lot of experimental work, exploiting the worth noting properties of 
porous silicon (PSi) in chemical and biological sensing, has been reported 
(Dancil et al., 1999; De Stefano et al., 2004).

PSi is an almost ideal material as transducer due to its porous structure, 
with hydrogen terminated surface, having a specific area of the order of 200 -

* Author to whom correspondence should be addressed: luca.destefano@na.imm.cnr.it
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500 m2 cm*3, so that a very effective interaction with several adsorbates is 
assured. Moreover, PSi is an available and low cost material, completely 
compatible with standard IC processes. Therefore, it could usefully be employed 
in the so-called smart sensors (De Stefano et al., 2004).

Optical sensing devices in PSi are based on changes in its physical 
properties, such as photoluminescence or reflectance, due to the interaction with 
the target analytes. Some researchers have chemically or physically modified the 
Si-H surface sites in order to enhance the sensor selectivity through specific 
interactions (Dancil et al., 1999, Yin et al., 2004). The common approach is to 
create a covalent bond between the porous silicon surface and the biomolecules 
which specifically recognize the target analytes (Hart et al., 2003). Sensitive 
label-free biosensors are highly requested for applications in high throughput 
drug monitoring and diseases diagnostics: unlabeled analytes require in fact 
easy sample preparation. For this reason, many label-free optical biosensors 
have been proposed, mainly falling into two categories: optical interferometers 
and surface plasmon resonance devices (F. S. Ligler and C. A. Rowe Taitt 
(Eds.), 2004).

PSi structures are realized by electrochemical etching of a silicon (Si) wafer 
in a hydrofluoridic acid solution. It is well known that the porous silicon “as- 
etched” has a Si-H terminated surface due to the Si dissolution process (L. 
Canham Ed., 1997). From a chemical point of view, the Si-H bonds make the 
PSi surface strongly hydrophobic and very reactive. On the other hand, ligand 
binding proteins are good candidates when designing highly specific biosensors 
for small analytes: in particular, the Glutamine-binding protein from E. coli is a 
monomeric protein composed of 224 amino-acid residues (26 kDa) responsible 
for the first step in the active transport of L-glutamine across the cytoplasmic 
membrane. GlnBP consists of two similar globular domains, the large domain 
(residues 1 to 84 and 186 to 224) and the small domain (residues 90 to 180), 
linked by two peptide. Each domain contains a central core of beta-sheet flanked 
by alpha-helices which is a typical beta/alpha/beta protein structure. The deep 
cleft formed between the two domains contains the ligand-binding site. Of the 
naturally occurring amino acids, only glutamine is bound by GlnBP with a 
dissociation constant Kd of 3 x 10'7 M (Hsiao et al., 1996). When in contact 
with the hydrogenated porous silicon surface, the GlnBP adopts a structure 
which promotes the hydrophobic interactions, and, as a consequence, it 
temporary attaches to the PSi. The GlnBP from E. coli can sufficiently strongly 
interacts with the porous silicon surface and also works as molecular probe for 
the detection of L-glutamine. Glutamine is a major source of nitrogen and
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carbon in cell culture media. Thus, glutamine monitoring is important in 
bioprocess control.

In this communication, we report some preliminary data on the 
development of a reagentless microsensor for optical detection of L-glutamine 
(Gin) based on the interaction between unmodified porous silicon monolayer 
and GlnBP.

2. Material and Methods

Porous silicon is also very attractive for the possibility of fabricating single 
layer, like Fabry-Perot interferometers, and multilayers, such as Bragg or rugate 
filters, structures exploiting high quality optical response (Theiss, 1997). In this 
study we used as sensor a A/2 optical microcavity sandwiched between 7 Bragg 
reflectors realized alternating layers with high and low refractive indices.

The PSMC was obtained by electrochemical etch in a HF-based solution. A 
highly doped p+-silicon, <100> oriented, 0.01 Q cm resistivity, 400 fim thick 
was used. The silicon was etched using a 50 % HF : ethanol = 1 : 1  solution in 
dark and at room temperature. Before anodization the substrate was placed in 
HF solution to remove the native oxide.

A current density of 400 mA/cm2 for 0.8 s was applied to obtain the high 
refractive index layer with a porosity of 75 % while one of 80 mA/cm2 was 
applied for 1.87 s for the low index layer with a porosity of 67 %. The optical 
microcavity is a low refractive index layer. This structure has a characteristic 
resonance peak at 1089 nm in the middle of a 295 nm stop band.

The optical set-up required for our sensing experiments was very simple 
(see Figure 1): a tungsten lamp (400 nm < X < 1800 nm) inquired, through an 
optical fibre and a collimator, the sensor closed in a glass vial which can be 
fluxed by liquids or gases. The reflected beam is collected by an objective, 
coupled into a multimode fibre, and then directed in an optical spectrum 
analyser (Ando, AQ6315A). The reflectivity spectra have been measured with a 
resolution of 0.2 nm.
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Figure 1. The experimental set-up

The presence of Si-H bonds on the porous silicon surface has been 
monitored by means of infrared spectroscopy with a Fourier transform 
spectrometer (FT-IR Nicolet Nexus) (Socrates, 2001).

2.1. preparation and purification o f GlnBP

GlnBP from E. coli was prepared and purified according to standard procedure 
(Dattelbaum et al., 2001). The protein concentration was determined by the 
method of Bradford (Bradford, 1976) on a double beam Cary IE 
spectrophotometer (Varian, Mulgrade, Victoria, Australia) with bovine serum 
albumin as standard.

2.2. Labeling o f GlnBP

A solution of homogenous GlnBP 2.0 mg/ml in 1.0 ml of 0.1 M bicarbonate 
buffer, pH 9.0 was mixed with 10 ц1 of Fluorescein Isothiocyanate (FITC) 
(Molecular Probes) solution in N, N-Dimethylformamide DMF (1.0 ^g 
FITC/100 \x\ DMF). The reaction mixture was incubated for 1 h at 30 °C and the 
labeled protein was separated from unreacted probe by passing over a Sephadex 
G-25 column equilibrated in 50 mM phosphate buffer, 100 mM NaCl, pH 7.0.

To assess the protein penetration into the pores we spotted on the porous 
silicon chip 20 ц1 of 1.0 mM sodium bicarbonate buffer containing the dye 
labeled protein. For ligand-protein interaction measurement we prepared a 20 
mM L-glutamine in the same buffer solution.
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Since the hydrophobic interaction is the only binding mechanism between the 
PSi and the GlnBP, it is crucial to assess the presence of Si-H bonds in the 
samples before spotting the protein on them. Figure 2 shows the FT-IR spectrum 
of the porous silicon monolayer as etched: the characteristic peaks of Si-H 
bonds at 910 cm'1 and 2100 cm*1 are clearly visible, while Si-O-Si peaks at 
1050-1100 cm'1 are not present.

3. Eexperimental setup

Wavenumber (cm'1)

Figure 2: Infrared spectrum o f  porous silicon as etched measured in reflectance mode.

When the biological matter (refractive index nsl.45) interacts with the 
porous silicon structure, it substitutes the air (n=l) into the pores, causing an 
increase of the average refractive index, which results in a shift towards longer 
wavelengths of the reflectivity spectrum.

We have firstly verified the penetration of GlnBP, labeled with FITC, into 
the porous silicon pore. In Figure 3-a is shown the porous silicon as-etched 
under UV illumination. No fluorescence signal can be detected. In Figure 3-b, 
the adsorbed labeled-protein is clearly visible.
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a) b)
Figure 3: a) Porous silicon chip as-etched illuminated by a UV lamp, b) Porous silicon chip 

after a drop o f  solution containing the labelled-GlnBP has been adsorbed into it.

We have also qualitatively tested the strength of hydrophobic bond between 
the protein and the porous silicon surface. We have washed the chip with the 
spotted protein several times by hands in demi-water. After five rinses, the 
fluorescence zone on the porous surface starts to decrease in size and intensity.

We have also checked, by FT-IR spectroscopy, that the PSi surface covered 
by the protein shows a good stability toward aqueous oxidation: after water 
immersions, the characteristic peak of Si-O-Si bonds did not appear in the FT- 
IR spectrum. In the presence of L-glutamine, the GlnBP undergoes to a large 
conformational change in its global structure to accommodate the ligand inside 
the binding site. The ligand binding is detected as a shift in wavelength of the 
peak of resonance, corresponding to a refractive index change. The 
experimental measurement to detect the binding of Gin to GlnBP is a three step 
procedure: firstly, we have registered the optical spectrum of the porous silicon 
layer as etched in presence of the buffer solution; then we have repeated the 
measurement after the GlnBP absorption on the chip surface and, finally, after 
the Gin solution has been spotted on it. The organic material excess has been 
removed by a further rinse in the buffer solution. In Figure 4 the shifts induced 
by each step in the peak of resonance of the reflectivity spectrum are reported. A 
well defined red-shift of 15 nm, due to protein-ligand interaction, has been 
registered.
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Wavelength (nm)

Figure 4: Shift o f  the peak o f resonance o f  the optical microcavity due to ligand-protein 
interaction. Dot curve (a): porous silicon as-etched. Dashed curve (b): porous silicon + protein.

Continuous curve (c): porous silicon + protein + glutamine. Wavelength shift between curve 
(b) and curve (c) is 15 nm.

A control measurement has been made using a solution containing a 
different molecule, such as glucose: a very small peak shift has been recorded in 
the reflectivity spectrum respect to the one obtained after the GlnBP absorption 
on the chip surface (step two).

4. Conclusion

In conclusions, in this work we have presented some preliminary data useful for 
the development of an optical protein-based microsensor, based on porous 
silicon nano-technology, for the detection of L-glutamine. We do not make use 
of a surface fiinctionalization step, but just exploit a direct hydrophobic 
interaction, to immobilize in the porous silicon the L-glutamine binding protein 
of Escherichia Coli, which selectively recognizes the target analyte.
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CATHECTOR: A GAMMA-RAY DETECTOR IN A CATHETER

R. SCAFfe*, G. IURLARO, L. MONTANI, A. SANTAGATA, N. BURGIO,
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G. ALONGE, S. DE VITO, T. FASOLINO 
Portici Research Centre, ENEA, Naples, Italy

This work is aimed to study the feasibility o f  a low energy gamma-ray detector for 
nuclear medicine to be inserted into a body cavity, duct, or vessel. The small dimension 
detector concept is based on a CsI:Tl scintillation crystal coupled to a Si Avalanche 
Photodiode (APD) mounted in a catheter. Due to the availability o f  WmTc in nuclear 
medicine departments, 140 keV photons have been considered for detector design. At this 
energy the response concerns a more extended volume nearby the cathector than in the 
case o f  beta emitting radiotracers. Monte Carlo simulations have been performed and 
results have then been compared to experimental ones. The latter have been obtained 
using a 57Co radioisotopic source and a laboratory setup including a detector having 
dimensions not optimized coupled to a low-noise conventional electronics. Count rates 
and sensitivities have been measured approaching a point source to the detector along 
some paths and considering different background irradiation levels.

1. Introduction

Scintigraphy in Single Photon Emission Computer Tomography (SPECT) 
modality is a well established functional diagnostic nuclear medicine technique
[1]. The cathector idea consists of a few millimeter detector which can be 
introduced in a cavity, duct or vessel of the human body. Such a detector would 
allow localizing internal lesions [2-3], even of small dimensions, situated in the 
cavity proximity which could not be detected with similar sensitivity using a 
common device, positioned outside the body. We have performed some 
preliminary measurements using a laboratory setup and simulated through 
Monte Carlo models the detector response both in the experimental geometry 
and in conditions more similar to the clinical ones [4].

’ Corresponding author: scafe@casaccia.enea.it; Ph: +3906-3048-3434; Fax: +3906-3048-3989
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Figure 1 shows the detector made of a CsI(Tl) crystal 2.85x2.85x5.00 mm3 
manufactured by Hilger Crystals [5], wrapped by us in a reflective/diffusive 
coating and coupled to an Hamamatsu S8664-55 Si-APD with 10.6x9.0 mm2 
overall dimensions and 5x5 mm2 active area [6]. The device was mounted on a 
BNC connector plugged into a Tennelec TC I71 FET Preamplifier [7]. 
Measurements were performed using two 57Co (Ey=122-136keV; 
aboundances=89-11%, respectively) 1mm diameter point sources to simulate the 
lesion and a background. Some lucite blocks were positioned nearby the 
detector to simulate a scattered background radiation. Experiments were 
performed moving the lesion-source on a rectilinear trajectory with respect to 
the crystal. Further measurements performed along two curvilinear trajectories 
gave similar results, also due to the small value of the maximum angle between 
source and detector (14°) which can be considered well representative of 
realistic anatomical situations.

2. Equipment and Method

Figure 1 The detector used for preliminary measurements. On the left the scintillation crystal on 
the APD mounted on the BNC connector and, on the right, the device connected to the 
preamplifier.

In principle the detector response is mainly affected by three factors: (i) the 
geometric efficiency, depending on the inverse of the square of source-crystal 
distance, (ii) the Compton scattering in tissues and (iii) the crystal geometry and 
orientation with respect to the source. We have preliminarily evaluated the latter 
effect computing the fraction of photons undergoing a photoelectric absorption
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both vs. crystal thickness and vs. orientation between the crystal and the 
incident photon, supposed passing from its centre [8].

Figure 2 reports the results obtained for 2mm and 5mm crystal heights. 
Calculations have been repeated including a 0.2mm thick tungsten absorber on 
the crystal top, in order to reduce the background contribution to the count rate 
(Fig- 3).
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a=2.85 mm 
b=2.85 mm

Figure 2 Fraction o f  photoelectric absorption vs. incident angle for two crystal heights.
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Figure 3 Fraction o f  photoelectric absorption vs

3. Results

The localization capability of such a detector has been evaluated considering the 
gradient modulus of the count rate as a function of source to crystal distance 
(Figure 4). Measurements made in presence of different background levels have 
given similar results.

incident angle for different absorber thickness.
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Distance (cm )

Figure 4 Modulus o f  count rate gradient as a function o f  source to detector 
distance with and without a 0.2mm thick W absorber on the crystal top face.

Figure 5 shows pulse height spectra measured with the lesion-source 
positioned at the crystal transverse axis for different backgrounds. The higher 
peak corresponds to the 122-136keV doublet, while the lower represents the 
convolution of Cs and 1 fluorescence escape lines around 90keV. Energy 
resolution at 122 keV resulted in the range 13-14% FWHM.

160001

Pulse height (a.u.)

Figure 5 57Co pulse height spectra at 122 keV for different backgrounds.

The use of a tungsten absorber on the crystal top gives rise to a third peak on 
the pulse height spectrum corresponding to the W fluorescence line (59 keV) as 
shown in figure 6. Note that the peak area depends on the source-detector 
relative position and on the background intensity.
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Figure 6 i7Co pulse height spectra with and without the 0.2mm W absorber positioned on the 
crystal top. Left: cases without background and minimum source-crystal distance. Right: maximum 
considered background and maximum distance.

Monte Carlo simulations have been performed reproducing the described 
experimental conditions. Figure 7 compares experimental and simulated results 
in terms of count rate vs. source to crystal distance in presence and absence of a 
background irradiation. A quite good agreement is shown, apart from cases of 
minimum distances in which a discrepancy up to 30% is present.
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Figure 7 Comparison between experimental and simulated results in terms o f count rate as a 
function o f  source to detector distance in absence (top) and in presence (bottom) o f  an irradiation 
background.

4. Conclusion

A method for lesion localization has been tested, based on the count rate 
variation as a function of lesion distance of a small dimension scintigraphic 
detector. Experimental and simulated results have been compared showing a 
satisfactory agreement which will be further improved. Simulations of 
conditions more similar to the clinical ones will be performed. The possibility of
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using an absorber layer to reduce the background signal and to get information 
of the lesion position from the absorber fluorescence peak on the energy 
spectrum will be further investigated.
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Recent advances in mobile technologies have greatly extended traditional 
communication technologies to mobile devices. Besides, thanks to VLSI integration 
technologies, mobile devices with high power calculation are more and more frequent 
available on the consumer market. So, it is possible to fit these devices with healthcare 
environments, which are obviously “mobile” where doctors and nurses do not have fixed 
workspaces. The aim of this study is to design and implement a mobile system for 
patient heartbeat monitoring, and to up-to-date an electronic case sheet, consultable by 
every hospital PCs for remote control o f patient heart frequency.

1. Introduction

Nowadays, the telemedicine is an operating reality, thanks to the recent advances 
in electronics, telecommunications and informatics fields which create new 
prospects to prevention and healthcare applications by using biomedical sensors 
[1,2]. In particular, mobile technologies can be determinant in these medical 
sectors where continuous monitoring and specialist assistance are important for 
patient’s care and life [3-5]. Wireless patient monitoring systems increase not 
only the mobility of patients and medical personnel but also the healthcare 
quality [6].

The biomedical sensors market offers many solutions in telemedicine field, 
in a position to satisfy several demands, overall in telecardiology. Infact, 
electrocardiogram (ECG) detectors, which transfers ECG data by the aid of 
telephone line or GPRS/Internet, are largely available but to prohibitive costs
[7]. So, the market possible solutions don’t allow to join the real-time medical 
monitoring and health service requirements with the all possible uses of 
consumer PCs or PDAs [8].

In this context, we developed a system capable to monitor continuously 
patient heartbeat and to transfer collected data or processed by them in real-time 
by using a mobile device, and, eventually, to interface with the same patient by 
learning additional news. To get an efficient and fast, but overall simple and
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economic, connection between patient and medical personnel in any time and 
any site, we used a mobile device as notebook or PDA. This solution allows to 
implement telemedical specific functions with mobile calculator normal ones.

2. Telemedicine Principles

The telemedicine main objective is always to realize an efficient system by 
solving the problems of emergency medicine and permitting territorial 
decentralization of specialist competences. This opportunity is given by 
solutions and services based on telematics technology developed to medicine. 
So, local monitoring and remote hospital treatment are born as two branches of 
telemedicine, creating a system which can be schematized as Figure 1, where it 
is possible to distinguish three main components: a physiological parameter (e.g. 
heartbeat) gathering device, a mobile calculator device called patient unit, and a 
medical workstation.

The possibility to associate the frequency heart monitor device to notebook or 
PDA is able to realize a system with high power calculation, very flexible, light 
and more economic than traditional systems. The use of a PC or PDA in the 
telemedicine can represent the future of any physiological parameter monitoring, 
adding only a set of devices connected by parallel, serial, USB and IrDA ports or 
Bluetooth. Besides, collected data can be locally and directly processed and the 
results sent to one о more specialist medical workstations for necessary 
treatments, by permitting to seek the advice of more medical experts to the 
patient undependably to their distance. The advantages are also for medical 
personnel, as they can directly know, through a simple hospital LAN connection, 
all data coming from the patient units and monitor their health in real-time. 
WLAN and UMTS evolution are promoting more and more telemedicine 
applications, to allow largely hospital cost reductions.

MEDICAL ~ I _ P Q  ПГ1
WORKSTATION " У 8 1 L&J

PATIENT UNIT V

§ 4  г
Figure 1. Telemedicine project.
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3. IrDA-based Heart Frequency Monitoring Project

The implementing system must be in a position to gather the patient heartbeat, to 
evaluate heartbeats number in real-time and to transmit evaluated heart 
frequency to mobile device, which gets a job to elaborate and send data to 
hospital medical workstation.

However, in this system, an human physiologic information has to be 
converted into electrical signal and, simultaneously, to digitalize this information 
ready to use in a digital system, the project is divided in two parts, as shown in 
Figure 2. The analog part acquires heartbeats and amplifies gathered signal to 
render compatible with digital one. The digital part permits to evaluate heartbeat 
frequency and sends this information to notebook by using IrDA port.

per minutes, a commercial sensor is used. A LED diode, used to emitter infrared 
light, and an infrared photoresistor, used to receive LED emitted radiation, 
inserted into a clip for ear lobe, compose this sensor. The change of ear lobe 
thickness, due to blood flow, permits to alter luminous radiation quantity which 
arrives to receiver photoresistor from transmitter diode. So, the light presence or 
not on photo receiver indicates heartbeat existence.

However, photoresistor electrical signal contains a large DC component 
(blue line) due, principally, to human tissue presence, and a low AC component 
(red line) due to heartbeat, as shown Figure 3. The use of a pass-high filter, 
implemented with an RC network, allows to eliminate the DC component and to 
consider only the AC one. The AC signal has an amplitude equal to 20mV, so it 
is possible make compatible with TTL logic by using an amplifier with a

Analog system

Heartbeats--------r*j IR  sensor |---------- »j Signal conditioning circuit |

Patient ипИ j Microcontroller

SERVER
HOSPtTAL

Figure 2. Diagram block of IrDA-based heart frequency monitoring system.

3.1. Analog Part Implementation

To convert blood vessels pressure into electrical signal containing beat number
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clipping limit circuit. The obtained signal is ready to be elaborated by system 
digital part.
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Figure 3. Electrical signal coming from commercial sensor.

3.2. Digital Part Implementation

The main element of digital part is a microcontroller (Microchip Technology 
PIC16F84). The microcontroller evaluates the time between two heartbeats in 
real time and with sufficient precision, permitting to know the instantaneous 
heart frequency and to estimate heartbeats number per minute. Besides, the 
microcontroller manages the IrDA controller (Microchip Technology MCP2120) 
to transmit through an IR transceiver realized by an LED emitter diode.

4. Prototype Implementation and Results

The IrDA-based heart frequency monitoring laboratory prototype is shown in 
Figure 4.

Figure 4. The developed laboratory prototype.
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It has been necessary to implement a communication software driver to manage 
the IrDA port of mobile device. In our test the mobile device is a PC notebook 
based on Microsoft® Windows®XP operating system, as shown in Figure 5.

Figure 5. The prototype test system.

After testing communication channel reliability, the heart frequency monitoring 
prototype starts to send data as shown Figure 6.

In this figure, first datum represents estimated beats number per minute (bpm), 
obtained by second datum which is the time tc between two heartbeats expressed 
in milliseconds. The mathematical relationship between two data is given by:
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bpm = 60 . (1)
гс

Differently from commercial heart frequency monitor device, this prototype 
estimates beats number per minute only heart beats couple and not averaged on 
more heartbeats. Infact, it is possible to notice that estimated heartbeats number 
changes even if it remains nearly previous evaluated value. That is a 
physiological normal condition because it can be little difference of time 
between two successive heartbeats couple.
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A system intended to bring about innovation in remote health monitoring in terms o f  
simplicity, economy and effectiveness in both domestic and hospital applications has 
been designed and prototyped.
It allows real-time rescue in case o f  emergency without the necessity for data to be 
constantly monitored by a medical; the unit performing a real time diagnosing 
electronically. When an emergency sign is detected through the real-time diagnosing 
system, the system sends a warning message to persons able to arrange for his/her rescue.
A GPS system also provides the patient’s coordinates.
The system might be useful not only to GPs but also to sportsmen. Thanks to its 
characteristics it can help reduce hospitalization rates and length o f  stays thereby 
improving health costs and quality o f life.

1. Introduction

Nowdays, there is a growing need for inexpensive and reliable health 
monitoring devices [1], able to record data, to analyse them real time and, if 
possible, to transmit them to a receiving unit by wireless technology, but the 
market still does not seem to offer any reliable GPRS or Bluetooth-based, 
effective and low-cost health-monitoring telemetric systems.

In fact, though telemetric systems are already used in hospitals, they do not 
seem to fully exploit all the potential of modem technology and seem to suffer 
from some important limitations. In fact, many devices are specifically intended 
for emergencies [2] and can transmit ECG results, as well as those from the 
monitoring of some other parameters. Such systems are inadequate for 
continuous health monitoring, not easy to use and have to be managed only by 
qualified operators, which makes them unsuited for personal use and domestic 
applications. Suffice it here to mention some examples, such as the systems 
developed for the Ambulance and the Emergency-112 projects, where data are 
transmitted via GSM (with the employment of many hardware components), 
which results in high operating costs due to GSM time-based billing.
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Current telemedicine implementation also employs WAP technology of 
mobile phones [3]. Such systems use “store and forward” communication, since 
their limited bandwidth makes real-time continuous monitoring impossible.

One of the existing systems suited for personal use and home care is the so 
called “teleheart system”, which transmits ECG results via modem to a 
receiving centre using the telephone network. However, that system seems to 
present users with some problems as well: it only applies to ECG results and 
patients are compelled to keep close to the telephone socket, so that the 
continuous monitoring of heart activity is in fact impossible. Besides, since 
teleheart systems are not highly automated, expertise is needed to use them.

ECG transmission by means of handhelds is also widely known, but such a 
method depends on the availability of a palmtop computer and applies to a 
limited number of parameters with little diagnostic value.

Therefore, one of the limitations of existing devices lies in the fact that they 
are not portable or, better said, wearable. Another problem is connected to the 
necessity for an operator to analyse data while they are being collected, which 
results in high costs in terms of both personnel and telephone fares. Besides this 
common devices only allow to monitor ECG, saturation and some other 
parameters separately, otherwise extraordinary bandwidth would be needed in 
order to transfer all data, especially via GSM (at the limited speed of 9200 
kbit/s). GPRS and UMTS technologies result from the development o f GSM 
transmission of packet data.

The new telemonitoring system developed by the authors is intended to 
solve all problems of known technology resulting from the combination of the 
latest suitable telecommunication solutions (GPRS and Bluetooth) with new 
algorithms and solutions for automatic real-time diagnosis, cost-effectiveness 
(both in terms of purchase price and data transmission/analysis) and simplicity 
of use (the patient will be able to wear it).

The designed system also aims at allowing real-time rescue operations in 
case of emergency without the necessity for data to be constantly monitored.

For this purpose the new system has been equipped with highly developed 
firmware which enables automated functioning and complex decision-making. It 
is indeed able to prevent lethal risks thanks to an automatic warning system. All 
this occurs automatically without any intervention by the user.

The special management software enables to monitor any number of 
patients simultaneously leaving them free to move, as well as to create and 
manage an electronic case sheet for each of them.
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The system meets the needs of both patients and their families. It can be 
suitably used in hospitals, nursing and care homes, and might be useful not only 
to GPs but also to sportsmen. Thanks to its characteristics it can help reduce 
hospitalization rates and length of stays thereby improving health costs and 
quality of life. Patients at risk monitored are indeed free to do anything they can 
with the same chance of getting aid and surviving as patients treated at hospital.

2. The new system description

The new telemonitoring system allows real-time rescue in case of 
emergency without the necessity for data to be constantly monitored by a 
medical thanks to a reliable, real-time, automatic electrodiagnostic service and 
alarm system to alert medical staff, families or anyone able to arrange for rescue 
operations.

The system is able to monitor (via GPRS and/or Bluetooth) the most 
relevant health parameters and environmental factors affecting health, also 
leaving patients free to move and allowing prompt aid.

Each monitored patient is given a case sheet on a Personal Computer (PC) 
functioning as a server (online doctor). Data can also be downloaded by any 
other PC, handheld or smartphone equipped with a browser. The system 
reliability rests on the use of a distributed server environment, which allows its 
functions non to depend on a single PC and gives more online doctors the 
chance to use them simultaneously.

The whole system consists of three hardware units and a management 
software properly developed. The units are:
•  Elastic band: the sensors for the measurement of health parameters are 

embedded in an elastic band to be fastened round the patient’s chest;
• Portable Unit (PU), having the following characteristics: wearable, wireless 

(GPRS/Bluetooth) and wireline (internet) connection, transmission, 
continuous or sampled or on demand, GPS satellite localization, real-time 
information devices, automatic diagnosing system, automatic alarm service, 
on board memory, USB port for data transfer, rechargeable battery

• Relocable Unit (RU): GPRS/Bluetooth Dongle (on PC server, i.e. online 
doctor);

• Management Software: GPS mapping, address and telephone number of 
nearest hospital, simultaneous monitoring of more than one patient, remote 
(computerized) medical visits and consultation service, creation and direct 
access to electronic case sheets (login and password).
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In Figure 1 there is a picture of the PU; the very small dimensions are 
remarkable, even if it is only a prototype and more reduction in dimensions is 
possible.

Figure 1 -  A picture o f  the Portable Unit (PU), the main part o f the telemonitoring system

The monitorable parameters are: electrocardiogram (6 derivations), heart 
frequency, respiratory frequency, body kinetics, body temperature, oxygen 
saturation of hemoglobin (non invasive), environmental pressure, temperature 
and humidity , position (GPS), arterial pressure. Moreover, results and diagnosis 
of any examination can be uploaded into the patient’s case sheet by the server 
PC where the management program is installed. A non-invasive measuring 
device for glucose is also being developed.

3. The functioning: description and examples

The system, in particular the PU, collects data continuously. These are 
stored in an on-board flash memory and then analysed real-time with an on
board automatic diagnosis program. Data can be sent to the local receiver, 
directly to the PC server (online doctor), or to an internet server, which allows 
anyone to download them by his/her own login and password.

Data can be transmitted as follows:
1. real time continuously;
2. at programmable intervals (for 30 seconds every hour, for example);
3. automatically, when a danger is identified by the alarm system;
4. on demand, i.e. whenever required by the monitoring centre;
5. offline (not real-time), i.e. by downloading previously recorded (over 24 

hours, for example) data to a PC.
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In all cases patients do not need to do anything but supply power by 
simply switching on.

When an emergency sign is detected through the real-time diagnosing 
system, the PU automatically sends a warning message, indicating also the 
diagnosis, to one person (or even more) who is able to verify the patient’s 
health status and arrange for his/her rescue. In order to make rescue operations 
as prompt as possible, the PU by its GPS receiver also provides the patient’s 
coordinates and the Management Software provides real-time a map indicating 
the position of the patient.

In Figure 2 there is a picture of an electrocardiogram transmitted by 
Bluetooth and plotted on a Personal Computer by the proper developed 
management software.

~V  Remote ECG Monitor

Re m ote  Uait Status Monitor

•  t,

#  GPS

C0U6Ot.*«d 
S latAcqustnn T no/1

0 0  -  0>4
Chi -  Oi5
0 2  -  0)6
0 .3  -  Oi?

Figure 2. Example o f  acquisition by Bluetooth o f  an electrocardiogram

4. Conclusions and future development

An innovative remote health monitoring system has been designed and 
prototyped. The main advantages of the designed system are:
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a. to monitor the most relevant health parameters and environmental factors 
affecting health, leaving patients free to move;
b. to avoid the necessity for data to be constantly monitored by professionals, 
allowing also the simultaneous monitoring of patients and, then, providing cost 
effectiveness;
c. to implement a reliable, real-time, automatic electro-diagnostic and alarm 
service allowing to arrange for rescue operations.

The main future tasks are:
1. to further reduce dimensions using a microcontroller with the USB interface 
embedded or FPGA architecture and a GPRS/GPS integrated module;
2. to further improve the performances of the analog filters using DSP;
3. to employ wireless sensors to make the system more and more comfortable;
4. to employ UMTS to perform remote medical visits.

References

1. E. Jovanov, A. O’Donnel Lords, D. Raskovic, P.G. Cox, R. Adhami, F. 
Andrasik, IEEE Engineering in Medicine and Biology Magazine, 49, 
(2003).

2. S. Pavlopoulos, E. Kyriacou, A. Berler, S. Dembeyiotis, D. Koutsouris, 
IEEE Transactions on Information Technology in Biomedicine, Vol. 2, no. 
4,101,(1998).

3. Hung, Y.T. Zhang, IEEE Transactions on Information Technology in 
Biomedicine, vol. 7, no. 2, 101, (2003)



APPLICATION OF OPTICAL FIBRE BRAGG GRATING TO ASSESS 
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The main aim o f  this work was to conceive a more reliable dental implant system to improve the 
load mechanism transfer from the implant to the surrounding bone media for better long term 
fixation. There are several design approaches to achieve this goal, such as coating the implant 
with bioactive materials, changing the implant’s geometry or using different materials. In this 
work, optical Fibre Bragg Grating (FBG) sensors have been used to dynamically measure the bone 
response to mechanical impact in implants and evaluate load transfer.

1. Introduction

Optical Fibre Bragg Grating (FBG) sensors technology has increasingly been applied in 
the recent years in several practical applications since they exhibit interesting 
advantages such as high sensitivity, geometric versatility, electromagnetic immunity, 
and compactness [1].
The numerical results in Carvalho et al. [2] have suggested that an implant attached to 
bone, made with two different materials, might induce a more similar strain pattern as a 
natural tooth-bone system than other options. A more physiological strain pattern will 
allow bone to be well stimulated for healthy continuous process of bone remodeling [3] 
and good long term fixation.
In order to demonstrate that hypothesis, FBG were used to measure the strain patterns, 
at several locations, in bone surface, around implants attached to bovine fresh bones. 
Macro models of dental implants, fabricated based on the Вгйпетагк system of Nobel 
Biocare, have been used.
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Three types of dental implant macro models were manufactured, having a length of 
40 mm and a diameter of 15 mm. All of them had the same overall geometry, based on 
the model standard of Br&nemark system of Nobel Biocare, but were made combining 
different materials. The first one was made only in steel alloy (type 1), the second was 
made combining steel alloy and plastic ABS (type 2) and the third one was made only in 
plastic ABS (type 3) (Fig.l).

2. Materials and Methods

Fig. 1: Macromodels of dental implants

They were screwed in bovine fresh cancellous bone, with a maximum torque of 35 
N.cm. The two sensorial FBG were glued onto the surface of the bone, along a vertical 
line parallel to the longitudinal axis of the implant 23mm away and 17.5mm apart from 
each other. FBG 1 was located at half height of the implant, while FBG 2 was 
approximately at the level of the lower end of the implant.

Fig.2 -  General view of the experimental setup, exhibiting the bovine bone with the FBG glued 
onto its surface and with the implant screwed into it.
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The bone was settled in a support, to avoid displacements. The dynamic load was 
simulated by the strike of a mass of 172g, dropped by gravity from a height of 270mm. 
The dynamic response was recorded and analysed, in order to obtain the strain pattern 
induced by the three implants.

The Fibre Bragg Gratings (FBG) used, were recorded by illuminating the fibre with UV 
radiation in standard telecommunications fibre optic with 125цт of cladding diameter. 
The estimated length of the grating was 2mm.
The signal has been measured using a dedicated opto-electronic system, that 
dynamically demodulates optical intensity for a signal of a few kHz.
It is based on the matching of two spectral responses: one of a broad filter 
(transmission) and another of a FBG (reflection) (Fig.3) [4].

1544 1545 1546 1547 1548 1549 1550 
WAVELENGTH (nm)

Fig.3 -  Filter and FBG spectra

WAVELENGTH SHIFT (nm)

Fig.4 -  Calibration line: -slope=50V/nm

2,0x10'

The latter one, when shifting according to applied stress, originates different optical 
intensities at the system’s photodetector. The voltage output, normalized with input 
optical power to avoid undesired and meaningless output fluctuations. The 
optoelectronic system was also tested for linearity between strain and output voltage. 
Although any curve would be acceptable and would provide a calibration procedure, the 
test resulted in a straight line with slope equal to 50V/nm.
The acquisition system acquires data at a sample rate of 100 KHz and is able to detect 
dynamic signals with frequency components until 5KHz.
Sensitivity as well as dynamic band is determined by the filter slope shown in Fig.4. 
Resolution and bandwidth are determined by the FBG optical power, so a high power 
ASE source has been used instead of a LED.
The conversion of voltage data into strain data was carried out using the slope value of 
the curve in Fig.4 (50 V/nm) and the known factor of 1,2 pm/fi£ [1].
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This latter value has been obtained in previous work and is confirmed by the literature 
[1]. The resulting constant is 50/3 \izTV.

3. Results and Discussion

From the data acquired, it was obtained and displayed in Table 1, the strain distribution, 
with time, for each implant. For each implant, the strain was measured at the surface of 
the bone, at two points, FBG 1 and FBG 2.
For all implants and considering the two measuring point, the impact load was the same, 
as mentioned above.

Type 1: all-metal Type 2: metal-plastic Type 3: all-plastic

FBG
1

FBG
2

0.004 0.006 
TIME (S)

TIME (S)

0.002 0,004 0.006 
TIME (S)

Table 1 -  Strain distribution as a function o f acquisition time for the three types o f  dental implants and for 
the two measuring points.

For all the implants and considering the two measuring points, they present the same 
strain pattern. For the type 1, the strain is mainly transmitted at the apical region of the 
implant. Instead of the type 3, the strain is mainly transmitted at the neck of the implant. 
It is type 2 that presents a more uniform strain distribution. This indicates that the strain 
impact is not equally transmitted in space, meaning that some parts of the surrounding 
bone are subject to higher stress values, that could result in bone damage.



121

Highly localized strain is undesirable since it endangers bone fixation around the 
implant. Ал equally distributed strain around the implant can stimulate positively bone 
remodelling and thus a good long-term dental implant fixation.
These results could only be made possible due to the use of small sized, well localized 
strain sensors as FBGs are. Around them a complete optical and electronic setup had to 
be designed and implemented having in account the high degree of sensitivity, stability 
and accuracy required.

Conclusions

It was implemented an optical and electronic setup with a good sensitivity, stability and 
accuracy for measure dynamic strains, in biomechanics applications.
Results have shown that a combination of plastic and metal alloy can induce more 
physiological strains inside the bone, in the same way the alveolar bone, adjacent to a 
natural tooth does. It is the physiological strain level in bone that could stimulate 
positively the remodeling process and guaranties a long term fixation of dental implants.
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The impedance spectroscopy is a very promising technique for monitoring the blood 
glucose, very useful when frequent measurements arc required. Our approach for 
monitoring the glucose level changes makes use o f an AC analysis o f  the skin impedance 
over a wide frequency range, which is scanned until the optimal frequency, 
corresponding to the best sensitivity, has been reachcd. Our sensor has been optimized to 
work in frcqucncy range 1 -200MHz, in which the best performances in terms o f electrical 
changes in the blood can be provided.

1. Introduction

It is well known that high values of blood glucose can indicate serious illnesses, 
such as diabetes, which in the long-term can produce several complications 
affecting many body tissues and organs.
Frequent blood glucose measurements allow the proper administration of 
insulin, so improving the health and reducing the possibility of complications 
for diabetics. Therefore, a system for blood glucose monitoring, providing 
detailed information throughout the day, is required. A number of alternative 
strategies are available, most of them based on invasive or semi-invasive 
approaches.
Non-invasive glucose monitoring based approaches are very attractive, 
particularly for patients which require frequent measurements without any 
inconvenience [1]. There are several methods which are based on non invasive 
approaches. The most interesting technologies are the 1) near infrared light 
(NIR) spectroscopy, 2) far infrared radiation (FIR) spectroscopy, 3) reverse 
iontophoresis, 4) optical rotation of polarized light, 5) impedance spectroscopy. 
Each method has technical problems to overcome.
The NIR spectroscopy [2] makes use of a light source with wavelengths in the 
near infrared spectrum. The glucose produces, at each wavelength, an 
absorption of a small amount of the light, which can be investigated by 
spectroscopy techniques. Unfortunately, this approach requires frequent
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recalibrations especially after alterations in the blood hemoglobin level or state 
of hydration.
The FIR Spectroscopy measures the absorption of the far infrared radiation 
contained in natural thermal emissions by blood glucose. The blood glucose 
level can be spectroscopically determined by comparing measured and predicted 
amounts of thermal energy at the skin surface. The main problem of the FIR 
spectroscopy is related to the very small level of the thermal emission.
The reverse iontophoresis makes use of an electric current to extract and 
measure tissue fluid from the skin. The method can not be applied for quick 
variations of the blood glucose levels, because the glucose level in the fluid does 
not follow rapidly the glucose variations in the blood.
The polarimetry measures the optical rotation of polarized light. When polarized 
light passes through a fluid that contains glucose, the plane of polarization 
rotates proportionate to the glucose concentration. This method can be applied 
to measure the glucose level of the aqueous humor of the eye. The polarimetry 
suffers from a small signal level which does not allow to obtain high values of 
sensitivity. Moreover, quick shifting in the blood glucose levels can not be 
investigated because of the lag time between blood and aqueous humor glucose 
concentrations.
One of the most important non-invasive approach for blood glucose monitoring 
is the impedance spectroscopy, which can investigate the relaxation processes of 
complex systems in an extremely wide range of characteristic times from 10'12 
to 104 s. In particular, the impedance spectroscopy is sensitive to intermolecular 
interactions and can monitor cooperative processes.
As reported in [3], the glucose concentration can not be measured directly, since 
any change in the blood glucose does not affect the dielectric spectrum in the 
MHz frequency band. The measurement can be made, therefore, only indirectly, 
by measuring the AC conductivity change which is related to the blood’s 
glucose levels [4]. This conductivity variation affects the electric polarization of 
cell membranes, thus resulting in the skin permittivity change.
In order to not lose the sensitivity to this effect, we must choose a working 
frequency not greater than 200 MHz. At the same time, the working frequency 
has not to be too low in order to avoid the electrode polarization. This paper 
describes a new blood glucose sensor, based on the impedance spectroscopy 
technique, which performs the investigation in AC mode and operating in the 
frequency range between 1 and 200 MHz.
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2. Sensor architecture

The general scheme of our sensor is shown in Fig. 1.

Figure 1. General scheme o f  the impedance spectroscopy based blood glucose sensor under 
investigation

The sensor evaluates the glucose level by comparing a sine signal with the same 
signal passed through the passive filter constituted by the skin impedance and 
the resistor R. The skin impedance, which depends on the glucose 
concentration, is calculated by the following, well known, voltage divider based 
relationship:

V
z  =  R — (l)

f2 - f,

The above calculation has to be made for several values of frequency in the 
range l-200MHz, in order to evaluate the impedance minimum which provides 
the best sensor sensitivity. To investigate this wide frequency range a suitable 
voltage controlled oscillator (VCO) has been designed to provide a sine signal 
with a high linearity. The output signal, coming from the impedance evaluation 
block, can be processed by the microcontroller which finds the minimum 
frequency and stores it in a semiconductor memory. The general scheme is,
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then, constituted by an analog part, which provides the high frequency sine 
signal, and a digital section which processes this signal.
The Eqn. (1) can be easily solved in log forms. To this purpose, the impedance 
evaluation block is constituted by two differential and two logarithmic 
amplifiers, as shown in Figure 2:

The VCO has to produce a sine function with a frequency changing in a wide 
range. We have designed an oscillator by using a high frequency programmable 
waveform generator (Maxim MAX038) operating up to 20MHz output 
frequency. In order to raise the operating frequency, we have used three voltage 
output multipliers (AD835) which have been set to work as frequency doublers. 
The architecture of our oscillator is shown in following figure:

Figure 3. Architecture o f  the high frequency voltage controlled oscillator

where:

FG=frequency oscillator (MAX038); 
M=Frequency doubler (AD835); 
B=Buffer (AD8075)
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We have presented the architecture of an impedance spectroscopy based blood 
glucose sensor. The sensor is designed to make a continue noninvasive analysis 
and is more comfortable then other solutions for patients which require frequent 
measurements without any pain. The device is constituted by commercial 
integrated circuit and is, then, compact, light and easily transportable.
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Automatic breathing detection is an important medical issue in apnea syndrome in 
newborn and/or quite old people, or to detect the response o f  body to physical activity.
We detect the breathing using a conductive rubber to sense chest displacement. At the 
best o f  our knowledge, this is the first sensor based on the conductive rubber specifically 
designed to measure the breathing frequency. The conductive rubbers offer quite chcap 
and sensitive devices for dilatation measurement.
Signal detection is easier than in piezo sensor, compared to inductive displacement it is 
more simple. We expect it could be more rugged than inductive sensors and then other 
kind o f  resistive sensors. We are also studying ageing o f  this device for electrical and 
mechanical stress, and we plan to test more kind o f  conductive rubber. The application o f  
the belt is not so tight to be oppressive so that it could be worn for long time, allowing us 
to plan for continuous measurement and recording.

1. Introduction

We are developing an apparatus for health monitoring, consisting in a wearable 
multi-sensors attached to a small board which is connected via the GPRS net to 
a computer in the hospital. This system would allow 24 hours logging and 
warning dispatching, our complete system architecture is shown elsewhere [1].

For breathing sensing we use an already known method involving a belt to 
sense the thorax dilatation, but we apply a new kind of belt dilatation sensor on 
the belt.

We sense the resistance changes of the rubber due to stress elongation, the 
voltage drop on the rubber is amplified (suppressing the DC component).

As much as we know the application of the conductive rubber is new in 
breathing detection, it is quite cheap and sensitive. We are now working on 
ageing behaviour of this rubber, and looking for new kind of conductive rubbers 
with better ageing on very long periods.
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2. Breathing monitoring

In literature [2-5] it is possible to find two main methods for breathing 
monitoring. In the first one, the air flow is sensed while in the second one the 
breast dilatation is sensed.

Air flow monitoring is accurate but is very uncomfortable, since it requires 
tubing mouth and nose or placing sensors in mouth and in nose. This would rule 
out 24 hours logging. For our project we are so forced toward the breast 
dilatation monitoring, this may be quite less accurate, it is sensitive to arms 
movements but it is much more comfortable.

For breast dilatation monitoring, piezoelectric strain gauge sensor are quite 
problematic, since the charge generated at typical breathing frequencies 
(0.25Hz) are difficult to amplify. Accelerometers are not suitable, because the 
tiny acceleration available (about 0.02g) compares with the gravity acceleration. 
But the situation is even worse since the accelerometer only sees the vertical 
component of the gravity, that is gcosO (where в  is inclination angle of the 
patient), that could vary largely with times comparable with respiration times 
according to the variations of the angle в  when patient bows.

Breast dilatation monitoring is well accomplished using a breast elastic belt, 
so sensing the belt stress makes it possible to sense breathing.

Aside from several stress sensor we have designed a new, very interesting 
conductive rubbers sensor, being it also quite cheap and easy tailored. 
Conductive rubbers are made mixing carbon or iron powder in the chemical 
reactants used to produce rubbers. They have been applied as flexible 
conductors and as pressure sensors, but we did not found application as 
dilatation sensors. Indeed conductivity of these rubbers are sensitive to stress, 
but among the large kind of conductive rubbers available, not all are suited for 
this application.

3. The conductive rubber selection

We look for conductive rubber satisfying these specifications:
• high sensitivity to the stress
• rubber should stand the stress applied to the breast belt, about ION
• moderate conductivity, between 0. Шш and 10£)m

We tested a conductive rubber coming from the CERISIE institute in Milan 
(Italy), but too stiff and the resistivity was not so sensitive to our range of stress.

To test the rubber we took a sample (19cm long, 3cm wide, 1mm thick) and 
we connected it at the ends using two couples of conductive metallic plates 
(1.5cm long, 6cm wide). We observed in our sample unpredictable resistance
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variation with mechanical stress, while sometimes the resistance rose, 
sometime decreased. We suspect that this comes from contact problems due to 
the not so low resistivity (2.3£2m). This material was rejected.

We test also conductive plastic foams, but again we had problems with 
electric contacts between foams and a metallic plate, since in this case the 
contact surface is much less than apparent geometric contact surface, 
furthermore the foam collapses slowly when compressed in the conductive 
plates, making contact inefficient. This material also was rejected.

We did not used any special contact pasta since we wanted to keep us away 
from chemical troubles and to have easy building.

We tried another sample of conductive rubber, from Xilor, whose resistivity 
was only 7*10'5Qm, constituted by an aggregate of small conductive spheroids, 
about 20|im wide, see figure 1. The conductivity is controlled by the contact 
surface area between spheroids, this area varies according to the mechanical 
stress, so that resistivity is high sensitive to the mechanical stress.

Figure 1: Microscopic view o f the conductive rubber we use, on a broken side. It is clear the 
structure composed o f microspheres o f rubber.

This material did not satisfied our initial request, it is not so strong, and it 
has a low resistivity, but the sensibility was so high that we selected this 
material to develop a prototype.

We took a sample 120mm long, 20mm large and 0.3mm thick that was fit in 
the breast belt, at the place of a piece of belt (see figure 1 for a microscopic 
picture of the sample). Since the sample is not capable to stand all the belt 
stress, it is not feasible a full belt built only with this kind of conductive rubber.
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To solve this problem, a non conductive rubber was added in a mechanical 
parallel to our conductive rubber.

Two couples of small iron plates where tightened to each end of the rubbers 
sandwich to ensure electrical connections.

4. The electronic interface

The resistance of conductive rubber, about Ш , was measured with the four 
wires method, two wires to inject a constant current, two wires to sense the 
voltage. We did not used the well known Weston bridge method because the 
sensor resistance drift due to the ageing would had required a continuous bridge 
balancing.

While the breathing rate ranges from about 0.1 Hz to 3Hz but the breast 
movement spectrum has more power in the range from about 0.4Hz to 3Hz, the 
front end amplifier was connected to the sensor through a capacitor with a low 
frequency cut off at 0.4Hz, while another capacitor produces upper a cut off at 
3Hz.

The dilatation signal after the front end was clear, but it is sensitive to arms 
movements. After the first amplification stage, signal went through more stages: 
a peak detection, see figure 2, a pulse shaper and a frequency to voltage 
converter, see figure 3 .

More detail on the rest of analogue chain are shown elsewhere, see [1].

5. Results and perspective

As shown in figure 2, the signal is clear and noiseless; it is also shown the 
signal from the peak detector which is well behaved.

As already said, the system has been successfully test on a wide breathing 
rates interval (see figure 3), but still remain the ageing problem.

Indeed the rubber resistivity raised tenfold after few hour of usage on the 
belt. While this could be compensated with an automatic gain control at the 
front end amplifier, much better would be to use the compression method.

A second problem is the sensibility to the arms movements, which could 
trigger false breathing pulses. This is intrinsic to the belt method, but the effect 
is not so frequent compared to the breathing rate.

In conclusion, our sensor has been successfully tested, the remaining 
problems are minor. We still are looking for other kind of conductive rubbers, 
cheaper or with better ageing. We plan to look for new rubbers with better 
mechanical properties (more stiff) better electrical properties (higher resistivity) 
better mechanical ageing, and cheaper.
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We are also planning to implement and test another method where the 
breathing is sensed measuring the electrical impedance between some point of 
the breast, see [6].

18 20 [s]
Figure 2. Sampled signals: the wavy signal is from the sensor while pulses are from peak detector.

10 15 20 25 30 35 40 45 50[S]
Figure 3: Sampled signals: the stepwise signal is from the S&H while pulses arc from peak shaper.
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In this paper we present a non-contact pressure control system based on the well-known 
water-column principle. It is a part of a complete system for robot-assisted endoscopy o f  
human sub-arachnoid spinal space. The sensing elements are represented by optical 
proximity sensors. Pressure maintaining is a fundamental task for spinal endoscopy 
because unacceptable pressure variations inside sub-arachnoid space may cause serious 
damages to the patient’s vital activities. The system was tested during in-vitro 
experiments on an artificial mock-up o f the spine and during in-vivo experiments on 
pigs, which proved the reliability of the system.

1. Introduction

Spinal-cord endoscopy refers to the exploration of the sub-arachnoid space, 
which is a narrow area around the spinal cord between two meninxes named 
dura mater and pia mater. It is filled with cerebrospinal fluid (CSF), a 
transparent liquid where very delicate structures like blood vessels and nerve 
roots fluctuate. The classical approach to spine surgery has in general important 
drawbacks; the endoscopic approach overcomes many of them; nevertheless, the 
endoscopic exploration of the sub-arachnoid space is still extremely challenging 
for the surgeon. A robotic approach to spinal endoscopy requires the design and 
development of a series of mechatronic devices [1], and it mainly aims to 
guarantee the safety of the intervention. Such a task is also accomplished by 
implementing supervising modules, which elaborate sensorial data and extract 
useful information [2], in order to prevent non-acceptable parameters 
configurations or dangerous catheter movements.

One of the most important parameters to be monitored is the pressure inside 
the explored space [3] [4]. In fact, as a time-varying quantity of liquid must be 
injected into navigated space through the tip of the endoscope catheter, for 
reducing the friction during insertion, the pressure tends to increase. Even small 
variations in the sub-arachnoid pressure can have serious consequences like 
retinal detachment. Silicon pressure sensors have been found non-optimal for our
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purposes [5]. Such a kind of sensor would require proper dedicated hardware to 
accomplish signal amplification which usually introduces noise in measuring that 
affects the system accuracy. Moreover, since they must be inserted into the 
explored space, they should be sterilized, and it is possible only for the most 
expensive ones, and they should be connected by a proper wiring in order to 
acquire pressure values.

In conclusion, silicon-based pressure sensors seem not to be the best choice 
for pressure measuring in such a small and infection-sensitive environment, like 
sub-arachnoid space.

In this paper we describe a non-contact pressure sensor, based on the water- 
column principle, which doesn’t need to be sterilized because it is located 
outside of the explored space. Moreover, it provides us with a high sensitivity to 
pressure variations which is needed to ensure a safe intervention. Water-column 
principle is one of the most employed methods in medical applications for 
closed-cavity pressure measuring.

2. Description of the pressure-monitoring system

2.1. System overall organization

A glass pipe is directly connected to the sub-arachnoid space through a flexible 
tube. It connects the pipe with the proximal ending of the catheter: the measure 
is performed close to the catheter insertion point. Changes in the pressure inside 
the sub-arachnoid space cause variations in the height of the liquid column in the 
pipe.

Pressure is monitored by checking out the level of the CSF column by using 
proper sensors located around the pipe. In order to maintain an optimal pressure 
level, the system controls a pump and a valve. The pump is employed to inject 
artificial CSF into the sub-arachnoid space whereas the valve is employed to 
adjust the amount of CSF to be extracted. In particular, the valve modulates the 
extracting liquid flow by closing and opening the flexible-tube connection 
between the sub-arachnoid space and an aspirator. The surgeon is allowed to 
change the intensity of liquid injection flow through a specific command in the 
system Graphical User Interface.

The control strategies are implemented on microcontrollers which receive 
sensorial information and generate proper PWM signals to modulate valve and 
pump activity in order to maintain optimal pressure values and to handle critical 
pressure conditions.
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Artificial-CSF column level is evidenced by putting a float into the pipe. Its 
weight and diameter have been chosen to ensure a high sensitivity to liquid 
height variations and smooth movements inside the pipe. In order to localize the 
float position, four proximity infrared sensors are positioned around the glass 
pipe. They are arranged in a column array (see Figure 1). The length of the float 
is greater than the distance between two adjacent optical sensors, in order to get 
a higher sensibility and to keep the float detectable in any moment of the 
intervention, but also not so long to activate more than two sensors 
simultaneously. In our particular implementation, the length of the float is 4.7 
cm, the distance between the proximity sensors 2 and 3 is 3.2 cm, whereas the 
distance between the sensors 1 and 2 or between the sensors 3 and 4 is 2 cm. The 
diameter of the pipe is 6mm.

2.2. Pressure sensor

^0

Figure 1: Pressure sensor pipe with float and proximity sensors indicated by numbers 1, 2, 3 and 4.
The employed proximity sensor is shown comparing its size to a coin.

The resolution of the overall pressure sensor could be tuned by changing the 
distance between adjacent proximity sensors or the length of the float. In such a 
manner, it is possible to manufacture systems sensitive to tiny pressure 
variations. Such a manufacturing choice must be done by taking into account 
information about acceptable pressure variations but also an evaluation of the 
CSF-column change rate in order to get a stable system behavior. Further, by 
fixing the sensors array at different heights, various optimal internal pressure 
values to maintain can be established. That’s an important feature because such a
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value can change depending upon the patient. It could also be not-precisely- 
known before the intervention. In this case, also during the exploration, the 
sensors height may be easily modified, so as to obtain an on-line adjustment of 
the desired pressure conditions.

2.3. Pressure maintaining strategy

The pressure is maintained by varying the injected and extracted flows of CSF 
by means, respectively, of the pump and the valve depending upon what sensors 
are active. The tuning of the injected liquid flow is up to the surgeon and the 
automatic monitoring system is allowed only to stop liquid injection in some 
particular circumstances we will describe in the following. This design choice is 
due to the fact only the surgeon is completely aware of the delicate tissues in 
front of the catheter tip and he/she has proper knowledge to chose the better 
liquid-flow intensity in order to obtain a safe navigation. Differently, the 
modulation of liquid extraction by exploiting the valve is completely up to the 
monitoring system and the surgeon is net allowed to act on it.

When the two central sensors are active, the pressure conditions are 
considered optimal. In such a situation the system tries to keep this pressure state 
by tuning the valve in order to reach the optimal liquid extraction rate. The case 
in which the float activates only one of the central sensors is treated as the 
previous optimal case because the pressure variations are tiny.

The pressure variations become important when both the sensors 1 and 2 or 
the sensors 3 and 4 are active. When it happens for the two lower sensors, it 
means the pressure is decreasing and the system tries to re-establish optimal 
pressure conditions by stopping liquid extraction. On the other hand, when the 
activated sensors are the upper ones, the pressure is increasing and the system 
raises the extraction rate. In both the two previous cases, the surgeon sets the 
injected-liquid flow.

When only one of the most external sensors is active, that is sensor 1 or 
sensor 4, it means the pressure conditions are getting more and more dangerous 
and it requires an appropriate treatment. Precisely, if the lower sensor is active 
the liquid extraction is stopped and the surgeon can ease the re-establishment of 
optimal pressure conditions by modulating injected-flow rate. Alternatively, if 
the activated sensor is the upper one, the injection is stopped even if the surgeon 
has set it in a different way, and the extraction of liquid is increased in order to 
get optimal conditions as fast as possible. In both the previous cases the 
navigation is not permitted. Thus, the surgeon is not allowed to realize catheter 
movements. All the commands he generates on the joystick or on other human-
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machine-interface buttons, for accomplishing catheter steering or 
backward/forward movements, are blocked by the electronics. The surgeon is 
allowed to navigate only after the optimal pressure level has been re-established.

Because of the high aspiration rate of the aspirator, the modulation of liquid 
extraction by using the valve requires a particular treatment. Such a rate cannot 
be appropriately modulated to be useful for our purposes only by tuning the duty 
cycle of the PWM signal to manage the valve. The liquid-extraction rate couldn’t 
get small enough to extract tiny amount of artificial CSF as strongly needed to 
accomplish a proper pressure maintaining in such a small area. Thus, the valve 
PWM signal variable parameters are not only the duty-cycle value but also a 
number of wave periods. Such a number denotes the length of an aspiration 
cycle. Thus, the aspiration rate is modulated by varying both the duty cycle and 
the number of periods of the aspiration cycle. More in detail, if we suppose the 
aspiration cycle to accomplish a given aspiration rate is composed by N periods, 
the PWM signal wave would be high only in the first period for an interval 
whose length is specified by the duty cycle, whereas daring the following N-l 
periods the wave is kept down, as shown in Figure 2. In such a way we have 
performed a multiplicative effect of duty-cycle modulating power.

Aspiration Cycle

Duty
Cycle

N -1 periods

Figure 2: Aspiration Cycle, for a particular aspiration rate, and its parameters: duty cycle and
number o f periods

3. Tests

The sensory system was first tested during in-vitro experiments on an artificial 
mock-up of the spine, simulating a real endoscopic navigation. Subsequently, the 
system was tested on prolonged in-vivo experiment on animal (pig)- Results
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showed the pressure maintaining module is reliable in ensuring a stable pressure 
keeping. The complete system has a good sensitivity in following pressure 
variations and reactivity in re-establishing optimal pressure conditions when it 
gets sub-optimal or dangerous pressure values. For most of the intervention time 
the pressure was kept at the optimal level. Occasionally, it reached sub-optimal 
conditions which were correctly managed by the system, in such a way to re
establish optimal pressure conditions quickly. During the experiments the height 
at which the pipe was fixed has been changed because it was needed to adapt the 
sub-arachnoid internal pressure to the mutable patient conditions, and it was 
accomplished easily.
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One of the objective o f the four year European project CLINICIP - Closed Loop Insulin 
Infusion in Critically 111 Patients - is the study of the metabolism of the adipose tissue in 
intensive care patients, by means of continuous monitoring of pH, рОг, pCOi. 
Microdialysis is the approach followed for the extraction o f  the sample from the 
subcutaneous adipose tissue; the drawn interstitial fluids flows through a microfluidic 
circuit formed by the CMA60 microdialysis catheter in series with a glass capillary on 
the internal wall o f which the appropriate chemistry is immobilised. The modulation of  
the fluorescence lifetime is the optical working principle used for the detection o f  
oxygen and carbon dioxide, whereas absorption modulation is the one utilised for the 
pH detection. On this basis, two different optoelectronic units were developed for the 
interrogation of the glass capillary, one for life-time measurements and the other for 
absorption measurements. Preliminary tests demonstrated a resolution o f 0.03 pH units 
for pH; < 0.55 mmHg for oxygen and < 0.6 mmHg for carbon dioxide; and an accuracy 
of 0.07 pH units for pH; < 1 mmHg for oxygen and < 1.5 mmHg for carbon dioxide. In 
vitro tests with the catheter CM A60 were performed for the metabolities От and pH and 
a recovery o f about 100% and 70% respectively was measured.

1. Introduction

Metabolites such as pH, p 0 2 and pC02 are informative indicators of the conditions 
of a living system and can be valuable in determining the physiologic status of 
critically ill patients. Bedside monitors used to measure these levels should be 
reliable, compact, inexpensive and fast responding. For this reason, several methods 
of continuous monitoring were developed during the past years. The continuous 
monitoring of small molecules into the interstitial fluid is a promising approach to 
reduce diagnostic blood loss and painful stress associated with blood sampling.
In this paper the realization of optical sensors for the monitoring of pH, p 0 2, pC 02 
as metabolites of the adipose tissue is described. Microdialysis is the approach 
followed for the extraction of the sample from the subcutaneous adipose tissue; the 
drawn interstitial fluids flows through a microfluidic circuit formed by the CMA60 
microdialysis catheter in series with a glass capillary on the internal wall of which 
the appropriate chemistry is immobilised. The modulation of the fluorescence 
lifetime is the optical working principle used for the detection of oxygen and carbon 
dioxide, whereas absorption modulation is the one utilised for the pH detection.

140
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2.1. Chemical Protocols

The sensing layer for the oxygen sensor is composed by polymerised polystyrene 
deposited on the glass surface, in which Platinum(II) tetrakis-pentafluorophenyl- 
porphyrine, PtII-TFPP, the fluorescence of which is quenched by oxygen, is 
entrapped.
The carbon dioxide sensor is based on the dual luminescence referencing (DLR)1, in 
which two fluorophores having the same excitation wavelength and largely different 
decay times are combined in the sensing layer. The fluorophore characterised by the 
shorter lifetime is the pH-dependent indicator, 8-Hydroxypyrene-l,3,6- trisulfonate 
(HPTS), whereas the other one, characterised by the longer lifetime, is 
Ruthenium(II) tris(4,7-diphenyl-l,10-phenanthroline) (Ru(dpp)32+) and is 
independent from the pH. HPTS was dissolved in tetraoctylammonium hydroxide 
(TOA-OH) and the whole cocktail was saturated with carbon dioxide. An excess 
amount of base (TOA-OH) was added to act as a lipophilic bicarbonate buffer 
system in the form of TOA+ HC03*xH20 2, together with plasticizer tributyl 
phosphate.
The sensing layer of the pH sensor is based on the pH indicator phenol red which is 
covalently bound directly to the glass surface by means of the Mannich reaction3. 
This reaction consists of the condensation of formaldehyde with the primary amines 
of the silane groups immobilised on the glass surfaces and the active hydrogens of 
the phenol red.

2.2. Optoelectronic Instrumentation

Two different optoelectronic units were developed for the interrogation of the glass 
capillary, one for life-time measurements and the other for absorption 
measurements.
The optoelectronic measuring unit for 0 2 and C 02 detection is constituted by an 
optoelectronic read-out module which is connected through an electric cable to the 
interrogating unit. The module consists of a metallic housing containing the optics 
and the electronic pre-amplification stage for the interrogation of 2 serially 
connected sensor capillaries and the Peltier elements for the temperature regulation 
of the sensor capillaries. For each capillary, there is a light source (a LED emitting 
at about 517 nm, for the 0 2, and at about 470 nm for the C 0 2) to excite the

2. Methodology
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luminescence signal and a detection module, which consists of a Si-photodiode, and 
an opportune optical filter to separate the luminescence signal from other optical 
signals. In Figure 1 a photo of this measurement unit is shown.

Fig. 1. Picture o f the optoelectronic measurement unit for the interrogation o f  two sensor capillaries 
(sensor 1 and sensor 2 indicated in the picture) on the same line. The two capillaries are connected by 
means of fused silica tubing. The allocation of the optics and of the pre-amplification stages for the 
interrogation of the 2 sensors is also shown. The same set-up is used for the 0 2 and C 0 2 detection, but 
with the suitable optical components.

An optoelectronic unit for the interrogation of the pH sensor immobilized onto a 
capillary was developed. Optical fibres (core diameter: 200 ц т )  are used to couple 
the capillary with the unit. The capillary placed inside a black plastic piece having 
on its lateral surface precise holes for the two fibres, used to carry the light from the 
source to the capillary and to collect the modulated light, respectively. The 
optoelectronic unit makes use of a light emitting diode at 590 nm as source and a 
photodiode as detector. A suitable data processing allows to’ avoid the influence 
coming from source fluctuations and air micro-bubbles. The block diagram of the 
optoelectronic unit is shown in Figure 2.

Fig. 2. Block diagram of the optoelectronic unit for the interrogation of the capillary.
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2.3. Interstitial Fluid Extraction by Means o f Microdialysis

The catheter CMA60 is used for the interstitial fluid extraction. The tests using this 
catheter were performed for oxygen and pH measurements. Figure 3 shows how the 
connection of the capillary to the catheter is realised: the plastic tubing of the 
catheter CMA60, which belong to the circuit of extraction of the interstitial fluid, is 
cut as short as possible, in order to reduce the exchange with 0 2 and C 02 present in 
the environment, and connected to the fused silica, which goes to the capillary 
sensor. The second plastic tubing of the catheter is used to push the carrier solution 
from a reservoir into the catheter.

CMA60

Fig. 3. Scheme of the connection to the catheter CMA60.

In an in vitro measurement set-up for the oxygen, the critically ill patient may be 
simulated by a glass vessel containing a measurement medium, such as artificial 
interstitial fluid, dialysed blood, a physiological solution or even simply distilled 
water. The glass vessel is kept at constant temperature in the physiological range 37- 
42°C by means of a water bath thermostat.

reference 02  sensor

Fig. 4. Measurement set-up for the in-vitro determination of the Cb-recovery rate o f a catheter CM A60.
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The oxygen partial pressure in the measurement medium is set by equilibrating a 
mixture of pure nitrogen and oxygen in well determined concentrations into the 
medium. The carrier solution, ringer solution, is pumped from a reservoir in 
equilibrium with air by a peristaltic pump into the catheter. The dissolved oxygen in 
the vessel is measured by means of a reference fibre optic optochemical sensor. A 
scheme of the measurement set-up is shown in Figure 4.
The CMA60 catheter was also used for the pH measurements. The configuration 
used is the same shown in Figure 4 and the medium this time is a buffered solution. 
The tubing of the CMA60 was connected by means of an home made connector with 
a glass capillary which is then joined to the sensing capillary. The first tests were 
carried out using phosphate buffers as both the carrier and the sample just to show 
the capability of the system to measure correctly the pH. As for the oxygen sensor, 
the ringer solution was then used as the carrier medium.

3. Results and discussion

Laboratory tests on all the metabolite sensors were performed in order to investigate 
the accuracy, stability and resolution of the sensors over a period of several hours4. 
The results of the calibration procedure of 0 2 and C 0 2 are shown in Figure 5. Flow 
rate was 1 nl/min.
On the basis of the data obtained with the different concentrations of APTS used 
(ranging from 5% and 50%), 10% was the chosen concentration of the silane in the 
preparation of the capillary, being the working range of interest for intensive care 
applications between 6 and 8 pH units. Figure 6 shows the response curve for

Fig. 5. Stability tests o f the 0 2 and C 0 2 sensors. Response o f sensor and reproducibility when exposed to 
different concentration of 0 2 (on the left) and CO* (on the right).
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lime (hours) pH

Fig. 6 Response curve of a glass capillary prepared with 10% APTS (on the left) and related 
calibration curve (on the right).

different pH steps and the related calibration curve.
For what concern the recovery rate of the catheter CMA60, measurements of 0 2 and 
pH were performed. Figure 7 (on the left) shows an example of the measurements 
performed with capillary-based oxygen sensors at 2 |al/min flow rate and at of 37°C 
with the measurement set-up schematically shown in Figure 4. The p 0 2 measured by 
the capillaries are compared together with the oxygen measurements performed 
directly in the glass vessel by means of a reference optical fibre sensor. By 
definition the ratio between the actual oxygen content in the glass vessel and the 
content measured in the capillary is the recovery rate of the catheter. The so 
calculated recovery rate in percent is almost 100%.
For the recovery rate of the pH, the same ringer solution was used as the carrier and

w a t e r ®  3 7 *C, flow rate fyl/m in

Fig. 7. Comparison between the oxygen measurement in the capillary (thick curve), by means of the 
sensing layer, and in the glass vessel (thin curve), by means of a reference electrode (on the left o f the 
diagram). Response curve of the capillary sensor at different pH values (on the right o f the diagram).
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the CMA60 catheter was dipped in buffer solutions at different pH values. In this 
experiment a flow velocity of 5 microl/min was used; with this velocity it was 
possible to collect a reasonable amount of liquid in order to allow the measurement 
of the pH of the waste.
Figure 7 on the right shows the response curve of the sensor at different pH values. 
The recovery rate (about 70% at pH 8) was calculated on the basis of the change in 
the concentration of hydrogen ions.

4. Conclusions

Three capillary sensor systems for the detection of pH, p 0 2 and pC 02 were 
developed. Two different interrogation units were developed for the fluorescence 
life-time-based measurements of dissolved oxygen and carbon dioxide and for the 
absorption-based measurements of pH. The chosen principles provide the sensors 
with good repeatability and stability of calibration curves. An accuracy of 0.07 pH 
units, < 1 mmHg and <1.5 mmHg for pH, for oxygen partial pressure and carbon 
dioxide partial pressure respectively was achieved. The calculated recovery rate for 
the oxygen sensor, using the CMA60 catheter, was almost 100%, and, although a 
recovery rate of 70% is obtained at pH around 8, it should be stressed the fact that 
this value corresponds to a change of only 0.14 pH units. The fact that the in vivo 
measurement will be carried out with a flow velocity of 1 microl/min (5 times 
slower than the utilised flow velocity) implies that the error in the pH measurements 
due to the recovery of the hydrogen ions through the CMA60 catheter can be 
considered negligible.
The performances of the developed sensors fulfil the requirements for their 
utilisation for the measurement of the interstitial fluid in intensive care patients. 
Next steps are related to the behaviour of the capillary sensors when exposed to 
biological fluids and to the first tests on animals.
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The idea o f  the new electronic medical device we propose, named “Aglaia”, arose in 
response to the growing need perceived by mcdicine for high-tcch diagnostic aids 
combining such features as reliability and spccifity with non-invasivc techniques.
Aglaia allows the effective auscultation, the accurate processing and the detailed 
visualization (temporal and frequency graphs) o f  any lung sound. Then, it is suitable for 
the continuous real-time monitoring o f breathing functions, resulting very useful to 
diagnose respiratory pathologies. It provides medical specialists with a totally non- 
invasive high-engineering device able to detect and analyse the widest number o f  data for 
the monitoring o f  the respiratory system by the simple recording and evaluation o f  lung 
sounds being a substantiated correlation between lung sounds and diseases

1. Introduction

1.1. A uscultation and analysis o f  lung sounds

Aglaia is an electronic medical device intended to provide medical 
specialists with a totally non-invasive high-engineering device able to detect and 
analyse the widest number of data for the monitoring of the respiratory system. 
It performs the monitoring and the analysis of respiratory health by the simple 
recording and evaluation of lung sounds [1,2].

In order to give evidence of the importance of the auscultation of lung 
sounds as a medical practice, suffice it to remind that the objective examination 
of a patient always starts from the (stethoscope) “auscultation” of his/her chest.

Lung auscultation is still nowadays a widely used diagnostic method, which 
is accounted for by its usefulness and simplicity of execution. Indeed it is a 
completely non-invasive technique which provides direct information on the 
structure and the functioning of the respiratory system.

The quality alteration of lung sounds (i.e. variations of such characteristics 
as their intensity, duration or frequency) is very often directly related to 
respiratory disease.
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Despite its advantages stethoscope auscultation has also some well-known 
limitations consisting in some problems and criticality which have not been 
overcome yet, though many changes and improvements have been being made 
to attain higher performances (traditional models now coexist with a fairly wide 
range of electronic stethoscopes).

Nevertheless, when using a stethoscope, the recognition and differentiation 
of lung sounds depend on nothing else but the individual’s hearing abilities, 
experience and skillfulness. As a result the auscultation and interpretation of 
sounds performed by means of this instrument have a consistent subjective 
component.

This accounts for the need to go beyond the stethoscope (whether electronic 
or not) both to process the acquired signal by means of automatic calculation 
devices (thereby removing subjectivity) and to perform auscultation on a larger 
surface by placing sensors all over the thorax simultaneously.

Thanks to its specific sensors (acoustic sensors and/or vibration sensors), 
which can either be applied to the body surface with a wearable elastic band or 
attached separately with adhesive tape, Aglaia allows the effective auscultation, 
the accurate processing and the detailed visualization of any lung sound.

Aglaia diagnoses pulmonary pathologies by a detection technique based on 
the correlation between lung sounds (which are previously decoded and 
classified) and diseases [3].

2. Main Features

Aglaia is a new technological tool specifically designed for the continuous 
real-time monitoring of breathing functions and therefore very useful to 
diagnose respiratory pathologies. It has been prototyped, as it can be seen in the 
picture of Figure 1

A specific management software program enables the user to process and 
save the acquired signals as well as to plot different graphs of them.

1.2. Beyond the stethoscope
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Figure 1. The prototype: a double-sided printed circuit board.

Aglaia is able to plot the graph of a signal both while recording it (real 
time) and after saving it (see Figure 2). The following options are available:
• temporal graph of a breathing sound;
• frequency graph of a breathing sound;
• spectrogram of a breathing sound;
• temporal graph of the airflow (optional);
• measurement of both airflow and inspiratory/expiratory volume (optional).

_  .

Figure 2. Graphs o f  some lung sounds (respectively Normal, Crackle, Wheeze).

Aglaia 's configuration options also allow to choose the number of the 
channels to be displayed and those to be examined, as well as to preset a 
different acquiring time for each channel and an automatic detection procedure 
where the user is notified of pathologies by a warning message or an alarm. 

Aglaia's main features:
• extreme simplicity of use;
• high miniaturization (available also with SMD components);
• USB interface;
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• microcontroller based system;
• ten on board acquisition channels;
• simultaneous acquisition;
• specific channel for the pneumotachograph (optional);
• good resolution of the acquired signals (12 bit or 16 bit);
• high immunity from noise and environmental interference assured by signal 

gitalization;
• expandability for new applications and future improvements (through 

updating of the microcontroller firmware);
• plug and play module for the sensors;
• reasonable price of the end system.

3. Conclusions and future applications

Recent research has pointed out the effectiveness of the frequency analysis 
of lung sounds for the diagnosis of pathologies [4].

The experiment illustrated below shows that computerized tomography 
(CT) results perfectly match those of a simple frequency analysis of previously 
recorded lung sounds.

Many studies [5] have been carried out on the frequency analysis of lung 
sounds and researchers have set the threshold for the detection of pulmonary 
pathologies at 500Hz (see Figure 3).

Figure 3. FFT -  spectrum o f a lung sound in a patient with no pulmonary pathologies.

Spectrum components over that threshold (500Hz) may be indicative of 
pulmonary disease.



152

It is widely known that in patients treated with mechanical ventilation a 
gradual PEEP increase (PEEP = positive end-expiratory pressure) results in a 
progressive re-expanding of alveoli which were previously collapsed due to a 
pathology.

The pictures in Figure 4 shows how a gradual PEEP increase -  from 5 to 20 
-  has effected a gradual reduction in lung damage (marked with a grey circle), 
thereby leading to improvement in the patient’s respiratory health.

The CT results shown in the first column perfectly match those o f the 
frequency analysis on the righ t.

Moreover, there are also research projects about pulmonary acoustic 
imaging for the diagnosis of respiratory diseases. In fact, the respiratory sounds 
contain mechanical and clinical pulmonary information. Many efforts have been 
devoted during the past decades to analysing, processing and visualising them 
[6].

We can now evaluate deterministic interpolating functions to generate 
surface respiratory acoustic thoracic images [7].

PEEP 10

PEEP 20

Figure 4. Correlation between CT results and spcctrum analysis o f lung sounds.
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A WEARABLE, WIRELESS, LONG-TERM RECORDING  
ELECTROCARDIOGRAPH, IMPROVING THE NON-INVASIVE  

DIAGNOSIS OF CARDIAC DISEASES

ALESSANDRO CONVERTINO, AGOSTINO GIORGIO, ANNA GINA PERRI
Politecnico di Bari, Dipartimento di Elettronica, Laboratorio di Dispositivi Elettronici, 

ViaE. Orabona, 4, 70125 Bari (ITALY)

Wc have designed a microcontroller-based medical device for long term recording 
electrocardiograph (Holtcr applications) allowing data from up to 12 channels to be 
stored, thus providing the diagnostic capabilities o f  the static electrocardiograph (ECG) 
together with the wearability and the long term registration o f  the cardiac activity. Thanks 
to its specific sensors, embedded in a kind elastic band, it is possible to place on the 
thorax many electrodes without reducing the movement potentials. Moreover, the clastic 
band is provided with a wireless module (Bluetooth) to send the data to the recorder unit.
The storage support is a flash card. Therefore, the new system is miniaturised and results 
more comfortable than the commonly used taperecordcr type portable 
electrocardiographs. The microcontroller permits to implement a diagnostics algorithm 
and/or to download real time the data by UDP channel.

1. Introduction 

1.1. State o f the art

Nowdays, the most used tape-recorder type electrocardiographs for the long 
term registration provide the acquisition of two or three channels thus allowing 
the detection of a limited number of pathologies and missing crucial details 
relevant to the morphology of the heart pulse and the related pathologies, given 
only by a static electrocardiogram (ECG) executed in the hospital or in medical 
centers [1 - 3]. Moreover, the sampling frequency for the analog to digital 
conversion of the signal, for the best known portable ECG, is typically lower 
than 200 Hz, thus missing important medical data carried out by the 
electrocardiograph signal. Finally, the most used medical devices for long term 
registration (Holter applications) of cardiac activity are generally so 
uncomfortable especially due to their dimensions.
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We have designed and prototyped a new medical device for Holter 
applications intended to overcome the above mentioned limitations and to 
advance the state of the art.

In fact, the designed device presents the features/advantages listed in the 
following section.

1.2. Advantages o f the new system

1. Data from up to 12 channels;
2 . Sensors, embedded in a kind elastic band;
3. Possibility to place on the thorax many electrodes without reducing the 

movement potentials;
4. The elastic band mounting a wireless module (Bluetooth) to send the data 

to the recorder/storage unit;
5. The system is miniaturised and results more comfortable;
6 . Implementation of a diagnostics algorithm and/or to download, in real 

time, the data by UDP channel

2. System architecture and prototype

The system’s core is a microcontroller-based architecture. It is composed by: 
multiplexed internal ADC with a 12 bit resolution, 8 K bytes Flash/EE program 
memory; 32 Programmable I/O lines, SPI and Standard UART; Normal, idle 
and power-down operating modes allow for flexible power management 
schemes suited to low power applications.

The whole system has been also prototyped. The picture in Figure 1 shows 
the electrocardiograph recorder/storage unit. The small dimensions are 
remarkable even if a further reduction is possible.
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3. Results

The management software to data-download has been properly developed by the 
authors, being it custom for this application.

It receives the data from the electrocardiograph and allows to store/plot 
them. In Figure 2 a draft of an acquisition example is shown.



157

Я  Um ilwMoll t* V(KH.. J):\J4rfiUdVitLrf ca\al(i p i  ,ец>1
I *e I'liutni ^ахгчгг i ue

Л eJ d Ш 21:2k iJ r w l .p rk l -̂ g-l ^Mrr™ ;
«Илили fir Srt̂ m.! Й-  I [ s^'» I . wSbl о*** 1 \ \  I

-JEST̂) j
V .  .vjj-v̂ k; л.:; V- 'zJfV•|v; ĵj"« *a *r*
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Figure 2. The main view o f the management software properly developed for the new portable ECG

The management software allows to view/plot one or more channels, to 
make a real-time automatic analysis of the incoming signal and to perform 
digital filtering. In fact, in Figure 3 is plotted the Fourier Transform of the 
incoming signal performed by the software, useful to make a real time filtering 
if needed to improve the quality of the ECG. A wavelet filtering is also 
available. The operator has to evaluate only the frequencies to suppress, after 
seeing the Fourier Transform of the signal, and the software performs the signal 
filtering.
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Figure 3. The Fourier Transform o f the incoming ECG signal useful to perform a fast filtering if
needed.
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We have designed and prototyped a new, long term recording 
electrocardiograph, intended to be very comfortable to wear and user friendly to 
use. The sensor band is provided with a wireless transmitter unit to reduce the 
problems due to the presence of cables. The management software has been also 
properly developed, allowing it also very important functions as digital filtering 
and automatic diagnosys.

As future developments we address the implementation of the compression 
algorithm to reduce the dimension of the stored files. Moreover, the translation 
on DSP/FPGA-based architecture will be done and a further reduction o f the 
dimensions is possible in future thanks to the use of SMD components.

4. Conclusions and future development
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We investigate on the light emission properties (photoluminescence) o f tin oxide nanobelts systems, synthesized 
by thermal evaporation o f oxide powders under controlled conditions. By pumping the nanobelts samples cither 
by ultraviolet or blue light a strong light emission is obtained, whose spectrum is broad and peaked in the green 
region. It is observed that the photoluminescence spectrum of the samples is significantly quenched when the 
sample surface interacts with nitrogen dioxide, even at concentriation as low as few ppm. Therefore, we 
performed time-resolved photoluminescence measurements in order to determine the effect o f gas interaction on 
the recombination time o f the excited states. The results are discussed in terms of a very fast charge transfer 
across the nanostructure/molecule interface.

Keywords: Nanostructures, Tin oxide nanobelts, Time-resolved photoluminescence, Gas sensing.

1. Introduction

Chemical sensing based on nanostructured materials and devices has attracted enormous 
attention. As a matter o f fact, solid-state sensors based on conventional metal oxide films 
suffer o f some limitations: for instance, most existing metal oxide thin-film sensors work 
at elevated temperatures with sensing limitations around 1 ppm or even higher1,2. 
Nanowires or nanobelts made o f metal oxides can deliver better performances because of 
their large surface-to-volume ratios. For instance, tin oxide (S n 02) nanobelts have been 
demonstrated to detect 3 ppm NO2 at room temperature3, while detection down to 0.5 
ppm has been succesfully achieved4 by operating S n 0 2 nanobelt sensors at 400°C.
Among the chemicals studied in literature, N 0 2 is very important as it is one o f the most 
dangerous air polluttants, playing a major role in the formation o f ozone and acid rain.

f Corresponding author. E-mail: pasmad@na.infn.it. Tel. +39-81-676126

161

mailto:pasmad@na.infn.it


162

2 A. Bismuto et al.

The detection o f N 0 2 gas is thus o f great importance in both environmental protection 
and human health. Recent studies5 have reported a selective reactivity o f  visible 
photoluminescence SnC>2 nanobelts on NO 2 at ppm level. In particular, it was shown that 
the visible photoluminescence (PL) o f tin oxide nanobelts is quenched by adsorption o f  
NO2 in a fast and reversible way. Moreover, this response was found to be highly 
selective toward humidity and other polluting species such as CO and NH3. It was 
suggested5 that the adsorption o f N 0 2  creates new non-radiative recombination paths 
causing the PL quenching. It is important to stress that the creation o f  adsoprtion-related 
non-radiative paths is expected to influence the nonradiative decay time o f  the electronic 
excited states.
In this work, we investigate in more detail on the effect o f  N 0 2 adsorption on the light 
emission properties o f S n 02  nanobelts, by performing time-resolved photoluminescence 
(TRPL) measurements. This technique allows the direct determination o f  the electronic 
excited states lifetimes6 and therefore to obtain useful informations on the possible 
creation o f nonradiative paths7 due to NOz -  nanostructure interaction.

2. Experimental

TRPL experiment were perfomed on semiconducting tin oxider nanobelts. The samples 
were prepared by thermal evaporation on allumina and silicon substrates. Inside the 
tubular reactor it was possible to control the flow o f different gas spources. 99.9 % pure 
SnO powders were used as the source material, and the depositions were performed in the 
800-1000 °C temperature range, obtaining belt-shaped nanostructures.
TRPL measurements were performed on a sample o f S n 0 2 nanobelts deposited on a 
silicon substrate, as bulk silicon photoluminescence efficiency is negligible compared to 
the tin oxide nanobelts one. The sample was photoexcited by means o f the third harmonic 
(wavelength X=355 nm) o f the fundamental beam of a picosecond Nd:YAG laser. The 
pulse duration o f the laser beams was 20 ps; using impinging pulse energies o f  about 1 
mJ the PL signals coud be easily detected.
The sample was placed on a heater inside a test chamber featuring quartz window for 
optical measurement access. A mass flow control was connected to the test chamber, 
allowing the flowing o f a constant flux o f synthetic air (0.3 1/min) mixed with the desired 
amount o f gaseous species. The photoluminescence emission was collected by means o f a 
fosusing lens and was optically coupled, via multimode optical fiber, to the input slit o f  a 
monochromathor mounting a 200 lines/mm diffraction grating. The photoluminescence 
light diffrected by the grating was coupled to a photomultiplier tube having a fast 
response time (~1 ns) and connected to a digitizing oscilloscope. Taking into account the 
rise time o f the photomultiplier and the sampling rate o f the oscilloscope, we estimate an 
overall time resolution limit o f about 2 nanoseconds. In our experiment, the sample 
temperature was kept at T=120°C and two sets o f time-resolved phutoluminescence 
datas were collected. In the first set synthetic air was fluxed inside the test chamber,
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while in the second set a mixture o f synthetic air and N 0 2 (5 ppm relative concentration) 
was used.
We first noticed that, when excited at 355 nm, the S n 0 2 nanobelts exhibit a broad PL 
signal peaked in the green region. The PL emission is temperature dependent, as it 
increases as the temperature is lowered. In our case, we decided to operate the 
measurements at T=I20°C as it seems to be a favourable temperature for gas sensing 
operation o f the nanobelts4. Notwithstanding the fact that increasing the temperature 
leads to a decrease o f the PL efficiency, the PL signal was still easily detectable.

Time (ns)

Fig. 1. Normalized TRPL curves for Sm 02 nanobelts in synthetic air at different emission wavelengths.

In Fig. 1 we show, on log scale, some o f the time resolved photoluminescence signals at 
different wavelengths for the sample exposed to synthetic air. The curves are normalized 
to their initial value in order to evidence the difference in decay rates. It is observed that 
the decay rate strongly depends on the emisison wavelength, varying from few 
nanoseconds to several tenths o f nanoseconds going from lower wavelengths to higher 
wavelengths. Moreover, the decays do not follow a simple single-exponential rule, but 
they are more likely to follow a stretched exponential decay, as in the case o f PL 
emission o f semiconducting nanoparticles and porous silicon.
In Fig. 2 we report the results o f  the same measurements as in Fig. 1 but for the case o f  
the sample interacting with the 5 ppm N 0 2. Qualitative features of the decay are 
preserved: both the wavelength dependence o f decay times and the non-exponential 
behaviour are not affected by the interaction with N 0 2. On the other hand, the absolute 
values o f  the photoluminescence intensity at different wavelengths (e.g. the area o f the 
time-resolved PL signals) are significantly reduced due to the N 0 2 presence, confirming 
the results o f  Ref. 5.
Concerning the decay rates, our measurements show that no significant change o f the 
decay time occurs as the N 0 2 measurements are considered. This result is evidenced by 
Fig. 3, where an effective decay time (defined as the time in which the PL signal reaches
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the 10% of its initial value) is plotted versus the emission wavelength for the two sets o f  
measurements (air and N 0 2).
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Fig. 2. Normalized TRPL curves for S m 02 nanobelts in 5 ppm NO2 at different em ission wavelengths

It can be noticed that the decay times are essentially the same, within the experimental 
resolution. In other worlds, the N 0 2 seems to have an extensive effect on the electron 
recombinations o f the system: it reduces the total number o f  radiative recombinations 
while not affecting qualitatively the recombinations, i.e. preserving the same decay 
cynetics. In order to explain such behaviour, we suggest the following argument. As we 
take into account the photoluminescence process in an isolated system, electrons which 
are optical pumped in excited states initially undergo very fast thermal relaxation. 
Relaxation usually requires few picoseconds or less to occur, then the relaxed population 
recombines following the radiative and non-radiative recombination paths wich are 
peculiar to a given material. Considering the time resolution o f our apparatus, our TRPL 
experiment is able to follow the dynamics o f the relaxed population but nothing can be 
said on the processes occurring during the relaxation o f the system. As N 0 2 seem s to 
reduce the overall number o f radiative recombinations but not to affect the decay rates 
(which are related to the intrinsic mutual interactions o f electrons within the material), we 
suggest that during the relaxation phase a net charge transfer from the semiconductor to 
the gas ad layer occurs. Due to the high surface-to volume ratio o f  the material, a 
significant coverage o f N 0 2 molecules can occur, and therefore the total charge trapped 
by the gas can be a significant fraction o f the photoexcited electrons. As a consequence, 
the number o f electrons which recombines after the relaxation is reduced but no 
significant change o f the recombination probabilities occurs.
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Wavelength (nm)

Fig. 3. Photoluminescence decay time (defined as 10% decay time) as a function o f emission wavelegth for air 
(open squares) and 5 pmm NO2 (open circles).

However, it is worth to pint out that the occurrence of an effective change of the faster 
components (sub-nanosecond) of the decay behaviour due to N 0 2 adsorption is not 
totally ruled out by our results, taking into account the ~2 ns overall time resolution of 
our apparatus. Further analysis on the initial behaviour of photoluminescence decay are 
in progress by using a much faster experimental setup based on a streak-camera.
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In this paper we report on WO3 films deposited by thermal evaporation. Layers have been 
characterized by means of electron microscopy techniques, revealing a microstructure 
suitable for gas sensing applications. Functional characterization has been carried out 
towards NO2, NH3 and CO, revealing the capability o f the material to detect NO2 
concentrations lower than 100 ppb, with low cross-sensitivity towards CO and NH3.

I. Introduction

WO3 is a well known material for the development of solid state gas sensors for 
N 0 2 [1 -3 ] and H2S detection [4 , 5].

Beside this general feature, a wide range of properties has been reported for 
this material. For example, Meixner et al. report about the good performances of 
tungsten trioxide for NH3 detection [1], while Prasad et al. report about its low 
sensitivity towards NH3 [2].

As far as N 0 2 detection is concerned, good performances are reported to 
occur over a wide range of temperature. Sensors featuring high response at 
temperature lower than 200°C have been developed by Teoh et al. [2]. The same 
authors report that such an high performance is maintained even decreasing the 
working temperature down to 36°C. Differently, Sberveglieri et al. report about a 
W 0 3 sensor having optimal performances at 400°C [3], performances which are 
strongly reduced by decreasing the working temperature.

Neutron diffraction experiments carried out on powder samples [7] highlight 
that W 0 3 undergoes reversible phase transitions after thermal treatment, 
allowing to establish a correspondence between temperature range and stable 
phase.
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When W 0 3 is deposited as film, deviations from such a correspondence can 
occur because of the substrate-film interaction for example, (see structural 
analysis in [1-5]).

These considerations suggest the possibility to promote the stabilization of 
such phases, that can not crystallize at lower temperatures, depositing W 03 at 
high temperatures and to test their sensing performances.

N 0 2, NH3, and CO have been chosen as target gases. The former because of 
its well known high reactivity with W 03, the second because of its different 
reactivity degree reported in literature as reported previously, the latter to have a 
more complete knowledge about interfering gases in N 0 2 detection.

2. Experimental

Samples have been deposited by thermal evaporation method on 3 mm x 3 mm x
0.25 mm alumina substrates.

Before deposition, the chamber was evacuated at about 10'3 torr. Deposition 
was carried out in reactive atmosphere (0 2 pressure = 0.22 mbar) for 5 minutes, 
placing the substrates about 15 mm far from the source and heating them at 
600°C. The source was a metallic tungsten wire (SPI Supplies Pk 10 1801), 
heated by Joule effect up to sublimation. A constant voltage of 4 volts was 
applied resulting in an electrical current of about 10 A.

The thickness of sensitive layers has been measured with a profiler to be 1.4
|im.

Samples were provided with interdigitated Pt contacts (IDC) for electrical 
measurements and with a Pt heater on the backside.

Gas sensing tests were carried out by flow through method in a thermostatic 
chamber. Certified bottles and a humidifier system have been used both to 
generate the reference air and gas mixtures. Sensors’ responses have been 
monitored applying a constant voltage to the sensitive layer and measuring the 
electrical current by means of a picoammeter.

Transmission electron microscopy (ТЕМ) and scanning electron microscopy 
(SEM) have been used to characterize the W 03 layers.

3. Results and discussion

Thermal evaporated samples have a granular morphology. Layers are composed 
of particles about 10 nm in size, as shown by the SEM micrograph reported in 
figure 1. Such particles are grouped to form aggregates that are few hundreds of 
nanometers in size.
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Figure 1 . SEM secondary electron image o f thermal evaporated WO3 layer.

High-resolution electron microscopy (HREM) measurements revealed that 
samples have a non-homogeneous degree of crystallinity. The HREM 
micrograph reported in figure 2  shows that the crystalline grains can be clearly 
distinguished from amorphous regions by the presence of interference patterns, 
characteristic of periodic structures. The size of such particles is tens of 
nanometers.

Atomic interplanar distances have been determined through electron 
diffraction experiments. Phase identification inferred presence of a W 0 3 phase 
with symmetry lower than cubic, such as tetragonal or monoclinic ones (presence 
of both phases can also be considered).

Sensing responses towards N 0 2 have been observed to increase with 
decreasing the working temperature down to 100°C, the lower value tested for 
these sensors. See reference [8 ] for a detailed analysis of temperature influence 
on sensing performances. Working at 100°C, after the injection of 100 ppb of 
N 02, the electrical conductivity of the film decreases of about one order of 
magnitude, see figure 3.

Measurements have been carried out with a relative humidity value of 30% 
and with a constant flux of 300 seem.

These high performances exhibited by this material can be attributed to its 
microstructure. The rough morphology increases the surface area of the layer, 
and the nanometric size of crystalline particles strongly enhances the sensing 
performances, [9].
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Figure 2. HREM image of thermal evaporated WO3 layer.

Time (min)

Figure 3. Response towards NO2, 100 ppb, measured in an environment with a relative humidity 
value o f 30% (chamber temperature is 20°C) and a total flux of 300 seem, sensor’s working 
temperature is 100°C.

A comparison with sensing performances exhibited by sputtered films 
highlights the improvement obtained by these thermal evaporated layers. For 
example, operating the sputtered samples at their optimal temperature of 200°C
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and injecting 2 0 0  ppb of N 02, their electrical conductivity decrease by a factor 4 
[8 ]. This is 5 times lower than the decreasing factor of 20 observed when thermal 
evaporated samples, warmed at their optimal temperature (100°C) are exposed to 
the same gas concentration.

The achievement of these results at such a low working temperature is of 
particular interest for interfering effects. It is well known indeed, that metal 
oxide solid state gas sensors are not selective towards specific gases, but 
temperature can strongly enhance or reduce the responses towards different 
molecules.

In particular, heating the material below 150 °C, the population of chemical 
species like O2' and O* and on the surface layer is strongly reduced [10]. 
According to the reaction models proposed in [10, 11] for S n02, gases like CO 
reduce the material surface via catalytic reactions that convert carbon monoxide 
(COgas) in to carbon dioxide (C 02gas). This occurs desorbing oxygen ions (O surf) 
from the surface and releasing electrons (e*) in the material conduction band:

COgas О surf —> C0 2gas + e

In the same references, surface oxidation by N 0 2 molecules is modeled by 
interactions that do not require such ions to be present on the material surface. 
Thus, below 150°C, the reaction between reducing gases and WO3 is foresee to 
be minimized.

Responses towards reducing gases like NH3 and CO have been measured in 
the same conditions that gave best responses towards N 0 2 (T=100°C, RH=30%, 
flux=300sccm). Low responses have been obtained. For example, after the 
injection of NH3, 10 ppm, the electrical conductivity of the film increase by a 
factor 5, while after the injection of CO, 200 ppm, the increasing factor is less 
than 3.

Humidity effects have also been investigated observing responses to 
increase with decreasing the relative humidity (RH) value. For example, 
responses towards N 0 2 increase of a factor 7 decreasing RH from 0 to 60%, 
while for NH3, the increasing factor is 1.7.

4. Conclusions

W 0 3 layers have been deposited at high temperatures (600°C) with the aim of 
stabilizing such phases that do not crystallize at lower temperatures.

Samples exhibit a structure with asymmetry characteristic of such high 
temperature phases (the cubic one is stable at room temperature).
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Gas sensing tests revealed a high sensitivity towards N 0 2 together with low 
interfering effects, at least towards CO and NH3. Comparison with performances 
exhibited by sputtered samples, particularly highlight the improvements obtained 
by thermal evaporated films. Such performances make the material a good 
candidate for N 0 2 monitoring both in indoor (threshold value is 1 ppm) and 
outdoor applications (threshold value is 50 ppb).
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APPLICATION OF QUALITY STANDARD FOR THE  
REALISATION OF THICK FILM GAS SENSORS
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Sensor and Semiconductor Laboratory of Department o f Physics o f Ferrara (SSL) has 
implemented a quality management system (ISO 9001:2000) about processes o f  
planning, development and production o f thick film gas sensors and photovoltaic cells.
The management system, based on the scheme Plan, Do, Check-Act, allows the 
monitoring the laboratory activities to get "continual improvement". The eight principles 
of quality have been applied for the first time to the research activity in the University, 
and they turned out to be simple but powerful tools for the success o f the system. 
Moreover, the above mentioned principles being directed toward the internal 
performance, not only will benefit the organization itself, but also customers and 
interested partners. The international standard applied to SSL is based on four major 
clause headings which are: manager responsibility, resource management, process 
management and measurement, analysis and improvement..

1. Introduction

The Project to certify the Sensor and Semiconductor Laboratory according to the 
Normative UNI EN ISO 9001: 2000 [1] started in 2000. The Top Management 
chose to improve the Quality Policy through the principles of Customer 
Satisfaction, Efficiency and Excellence of processes.
The International Standard, UNI EN ISO 9001:2000, represents the standard of 
reference to match the requirements of Quality Management Systems. This 
standard can be used for:

- inner scopes (to improve the internal processes of organization and the 
control of productive activities).
- contractual scope (to show the customers the quality of the 
organization of our activities).
- certification scope (to get the International Certification).

Applying a Quality Management System is a choice of the Top Management 
which is going to demonstrate the organization ability to supply "quality
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product" to satisfy the customers needs. Application of the standard allows one 
to improve the products from the point of view of modernization, research and 
technological development through an efficient management of the processes of 
the organization.
The ISO 9000:2000 [2] is a generic standard in nature and intent and each 
organization will need to select and improve the most appropriate methods and 
tools from the content of this international reference. The ISO 9000:2000 
identifies eight Quality Principles that can be used by the management as a 
framework to guide their organizations towards improved performance. These 
principles are:

• Customer focus
• Leadership
• Involvement of people
• Process approach
• System approach to management
• Continual improvement
• Factual approach to decision making
• Mutually beneficial supplier relationships

There are several ways of applying these quality management principles which 
will be implemented according to the nature of the organization, the specific 
needs and goals. In particular, the principles of process and system approach 
allow to systematically define the necessary activities to obtain a wished result. 
Moreover they establish clear responsibility and accountability for managing key 
activities. Therefore it is an issue to see the Laboratory as an ensemble of 
interacting processes aimed at a constant development. The continual 
improvement has to be the permanent objective of an organization and it will be 
based on the model Plan-Do-Check-Act. Consequently, it is important for any 
organization to proceed through the following steps:
- plan objectives
- realize processes
- measure system performance
- monitor feedback and improvement
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Figure 1. Example o f a vertical and a horizontal loop o f a management system.

2. Application

The SSL has applied the principles of the standard ISO 9001:2000 to the main 
processes such as management of instruments and facilities, purchasing, 
management of human resources etc. Particular attention has been paid to the 
activities of design and manufacturing of thick film gas sensors. The Top 
Management of the Laboratory decided to apply the ISO 9001:2000 (standard to 
get the certification) in 2000. Since September 2001 the SSL has certified the 
processes of design and manufacturing of thick film gas sensors and photovoltaic 
cells The main processes about planning and realization of thick film gas sensors 
are described in the Quality Manual (QM) [3] and in the procedures of the 
organization. The QM expresses the policy, the mission and the vision of the 
Laboratory while the procedures describe the main operational processes (both 
general and specific). As a consequence there are procedures that describe 
supporting activities (purchasing, nonconformity, management of human 
resources etc.) and procedures that specify peculiar processes (sensors planning, 
sensors development and production etc.).
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The main SSL procedures are:

SYSTEM PROCEDURES DESCRIPTION

QUALITY SYSTEM PROCEDURES 
AND WORK INSTRUCTIONS

How to redact the procedures and the 
operative instruction

PV CELLS DESIGN AND PROCESS 
PLANNING

How to define technical detailed lists, 
parameters of realization etc.

SENSORS DESIGN AND PROCESS 
PLANNING

How to define technical detailed lists, 
parameters of realization etc.

TRASH How to treat the trash materials

INTERNAL AUDIT How to realize internal audit (when, who, 
competence etc.)

PV CELLS DEVELOPMENT AND 
PRODUCTION

How to realize standard cells

SENSORS DEVELOPMENT AND 
PRODUCTION

How to realize sensors (powder preparation, 
thick film printing, electrical circuitry, etc.)

IN - OUT CLEEN ROOMS How to enter and exit the clean rooms

PURCHASING How to select suppliers, make orders etc

NONCONFORMITY How to respond to nonconformities (taking 
corrective actions or preventive actions) and 
how to record them

QMS DATA PROCESSING How to manage important data and quality 
documents and records

HUMAN RESOURCES How to identify necessary qualifications and 
competences

How to realize recruitment training, continual 
education, and development of skills
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The application of International Standard ISO 9001:2000 in SSL has increased 
the efficiency of working and managing performances. The Standard aims at 
improving the ability of the organization to work in the best possible way. The 
goal is not to change the structure of the system to obtain a certification but to 
improve the internal processes to achieve excellence performances.

3. Conclusions
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OXYGEN SENSING PROPERTIES OF T i0 2 NANOPOWDERS 
PREPARED BY GEL COMBUSTION*

F.A. DEORSOLA, I. AMATO, B. DE BENEDETTI

Dip. Scienza dei Materiali e Ingegneria Chimica, Politecnico di Torino, Corso Duca 
degli Abruzzi 24, Torino, 10129, Italy

A. BONAVITA, G. MICALI, G. NERI

Dip. Chimica Industriale e Ingegneria dei Materiali, Universita di Messina, Contrada di
Dio, Messina, 98166, Italy

Nanostmctured titanium oxide was synthesized through an innovative and low-cost 
process called gel combustion. The technique merges chemical gelation and combustion 
processes. As synthesized gel combustion ТЮ2 nanopowders showed only formation of 
the anatase phase with a crystalline domain size of 6 nm. High temperature treatments 
affected largely domain size and phase composition. O2 sensing properties at high 
temperature (400 -  500 °C) were evaluated on pure and Pt-doped Ti02-based sensors.

1. Introduction

Nanostructured titanium oxide, T i02, has recently received great attention 
because of its wide range of application in several field, as pigment, 
photocatalysis, solar cells and gas sensing. In the field of oxygen sensing, 
titanium oxide, whether in anatase or rutile phase, is a promising material in 
order to produce low cost and small sized 0 2 sensors [1].
At present, oxide nanoparticles are produced through several routes, such as co
precipitation, sol-gel and spray pyrolysis. In this work an innovative and 
effective synthesis process called gel combustion is presented. Then 0 2 sensor 
devices in the thick film configuration were realized and tested with the aim to 
apply them as planar resistive X-sensor in automotive applications [2 ].

* This work is supported by MIUR under the FIRB-SQuARE project
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2. Experimental Procedures

2.1. Synthesis and characterization

T i0 2 synthesis was carried out starting from titanium isopropoxide 
Ti[OCH2(CH3) 2]4 (Fluka), hydrogen peroxide H20 2 (Fluka, 35%) and 
isopropanol (CH3)2CH2OH (Aldrich, 99+%). Titanium isopropoxide was mixed 
with isopropanol (50/50 vol). Hydrogen peroxide was added drop by drop in the 
continuously stirred solution. The reaction yielded to titanium hydro-peroxide 
precipitates, with remarkable release of gases and temperature increase until 
80°C. Isopropanol evaporation yielded to gel formation, whose structure is 
shown in Figure 1 according to the model of Ragai and Symons [3,4]. After 
drying the T i02-containing gel, the products obtained are ground in a mortar and 
the powders are treated at 250°C for 2 h.

Figure 1. Structure scheme of the gel formed during reaction.

Some T i0 2 powders were also activated with platinum (1 wt%) by the Incipient 
Wet Impregnation (IWI) method, using tetraammineplatinum nitrate 
Pt(NH3)4(N 03) 2 (Aldrich, 99,995%) as precursor.
XRD analysis was carried out on a X’Pert Philips diffractometer (range 20: 
10+90°, radiation CuKa, X= 1,54056 A).
Morphological analysis was carried out on a Hitachi Field Emission Scanning 
Electron Microscope (FESEM) and a Hitachi Transmission Electron Microscope 
(ТЕМ).

2.2. Sensing tests

Sensing tests were carried on sensor devices realized by depositing films of the 
T i0 2 nano-powder dispersed in water onto alumina substrates (6x3 mm2 sized) 
provided with Pt interdigitated contacts (contacts space = 200 |xm) and a Pt 
heater. The operating temperature of the sensors was in the range of 400-500°C. 
The measurements, expressed in terms of resistance variation during the gas 
target exposure, were carried out by an home made PC-interfaced apparatus, 
supplied with flow stream and temperature control systems, widely described in 
another paper presented in this book [5].
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3. Results and Discussion

3.1. Microstructural analyses

XRD of the as prepared T i0 2 powders showed only formation of the anatase 
phase (Fig. 2). The heat treatment effect on the phase composition and 
crystalline domains size, was then investigated. All heat treatment were carried 
out for 2 h. It can be observed that nanopowders heat treatment affected largely 
domains size, calculated through the Sherrer’s formula, increasing from 6  nm of 
as-prepared nanopowders up to 137 nm of T i0 2 treated at 900°C (Table 1). At 
700°C the rutile phase peaks appeared in the XRD pattern. Treating ТЮ2 

nanopowders at 900°C it was possible to observe both anatase and rutile phases.

20

Figure 2 . XRD pattern o f TiCh powders as prepared (a) and after heat treatment at 250°C (b), 500°C  

(c), 700°C (d) and 900°C (e).

Table 1 . Effect of heat treatment on crystalline domains size o f TiCh nanopowders.

Heat treatment
Crystalline domains 

size [nm]
as-prepared 6

250°C 15

500°C 27

700°C 68

900°C 130
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FESEM analysis of the ТЮ2 powders treated at 250 °C showed particle size 
lower than 50 nm and softly agglomerated (Figure 3). The high quantity of gases 
released during reaction yielded to high values of specific surface area, as 
confirmed by BET analysis with a value of 115 m2/g. Pt addition was found 
doesn’t affect the structural and morphological characteristics of T i0 2 

nanopowders.

----------------------------------------------  , j -  r  j . | J
S470WCV 20.0kV 11 8mm xIOOk SE(M.-ISO) 6/9/04_________ SOOnm

Figure 3. FESEM micrograph o f TiCh powders treated at 250°C.

3.2. 0 2 sensing tests

Transient oxygen tests were carried out into the range of temperature between 
400 and 500 °C. As no phase transformation occurs in this temperature range, 
this should ensure the results reproducibility. The response to successive pulses 
of 0 2 ranging from 2 % to 2 0 % in volume is fast and reproducible as reported in 
Fig. 4.

Ог (5 kPa) [T = 450 °C

1 - | ▼ run 2

100 200 300 400 

Time (sec)

Figure 4. Ti02 transient responses towards repeated oxygen pulses at 450°C.
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The calibration curves, in the whole range of temperature investigated, are 
reported in Figs. 5a-b. The linearity of the sensor response is highlighted and 
allows us to calculate the value of the exponent m, in according to the equation:

G°C — OC pOf" 
R 2

The value of m calculated at 500 °C was about 3.4.
By varying the working temperature, the same slope of the calibration curves 
was calculated. The results obtained suggest a sensing mechanism intermediate 
between a surface (1/2) and bulk (1/4) mechanism [6 ].

C>2 partial pressure (kPa) O, partial pressure (KPa)

Figure 5. Calibration curves: dependence of resistance on the oxygen partial pressure at different 
temperature: a) 500°C; b) 400-500°C.

In Fig. 6  the resistance of T i0 2 sensors at different values of X = 1 is reported. 
The fast dynamic above highlighted and the remarkable resistance change 
around X = 1, make the T i02-based tested devices suitable for use in the 0 2 

monitoring for automotive applications [2 ].
The addition of Pt introduces a further improvement in the recovery dynamic, 
making it faster.
Work is in progress to investigate the sensing behaviour of these gel-combustion 
titanium dioxide nanopowders at higher operating temperatures and under 
realistic conditions of functioning.



182

ю

CJ

i

0

X  factor

Figure 6. Resistance o f the TiC>2 sensor at different X values.

4. Conclusions

In this work nanostructured ТЮ2 powders have been synthetized through gel 
combustion. A structural and morphological characterization of these 
nanoparticles, as prepared and after high temperature treatment, has been carried 
out. Anatase was the only phase detected up to temperature < 700 °C.
Sensing tests finalized to the application of the gel combustion synthesized T i0 2 

powders as planar resistive X-probes, have shown the promising performance of 
this material for the regulation of the air/fuel mixture in the exhaust steam of 
automotive engine.
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GAS SENSING APPLICATIONS OF HYBRID 
NANOSTRUCTURES SYNTHESIZED BY SUPERSONIC BEAMS
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An approach to the production of a new class o f gas sensors consisting of nanostructured hybrid 
organic-inorganic thin films is proposed. It is based on the co-deposition from supersonic beams of 
л-conjugated organic materials and cluster-assembled metal oxides in a UHV apparatus including 
surface characterization methods. The unique control achievable by supersonic beams on the initial 
kinetic energy, momentum and state o f aggregation enables the growth (SuMBE) of molecular 
materials with controlled properties at different length scales. On the other hand, by means of 
supersonic beams of clusters, nanocrystalline T i0 2 films can be grown without annealing, so that 
grain size and morphology can be belter controlled. We show that by the co-deposition of organic 
molecules and titania clusters, gas sensors based on sensitized nanostructured titania can be prepared 
exhibiting improved and novel gas sensing properties.

1 Introduction
Gas sensing devices based on nanostructured materials have performances that 
strongly depend on the ability to control the active material and the interfaces at 
a different length scales. In particular, when dealing with metal oxides, the 
control on the dimension and degree of crystallinity of the nanograins is a 
critical issue to improve sensitivity in the gas response. The main problems with 
metal oxide sensors are related to the lack of selectivity and to the high 
temperature of operation.
The sensitization or functionalization at the mesoscale with molecular organic or 
bio-active species is assumed to be a very promising approach to address these 
problems, aiming at producing new classes of gas sensing devices. To this end 
we developed an approach that combines the stability of inorganic 
nanostructured materials like metal oxides with the flexibility and selectivity of 
organic molecules, realizing nanostructured hybrids. The basic idea is that 
supersonic beams seeded with molecules [1 ] and clusters [2 ], could be ideal to 
grow and tailor the properties (morphology, structure, chemical physical 
properties, etc.) of nanostructures in a co-deposition scheme. We show that this
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is a viable and very promising approach on the basis of nanostructured 
T i02/CuPc hybrid sensors.

2 Experimental
2.1 Supersonic Beams o f Organic Molecules and Clusters
Deposition of molecules by Supersonic Molecular Beam Deposition (SuMBE)
[1] or Supersonic Cluster Beam Deposition (SCBD)[3] give the unique 
advantage of a fine control on the initial state (kinetic energy, momentum, state 
of aggregation) of precursors. Indeed species highly diluted in a supersonically 
expanding carrier gas exhibit a narrow velocity distribution, low divergence and, 
especially in the case of small molecules, alignment and a substantial relaxation 
of internal degrees of freedom [2 ].
The production of continuous supersonic beams of organic molecules is 
performed by means of a source consisting of a quartz tube in which a carrier 
gas (He, H2, At) is seeded with species sublimated by Joule heating. The 
mixture then expands into vacuum through a nozzle. Kinetic energy as well as 
the degree of clustering can be tuned by changing the carrier gas, the nozzle 
diameter and the seeding parameters (source temperature, gas inlet pressure).
The deposition of clusters is performed via a Pulsed Microplasma Cluster 
Source (PMCS) [3] that has been developed in collaboration with the group 
directed by Prof. Milani at the University of Milan. Clusters are produced by 
quenching the plasma in a buffer gas after a discharge between two electrodes 
hosted in a ceramic cavity. Virtually any conducting material can be vaporized, 
and the contamination of the gas with chemical species can be exploited to 
modify the nature of the aggregates (for example oxygen is introduced in order 
to obtain metal oxide clusters). Control on the cluster size is attainable acting on 
the source operating parameters and by means of inertial aerodynamic 
separation effects: this is very important in order to control the structure and 
properties of the film, since many properties of these precursors are size- 
dependent.

2.2 In Situ Characterization and Co-deposition Scheme
To better understand growth and properties of the nanostructures and interfaces 
we developed a UHV system with suitable “in situ” characterization tools. The 
deposition chamber is at present equipped with two supersonic sources and an 
electron beam evaporator, while a Knudsen cell and a third source can be 
mounted, all facing the sample. Thus layer by layer growth, blending, doping 
and direct synthesis of nanostructures of organic, inorganic or hybrid materials 
can be performed. A time of flight mass spectrometer (TOF-MS), developed on 
purpose to characterize both supersonic beams of clusters and organic molecules
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is available for beam characterization (cluster mass distribution, kinetic energy). 
The deposited films can be characterized at several stages of growth by means 
of a Jobin-Yvon ellipsometer, while the study of electronic and chemical 
properties of surfaces and interfaces is performed by means of Auger, X-ray and 
UV photoemission spectroscopy in another chamber connected via an UHV 
transfer system.

3 Results
3.1 Nanostructured Titania Growth and Sensitization with Organic 

Molecules
Very interesting results in the synthesis of nanostructured titania have been 
obtained using cluster beams produced by the PMCS. Particularly, the XRD, 
Raman and AFM characterization of films deposited at room temperature show 
a highly porous structure with the presence of anatase, brookite and rutile 
crystals with a typical size of few nm. There are indications of an existing 
correlation between cluster size and crystalline phase [4] so that nanocrystalline 
porous films can be produced without any thermal annealing process which 
would produce undesired grain growth and coalescence.
We experiment here the SuMBE approach for the synthesis of hybrid materials 
in which the properties of nanostructured titania are enhanced by 
functionalization with organic molecules. The key feature is the high kinetic 
energy (tens of eV) supplied to the molecules with respect to conventional 
deposition techniques, which induces ordering and enhances the chemical 
reactivity at the interfaces. Results obtained with organic semiconductors and 
oligomers point out the crucial role of kinetic energy in growing organic 
crystalline films with well-controlled morphologies and structures. We have 
achieved very promising results in the synthesis of thin films of thiophene-based 
oligomers [5] and pentacene [6,7]. In situ electron spectroscopies (UPS, XPS) 
performed on the interface between nanocrystalline T i0 2 and CuPc evidences 
how the amount of energy supplied to the species is responsible for the 
activation of chemical interactions between the organic and the inorganic 
counterpart. Fig. 1 shows the XPS spectra of the С Is core level (Ti02/CuPc 
upper curve, CuPc/Ti02 middle curve, CuPc/Si02/Si(100) lower curve), which 
gives information about the chemical state of the organic molecule. The 
spectrum from the CuPc/Si02 system well represents the typical lineshape of 
this organic molecule: it is characterized by the presence of three distinct 
features related to carbon atoms in the aromatic ring (at 284.5 eV), in the pyrrole 
ring (at nearly 286 eV), while the less intense structure is related to a shake-up 
satellite. A detailed lineshape analysis is in progress at this time, anyway it is 
evident that the two hybrid interfaces exhibit different chemical properties with
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respect to the CuPc deposited on the S i0 2 inert surface. In the case of CuPc on 
titania a clear lineshape broadening is observed with indications of the presence 
of additional components. In the T i0 2/CuPc case appear strong modifications of 
lineshape: energy shift, strong line broadening as well as the appearance of new 
components. All together the results strongly indicate the formation of chemical 
bonds between the organic and inorganic materials, with a marked difference 
between the two interfaces studied: high KE molecules on a rigid and rough 
substrate for the CuPc/Ti02 case, large metal oxide clusters on a “soft” organic 
film for the T i02/CuPc case.

Fig. 1 -  XPS spectra o f the C ls core level for the ТЮ2 - CuPc interfaces on SiCVSi(lOO).

3.2 Gas Sensing Applications
We previously reported on n-Ti02 gas sensing devices produced at room 
temperature, showing that gas sensors based on nanocrystalline thin films 
produced by cluster beams, are highly performing without the need of any post
deposition thermal treatment. These sensors perform with sensitivities at the 
state of the art to VOCs (ethylene and methanol) [5]. The high effective area and 
effects related to the nanometric grain size, give to our sensors the capability of 
operating at temperatures well below 300°C. The lowering of operating 
temperature with respect to sensors produced with more standard techniques 
yields advantages including stability and power consumption.
Preliminary results on CuPc/Ti02 hybrid gas sensors confirm that with the 
SuMBE/SCBD co-deposition approach metal oxides can be sensitized by means 
of organic molecules. Fig. 2  shows that under methanol exposure at low
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temperature (160°C) we obtain a p-type response typical of organic materials, 
characterized by an undesirable baseline drift, while above 180°C a switch to a 
stable n-type response occurs. This is a really interesting preliminary result, 
since no conventional metal oxide sensor works at such a low temperature. 
Combining the information coming from the studies on the interfaces, e can thus 
say that this is a new hybrid material with new gas sensing properties, improving 
Ti(>2-based devices from the point of view of sensitivity and operation 
temperature, and CuPc sensors in terms of baseline stability.

Fig. 2 -  Response of a T i02  -  CuPc hybrid sensor to methanol at different temperatures and 
concentrations.

Aknowledgements
This work is financially supported by MIUR - FIRB Program - project 
SQUARE (RBNE01Y8C3_007) and FUR -  Provincia Autonoma di Trento -  
projects RAS02 and NanoCOSHy.

References
[1] S. Iannotta and T. Toccoli, Journal of Polymer Science В 41,2501, 2003.
[2] P. Milani and S. Iannotta, “Cluster Beam Synthesis of Nanostructured 

Materials”, Spinger Verlag, 1999.
[3] E. Barborini, P. Piseri, P. Milani, J. Physics D: Appl. Phys. 32, L105, 1999.
[4] T. Toccoli, A. Boschetti, L. Guerini, S. Iannotta, S. Capone, P. Siciliano, A. 

Taurino, IEEE Sensors Journal 3, 199, 2003.
[5] S. Iannotta, T. Toccoli, F. Biasioli, A. Boschetti, M. Ferrari, Appl. Phys. 

Lett. 76, 1845,2000.
[6 ] R.Ruiz, D.Choudhary, B. Nickel, T. Toccoli, K.C. Chang, A.C. Mayer, P. 

Clancy, J. M. Blakely, R. L. Headrick, S. Iannotta, and G.G. Malliaras, 
Chem. Mater., 16,4497,2004.

[7] L. Casalis, M. F. Danisman, B. Nickel, G. Bracco, T. Toccoli, S. Iannotta 
and G. Scoles, Physical Review Letters 90, 206101, 2003.
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Microstructural characterization of indium oxide and silicon nitride thin films has been 
performed in order to investigate their suitability for gas sensing applications in a 
layered structure employed as a Surface Acoustic Wave device. Thick silicon nitride 
(SiNx) and thin InO* films have been deposited on a lithium tantalate (ЫТаОз) 
piezoelectric substrate by using a planar RF magnetron sputtering. The deposited films 
were characterised by X-ray Photoelectron Spectroscopy and Atomic Force Microscopy 
in order to understand and to control the different parameters that affect the film gas 
sensing properties, such as the thickness, chemical composition and surface micro
morphology.

1. Introduction

Interest in developing gas sensors for environmental monitoring continues 
to grow as the emission of pollutant gases increases particularly in urban areas. 
This continuous development has been directed towards the investigation of 
different materials answering to the requirements of highly sensitive, selective 
and reliable gas sensors produced at low cost.

In this paper, the microstructural characterisation of the RF sputtered InOx, 
SiNx films are investigated by the X-ray Photoelectron Spectroscopy (XPS) and 
Atomic Force Microscopy (AFM) methods. The application of these films in a 
layered SAW-based sensor structure for hydrogen and ozone sensing is also 
presented.

InOx, which was used as sensing layer, in its non-stoichiometric form is a 
semiconductor material1,2. Furthermore, it possesses excellent sensing properties 
towards oxidizing (0 3) and reducing gases (H2) 3. It has been shown that the 
sensing properties of the ln20 3 can be correlated with the grain size distribution 
and the surface morphology of the deposited films 4.

The XPS analysis was used to determine the chemical composition and 
stoichiometry of the films and the AFM method to determine the surface micro
morphology of the InOx films.
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2 .1  Sample preparation
The SiNx/ InOx films were deposited by a planar RF magnetron sputtering: 

SiNx and (SiNx/ InOx) layers were deposited on a one-side polished 36° rotated 
Y-cut X-propagating LiTa03 piezoelectric substrate (Table 1). After the 
deposition, the samples were annealed for three hours in air at 310 °C.

A ceramic target of Si3N4 with purity of 99.9 % was used to deposit l|im  
thick SiNx layers. The sputtering process was conducted for 90 minutes at a 
substrate temperature of 120 °C in a pure nitrogen gas atmosphere. The working 
pressure was 1.0 x 10‘2 Torr, RF power was 140 W and the distance from the 
target to the substrate was 3 cm. Approximately 100 nm thick InOx film was 
obtained by using 99.999 % pure In target in 90 % 0 2 sputtering atmosphere at 
the pressure of 1.0 x 10'2 Torr. The samples were positioned at a distance of 6.5 
cm from the target, the sputtering power was 80 W and the sputtering process 
was conducted for 2 0  min.

2. Experimental

Table 1. Samples for microstructural characterization

Sam ples Deposited Layers

#FB1 l|im  SiNx

#FB2 1 ц т  SiN x /  100 nm InOx

#FB3 lOOnm InOx

2.2 Characterization
The XPS experiments were performed in a VG Escalab Mkll spectrometer 

equipped with 5-channeltrons detection systems, an unmonochromatized Al X- 
ray source (Ka = 1486.6 eV) and Ar+ ion gun, used for cyclic sample sputtering 
between the selected-area XPS measurements.

The surface morphology of the films was investigated by using a Digital 
Instruments AFM Dimension 3100. The surfaces were characterized by means of 
the excursion peak-valley, registered in the scanning area (Zr) of the average 
surface roughness (Ra), relative to a reference central plane, and a standard 
deviation of the z values (rms) within the given area.

2.3 Gas sensing measurements
The sample #FB2, consisting of the structure InOx / SiNx / 36° YX LiTa03, 

was employed in a Surface Acoustic Wave (SAW) device for gas sensing 
applications. Using a computer controlled multi-channel gas calibration system,
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the sensor was exposed to a sequence of H2 pulses with the concentrations in air 
from 0.06 % (600 ppm) up to 1 % H2 and to different O3 concentrations between 
25 -  150 ppb in the operating temperature range of 2 2 - 3 1 0  °C. Certified gas 
bottles with balanced synthetic air were used at a constant flow rate of 0 . 2  1/min. 
Synthetic air was used to stabilize the sensor before exposure at each operating 
temperature. The response was recorded as a change in the operational 
frequency at different operating temperature. To record the oscillation frequency 
of the frequency counter (Fluke PM6680B), a LabView based program was 
developed.

3. Results and Discussion

3.1 XPS and AFM
The chemical compositions of the films were determined by using XPS 

combined with cyclic ion sputtering. On the surface, all investigated InOx films 
were characterised by an In/О atomic ratio ~ 1 (see Table 2). This elemental 
ratio was constant through the whole thickness of the films. The XPS spectra of 
In and О were the classical peaks of In3d5/2 (444.8 eV) and O ls (530.5 eV) with 
binding energies, corresponding to the values for ln20 3 in the XPS Handbook 5. 
On the surface of the SiNx layer (sample #FB1), was also present a noticeable 
amount of atmospheric contaminants (carbon and oxygen), however they have 
been removed after a short ion sputtering.

Table 2. Chemical composition of the films: atomic concentration (%) of the elements 
and their binding energies (eV).

Sample In 3d5 O ls С Is Si 2 p N Is

#FB1
Atm. % 15.3 7.4 43.8 33.5

B.E. (eV) 532.1 284.6 101.7 397.5

#FB2 Atm. % 49.7 46.7 3.6
B.E. (eV) 444.8 530.4 285.0

#FB3
Atm. % 48.2 47.3 4.5

B.E. (eV) 444.8 530.5 284.9

XPS depth profile of the samples #FB2 is presented in Figure 1. This profile 
illustrates the uniform chemical composition of InOx film and reveals the well- 
defined, neat interfaces between InOx / SiNx. Similar results have been obtained 
for the sample #FB3. The film thickness of each sample, estimated from the 
measurements of the sputtered crater depth, was about 1 2 0  nm and 1 1 0  nm for 
samples #FB2 and #FB3, respectively.
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Figure 1. XPS depth profile Figure 2. AFM images (2x2) ц т  of the
of the sample # FB2 sample # FB2

The AFM investigation of the InOx film (Figure 2) revealed a nano
structured morphology with a uniform distribution of the grains with typical 
dimensions of 30 - 40 nm. Occasionally these grains are organised in bigger 
agglomerates of about 0 .5  ц т .

3.2 Gas sensing
A SAW-based sensor was fabricated, using the #FB2 sample structure of 

InOx / SiNx / 36° YX LiTa03.
Figures 3 and 4 shows the dynamic responses of the SAW sensor towards a 

sequence of H2 pulses and towards different 0 3 concentrations. Frequency shifts 
of 282 kHz for 0.25% H2 and 338 kHz for 1% H2 in air were recorded at the 
operating temperature of 215 °C. For 0 3 at 190 °C, the frequency shifts of 
3.7 kHz for 25 ppb and 5.1 kHz for 50 ppb were obtained.
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Figure 3. SAW device response to the 
sequence of H2 pulses at 215 °C.

Figure 4. SAW device response to 
0 3 at 190 °C.
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When the SAW sensor is exposed to an oxidising gas ( 0 3), the conductivity 
of the InOx film is decreased resulting in an increase of the acoustic wave 
velocity. This change can be observed as an increase in the oscillation 
frequency. The sensitivity of InOx films can be attributed to the oxygen 
vacancies in the films. By controlling the oxygen deficiency, the conductivity of 
InOx films can be altered 6. In the case of a reducing gas (H2), a reversible 
chemisorption will take place. The conductivity of the InOx layer is increased, 
resulting in a decrease in the acoustic wave velocity. Hence, a decrease in the 
oscillation frequency is observed.

The obtained results show that the sensor presents good characteristics: 
stable, reproducible and reversible responses to 0 3 and H2 in the operating 
temperature ranges of 185 -  205 °C and 165 -  310 °C, respectively.

4. Conclusions

Thin films of InOx / SiNx on a LiTa03 substrate have been deposited by RF 
magnetron sputtering and employed in a SAW gas sensor. The investigation of 
the chemical-physical properties of the samples revealed a good stoichiometry 
(In/О ~ 1), good homogeneity of the chemical composition through the whole 
thickness of the films and a nano-structured surface morphology.

The application of these films in a SAW based sensor structure for H2 and
0 3 sensing produced a sensor with high magnitude, stable, reproducible and 
reversible responses at different operating temperatures.

The obtained results show that the RF sputtered InOx / SiNx films are 
suitable to be employed in SAW-based gas sensors for industrial applications.
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Carbon black/polymer composite are very interesting materials already used to produce 
VOCs sensors. In this work we study the possibility to model the response of sensors 
quantitatively and to describe the difference between sensor obtained with same polymer 
matrix (poly(2-hydroxy-ethyI-methacrylate)) changing type of carbon black. We have 
used carbon blacks characterized by different superficial area, structure and chemical 
functionalization. In order to evaluate the influence of filler type on the sensitivity o f the 
different devices prepared, we are setting up a quantitative model to obtain the responses 
o f  the sensing devices. The implemented model is a combination of a conductivity model 
based on the General Effective Media (GEM) and a swelling model giving information 
about how much the composite swells as function of vapor concentration and type.

1.1. Introduction

Carbon black/polymer composites are very interesting materials already used to 
produce vapor sensors. Sensor responses are due to vapor absorption properties 
of an insulating polymer whose electrical properties are modulated by a 
conductive “filler” [1]. In previous works we evidenced the possibility to 
modify the response of sensors based on same polymeric matrix using different 
conductive filler types [2] or fabrication process [3]. In order to evaluate the 
influence of filler type on the sensitivity of the different devices prepared, we 
are setting up a quantitative model to obtain the responses of the sensing 
devices. The combination of two model is needed: a) a conductivity model 
relating the detailed structure of the composite thin film to its resistivity, b) a 
thermodynamic model giving information about how much the composite swells 
and the conductive filler particles move from each other as function of vapor 
concentration and type. We have prepared composite thin films with increasing
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filler volume fraction to obtain the experimental data needed to develop the 
conductivity model based on the General Effective Media (GEM) equation [4]. 
To model the swelling of the polymeric matrix in function of vapor 
concentration, we use literature data relative to variations of thickness of poly(2 - 
hydroxy-ethyl-methacrylate) (PHEMA) due to swelling in presence of methanol
[5].

1.2. Experimental part

In this work we have chosen to use two commercial carbon blacks (Black Pearls 
2000 or Xc72) kindly donated by Cabot Co and a chemically modified carbon 
black obtained to improve the dispersion of filler in polar polymer solution [2 ]. 
The principal characteristics of fillers used to produce composites are 
summarized in Table 1.

The polymer/solvent solutions of different concentrations are prepared 
dissolving poly(2-hydroxy-ethyl-methacrylate) in ethanol. Fillers are added to 
solutions and the homogeneous suspensions are obtained by treatments in 
ultrasonic bath. Different type and amount of fillers are used to produce 
polymeric composites.

Table 1. Fillers used to produce thin film conductive composites.

FILLER CB pwd CB pel m od-CB

Name Cabot CB 
(Xc72)

Cabot CB 
(Black pearls 
2000)

CB pel 
modified by 
chemical 
reaction

Preparation Commercial
sample

Commercial
sample

Fenton type 
reaction

Morphology powder pellets powder

Surface area (m2/g) 112 1500

Films are prepared by spinning on glass substrates. The electrical contacts 
consist of two fingers of silver paste (separated by a gap of 5  mm) deposited on 
the sensing film.

All thin film polymer composites obtained are characterized by Tencor P10 
surface profiler, SEM (Leo 1530) and optical analysis (Polyvar Met, Reichert- 
Jung). The sensing devices responses to organic vapor are studied using a Gas 
Sensor Characterization System (GSCS) already described [2,3].
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The responses of sensing devices prepared with CB/PHEMA composites are 
compared in Figure 1. In order to rationalize experimental data we have begun 
to develop a theoretical model taking in count the working mechanism generally 
assumed for this type of sensors.

1.3. Results and discussion

saturated (20 °C ) vapor flow/total flow

Figure 1. Responses to methanol o f sensors based on PHEMA composites obtained with different 
CB.

In presence of organic vapor the polymeric matrix swells decreasing the 
volume fraction of CB. For small relative swelling AV/V « 1 (where AV is 
the volume increase due to swelling) we have modeled the sensors responses by 
the equation ( 1 ).

AR 1ф AV AV h
---- --------------------= t --------- t ■ aC f n

R (ф -ф с) V V w

where, ф is the volume fraction of CB and фс is the volume fraction at 
percolation threshold and / is the critical exponent as described by G.E.M. 
equation [4]. In our experimental conditions (always ф »  фс) the equation can 
be simplified. Moreover, we have empirically modelled the concentration- 
dependent swelling of polymer using a power law a C b , with a and b being 
constants related to a specific composite/absorbed vapor system. The Eq. (1) is 
characterized from the presence of only three parameters (t, a, b) that can be 
estimated independently. The t parameter can be determined by the percolation 
curves of the specific polymer/conductive filler system while the swelling
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parameters (a, b) can be determined by thickness measurements evaluating the 
polymer swelling in presence of the vapor of interest. In fact, assuming an 
isotropic swelling in the three dimensions we have:

where ---- is the relative thickness variation.
T

In Figure 2 we show the relative volume variations obtained using Eq. (2) 
and literature experimental data about PHEMA film swellings due to methanol 
vapors. The results of data fitting with aC^ function are summarized in Table
2. There is a good agreement between experimental data and fitting curve, 
confirming our choice of power-law. PHEMA films present similar values of a 
and b. The major differences are observed for the thin film of 55nm.

saturated  (2 0 °C ) vapor flow / total flow

Figure 2. Variation in volume calculated with Eq. (2) for PHEMA films of different thickness (from 
literature [5]) and with Eq. (1) from response o f Figure 1 for PHEMA/CB composites.

In Figure 2 are also reported the swelling data calculated with Eq. (1) from 
sensor responses of Figure 1. The t value for CB pel and mod-СВ is 3.4 as 
estimated from our experimental percolation curves of CB pel composites. The 
AV/V  values of PHEMA composites, obtained in this way, show a very good 
agreement with the experimental swelling data of PHEMA films. It is very 
interesting to note that the t parameter, calculated by percolation curve of CB 
pel composites, allows to obtain swelling values slightly lower than pure
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polymer, as expected by filler stiffness. Moreover different a and b values for 
different fillers point out the influence of filler on sensing properties, b 
parameter is lower than 1 only for mod-СВ suggesting different filler-polymer 
interactions.

Table 2 a and b parameters obtained from fitting of curves reported in 
Figure 2.

Sample a b

PHEMA/CB pel 0.24 ± 0.01 1.05 ± 0 .04

PHEMA/mod-CB 0.139 ±0 .002 0.650 ±0.008

PHEMA/CB pdw (1.42 ± 0 .05)/ t 1.58 ±0.07

PHEMA (T=55nm) [5] 0.13 ± 0 .02 0.46 ± 0.05
PHEMA (T=142nm) [5] 0.06 ± 0.01 0.34 ± 0.08
PHEMA (T=258nm) [5] 0.076 ± 0.009 0.34 ± 0.04
PHEMA (T=600nm) [5] 0.080 ±0.007 0.37 ± 0.03

1.4. Conclusions

Small changes in film morphology, obtained introducing different fillers in 
PHEMA matrix, produce sensors with different sensitivities to organic vapors.

We have tested a semi-empirical model able to quantify sensor response to 
vapor. In this way it is possible to discriminate between the influence of filler 
volume fraction on conductivity and composite swelling on the sensor 
responses. We compared the swelling data obtained by swelling measurements 
carried out on PHEMA films with swelling data estimated by our model, our 
experimental critical conductivity parameter t and responses to methanol. The 
swelling data obtained are, as expected, slightly lower than those relative to pure 
PHEMA films. The b parameter point out quantitative and qualitative different 
swelling properties for different fillers.
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Metal Reactive Insulator Silicon Carbide (MRISiC) Devices with different reactive 
insulator layers of Ga203, ТЮ2, and WOa have been fabricated and their hydrogen gas 
sensing performance has been investigated. Responses of devices with different reactive 
insulator layers have been compared in terms of barrier height, operating temperature 
range, series resistance, time constants and turn on voltage, all of which are modified by 
changing the reactive insulator layer. It is shown that exposure to different gas 
concentrations results in changes in carrier concentration and in barrier height, which 
results in a change in the forward bias voltage. Voltage shifts as large as 1 V have been 
observed. In addition, parameters have been extracted from Current-Voltage (I-V) 
measurements, which have shown changes in barrier height as large as 50 meV for H2 
concentrations of 1 %.

1. Introduction

Historically, Metal Oxide Semiconductor (MOS) devices have been 
employed in the field of gas sensing primarily for detecting reducing gases such 
as hydrogen. With the increasing interest in monitoring gases at elevated 
temperatures, Metal-Reactive Insulator-Silicon Carbide (MRISiC) devices have 
become the attractive evolution of the MOS gas sensor.

The reactive insulator is selected for its reactivity to the target gas, and is 
typically a metal oxide layer, deposited between the silicon carbide and a 
catalytic metal. Such devices can offer increased sensitivity, selectivity and 
stability1. These are operated as Schottky diodes, with the response being 
measured as the change in bias voltage at constant current. We have developed 
several MRISiC gas sensors. Their response to different gases was measured as 
the change in voltage at this constant current bias.

In this paper, we discuss how the response, barrier height, operating 
temperature range, series resistance, time constants and turn on voltage are all 
altered by changing the reactive insulator layer of the MRISiC devices. Thin 
films of Ga20 3, Ti02, M0 O3 and W03, fabricated by sol-gel and r.f. sputtering,
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have been investigated as reactive insulator layers. Exposure to these different 
gas concentrations results in a change in the carrier concentration and in the 
Schottky barrier height, which results in a change in the forward bias voltage.

2. Sensor Structure and Testing Procedures

Each sensor employed the nitrogen-doped (1.56 x 1018 /cm3) n-type 6 H 
polytype of SiC, with a thickness of 254 цт. A titanium layer (500 A) was 
utilised for the ohmic contact. The catalytic metal gate was platinum (100 nm) 
and was selected for its catalytic behaviour towards hydrogen. All the metal 
layers were deposited by d.c. magnetron sputtering. The Ga20 3 reactive insulator 
layer was prepared by the sol-gel process and deposited by spin coating, with 
gallium isopropoxide being the starting precursor solution. The ТЮ2, WO3 and 
M0 O3 reactive insulator layers were deposited by r.f. sputtering. The thickness 
of all the reactive insulator layers was approximately 100 nm. A micro heater 
was placed beneath the structure to control the temperature of the device. A 
schematic of the sensor can be seen in Figure 1.

Pt ----------------
Reactive Insulator 
SiC ________

Ohmic Contact.....

>>>>>>< s < 1 s <> > > > • .  s < i 5

Figure 1: Schematic o f  the M RISiC sensor.

The sensors were exposed to different concentrations of hydrogen at a 
constant flow rate of 200 ml/minute. Further details on the fabrication and gas 
sensing set-up of the sensor can be found in elsewhere2,5.

3. Results

3.1. Gas Sensing

The voltage shifts of the devices were recorded using a HP 33104A multi
meter. Their hydrogen responses were investigated over a temperature range of 
150-650°C in an ambient of synthetic air. The gas concentration was varied 
from 1 to 0.25%. Figure 2 shows the largest recorded responses of the MRISiC 
sensors with different reactive insulator layers, at their respective operating 
temperatures. The sensors were biased at a constant current of 1 mA.
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Figure 2: Response o f  different MRISiC devices.

For the Ga20 3 based device, as the operating temperature increased, the 
magnitude of the response increased. The largest response recorded was at an 
operating temperature of 630°C. On the other hand, despite having larger 
responses, both the W03 and Ti02 based devices reached their maximum voltage 
shift at temperature of around 520°C. Above these temperatures, their respective 
responses rapidly declined. Conversely, the M0 O3 device exhibited its largest 
voltage shift of 250 mV at a much lower operating temperature, namely was 
300°C. Such a result is attributed to the low melting point of M0 O3 (around 
400°C) and hence renders this reactive insulator unstable for high temperature 
gas sensing applications.

Our research has shown that the response time is strongly dependent on the 
operating temperature. For all tests carried out, the Ga20 3 based devices 
possessed the lowest response times, around 70 seconds. Larger response times 
were required for the W03 and Ti02 based devices and the M0 O3 sensors 
required more that twice the time to respond as the Ga20 3 based devices.

Stability is an important issue in any gas sensing application. The stability of 
the MRISiC sensors is strongly dependent on the reactive insulator layer. Ga20 3 

thin films used in MRISiC devices have shown to possess uniformly distributed 
nano-sized grains, whose morphology is tight and compact. Conversely, The 
W03 thin films have shown to possess much larger grains, as well as 
homogenously distributed pores, and which are also attributable to the varying 
stability of the devices. Furthermore, the M0 O3 based MRISiC sensors exhibited 
poor baseline stability, not only as a result of the surface morphology of these 
films, but also from the much lower operating temperatures required.



202

The change in barrier height of the devices can be analysed by extrapolating 
information from the I-V characteristics. Based on the thermionic field emission 
conduction mechanism of Schottky diodes, for forward bias voltages greater than 
ЗкТ/q, the current through the diode can be expressed by3:

1 ~Isot exp(#V/ nkT)

where к is the Boltzmann constant, n is the ideality factor, T is the temperature in 
Kelvin, and Isat is the saturation current, which is defined as:

I,a, = SA“ T 2 tr.p(-q0b / kT)

where S is the cross-sectional area of the electrode at the metal/semiconductor 
interface (cm2), A** is the effective Richardson’s constant (A/cm2K2) and фь is 
the barrier height (eV). The saturation current was obtained by extraction of the 
linear portion of the ln(/Ja/) vs. V plot. The I-V characteristics were measured 
using a Tektronix 571 curve tracer, from which the barrier heights of the devices 
were calculated. The change in barrier height of the MRISiC devices with 
different reactive insulators, when 1% H2 is introduced into ambient synthetic 
air, is seen in Figure 3. Clearly the reactive insulator is a pertinent factor for the 
obtained values, and it is responsible for the difference in obtained values.

3.2. Electrical Characterisation

Temperature [U]

Figure 3: Change in barrier height o f  different MRISiC devices when 1% H2 is 
introduced into ambient synthetic air.

Quite clearly, the largest change in barrier height is observed for the Ga2Cb 
based devices, despite them having lower response compared with the T i0 2 and
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WO3 based sensors. Such a factor is attributable to the much lower turn on 
voltage of the Ga20 3 based sensor as opposed the others (Figure 4). More 
importantly, such an observations is prominently the result of the change in the 
devices series resistance.

The layer introduced between the metal contact and the semiconductor, acts 
as a gas sensitive resistance. Applying a voltage is divided to a voltage partly 
over the resistance and partly over the entire device. When exposed to a gas, the 
change in voltage, AV, at a constant bias current, Ibias, can be described by [4 ]:

AV = пАфв + IbmARs

where Афв is the change in the Schottky barrier height and ARS is the change 
in the series resistance of the device. If the series resistance of the device is 
independent of the introduced gas concentration, then the output voltage of the 
sensor is constant for a given current level. However, when the series resistance 
depends on the atmospheric gas, and the value of ARs is positive, then AV will 
increase as the forward bias current increases. The voltage level is dependent on 
the bias current level, and the series resistance.

MRISIC D n lc t T»mp«*lur« [C]

Figure 4: Threshold voltages and device series resistance for different MRISiC devices.

The reduction in the devices series resistance with increasing H2 

concentration is clearly translated to the change in shape of the l-V  curves. As 
the temperature and H2 concentration increase, the l-V  curves increasingly 
resemble those of ohmic contacts, see Figure 5. The lateral shift is direcdy 
translated to the changing barrier height, and the change in slope is ascribed to 
the change in the series resistance. Such large changes in series resistance were 
not observed for MOSiC devices with Si02 insulating layers, and hence are 
largely attributed to the reactive insulator.

Series resistance is comprised of those from the reactive insulator, as well as 
the surface and bulk of the semiconductor. The series resistance of the device is 
higher in the 0 2 rich ambient than that containing hydrogen, and at higher



204

temperatures. In fact, at 515°C, the series resistance in H2 is reduced to 0.7 
kOhms from 3 kOhms in air for the Ga20 3 device, as compared to 80 from 118 
for the W 03 sensors. Further information on the sensing mechanism of such 
devices can be found in [5 ].

Figure 5: I-V Characteristics in different ambient atmospheres.

4. Conclusions

In this paper, we have described the gas response and some electrical models of 
the MRISiC based sensors with different metal oxide interfacial layers. The 
different response of the devices is strongly dependent on the electronic nature 
of the metal oxide utilised as the reactive insulator.
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Gas-sensitive properties o f y-Fe203 thin film, deposited on Si-substrate o f new design, 
have been studied in this work. The layers were formed by using sol-gel derived y- 
Fe203xnH20  colloidal solution. Structural features o f the films and peculiarities o f iron 
state were obtained by employing XRD, HR-ТЕМ, ER and Mossbauer spectroscopy. High 
sensitivity o f the mentioned sensor to CH4 has been established.

1. Introduction

Generally, thin film sensors based on semiconductor oxides (ln20 3, Sn02, 
Fe20 3) are characterised by improved performance when detecting gases of 
acceptor (NOx, 0 3) and donor (C2H5OH) nature [1]. Sensitivity of thin films to 
reducing gases is extremely low (CO and, particularly, CH4). In order to 
improve the characteristics of thin films to flammable gases, oxide layers are 
commonly been doped with noble metals. It is essentially, that gas-sensitive 
features of Fe20 3 is strongly determined by its structural features like phase 
composition, dispersity, defectiveness, morphology etc. Shin and Park [2] 
successfully used y-Fe20 3 as an individual layer and as a component of a multi
layer structure of ceramic sensors for detection of flammable gases. In the 
present work we deposited y-Fe20 3 thin films by sol-gel derived y-Fe20 3xnH20  
colloidal solution. The y-Fe20 3 sensing layers were deposited on Si-bulk 
substrates equipped with Pt-interdigitated electrodes and preliminary covered 
with a ln20 3 sublayer. Here, we report a study of gas-sensitive behaviour 
towards methane (CH4) of deposited y-Fe20 3 thin films. Detailed structural 
examination of the oxide layer has also been carried out.
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The sensitive layers were formed from the stabilised sol of Fe2 0 3 x nH20  
prepared by the Sol-Gel rout. Synthesis of the sol proceeded in a combined 
hydrolysis of Fe2+ and Fe3+ sulphates by aqueous ammonia, and consequent sol 
oxidation by oxygen flow at 100°C for 5 h. The sol was deposited onto Si-bulk 
substrates of new design, which were provided by IMM-CNR, Lecce. The 
substrates are supplied with interdigitated electrode structure on front side and 
Pt-heater on back side, and have size of 2x2x0.25mm3 with an active area of 
approximately 1.4x1.4 mm2. In order to provide suitable sensor conductivity, 
electrodes were preliminary covered with 1п20 з  sub-layer. The substrates with 
the deposited sensing layers were annealed at 350°C for 25 h in air. In fig.l an 
image of the gas sensor device bounded on a TO-39 support is shown. Sensor 
response (S) was estimated as ratio IcH4/Iair> where Ich4 and lair are the electrical 
current values in CH4 ambient and in air under constant voltage supply to the 
electrodes, correspondingly.

Structure of the material was studied by means of XRD, HR-TEM, 
DTA/TG, FT-IR and Mossbauer spectroscopy.

2. Experimental

Fig. 1 . Image and cross section scheme of the gas sensor on 2x2 mm2 sized Si-substrate bounded 
on TO-39 socket. In the inserts a magnifications of the interdigitated electrodes on the front and 
the Pt heater on the back of the substrate.
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The applied conditions of F e ^  synthesis allow to obtain thin-film of y- 
Fe20 3, which is metastable at R.T.. XRD data confirm the formation of the 
mentioned phase (Fig. 2). As it follows from the DTA/TG data, thus obtained y- 
Fe20 3 remains stable up to 485°C. Annealing the sample at higher temperatures 
leads to its transformation into thermodynamically stable a - F e ^ .  However, 
considerable amount of y-Fe20 3 preserves within the film annealed at 500°C (see 
Fig. 2).

3. Results and Discussion

Fig. 2. XRD patterns o f y-Fe2C>3 powder annealed at different temperatures.

According to the results of Mossbauer spectroscopy, the material heated at 
300°C contains Fe3+ ions only; the occurrence of Fe2+ state was not discovered. 
The analysis of the parameters, which are presented in the Table 1, also confirms 
that y-Fe20 3 phase is formed under the conditions of synthesis used. Decreased 
value of magnetic field (B), which is characteristic of the sol-gel derived sample, 
in comparison with the reference parameters for the corresponding bulk phase is 
explained by occurrence of very fine oxide grains.

Table 1. Parameters o f  ̂ Fe Mossbauer spectra obtained from the sol-gel derived y-FeiCb and 

reference data for у -FeiCb bulk phase. Recording temperature is 300 K.

Sample 6, 
mm s 1

A, 
mm s 1

B,
T

y-Fe20 3 (sol-gel) 0.34 -0.03 49.1
Y-Fe20 3 (bulk) 0.34 -0.05 49.8
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HR-ТЕМ characterisation gives spherical particles of size as high as 3-9 
nm. The micrograph of the y - F e ^  film, annealed at 300°C, is presented in the 
Fig. 3. Note, that the evident non-uniformity of the grain size distribution 
provides good quality of the films.

Fig. 3. HR-ТЕМ image of y-FeiOj film annealed at 300°C.

Gas sensing tests at different temperature and CH4 concentration in dry 
air have been earned out under controlled environment. We found that the thin 
film sensor, based on highly dispersive y -F e^ -In rf^ , is characterised by high 
sensitivity to CH4. Suitable sensitivity of the sensor to low CH4 concentration 
(100 ppm) is reached at 350-425°C. Note, that the dynamic response profiles are 
well-reproducible under repeated exposition of CH4. Initial parameters of the 
films recover totally after CH4 evacuation. Optimal operating temperature, at 
which the sample demonstrates maximum response, fastest dynamics and linear 
response vs. concentration dependence, is found to be 425°C. Inverse effect to 
CH4 was found at lower temperature (T=240-275°C) after a working period of 
higher T. In fig.4(a) and (b) the dynamic response of 7 -Ре2 0 3Яп20 3 thin film 
sensor to different CH4 concentrations (4a) at high T range and at low T range 
(4b) is reported. Moreover, in fig. 4(c) the response vs. CH4 concentration 
curves of the sensor to CH4 at different operating temperatures is shown.
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Fig. 4  (a) dynamic response o f у-Ре20з/1п20з thin film sensor to different CH4 concentrations at 
high T range and (b) at low T range; (c) Response vs. CHU concentration curves at different 
operating temperatures.

4. Conclusions

The Sol-Gel Technique was successfully used for the preparation of good- 
quality thin film based on y-Fe2 0 3 with grains of 3-9 nm in diameter. Thus 
obtained y-Fe20 3 phase appeared to be stable with regards to y - F e ^ —»а-Ре203 
phase transition up to 485°C. Good performance of metal-oxide thin film 
deposited on miniaturised Si-substrate covered with ln20 3 sub-layer was 
achieved to CH4 by applying highly dispersive F e ^  of adjusted structure as a 
sensing material.

Working is in progress in order to better understand the inverse response to 
CH4 at lower T. The cross-sensitivity to other oxidizing (N02) and reducing 
gases (CO) is also in studying.
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Semiconductor sensors based on nanocrystalline Sn02, 1п20 з  and In20 3-Sn02 thin films 
have been investigated for detecting low concentration (2-20 ppm) o f nitrogen dioxide in 
dry air. In this work the gas-sensitive layers were prepared by modified sol-gel methods 
making use of no-standard precursors and a suitable surfactant. The samples have been 
morphologically characterized by SEM. Good gas-sensing responses towards N 0 2 have 
been found for all the prepared samples with improved performances for the In203-Sn0 2 
based sensor. The performances of the sensors have been discussed according to the 
surface chemical reactions between the gas phase and the semiconductor.

1. Introduction

The research of new gas-sensing materials, which can satisfy essential 
requisites, such as reliability, stability, selectivity, sensitivity and low cost, is 
one of the most important task of both academic research and industry .

Metal oxides have been traditionally used as active materials for gas sensors 
[1]. Sn02 and ln20 3 thin films have already been studied as gas sensors, their 
sensing properties combined in a binary oxide are not completely known. 1п2Оз 
shows electrophysical and chemical properties essentially different respect to 
Sn02 and this different behaviour seems to considerably modify the traditional 
gas detection mechanism based on the mediation of surface chemisorbed oxygen 
species. An interaction mechanism manly based on redox reactions reversibly 
changing the surface composition of the metal oxide film seems to be a more 
realistic situation [3,4]. Pd is also a common dopant of Sn02 with dopant 
concentration normally up to about 5 % wt., but the possibility to reach higher 
concentration was not explored yet [2 ].

In this work, 1п20 з ,  Sn02, Sn02-Pd0 (1:1 molar ratio) and In20 3 -Sn0 2 (1:1 
molar ratio) mixed oxides have been prepared by the sol-gel technique and 
deposited as thin films both on Si substrates for morphological characterization 
and on alumina substrates equipped with electrical contacts and Ti/Pt heater for 
the characterization as gas sensors. Systematic gas sensing tests towards N 0 2

210
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both in dry air (R.H.=0%) have been carried out for all the In20 3-Sn02 and 
Sn02-Pd0 mixed oxide based sensors.

2. Experimental

Sn02, ln20 3, Sn02-Pd0 (1:1 molar ratio) and In20 3-Sn02 (1:1 molar ratio) 
thin films have been prepared by sol-gel technique, that is a wet chemical 
method known to be a suitable method for the preparation of nanoscaled 
systems. The films were deposited by spin-coating both on silicon wafers for the 
structural and morphological characterization, and on pre-cut alumina wafers for 
the realization of the gas-sensing devices. In particular, each sensor on alumina 
substrate was 2 mm x 2 mm sized and provided with Pt-resistive type heater on 
the backside and Au-interdigitated electrodes (n=3 fingers, 160 ц т  spaced, 1.4 
mm long and 50 ц т  wide) on the front side over the deposited oxide thin film.

Sn02 based 
solution Mixing in molar ratio

ln 20 3 or PdO

1:1 uasea so lu tion

Fig. 1. Scheme of the sol-gel process for the single and mixed InjCb-SnQj and SnOi-PdO 
systems.

Indium oxide sols were prepared by dissolving 1 g of In(N03)3-5H20  in
15 ml of methanol. After the dissolution of the salt, acetylacetone 
(CH3COCH2COCH3, acacH) was dropped in the solution in order to chelate the 
In3+ ions, with an acacH/In molar ratio of 2. Moreover, concentrated ammonium 
hydroxide (30 wt% solution in water) was added to the solution, with a NH3/In 
molar ratio of 2. Finally, in order to improve the adhesion on Si substrate a 
suitable surfactant (i.e. alkylammonium bromide) was added to the solution. As 
regards the Sn02 sol, a process based on the use of Sn(II) ethylhexanoate, as Sn 
precursor instead of the standard and commonly used SnCU, and of the same
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surfactant used in the preparation of the ln20 3 sol) was developed. The sol for 
preparing In203-Sn0 2 system was simply prepared by mixing in equimolar 
proportion the corresponding single oxide sols that were prepared with the 
previously described procedures. As regards the Sn02-Pd0 mixed system, the 
solution was prepared by mixing the suitable amount of palladium acetate 
dissolved in acetone with a Sn02 sol prepared with the new precursor and the 
surfactant. However, some problems related to the mixed S n02-Pd0 solution 
stability have to be mentioned. After spin coating (2000 rpm, 30 s) on alumina 
and Si substrates all the samples were dried at 70 °C followed by annealing at 
high temperature (500 °C, 1 h) into an oven in air, obtaining in such a way thin 
films with a thickness of about 100-140 nm. In Fig. 1 a scheme of the sol-gel 
process for the single and mixed oxides is shown.

The surface morphology of the oxide thin films on silicon substrates were 
examined by means of scanning electron microscopy (SEM-FEG Jeol 6500, 
operating at 10 kV). Moreover, in order to investigate the gas sensing properties 
of the samples, a calibration gas sensing test-bench for electrical-conductance 
measurements in controlled atmosphere was used.

3. Results and Discussion

SEM characterization gave evidence that both the single (Sn02 and ln20 3) 
and binary oxide (In20 3-Sn02 and Sn02-Pd0) thin films are nano-scaled 
systems. However, the surface morphology of the In20 3-Sn02 thin film sample 
is very different from the morphology of the corresponding single oxides. S n 02 
and ln20 3 films showed a fine and uniform distribution of nanoclusters, whereas 
In20 3-Sn02 film shows a non-uniform morphology with brighter and round
shaped agglomerates of nanograins on a background of dark/bright nanograin 
matrix. A SEM image for a In20 3-Sn02 thin film on Si substrate is reported in 
Fig. 2a. The brighter nano-structured clusters could be attributed to the 
formation of Sn-rich regions with respect to the darker nanosized grains. As 
regards Sn02-Pd0 a typical like-meander morphology appears; at higher 
magnification some darker clusters on a very fine and uniform nanocrystalline 
background is evident (Fig. 2b). However, a detailed structural analysis by ТЕМ 
is necessary in order to determine the exact nature of the different dark and 
bright areas visible in the SEM images.

In Fig. 3 the temperature dependent response to N 02 (5 ppm in dry air) of 
Sn02, ln20 3, Sn02-Pd0 and In20 3-Sn02 thin film based sensors is reported. For 
oxidising gases (as N 02) the response is defined as the quotient Iau/Igas (where 
lair and 1 ^  are the sample electrical current under DC supply under gas exposure
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and in air respectively). The maximum response of Sn02 and In20 3-Sn02 
sensors to N 0 2 is reached at the same temperature (~250°C), but whereas the 
response peak of the In20 3-Sn02 sensor is narrower around the best working 
temperature for Sn02, the response of the Sn02 sensor decreases slowly at 
temperature higher of 250 °C. This is typical for Sn02 films whose 
chemisorption mechanism of gas detection covers the whole range of operating 
temperature (T<450°C), while ln20 3 based sensors generally need lower 
working temperatures (T<300 °C).

(b)

Fig. 2. SEM images at different magnification of the кьСЬ-ЭпСЬ (a) and SnCb-PdO (b) films on 
Si-substrates.

This behaviour can be a sign of a different gas-detecting mechanism for 
Sn02 and ln20 3 based sensor. In20 3-Sn02 sensor showed higher response than 
Sn02 at T<250 °C, while at temperature higher than 250 °C the response value 
decreases and becomes comparable or lower than Sn02. The gas response of 
single oxide ln20 3 based sensor is really higher compared to both the other two 
sensors only at very low temperature (T-100 °C). At increasing the temperature 
the gas response of ln20 3 sensor varies slowly up to T~250°C, next it decreases. 
Sn02-Pd0 showed lower responses at T<250 °C as compared with Sn02. Fig. 4 
illustrates the transient response of In20 3-Sn02 thin film based sensor to 
different concentration of N 02 in dry air at T=250°C.
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Fig. 3. Response to 5 ppm N 0 2 in dry air vs. working temperature for all the sensors.

Fig. 4. dynamic response of the tested sensors at T = 250 °C and at R.H. = 0%

Some differences in gas detection mechanism between 1п20 з  and S n02 
are schematized in Fig. 5. According to these differences, different sensing 
properties for ln20 3 are expected compared to Sn02. At low temperature, where 
the gas detection mechanism is dominated by a direct ionosorption of N 0 2 
molecules, the more basic character of ln20 3 prevails against the less basic 
character of Sn02, hence ln20 3 showed higher responses compared to S n02. At
increasing the temperature the higher concentration of 0 ”ds species that lead for 
Sn02 to a different interaction mediated by the adsorbed oxygen species seems 
to favour Sn02 compared to ln20 3. Nevertheless, this behaviour found in our 
tests may be attributed to some aging of our ln20 3 samples or to a different 
microstructure or to the lower conductance. On the contrary, the In20 3-Sn02 
seems to add the synergic effect of good electrical conductivity properties, due 
to the donor-type doping of ln20 3 by Sn, and the higher dispersivity and 
defectiveness of the materials due to the mixing of the two different oxide 
phases. Also the presence of two different metal cation ions should be a factor 
that imparts a more heterogeneity to the active surface of the sensor. As regards
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Sn02-Pd0 system, contrary to In20 3-Sn02, the adding of the PdO phase to Sn02 
gave no promoting effect to the detection of N 02. This is expected by 
considering the easiness of oxidation of Pd into PdO, that at the surface of the 
sensors bind the ambient oxygen species enjoyable for N 02 detection on the 
Sn02 phase.

Gas sensing mechanism
ln203 Sn02
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Fig. 5. Gas sensing mechanism for ln20 3 and S n 02 NOrbased sensors.

4. Conclusions

All the prepared sensors showed high responses to N 02. Some differences 
in the N 0 2 sensing properties between the sensors were found as function of the 
operating temperature and the surface morphology. In general the best 
performances in terms of response and sensitivity were found in In20 3-Sn02 
based sensor. This sensor showed higher conductance than ln20 3 and Sn02, due 
a n-doping of Sn cations in ln20 3 lattice, and higher defectiveness than single 
oxides. Sn02-Pd0 resulted the most resistive film and, as expected, no particular 
advantage from the addition of the PdO phase resulted for the N 02 detection. 
The N 0 2-sensing of the sensors were also discussed in function of the 
gas/surface interaction processes and different detection mechanisms were 
proposed for the ln20 3 and Sn02 oxides.
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Optical fluorescence changes o f  6FDA-DAD fluorinated polyimide thin films, pure and 
doped with nile-red, have been monitored in presence o f water, ethanol and isopropanol.
The optical response depends on the species and on the concentration o f the vapour, due 
both to the different permeation into the polymer matrix and to the hydrogen bond 
strength developed between the analyte molecule and the fluorophores. A lower detection 
limit o f  500 ppm has been reached.

1. Introduction

Polymer-based matrices are currently attracting a great deal of interest in 
the gas sensing field [1]. Moreover, dye molecules can be dispersed or grafted 
into these matrices giving rise to a large number of sensing systems available for 
use in sensor агтау devices [2]. Among the different classes of polymers, 
aromatic polyimides exhibit improved chemical, thermal and mechanical 
properties [3]. Moreover, by a proper choice of the constituent monomers, their 
permeation [4] and optical [5] properties can be tailored in order to provide a 
material suitable for optical gas sensing applications. In this work, thin films of 
4,4’-(hexafluoroisopropylidene) diphthalic anhydride and 2 ,3 ,5 ,6-tetramethyl- 
1,4-phenylenediamine (6FDA-DAD) transparent polyimide (see Fig. 1) have 
been synthesized. This kind of polyimide has been chosen since, from the 
literature data [4], it presents the higher permeation among the fluorinated 
polyimides and a good fluorescence yield owing to the formation of interchain
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charge transfer complexes. The changes of the fluorescence features of pure 
6FDA-DAD and of 6FDA-DAD doped with the solvatochromic dye Nile-red 
(NR) thin films have been monitored in water, ethanol and isopropanol vapours 
in order to test the optical sensing capabilities of these systems to vapour 
organic compounds (VOCs).

Figure I. Chemical structure o f  the 6FDA-DAD polyimide.

2. Experimental

6FDA-DAD precursor monomers were polycondensed in a NMP solution and 
the resulting polyamic acid was chemically imidized [6]. The polyimide 
powders were precipitated in water and later dissolved in chloroform; the 
solution was spin-coated on quartz substrates and underwent a thermal treatment 
in vacuum at 200 °C obtaining thin films about 500 nm thick. Nile Red doping 
was performed by adding the dye to the chloroform solution ( 1.0 % weight of 
solid). Both full fluorescence spectra and fluorescence intensity at a fixed 
wavelength as a function of the time were collected with a Jasco-770 
spectrofluorimeter. The samples were put into a chamber connected to the 
spectrofluorimeter. Two different mass flow controllers AERA FC-7800CD and 
AERA FC-7700CD were used to control the flow rate of pure nitrogen and of 
nitrogen diluted vapour. By varying the flow rates with a ROD-2M control unit 
connected to a PC, the samples were exposed to a fixed volume concentration of 
each analyte in nitrogen. Full fluorescence spectra were collected when a steady 
response was achieved under vapour flux and dynamic responses were recorded 
by exposing the sample to alternated pulses of pure nitrogen and different 
concentrations of vapours in nitrogen. Before the acquisition of both 
fluorescence spectra and dynamic response, each sample underwent a thorough 
conditioning procedure in order to get a stable response.
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Undoped 6FDA-DAD exhibits a fluorescence emission band peaked at about 
500 nm, whose excitation feature is placed in the UV range with the maximum 
at about 290 nm. In presence of the different vapours the band intensity lowers 
and the maximum shifts to longer wavelengths as can be observed in Fig. 2.

3. Results and Discussion

400 450 500 550 600 650 700  

Wavelength (nm)

Figure 2. Intrinsic emission band (excitation wavelength 290 nm) of 6FDA-D AD during exposure to 
pure nitrogen, isopropanol (57000 ppm), water (25000 ppm) and ethanol (52000 ppm).

This behaviour can be related both to the cleavage of interchain CTCs, due 
to the steric hindrance of the vapour molecules permeating the polymer, and to 
the formation of hydrogen bonds which can account both for the intensity 
decrease and for the red-shift of the fluorescence bands [7]. The measurements 
in dynamic conditions (excitation wavelength at 290 nm and emission 
wavelength at 465 nm) evidenced a decrease of the optical signal depending on 
the vapour concentration. The response and recovery times are of tens of 
seconds, depending on the analyte species and concentration. The lowest 
detectable vapour concentration with this experimental apparatus is of about 500 
ppm for alcohols and 1000 ppm for water. In Fig. 3 both the dynamic response 
to ethanol and the absolute value of the relative optical response (ROS) for the 
three vapours at different concentrations are shown.
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ppm

Figure 3. a) Optical response to ethanol at different vapour concentration pulses, b) Absolute value 
o f the relative response o f  6FDA-DAD intrinsic fluorescence, as a function o f  the analyte ppm, for 
water, ethanol and isopropanol. The curves are guides for the eye.

The ethanol ROS is higher at lower concentrations and saturates at higher 
concentrations owing to the higher permeability of 6FDA-DAD to this 
molecule. On the other hand, water ROS increases monotonously owing to the 
high hydrogen bond strength. Finally, the isopropanol ROS is lower due to a 
lower hydrogen bond strength developed by this molecule.

NR in 6FDA-DAD exhibits an emission band peaked at 600 nm, which 
shifts to longer wavelengths in presence of all the analytes and whose intensity 
decreases with ethanol and increases with water and isopropanol (see Fig. 4).

The NR emission changes are related both to the change of the polymer 
structure and to the formation of hydrogen bonds between the dye and the 
vapour molecules. The former effect increases the band intensity when the 
polymeric chains are less tightly packed around NR, whereas the latter results in 
a lower fluorescence intensity and in a red-shift of the emission feature. In the 
case of ethanol, it can be concluded that the optical response is dominated by the 
hydrogen bond, whereas in the other two cases the main effect can be ascribed 
to the polymer chain unpacking around NR probably due to the presence of 
competitive reversible reaction with the polymer network.
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Figure 4. Emission bands (excitation wavelength 545 nm) o f NR dispersed in 6FDA-DAD during 
exposure to pure nitrogen, isopropanol (57000 ppm), water (33000 ppm) and ethanol (50000 ppm).

ppm

Figure 5. a) Dynamic response to ethanol o f  NR embedded in 6FDA-DAD. b) Absolute value o f  the 
relative response o f NR embedded in 6FDA-DAD as a function o f the analyte ppm for water, ethanol 
and isopropanol. The curves are guides for the eye.
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The ROS curves behaviour (excitation at 510 nm and emission at 585 nm) 
resembles that of undoped 6FDA-DAD indicating the significant role played by 
the polymer matrix, and the values are quite similar to undoped 6FDA-DAD for 
the three vapours, with the exception of ethanol which exhibits higher ROS 
values. For all the compounds, the lower detection limit was of about 500 ppm 
with this instrumental apparatus.

4. Conclusions

6FDA-DAD fluorinated polyimide, both pure and doped with nile-red dye, 
is suitable for optical sensing of VOCs owing to fluorescence feature changes 
induced by the permeation of the different molecules. The response depends on 
the analyte species due both to the different permeability into the polymer and to 
the different strength of the hydrogen bond developed by the vapour molecules.
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In this work free (H2TPP), cobalt (CoTPP) and iron chloridc (FeTPPCl) 5,10,15,20 meso- 
tctraphcnyl porphyrin thin films have been deposited by vacuum evaporation (VE) and 
by spin coating technique (SPIN). Chemical and morphological properties o f  the samples 
were investigated by means o f FT-IR and AFM analysis. This work pointed out, through 
a comparison between the optical responses o f VE and SPIN films exposed to acetone, 
ethyl alcohol and N 0 2 atmospheres, a large response dependence on the deposition 
techniques.

1. Introduction

In the last years porphyrin thin films have gained increasing interest in gas 
sensing field showing to be promising materials to be employed for the 
fabrication of optoelectronic nose systems based on the colorimetric VOCs 
detection [1,2]. In order to exploit porphyrin compounds as sensing materials, 
the most used solution is the solid films deposition through chemical techniques 
(solvent casting, Langmuir-Blodgett, spin coating) [3 ,4].

In this work free (H2TPP), cobalt (CoTPP) and iron chloride (FeTPPCl) 
5,10,15,20 mayo-tetraphenyl porphyrin films were prepared through spin coating 
(SPIN) and vacuum evaporation (VE) techniques. Their chemical and 
morphological properties were investigated through FT-IR and AFM analysis

This research was financially supported by the Fifth Commission o f  Istituto Nazionale di Fisica 
Nucleare (DEGIMON project).
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and their optical responses toward the presence of three analytes, i.e. acetone, 
ethylic alcohol (ETOH) and nitrogen dioxide (N 02), were compared.

2. Experimental

H2TPP, CoTPP and FeTPPCl powders were purchased and used without 
further purification. These materials were vacuum evaporated (T=300°C, P=10'4 
Pa) and spin-coated (0,1% wt of porphyrin powders in chloroform at 800 rpm 
for 30sec; samples dried at 60 °C for lOh) onto 350-jam-thick P-doped (100) 
silicon wafers lapped on both faces (Atomergic Chemetals Inc.) and quartz glass 
slides (Heraeus Quartzglass GmbH & Co.). FT-IR spectra of the samples were 
recorded in the 4000-400 cm*1 range using a Jasco FT-IR 660 spectrometer with 
a resolution of 16 cm'1. The surface morphology of the samples was investigated 
with a Danish Micro Engineering atomic force microscope mounting a DS 95-
50 scanner in the tapping mode. Optical absorbance spectra were acquired 
utilizing an experimental apparatus in which the measure chamber, placed inside 
a Spectrophotometer V-570 Jasco, is connected to two mass flow controllers 
(AERA FC-7800CD and AERA FC-7700CD) suited to assure an accurate real
time control of the vapour concentrations into the chamber during the spectra 
collections. This apparatus allows to record dynamic behaviours at a fixed 
absorbance wavelength and complete absorbance spectra in atmospheres with 
different vapour concentration.

3. Results and Discussion

3.1. Chemical and Morphological Properties

A comparison between chemical and morphological properties of VE and 
SPIN films has been performed through FT-IR spectra and AFM images.

FT-IR spectra point out a high purity of the VE samples and feature the 
presence of retained chloroform (CHCI3) in the SPIN ones, as shown by the 
additional peaks at 2250 cm’1. FT-IR spectra of powder, VE film and SPIN film 
of H2TPP are reported in Fig. 1.

AFM images highlight that VE surfaces are composed of very large and 
ordered needles while the SPIN ones are made up of smaller and less ordered 
needles and show the presence of large creaters due to chloroform evaporation. 
AFM images of VE and SPIN films of H2TPP are reported in Fig. 2.
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Fig.l FT-IR spectra o f  powder (lower line), VE film (middle line) and SPIN film (upper line) o f  
H2TPP.

Fig.2 AFM images o f  VE film (a) and SPIN film (b) o f  H2TPP.

3.2. Optical responses

An optical absorbance spectrum of all the samples was acquired in the 350- 
750 nm range, under a nitrogen atmosphere (АД Then the samples underwent a 
thorough conditioning procedure with exposures to saturated vapours of acetone 
and ETOH and to N 02 (100 ppm in N2) mixture: when a steady absorbance
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signal was obtained, another absorbance spectrum was acquired (At). 
Conditioning procedure improves the reversibility of the samples responses 
upon to following analyte exposures and allows to calculate the absorbance 
percentual variation patterns, AA% , by means of the following formula:

AA% = [(At - A0) / A0] x 100

Intensities (AA%)max and wavelengths of the maximum changes of optical 
absorbance are well pointed out by ДА% patterns. Figure 3, where are reported 
the (AA%)max of all the samples owing to conditioning procedure, shows higher 
absorbance changes for the VE samples in comparison to the SPIN ones: this 
different behaviour is probably due to the retained chloroform in SPIN samples, 
which reduces the free useful volume available for analyte molecules 
adsorption.

100-q

ETOH ACETONE N 02

^ ■ 1  FETPPClyg C oTPP^
Ц— ]FeTPPCIspiN l= Z 3T P P sp|N ^ C o T P P Sp|N

Fig.3 Maximum values o f  optical visible absorbance percentual variation (ДА%) o f VE and SPIN 
samples owing to acetone, ETOH and NO2 conditioning procedure.

In order to analyze the sensitivity, the reversibility and the response times 
of the optical changes of the samples, the absorbance signal of conditioned 
samples, recorded at the wavelength corresponding to the maximum absorbance 
variation, was acquired under exposure cycles in analyte atmospheres.
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Fig. 4 Comparison o f time-dependent behaviour o f optical absorbance between VE and SPIN 
samples o f FeTPPCl, TPP and CoTPP compounds upon exposure to saturated vapour o f acctonc (a), 
saturated vapour o f ETOH (b) and 100 ppm N 0 2 mixture (c).

The optical behaviours of VE and SPIN samples of FeTPPCl, H2TPP and 
CoTPP upon to exposure cycles in saturated vapours of acetone, saturated 
vapours of ETOH and 100 ppm of N 0 2 are reported in Fig. 4. The comparison 
between VE and SPIN optical responses highlights two different behaviours 
dependent on analyte molecule sizes: in acetone and ETOH atmospheres VE 
samples show highest and fastest responses, while in N 02 atmosphere SPIN
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samples show a little higher and faster responses than the VE ones. The cause of 
these opposite behaviours have to be searched in the chemical and 
morphological properties of the films: in the SPIN samples the adsorption of 
analyte molecules is inhibited by the presence of retained solvent and improved 
by the less closed surface morphology; on the contrary, in the VE samples 
adsorption is improved by the absence of impurities but inhibited by the very 
closed surface morphology. The predominance of either factor depends on the 
sizes of the analyte molecules.

4. Conclusions

Free (H2TPP), cobalt (CoTPP) and iron chloride (FeTPPCl) 5,10,15,20 meso- 
tetraphenyl porphyrin thin films have been deposited by vacuum evaporation 
(VE) and spin coating (SPIN) methods and their chemical and morphological 
properties were investigated by means of FT-IR and AFM analysis. FT-IR 
spectra point out a great purity for the VE samples and the presence of retained 
solvent in the SPIN ones. AFM images highlight that VE samples are 
characterized by more closed and less rough surfaces than the SPIN ones. A 
comparison between the optical responses of VE and SPIN films exposed to 
acetone, ethyl alcohol and N 02 atmospheres, investigated through conditioning 
procedures and exposure cycles, indicated a strong dependence on the 
deposition method. The conditioning procedure pointed out highest analyte-film 
interactions for the VE samples while exposure cycles pointed out much higher 
and faster responses for the VE samples in comparison to the SPIN ones under 
exposure to acetone and ethyl alcohol and a little higher responses for the SPIN 
samples under exposure to N 02.
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Abstract
Metal oxide gas sensors (MOXs) are widely used in olfactory electronic systems for their high 
sensitivity and low-cost. These sensors modify their conductivity in presence of oxidizing and 
reducing gases, and their performance is strictly dependent on the measurement technique adopted. 
In particular, it was already established by many works that a noticeable improvement in selectivity 
can be obtained by operating MOXs with a variable temperature. In this context, a strong interest in 
developing simplified models able to predict the sensor response is rising.
Keywords -  Electronic nose; Metal oxide sensors; Tin oxide sensors; Carbon monoxide; 
Temperature modulation; Parametric model.

Introduction

Gas sensing application field relies mainly on MOXs due to their commercial 
availability and low cost characteristics. Nevertheless these devices show some 
problems because of their low selectivity and response drift. The sensing 
mechanism is based on the interaction of the surface vacancies and oxygen 
species with the reacting gases supplied to the sensor for detection. The presence 
either of a reducing or oxidizing gas induces a change in the sensor conductance, 
which can be monitored by a specific measurement system and associated with a 
specific reagent concentration. It is widely accepted that adsorbed oxygen ions 
(0 2\  O' and O2 ) have a decisive influence on the response of the semiconductor 
to reducing/oxidizing gases [1] - [3]. The low sensor selectivity is one of the 
main issue still open for this kind of sensors (in particular in this work the 
authors will refer to Sn02 sensors layers) pushing the researchers to find out 
methods to enhance this sensor characteristic. Changing the sensor temperature 
during measurements, for example, allows to operate in a sequence of a non
equilibrium states whose evolution highly depends on the chemical 
environment. It has been already shown that, in some applications, by selecting 
an appropriate temperature profile, a significant improvement in terms of 
selectivity can be obtained [4]-[8]. In this work some simplified grey box 
models, derived from more complex physicochemical ones, are proposed, which

'Corresponding Author: E-mail: ada@dii.unisi.it, Ph: +390577233608
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can be exploited to obtain a reliable information to guide the selection of the 
temperature profile.

Materials and Methods

The measurement system described in [14] used to acquire sensor responses was 
additionally improved through a faster and more flexible sensor temperature 
control system, able to individually control the temperature of each sensor with 
±2°C temperature accuracy for values higher than 250°C. The temperature 
control system is based on a microcontroller implementing a control cycle of 
100 цб, which allows to provide the wide-band temperature profiles needed for 
model identification.

The gas-sampling unit is a digitally controlled system providing the possibility 
to inject the desired gas or gas mixture into the measurement chamber, and to 
control the gas flow (up to 500 ml/min) by means of three mass flow controllers. 
The measurement chamber is kept inside an incubator for precise temperature 
control.
The sensors used in this study are different commercially available Taguchi 
screen-printed sensors TGS2620, TGS2610 and TGS2442 sensors (Figaro Inc., 
Japan). Both TGS2620 and TGS2442 are indicated for CO detection by the 
manufacturer. Charcoal filters packaged on TGS2442 sensors were removed.

Model Theory

First of all we considered the response of the sensors exposed to an oxygen 
mixture. A priori hypotheses are necessary to deal with the problem: first of all, 
it seems possible to assume that in the considered temperature range 
(temperatures higher than 250°C) the ionized oxygen O' is dominant on the tin 
oxide surface, and that the other oxygen species can be ignored [1][3] [11]. 
Hence, a possible description of the chemical processes at sensor surface is:

*■ )
Chemisorption: 0 2 + S ̂ _____О -  S

Ionization O - S  + e O ' - S
----

In the following N0 indicates the neutral adsorbed oxygen density [O-S] 
considered by the authors as the major contributor to the unoccupied surface
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states, Ns denotes the ionized oxygen density [0-] considered as the density of 
occupied surface state, [S] denotes the total adsorption site density, and [0 2]

where ki and k.\ are the rate constants of the oxygen chemisorption, k2 and k_2 
are the rate constants of the oxygen ionization, and ns is the concentration of the 
electrons which can reach the surface. In Eq. (2) the concentration of free 
electrons can be expressed as an explicit function of Ns by substituting the 
following relationship [1 1 ]:

In the considered temperature range all donors are assumed to be ionized, hence 
Nd is a constant in Eq. (3) [1] [ 1 1 ].
To describe in this simple way the sensor response the following hypotheses 
were considered:
The chemisorbed oxygen is anchored to the unoccupied surface sites, whereas 
the physisorbed oxygen is not involved in the electron exchange process;
The chemisorption process is considered a first order reaction.
In accordance with what observed when measuring the dynamic behaviour of 
the examined sensors in an inert gas, where a dynamic behaviour very similar to 
what observed in air was highlighted, further simplification seems reasonable. In 
particular we considered that the variations of the adsorbed oxygen 
concentration are small in the interesting temperature range and observation 
time, and we derived the following model from Eq. (1):

indicates the gas concentration. On these bases the reaction kinetics can be 
described by the following differential equations:

~Г~-Ь\([5]- N o - N . m p  - k - ^ o - ^ rat dt
(1)

~  = k1nsN0 -k ^ 2N! (2)

(3)

- ^ -  = k1nsN0 -k _ 1Ns 

n 0 = n ox- n s
(4)

Where Nox is the concentration of all the oxygen species on the surface, and it is 
considered constant during the experiments.
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In addition, in presence of a reducing gas and in presence of relevant oxygen 
concentrations, the following reaction is the dominant process,

0 - - S  + R — ^ R O  + S + e '  

hence Eqs. (4) can be reshaped as follows and a new model derived accordingly:

This model doesn’t take into account the role of humidity in the sensing 
mechanism, that seems to be relevant. Therefore it can be applied to dry gas 
mixtures after having removed the adsorbed hydroxyl groups by an appropriate 
heating of the sensors.
From this point on, the reaction rate constants are assumed to have the Arrhenius 
form:

where ki0 is the pre-exponential factor, whose dependence on temperature is 
neglected in comparison with the one of the exponential factor, and Et is the 
activation energy.
The sensing layer can be considered as a porous layer of large grain, hence 
sensors’ conductance can be related to Ns by the following Eq.

where G0 can be considered as a constant. Defining Ns ’ as in Eq. (9), and 
substituting in (8) a new expression for G can be found in (10):

—r-  = k2n5N 0 - k . 2Ns - k 3[R]Ns  
at (5)

(6)

(7)

(8)

N ' ) = -----£ ----- N j
2erSoNDk

(9)

(1 0 )
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where Gc is an additive constant contribution used to take into account drift (as 
suggested by [11]). An additional step can be performed dividing the constant 
value of G0 from the temperature and indicating the new term as Go' again 
shown in Eq. (10).
Assuming that the chemisorption is a slow process compared with the ionisation 
one, the following Eq. (11), obtained from Eq. (4) with the addition of the term 
for the reducing gas, can be formulated:

( 11)

where: A "=N 0XN Dk20- ,---- --------■, B = JL20, C " = N Dk20,
yl2ere0N Dk к

О = *зо[/г], \ /L ,=f - '

This model allows the user to predict sensor response using a limited parameters 
set. Nevertheless such parameters (present in there), need to be correctly 
identified. To cover this aspect an experimental campaign has been conducted.

Experiments

The model parameters were estimated by solving a nonlinear least squares 
(nonlinear data-fitting) problem within Matlab environment (‘Isqnonlin' 
function). Initial values for the searched parameters were obtained from values 
found in literature [11]. Measurements were performed while the sensors 
temperature was modulated with various shapes. All the used temperature 
profiles start with a 300s pulse at high temperature (about 450°C) to lead the 
sensor response to a steady state independently from the starting conditions. 
This allows to avoid the estimation of the initial condition for Ns\  whatever the 
considered model. The model in Eq. (11) requires the estimation of 5 -parameters 
only (A ,B,C Д , Д 2) in oxygen as shown in figure 2b). In presence of a 
reducing gas two, extra parameters have to be estimated (D and k4). All the 
parameters included G ’0 and Gc in Eq. (10) can be determined by a unique 
estimation routine minimizing the fitting error between the estimated and the 
measured conductance. Nevertheless, in this work we estimated the two 
parameters G ’0 and Gc by an independent pre-processing step. This allows to 
reduce the number of unknown parameters, and to obtain a more robust 
optimization problem. The model was validated by means of m easurements
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performed in dry synthetic air (21% 0 2 + 79% N2, purity 99.999%), synthetic air 
and CO (200 and 400 ppm) and Nitrogen. The dynamic responses of the model 
to air and 200ppm CO mixtures are shown in figure la) and lb) while in figure 
2a) the steady state conductance of the studied sensors in dry air as a function of 
temperature is reported.

<*) lime (5)

a) b)

Figure 1. TGS2620 and TGS2610 sensor responses for model in Eq. (11), respectively. Upper plots: 
N ’s. Middle plots: conductance. Light-gray lines represent the measured quantities, while dark-gray 
lines represent the simulated ones. Lower plots: temperature profile (used in the calibration phase): 
a) experiment in synthetic air; r.m.s. fitting error = 7%; b) experiment in synthetic air and 200 ppm 
CO (v/v), r.m.s. fitting error = 7%.
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Figure 2. a) Steady state conductance o f the studied sensors in dry air as a function o f temperature, 
evaluated using the 5-parameter model o f Eq. (11). Dark gray: simulated data; light gray: measured 
data, b) Model parameter for synthetic air environment.
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In this paper a simple gray-box model for predicting tin-oxide films’ behaviour 
is proposed, discussed, and validated in different experimental conditions and 
with different commercial sensors. In detail, even if highly simplified, this 
model gave satisfactory results when used for measurements performed with fast 
temperature variations, both in air and in mixtures of air and low concentrations 
of CO. The 5-parameter model predicts the sensor behaviour in the studied 
temperature range with acceptable r.m.s. errors (usually < 10% also in model 
validation). Further evidences from the proposed results are that, among the 
Figaro Inc. commercial sensors used for this study, the TGS26XX are more 
stable and repeatable after a reasonably long heating pre-treatment while the 
TGS2442s show a more marked medium term time-variability.
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A new non-aqueous sol-gel process has been implemented for the preparation o f SnO?- 
and In203-nanostructured oxides. Thick films of these nanopowders were tested in the 
monitoring of trace level o f both oxidizing and reducing gas. These devices have shown 
enhanced performances respect to conventional sensors with linearity in a wide range o f 
concentration, lower operating temperature and fast dynamic.

1. Introduction

The increasing attention on industrial health and safety, environmental 
monitoring and process control is the driving force for a further improvement of 
the gas sensing devices performance. One of the most promising approach for 
the next generation of high performance gas sensors is the development of 
nanostructured sensing materials. Indeed, as grain size decrease, the gas 
sensitivity is drastically enhanced, particularly when nanocrystallite size is 
smaller than twice of the space-charge layer thickness [ 1 ].

To prepare such nanostructured materials, the sol-gel technique is widely 
used because it offers the possibility to control particle size and homogeneity at 
nanometer level. In order to improve the crystallinity of very small particles, we 
proposed an alternative route to the classical aqueous sol-gel method [2]. Sn02, 
IJI2O3, Nb20 5 and perovskite nanopowders have been synthesized by this 
approach [3-5].
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Gas sensors have been realized by printing the as-synthesized nanopowders 
on the surface of a ceramic substrate. The as-prepared gas sensor were tested for 
detection both oxidizing (NO2) and reducing gas (CO and CH4).

2. Experimental

The preparation of nanopowders of pure and mixed tin-indium metal oxides 
(Sn02, ln20 3, Snj.ylnyOx) follows a reaction mechanism involving an aprotic 
condensation reaction based on an unusual ether elimination step [2]. The 
reaction scheme is reported in Fig. 1.

Fig. 1. Reaction scheme

Both single Sn02 and ln20 3 and mixed oxides Sn0.95In0.05Ox (2b) and 
Sno.9oIno.ioOx (2c) powders have been thus prepared. They have been 
characterized by HRTEM and XRD. For transmission electron microscopy 
(ТЕМ) studies, one or more drops of the solution of the nanoparticles dispersed 
in ethanol were deposited on the amorphous carbon film. A Philips CM200 FEG 
microscope, 200 kV, equipped with a field emission gun was used. The 
coefficient of spherical aberration was Cs=1.35 mm. X-ray pow-der diffraction 
(XRD) patterns of all samples were meas-ured in reflection mode (CuKa 
radiation) on a Bruker D8 diffractometer equipped with a scintillation counter. 
Variable temperature XRD experiments were carried out using an in-situ cell 
attached to the diffractometer, on sensors realized by de-positing thin films 
(thickness around 1 |im) of the nano-powders dispersed in water onto alumina 
substrates (3x3 mm2). On the front side, the substrates provide gold
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interdigitated contacts. On the backside, there is a Pt heater. The sensors were 
bounded as suspended devices onto TO-8 supports and introduced in a teflon test 
chamber for the sensing tests with СО, CH4 and N 02 in controlled atmosphere.

3. Results and Discussion

A detailed HRTEM and XRD characterization of the metal oxide 
nanocrystals has shown that they exhibit nanometer grain sizes and are well 
crystallized even at such small size.

The XRD pattern of the pure Sn02 (reported in Figure 2a) displays four 
broad peaks due to the very small crystallite size, relative to. the tetragonal 
cassiterite phase. Calculation from the Debye scattering equation for spherical, 
monodisperse particles with a diameter of 2.2 nm (dotted line). The mixed 
oxides Sn0.95In0.05Ox (2b) and Sno.9oIno.ioOx (2c), exhibit a similar XRD pattern 
like the pure Sn02 and the broad reflections are characteristic for particle sizes 
around 2.2 nm. 1п20 з nanoparticles (2d) shows sharp peaks corresponding to the 
1п20з cubic structure. The sharpness of the peaks points to a much larger particle 
size (= 20 nm) compared to Sn02.

Fig. 2 . XRD spectra of the samples: a) S11O2; b) Sn0.95In0.05Ox; c) Sn0.90In0.10O*; d) ln20 3.

ТЕМ analysis showed that Sn02 and Sn0 2-In203 mixed oxide particles are 
characterized by an average size of 2-2.5 nm. 1п20 з nanoparticles with a cube
like shape have an average size of 20 nm. In agreement with the XRD 
measurements, the nanoparticles present well-defined lattice fringes in the high- 
resolution ТЕМ investigations, pointing out that they are highly crystalline. As
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an example, Fig. 3 shows the ТЕМ and HRTEM results for some Sn02 and 
ln20 3 samples.

Fig. 3. (a) HRTEM of 2.5 nm SnCb nanoparticles and power spectrum of one o f them showing 
monocrystallinity; (b) ТЕМ of 20 nm cube-like 1П2О3 nanoparticles; (c) HRTEM of a part o f а 1П2О3 
nanocube showing high crystallinity.

The sensing properties of ln20 3-and Sn02-based sensors were evaluated 
as gas sensor by exposing them to N 02 (2ч-20 ppm), CH4 (100-r2000 ppm) and 
CO (5-rl00 ppm) at R.H.=0%. Tests were made at different temperatures in 
order to find the optimum operating temperature for each gas. Sn02 and 
Sn0.95In0.05Ox and Sno.9oIno.ioOx sensors resulted highly resistive maybe due to the 
extremely small particle size of the sensing layers. In20 3 gas sensor resulted 
highly selective for N 0 2, showing higher responses to N 0 2 compared to Sn02 
and very low responses to CO and CH4. On the contrary, Sn02-based sensors 
showed higher responses to CO or CH4 compared to ln20 3. The temperature 
detection range for N 0 2 is lower (1004-300 °C) in comparison to CO and CH4 
(300-7-550 °C). See Fig. 4.
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Fig. 4. Response curves for 1П2О3 and SnC>2 based sensors for 2 ppm NO2, 100 ppm CH4 and 5 ppm 
CO.
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In Fig. 5 the dynamic responses to the target gases are reported.
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Sn02 and ln20 3 nanoparticles prepared by a novel, nonaqueous sol-gel 
synthesis showed superior performances when compared to conventional sensing 
materials which make them promising materials as sensing layer in gas sensor 
devices.

Research is actually in progress in order to achieve better performances by: 
1 ) an improved control of the sensing layers morphology; 2) grain size selection; 
3) metal doping.
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Semiconductor gas sensors are widely used due to high sensitivity to many chemicals 
and low costs, that make them interesting for applications in many different fields. In this 
paper a system for a complete evaluation of gas sensor response is described. An array of 
mass flow controllers and a radially symmetric stainless steel measurement chamber 
allowed to expose the sensors to controlled gas mixtures. The measurement chamber was 
designed to obtain an homogeneous flow without significant recirculating zones or 
stagnant volumes and to guarantee all sensors to be exposed at any time in the same 
conditions. A dedicated sensor holder avoided the need of microbonding procedures and 
allowed an easy mounting and a stable electrical contact with the sensor tracks and the 
platinum resistor embedded into the sensor support. The temperature of each sensor was 
independently controlled in the range 30 - 700 °C thanks to a PED control loop. The 
determination of the resistance-temperature calibration curves allowed to use the 
platinum resistors also as temperature sensors. The experimental set-up was fully 
automated by a dedicated software developed in Labview 7 environment. The gas sensors 
performance have been evaluated by this integrated experimental set-up in a fast, easy 
and complete way.
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1. Introduction

Semiconductor gas sensors are widely used due to high sensitivity to many 
chemicals and low costs, that make them interesting for applications in many 
different fields. The development of systems that allow to characterize the 
response of many sensors in the same time and at different temperature 
conditions is of great importance [1]. By this way is possible to achieve useful 
information about different sensing materials exposed at the same gas mixture in 
the same time; of course it is possible to expose the same materials at different 
operating conditions. These systems are fundamental for the optimization of the 
sensing material, the sensor configuration and operating conditions.

2. System Description

A system for a dynamic analysis of volatile compounds equipped with chemical 
sensors is composed of sampling system which, by means of a carrier gas, 
conveys the sample under test to the exposure chamber where the sample 
interacts with the array of sensors and the chemical-physical concentration 
signals are converted into electric signals as output. Responses of the sensors are 
thus acquired, amplified and digitalized by the acquisition system. Some features 
are derived from these signals, for example rise time, peak values and/or steady 
state.
The shape of the signal depends on four main factors, i.e. the properties of the:

• sample (chemical composition, concentration)
• active substrate (porosity and physical structure, kinetics of interaction 

between the sample and the active material)
• substrate that supports the active material (thermal conductivity)
• sampling system (environmental conditions such as the relative humidity, 

temperature and pressure; earner gas, spread of the sample inside the active 
material, flow profile)

To ensure the maximum reproducibility of the measurements, the sampling 
device should be designed to control and optimize all the factors that contribute 
to generating the signal, irrespectively of the specific type of the sample. In 
particular, the chamber must be designed in order to optimize the sensors signals 
in terms of stability, repeatability as well as amplitude and response time.
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The measurement chamber is designed to expose the sensors to the mixtures 
generated by the sampling system. In summary, critical design points for an 
exposure chamber are:

• sensor arrangement with reference to the incident flow: an inadequate 
arrangement of sensors can lead to different exposure conditions among 
sensors;

• geometry: sharp variations cause recirculating zones;
• dead volumes: these extend the response time of the system and can cause 

an uneven distribution of flow rate.
To expose an array of sensors to a chemical mixture in optimal conditions, the 
chamber must allow all the sensors to be simultaneously exposed under the same 
conditions and make it possible to accurately reproduce the shape of the input 
concentration signal at each sensor position. Moreover, it must be designed to 
obtain the same concentration profile in repeated measurements and short 
analyte concentration rise/fall times, to avoid memory effects and sample 
dilution, and to use only a small amount of sample.

These features were obtained by correctly setting the size of the airways and 
creating homogeneous flow conditions with low velocity gradients (without any 
recirculating or stagnant volumes) by means of a radially symmetric geometry 
for the chamber with a dedicated flow splitter. Figure 1 shows the rendering of 
the components of the chamber.

All the components in the chamber are in stainless steel so as to limit any 
adsorption of the chemical compounds and to allow for easy cleaning. The 
chamber consists of a body that has six radial holes into which six connectors 
can be inserted, a flow splitter and a cap. In the upper part of the flow splitter a 
fitting allows the flow to leave the chamber. The flow splitter shares out and 
conveys the same flow quantity for each sensor. The flow splitter and the cap are 
connected to the body axially via three screws. The cap also has a fitting in the 
lower part which allows the flow to leave the chamber. The body is equipped 
with a series of grooves where a coil of the hydraulic circuit of a thermostatic 
bath can be inserted. If less than six sensors need to be exposed, it is possible to 
use closed connectors; this ensures that the flow conditions remain the same. On 
the other hand, if more than six sensors need to be exposed, a suitable number of 
chambers can be used in parallel and/or in series, so that each chamber 
undergoes the same flow rate.

3. Measurement Chamber Development and Realization
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Figure I.

4. Sensor Configuration and Connector

The sensor devices were prepared by deposition of the sensing layer on an 
alumina substrate with a dual configuration; on a side there is an interdigitated 
platinum contact that allows us to characterize the sensing material, on the 
opposite side there is a platinum heater that allows to set and control the 
operating temperature (Figure 2).

I 3 m,m J 1 3 mm___I ( 5 )

1 RF.AR ]  1 FRONT H
Figure 2. Substrate configuration; a) heater; b) interdigitated.

Rendering o f the components of the measurement chamber, a) flow splitter, b) body; 
c) cap; d) connector.
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The upper part of the connector has a holder that support the sensor and carries 
out the contacts with the substrate. It is realized in Macor®, which is an easily 
workable non-porous ceramic with excellent mechanical and thermal properties 
(1000°C temperature limit). The sliding contacts of the holder, taken from 
commercially available PLCC sockets, ensure an easy assembly and avoid the 
need for any micro-bonding procedures. The electrical contacts have been found 
to be extremely stable. The contacts from the holder meet in a standard electric 
connector which facilitates the connection with the electronic section for 
acquisition and control. Once the holder has been mounted and the contacts with 
the electric connector made, the connector is filled, via a lateral hole, with an 
elastomer which guarantees the sailing. Figure 3 shows a schematic view and a 
picture of the holder. The chamber was optimized to hold substrates of the type 
shown in the Figure 2, however, while retaining its characteristics, it is possible 
to adapt the system for other types of sensors by making simple changes to the 
holder and to the connector.

Figure 3. Holder; a) holder; b) substrate; c) contact.

5. Temperature Control

The temperature of each sensor was independently controlled in the range 30 - 
700 °C. This control is based upon а РШ feedback monitoring and controlling of 
the power supplied and sensed by two Agilent 3632 supplies. By this way the 
platinum heater works like temperature sensor and actuator. In Figure 4 the 
power vs. temperature characterization is reported, by a third order polynomial 
fitting we are able to apply this behavior to a digital control developed with 
National Labview tool.
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Temperature ( 'С)

Figure 4. Power vs. temperature characterization of the sensor/heater.

6. Data Aquisition

The control routine is part of the software developed for monitoring all the 
process variables (gas fluxes and mixing, mass-flow signal, etc) and 
characterizing sensors. By this software we are able to record all the variables in 
the process of characterization. An Agilent 34970 allows us to measure 
resistance dc values up to six sensors in the same time, and a Stanford Research 
Lock In SR830 is used for impedance Spectroscopy (frequency range lmH-100 
KHz).
Data obtained in the characterization of oxygen sensors at low and high 
temperature, by using the system here described, are reported in two papers 
reported in this book [2,3].
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The conductance in air of thick-film gas sensors operating via flow trough tecnique 
strongly depends on the flux. In this work we demonstrate that the major effect o f the 
flow rate is a change in humidity, because the thermal effect on the sensor is negligible.
A mathematical model based on heat exchange and direct measurements o f the resistance 
of the heater confirms this hypothesis and humidity compensation gave very good 
results.

1. Introduction

Sensors capable of substituting analytical methods not only have to measure 
traces of gases in the atmosphere, with sensitivity and selectivity comparable to 
those of the conventional devices, but also have to be highly repetitive and 
reliable [1]. As a consequence, to validate the sensors response, high 
repeatability of working conditions has to be attained; this task implies a careful 
co-ordination of all the different processes involved, such as the powder 
synthesis, structural characterization, deposition of sensing layers, realization of 
the optimal substrates, and electronic control. Among these, standardization of a 
testing procedure such as the flow through technique is of paramount importance 
for a reproducible data processing. Aim of this work is the implementation of an 
analytical method that predicts the effect of the carrier flow rate on the 
calibration curves of the sensors.

2. Experimental

A set of 8 Sn02 thick-film gas sensors was prepared with the method described 
in our previous work [2]. All the steps of deposition and realisation of the 
sensors were controlled in order to obtain the highest repeatability. The 8 sensors 
operated at 350 °C inside the test chamber. A flow chamber with variable 
volume in the range of 150 to 600 cc was used in order to estimate the 
relationship between flux and volume in the modification of the sensors response 
(see Figure 1 ). The position of the 8 sensors inside the chamber allows the
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maximum homogeneity of working conditions. The chamber is equipped with 5 
temperature sensors near the gas sensors and with a humidity sensor. The 
temperature and humidity stabilization are attained thanks to a climatic chamber.

Figure 1. Test chamber with variable volume. The sensors are placed symmetrically, and the flux 
enters the chamber trough a series o f nozzles placed symmetrically.

3. Resuts and Discussion

In order to investigate the dependence of the sensor’s response on the flux, a 
series of steps of dry air, from 100 to 500 seem (standard cm3/min) was 
superimposed on the set of sensors, and their response decreased when 
increasing the flow rate (see Figure2).

T =  *L2 ±  0.1 Vol=150cc RH=0%

Figure 2. Sensor average conductance versus time under 5 steps o f flow rate in dry air. The response 
is normalized to that o f 500 cm3/min.

This behavior can be explained in two ways:
an enhancement of the thermal dissipation of the sensor; 
a change of the humidity.

To understand what happens in terms of heat dissipation, a mathematical model 
describing the thermal exchange has been developed, providing the temperature 
in the various parts of the system (2nd column of Table 1 is an example). The
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model consists of 4 coupled equations for the film, the T 08  support, the air 
within the chamber and the chamber itself. These equations are simply heat 
exchange ones, and take into account irradiation, convenction and conduction 
terms [3]. The variation in the resistance of the sensor heater due to a change of 
some hundreds of seem is of the order l f r 2 Q, corresponding to about 1°C. The 
latter can hardly modify the sensor’s response, because the term of forced 
convection due to the flow rate is negligibile [3]. This observation was validated 
by several measurements of the resistance of the heater (see Table 1).

Table 1. Some theoretical and experimental values about the temperatures versus flow rate. (From 
left to right): Heat exchange model prediction o f the temperature o f  the heater, measured 
temperatures of the support (T08), air within the T 08 , and chamber, for 2 extreme flow rates. The 
variation is of the order of 10'* degree.

Ф($сст) Тн predicted
(°C) TH(°C) TextTOS (°C) T i n i T 0 8  (°C) Tcbomber ( C)

100 449 446.3 89.4 197.9 20.1
700 448.7 445.8 88.9 197.5 19.7

Consequently, the primary effect of a flow rate variation is a change of humidity. 
What is the reason? The lower the flow rate the lower the overpressure in the 
chamber with respect to athmospheric pressure, and humidity enters from the 
outside (with very long stabilization time if the pipes and joints are of good 
quality). In the limit of zero flow and infinite time, the humidity in the test 
chamber equals the humidity in the external environment. To prove this, a 
conductance measurement after a sudden change of flow rate (from 700 to 100 
seem) was performed, as one can see in Figure 3. It can be noticed that after the 
flow variation, the partial pressure of water vapor slowly increased, reaching a 
steady state after about 24 hours, and the sensor’s response followed the 
humidity trend.

T P . v

Figure 3. A sudden change in the flow rate, from 700 to 100 seem results in a slow increase in the 
partial pressure of water.
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Thus, in order to achieve equality between on-field and laboratory 
measurements, the unique way is to have a good control of the partial pressure of 
water vapor. This can be achived with the algorithm for the humidity 
compensation, as shown in a previous work [4]. Indeed, a calibration surface, 
namely sensor’s conductance as a function of target gas and humidity, described 
by the following mathematical function

^  =  ^ d r y  air +  a  Pgas ^  РнгО + C P gas РнгО W

can compensate the humidity effect on sensor’s response, avoiding discepancies 
between laboratory measurements and on-field measurements. Figure 4 shows an 
example of a CO calibration surface for a Sn02:Pd sensor. As can be seen in 
Fig.5, the sensor response in a typical urban situation is in good agreement with 
the conventional analysers if we apply the described compensation, while the 
discepancies are very large without it. The chosen period was between winter 
and spring, with a strong increase of humidity at the end of February, which 
raised the sensor signal with respect to the real CO concentration. By applying 
the compensation ( 1 ) to the on-field data, the agreement with conventional 
analysers is very satisfactory. This alghoritm was recently impemented in a chip 
for the direct real-time on-field compensation and works very well.

Figure 4. Example o f a CO calibration surface for an Sn02:Pd sensor.

Figure 5. Compensated and non-compensated on-field responses for a Sn02:Pd sensor. The period 
was about 2 months, during spring, with a strong change of humidity at the end of February.
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The dependence of the conductance on the humidity was determined. In 
particular, the discrepacies between on-field and laboratory data are due to the 
effect of the flow rate on test chamber humidity, in form of water vapor partial 
pressure. It turned out that the thermal effect on the sensor is negligible. An 
algorithm for the compensation of humidity was proposed and succesfully tested 
on environmental data.
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A novel co-precipitation route for preparing pure Tin-Titanium solid solutions has been 
developed. Special emphasis focused on Sni-xTix02 systems with x = 0.3, 0.5 and 0.7 for 
investigating the influence of composition, microstructure and morphology on gas 
sensitivity. Nano-grained powders have been obtained for each stoichiometry and have 
been characterized by DTA/TG, XRD, microanalysis and SEM techniques. We deposited 
the Sni-xTix02 powders as thick films, which were comparatively tested vs. reducing 
gases. Preliminary studies stated that each layer exhibits an higher response respect to 
SnC>2and ТЮ2 reference layers, when tested in the same working conditions (100 ppm of 
CO, 300-400 °C working temperature). In particular, for 7:3 Tin-Titanium ratio the 
magnitude o f the response attained at 300 °C was S = 25.

1. Introduction

Single transition-metal oxides are one of the most extensively studied class of 
solids, because of their wide range of technological applications in the field of 
photocatalysis, optics, photovoltaics and gas sensing [1]. In recent years, great 
attention deals with mixed transition-metal oxides and solid solutions is 
associated with the expectation of better physical and chemical properties with 
respect to the two single-oxide counterparts. In particular, solid solutions are 
characterized by a non-random distribution of the metals in the inorganic 
network [2], thus they exhibit unique properties.

Sn02 and T i02 oxides are traditional n-type semiconductors, and a lot of 
papers [3,4] report on their important role in the gas-sensing field. Indeed, they 
are the fundamental components in most of the commercial chemoresistive gas 
sensors for H2, CH4 and CO detection, operating within a moderate range of 
temperature (300-400 °C). Sn02 sensor’s characteristics concern mainly about 
high sensitivity though they exhibit poor selectivity and chemical degradation at 
high temperature and low partial pressure of oxygen, which correspond to a 
fluctuation of the electrical properties upon prolonged exposure in reducing gas 
atmosphere [5]. On the other hand, T i02 is characterized by a remarkable
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resistance to reduction at high temperature in reducing atmosphere and its 
response is less affected by humidity than for Sn02 [3,4].

This work focuses on the sol-gel synthesis of Sn-Ti solid-solutions with 
different stoichiometry, in order to merge the chemical and physical properties of 
Sn02 and T i02, and their use as thick-film gas sensors for the detection of 
reducing gases. Stoichiometry should strongly affect the structure and 
morphology of the powders, thus their grain size and porosity, whose role is of 
primary importance in gas response.

2. Experimental

The sol-gel process is a well known soft-chemistry technique for preparing 
nanometric powders. The synthesis of solid solutions (and simple oxide) via sol- 
gel is easily achieved by choosing suitable precursors and tuning the working 
conditions (media, concentrations, temperature and pH). In the literature, there 
are several studies concerning Sn-Ti oxides [6], however to our knowledge, no 
report about synthesis performed starting from both metallorganic precursors, 
exists. The advantage of this route is the complete absence of anions in the wet- 
precursor, which eventually reduces the number of washing stages and 
contaminations of the final powders.

Sn-Ti oxides, Sn!_xTix0 2 (0.3 < x < 0.7), were prepared from stoichiometric 
solutions of the correspondent metal-alkoxides. A diluted acid solution was used 
to hydrolyse the metallorganic molecules. The resulting colloids were washed, 
peptized and dried. All amorphous precursors were subjected to 
thermogravimetric analysis (TG-DTA) and subsequently calcined at different 
temperatures, from 550 to 1050 °C in air for 2h. The resultant powders were 
characterised by means XRD, SEM and microanalysis.

The DTA graphs of the precursors show sharp peaks nearby 120 °C, 
accompanied by a fast weight loss. They are attributed to the decomposition of 
the residual by-products. The conversion of the precursors into the respective 
solid solution occurs slowly, together with a weight loss of 8 % in the region 
between 200 and 420 °C. The structural rearrangements lead to stable solid 
solutions up to 550 °C.

The influence of temperature over the phase evolution and cristallinity of 
the oxides was investigated by XRD powder diffraction performed at room 
temperature. The Sn!_xTix0 2 (annealed at 550, 650, 850 or 1050 °C for 2) 
diffraction patterns indicate that the samples are rutile-like single-phase solid 
solutions, independently on the stoichiometry, and show no band attributed to 
either Sn02 or T i02 single oxides. As the annealing temperature increases, the 
diffraction peaks of the oxides (labelled as ST30 x = 0.3, ST50 x = 0.5 and ST70
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х = 0.7) become more intense and sharp, which correspond to a better 
cristallinity. Sni.xTix0 2 proved to suffer phase decomposition under annealing 
[2 ], which is although necessary to stabilize the powders for gas-sensing 
purpose. The single phase stability is unambiguously and reproducibly 
determined up to 850 °C for almost all powders, while phase separation was 
observed only for the Ti-rich sample (x = 0.7) when calcined at 1050°C. The 
results are in good agreement with the literature [2 , 6].

Figure 1 Responses o f STx layers vs. 100 

ppm of CO in dry air. ST30 behaves as the 

most responsive material, over the entire 

range of temperatures, respect to traditional 

S n 0 2 and ТЮ2 layers.

0 200 400 600 800 1000 1200 
ti m e  [ a ]

Figure 2 Difference between the amplitude 

of ST30 and standard layers responses. 

ST30 showed to be as fast as Sn02 together 

with a better recovery time.

Sn-rich (x=0.3) and Sn-Ti equimolar powders (x=0.5) showed a sub
structure with grain dimension ranging in the nanometric scale for any annealing 
temperature. SEM micrographs of the aggregates highlighted an even 
distribution of nanometric grains both at the surface and in the bulk, and the 
powders morphology was found to be strongly affected by stoichiometry. The 
Sno.3Tio.7O2 solid solution consists of spherical micrometrics agglomerates with 
revealed an inner sub-structure, which is strengthened at higher temperature of 
calcination, though accompanied by negligible coalescence.

Stoichiometry imparted during the synthesis proved to be consistent with the 
metal-to-metal ratio determined in the final solutions by microanalysis: ST30 
=29.0, ST50=50.9, ST70=73.3 (% atoms of Ti, annealing at 650 °C for 2h).

CO detection of the STx sensors in dry air as carrier and in the temperature 
range of 300-400 °C has been preliminary studied. The responses of the layers 
(n-type behaviour) toward the tested gas, is defined as G^/Gair where Ggas and 
Gair are the conductance in СО-rich atmosphere and dry air respectively. All the 
responses were comparatively tested toward those of pure T i02 and Sn02 layers 
(see Fig. 1 ), at the same working conditions (100 ppm of CO), Ti- and Sn- 
reference materials have been previously synthesised by sol-gel technique in our
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laboratory. Since the phase and grain size of all solid solutions are very similar, 
the gas-response is expected to depend solely on the stoichiometry and working 
temperature. Remarkable sensitivity to CO has been demonstrated for ST30 
ceramics at 300 °C. The Sno.7Tio.3O2 oxide showed to be the most responsive 
over the whole temperature range (see Fig.2).

3. Conclusions

Sni_xTix0 2 solid solutions have been prepared by co-precipitation then 
deposited by screen-printing as thick films. The influence of the Sn to Ti ratio 
proved to be relevant over gas response toward 100 ppm of CO, when compared 
with pure Sn02 and T i02 layers. In particular 30% atoms structured in Sn02 
network yielded the highest response (GBas/Gajr = 25). Future plans address a 
systematic study about the response vs. other reducing gases as well as about 
selectivity toward gas mixtures.
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In this work, the conductivity behaviour of a porphyrin was studied. The effect o f 
electrode nature and film thickness was also considered together with the exposure to dry 
and wet air. Results shows that porphyrin is intrinsically insulator but the conductance of 
thin films deposited on metallic electrodes can largely increase when exposed to humid 
air.

1. Introduction
In the last years, porphyrins have been studied and utilized as sensors materials 
for their properties as a chemically interactive material. Their sensitivity 
properties was exploited in many applications among which: medical, food and 
environmental applications [ 1 ,2].

Beside their sensing properties porphyrins were also investigated for their 
optical and electrical characteristics. From this point of view it is rather known 
that many organic materials and porphyrins in particular, in certain conditions 
may show a semiconductor conductivity behaviour. On the other hand, electrical 
properties may also depend on environmental conditions. Indeed, for some 
materials, that in vacuum conditions are electrical insulators, the interaction with 
water molecules may induce a semiconductor character [3,4,5].

In this paper we considered a porphyrin known to be semiconductor of p 
type, H2-TPP, and measured the electrical properties in presence of variable 
relative humidity conditions [6].

2. Experimental

In order to measure the conductivity of porphyrin it was deposited over an 
insulator substrate where a couple of interdigitated electrodes were previously 
evaporated on silicon oxide wafers. The structure was made by 50 pairs of 
fingers, with width and interfmger distance of 20 pm each.
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This studied porphyrin was H2TPP. The electrical behaviour of molecule 
was studied in the past putting in evidence its semiconductor character. In 
particular H2TPP was found to behave as a p-type material.

The deposition of organic films were perfomed using two different 
techniques: evaporation and spray casting. As shown in figure 1 this technique 
give rise to a polycrystalline and inhomogeneous large structure. The films were 
deposited with the same thickness. The versatility of spray casting was exploited 
depositing films of different thicknesses giving the opportunity to consider the 
film thickness as a further variable.

Figure 1- SEM photography of H2TPP deposited by spray casting

As known from semiconductor technology, the interaction between the 
semiconductor and the metallic electrodes plays an important role in defining 
the overall properties of devices. To investigate the effect of organic-metal 
junction the following metals was used as electrodes: gold, chromium, 
aluminum, and titanium.
Electrical conductance properties was evaluated measuring the I-V 
characteristics exposing the sensor to a nitrogen atmosphere with a low relative 
humidity content of about 4%. I-V curves were measured applying voltage in 
the range -5V, + 5V. The applied voltage was slowly varied (10 mV each 5 
seconds) to minimize capacitive effects.

Different relative humidity conditions were simply provided diluting the 
saturated water vapor (at ambient temperature and pressure) with nitrogen by 
means of proper mass-flow controllers. The response to relative humidity was 
measured biasing the sample with constant voltage.
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Figure 1 shows the I/V curves, measured in nitrogen atmosphere, of H2TPP 
layers contacted by the four different metal electrodes. The curves deviate from 
the expected behaviour and show a strong hysteresis probably due to an 
accumulation of charges during the voltage inversion. In all cases the metal- 
porphyrin-metal structures exhibit very high resistances in the range 300 GQ -  
2.5 TO. In any case about one order of magnitude of variation is observed 
between the four cases. In particular, it is worth to remark that in the case of 
gold electrodes the highest conductivity has been achieved.

3. Results and discussion
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Figure 2 I-V curves o f H2TPP deposited on substrates with four different metal electrodes: A) 
Aluminum B) Gold C) Chromium D) Titanium.
Measures was performed at RH = 4% and T = 26 °C. Values o f resistance are between 300 GH and 
2.5 Tft approximately.
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Figure 3 shows the current versus repeated cycles of relative humidity. As 
in figure 2, curves related to the four metallic electrodes are shown. Relative 
humidity was continuously varied from 4% to 95% and back. The cycle was 
repeated at least twice. During measurements samples were biased the constant 
voltage of 1 V.

Curves show the typical saturation behaviour during the relative humidity 
increasing part of the cycle. An hysteresis appears during the decreasing part of 
the cycle.

A large resistance variation, about 5 orders of magnitude, was observed. It 
is also important to note that sensor conductivity does not change at low relative 
humidity. This behaviour suggests that absorbed water does not act a simple 
dopant but that some concurrent conduction mechanism, involving absorbed 
water molecules, may take place inside the material justifying the large 
conductance shift. A drift of the resistance value is also observed between 
successive relative humidity cycle.

The influence of film thickness is also shown in figure 3. For each film a 
basic deposition is compared with a film with a thickness of either 2/3 or 3/4 of 
the basic film. Response changes with film thickness, in particular at high 
relative humidity levels. Nonetheless, thickness plays a minor role in defining 
the sensor sensitivity to water vapor. This result is different from that observed 
coupling porphyrins to mass transducers like thickness shear mode resonators 
where sensor sensitivity is more largely dependent on the sensing layer 
thickness [7].

A) B)
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С) D)

Figure 3 -  figures show the current versus relative humidity o f four H2TPP deposited on substrate 
with different electrodes (A: aluminum; B: titanium; C: gold; D: chromium), consecutive cycles 
of exposure from 4% to 95% and back of relative humidity in nitrogen are shown, in each 
subfigure behaviour related to two different molecular layer thicknesses are shown.

Conclusions
Measurements demonstrated that although in literature porphyrins are 

described with a semiconductor character, their behaviour largely depends on 
the nature of the metallic contacts. In some cases, as shown in this paper, the 
metallic contact can completely hide the semiconductor properties.

Results shown in this paper also confirmed the expected relationship 
between electric properties and environmental properties. In particular, very 
large conductance variations were observed exposing the material to wet air 
with a variation of about five orders of magnitude between dry and moistened 
air. the nature of this variation has still to be investigate also if the threshold 
effect observed at low relative humidity values suggests that a parallel 
conduction mechanism involving water is activated rather than a modification of 
intrinsic porphyrin electronics levels.
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The aim of this work is to carry out a performance comparison between a commercial Bosch 

Lambda probe and a sol-gel ТЮ2 thin film deposited an alumina substrates. Actually, zirconia 

based lambda probes are a well-established technology in the field of combustion control in fuel 
injection engines. An experimental bench was realized in order to perform contemporary data 

acquisition of a Bosch lambda probe Mod. LSF 4.2 and а ТЮ* thin film sensors. The signals of both 

sensors is acquired with an electrometer with scanner card on real gasoline engine. Fast response 

time is observed from T i02 sol-gel sensor, while best results were obtained from first experimental 

data on Pt doped devices, that outline response time comparable with commercial probe.

1. Introduction

Studies about controllability of combustion for gasoline or diesel engines and 
the reduction of emissions by catalytic converters have been carried out to meet 
the emission standards [1-5]. However the need of the reduction of emissions 
level has led to the improvement in different fields and in particular on sensor 
systems that measure exhaust gas. The verification of long term stability of 
emission control systems is an important tool for controlling pollutants. In this 
paper we carried out tests to the aim to compare the performance of a 
commercial Bosch lambda probe LSF 4.2 and a sol-gel Ti02 thin film sensor on 
alumina substrate. The commercial lambda probe are actually based on a 
potentiometric cell of zirconium oxide, that performs a voltage output related to 
oxygen partial pressure difference between atmospheric environment and 
exhaust gases [6]. Actually slow thermal activation and expensive production 
process are disadvantages of this probe, introduced however in most fuel 
injection systems.
We evaluate response of a sol-gel Ti02 gas sensors as exhaust gas probes in 
severe conditions, like exhaust gas of internal combustion engine. The
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production process of this sensor, and particularly thin film deposition can be 
carried out on a entire wafer of alumina and with a single batch process 
obtaining 255 sensors for wafer, 2x2 mm2 with same facilities of silicon 
technology. Active film deposition technology widely used for synthesis of 
different sensitive films is sol-gel [7], a cheap chemical method, actually 
implemented in our labs in a CMOS compatible process of fabrication. This is 
an important advantage of this technique concerning low cost production and 
batch process potential.

2. Experimental

Pure Ti02 sols were prepared in a glove-box with <1 ppm H20 . Titanium 
butoxide (2.13 ml) was dissolved in 10 ml of butanol and chelated with 0.64 ml 
of acetylacetone. After 30 minutes since the addition of acetyl acetone, 0.45 mi 
of water were added dropwise, obtaining a yellow, clear sol; for the preparation 
of Pt doped Ti02 sols, to a pure sol prepared as above Pt (II) bis-acetylacetonate 
was added after dissolution in tetrahydrofuran.

Fig. 1. Spark ignition engine test bench

The amount of the Pt precursor was such to get a Pt^Ti atomic ratio of 0.05. 
Thin films were deposited from the previous sols by spin-coating onto alumina
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substrates in Iow-moisture atmosphere (about 30% RH), then heat-treating the 
films at 500°C in a tubular oven. Two layers were deposited of each material.
An experimental bench was realized in order to perform contemporary data 
acquisition of a Bosch lambda probe Mod. LSF 4.2 [8] and our thin film 
sensors. The internal combustion engine of 220 cm3 of displacement was 
mounted on bench with a modified pipe supplied with two 18 mm threaded 
holes for probe and sensors insertion into pipe (Fig. 1). Figure 2 shows a detail 
of the brass adapter realized with electrical feedthroughs to perform sensor 
heating and signal acquisition ; an electrometer with scanner card permits to 
switch from sensor to lambda probe in 0.1 seconds and acquire voltage signal 
from commercial probe and DC current from thin film sensor.

Fig. 2. Engine brass adapter for sensor

The initial warm-up time for sensor is two minutes after warm-up time of engine 
(10 minutes), under exhaust flow and contemporary heating performed by 
platinum heater embedded on alumina die; temperature of gas from engine 
ranges from 250 to 270 °C, measured with a К-type thermocouple, readed also 
from the scanner card of electrometer, in order to discriminate sensor drift 
related to modified exhausts temperature. In any case small temperature 
variations related to different regimes of engine had not effect on baseline signal 
of sensor, also during rich-lean large current shift.
About signal of lambda probe, the common zirconia based electrochemical cells 
are characterized by a voltage between two terminals of cell that satisfy the
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Nemst’s law [9]. After preliminary test to investigate optimal working 
temperature, a film temperature set between 520 °C and 800 °C was adopted 
for active film of Ti02> with electrical contact bias of 3.00 Volts. The first 
experimental protocol test set the acquisition runs on costant rotation of engine 
with acquisition frequency of 10 Hz, alternatively for both transducers. 
Measurements protocol was defined in order to have 10 minutes of warm-up 
time after engine ignition while sensor’s heater was supplied after this warm-up 
for 2 minute before acquisition, engine rotation was regulated to 3000 rpm and 
acquisition of both sensors started. Acquisition frequency was the same of 
previous tests, with 15 minutes of total acquisiton time for each temperature.

3. Results and discussion

Thin film sensor showed a good response in correlation with the Bosch probe, 
and short response time can be outpointed. A manual regulation of air/fuel ratio 
during engine run permits to obtain rapid changes of mixture composition, as 
revealed by Bosch probe with large shift from 0.9 Volts to 0.1 Volts [9].
An interesting feature is that, despite well-know long response time of 
semiconductor gas sensors [10], we obtain interesting time of response. tThe 
response of the sensor calculated as ratio of sensor current between two 
measured points, is better than one order of magnitude from rich to lean 
mixture. New investigation run was carried out to verify performance of 
undoped titania thin film versus operative temperature Graphs show the dinamic 
response of sensor to different temperatures and with different values of lambda 
ratio. Temperatures range was from 520 to 800 °C. Moreover previous 
experiments of gas sensing in titania film showed useful response time above 

С for automotive applicationsfll], so only experimental data of 
temperature between 630 and 800 °C were analyzed and elaborated, 
n Fig. 3 the thin film trasducers shows a good overlapping with com m ercial 

pro e signal, so a strong effect of film’s bulk conduction is supposable. On the 
contrary, at temperature below 800°C the sensitivity of sensor towards oxygen 
concentrations decreases while sensitivity towards other species like NOx and 
CO increases [12].
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Fig. 3: Dynamic response of pure TiCH sensor and Bosch probe at 800 °C to exhausts

At lower temperature, behaviour of thin film sensor is similar to higher 
temperatures (800 °C), but slower response time can be observed at lower 
temperature, around about 500 °C; film response is nevertheless coherent to n- 
type semiconductor conductivity both in reach and lean regimes. In fact the 
response of two trasducers can be overlapped again, with a good response at 
extreme lambda value, where commercial lambda probe saturates around 0.85 
Volts corresponding to 0.7, while Ti02 sensor permits to gain useful 
informations also at this stechiometric conditions. About the response time at 
800 °C thin film sensor seems to supply a good performance in terms of 
response time and repeatibility of behaviours during entire acquisition; response 
time at 90% of saturation currents ranges from 0.6 to 1 seconds for commercial 
probe, while our device show time between 1.5 and 2.0 seconds. Nevertheless 
an investigation about capabilities of thin film sensor to perform correct 
discriminations of different lambda value overall complete acquisition run was 
carried out.
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In order to define the protocol that permits to extract current value of Ti02 in 
correspondance of differents lambda value, three differents values of lambda 
were selected, respectively k= 0.85, h= 1.00 and X= 1.02. From official Bosch 
datasheet [9], corresponding value of probe output voltage were chosen as 
described in Table 1. Since the acquisition of probe signal showed a lot of 
spikes related to unhomogeneity of flue gas into exhaust pipe and high flow 
regimes, a preliminary median filter with 5-value window was applied to raw 
lambda voltage values acquired from electrometer. This 5-value window median 
filter elaboration apported by Matlab code [13], permits to remove single spikes 
from commercial probe acquired data and reduce false data extraction from thin 
film sensor data population. Filtered value of Bosch probe voltage was 
elaborated with conditional relation visibile in Table 1; when probe output 
ranges from 425 to 475 mV, for each point that verifies this condition, 
corresponding value of titania sensor was extracted and collected as 
corresponding to X= 1.00, in similar manner for 75-125 mV range for k= 1.02 
and 775-825 mV range for h= 0.85. All this experimental points without further 
elaboration this different values collected from sensor are plotted in Fig. 4.
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If sensor exhibits good separation properties, experimental data will arrange on 
three horizontal straight lines, corresponding to different saturation current of 
sensor for different lambda ratio. Discrimination properties become 
considerable at 800 °C for pure titania film, with clear discrimination of lambda 
values, while a little drift is visible for first period of acquisition run. This type 
of data extraction don’t require high computational power, and an ON/OFF 
output from a cheap integrated window comparator like an operational 
amplifier like LM322 [14] can be easily obtained, once defined threshold value 
of current from rich to lean mixture. Work is in progress to verifying electrical 
contacts degradation and morphological behaviour, since old gold metalization 
implemented for electrical contacts [15], was now upgraded to platinum metal.

3 Conclusions

A direct comparison of performances between a commercial Bosch lambda 
probe and a novel sol-gel thin film ТЮ2 sensor was evaluated. The test bench 
realized permits to acquire with intervals of 0.1 seconds the signal of both 
sensors and temperature. A good response is observed between different 
combustion regimes of rich and lean mixture, but the attactive feature is the fast 
response time of about 1 second from from rich mistures ( X < 0.8 ) to lean 
mixtures ( X > 1.2 ) and from lean to rich. The best response time were recorded 
for Pt doped (0.05 Pt/Pd atomic ratio) sensitive materials at 630 °C and pure 
titania at 800 °C. A 5-value windows median filter software elaboration via 
Matlab code was performed to reduce spikes from raw acquired data of Bosch 
probe. Conditional extracted experimental data of TiOz sensor were plotted vs 
time and at higher temperature for pure titania a good discrimination between 
differents values of lambda was highlighted. Also a good discrimination 
performance was obtained from Pt doped film at lower temperature, together 
with fast response time around 1.0 seconds at 90% of saturation current. At the 
moment, work is in progress to verify response repeatibility and ageing of 
electrical contacts and long term stability of active film.
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By reflectance anisotropy spectroscopy we have measured significant changes in the 
optical spectrum of Langmuir-Blodgett (LB) and Langmuir-Schaeffer (LS) porphyrin 
films, induced by vapour organic compounds (ethanol and propanol). Variations o f the 
optical signal have been mainly detected in the Soret band region of the molecule, 
namely at 2.84 and 2.88 eV, with an evident dependence upon the different cycles o f 
exposure/purging.

This result has a twofold implication: on one side it helps to comprehend the origin o f  
the thickness dependence o f RAS spectra measured at LB and LS layers; on the other, it 
opens an intriguing possibility towards the development o f a sensitive optical gas-sensor.

1 reference author e-mail: michele.russo@uniroma2.it.
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1 . Introduction

In the last decades engineering research has devoted its attention to the 
development and characterization of new gas-sensors, based on organic 
compounds as porphyrins, phtalocyanine, etc. [1 ].
Some organic deposition techniques, like Langmuir-BIodgett (LB) and 
Langmuir-Schaeffer (LS) methods [2], are now well established in thickness 
control and reliability. Moreover porphyrins, known for their particular 
properties in some basic processes of life, with respect to other organic 
molecules can be easily synthesised and deposited on different substrates by LB 
or LS deposition. As a result, by growing thin layers of porphyrins on an 
oscillating quartz, a prototype of organic sensor has been carried out [3].
A deep spectroscopic investigation of the interactions between porphyrin layers 
and organic vapours, although important for further developments in sensor 
devices, is still lacking. In this respect, optical probes are a suitable choice since 
they can be used in different experimental environments without producing any 
contamination of organic films. In particular, reflectance anisotropy 
spectroscopy (RAS) has been recently applied to characterize LB and LS films, 
showing an excellent sensitivity in monitoring very low optical changes with 
respect to traditional absorbance data [4].
In this communication we present the first RAS measurements acquired during 
the exposure of a free base porphyrin LB layer film to vapour organic compound 
(V.O.C). V.O.C. influences the intensity and line-shape of RAS signal in the 
Soret band region. Following the spectral intensity change, we are able to 
monitor the influence of ethanol and propanol on organic layers in concentration 
as low as 102 ppm. These results open the possibility of achieving a new optical 
gas-sensor prototype [5].

2. Experimental

2.1. Chemical description

5,10,15,20-tetrakis-[4-( l-Heptyloxy)phenyl]-porphyrin (H2THOPP) was 
synthesized from 4-Heptyloxybenzaldehyde and pyrrole following the Adler 
method [6] and deposited onto oxidised Si(001) substrates. LB and LS film 
depositions were carried out using a KS5000 System 3 apparatus. 1:4 molar 
mixture of H2THOPP and arachidic acid was dissolved in chlorophorm. Barrier 
pressure and dipping speed were respectively 25mN/m (LB) and lOmm/min 
(LS).
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Two samples were prepared: i) 30ML thick with LB technique; ii) 12ML thick 
with LS technique. Samples are inserted in a little plastic chamber with inlet and 
outlet gates for V.O.C.. A home-made glass window allows the optical access to 
the sample. The ethanol and propanol concentration has been varied by two flux- 
meters from 102ppm up to 2x l04ppm (saturate vapours).

2.2. RAS apparatus

In RAS one measures, in normal incidence, the difference of the sample 
reflectivity for light polarized alternatively -with frequency v0- along two 
perpendicular directions (a and b). Usually, a and b coincide with well-defined 
symmetry directions of the sample. Differently from metals and semiconductors, 
for organic systems the identification of such directions is not straightforward, 
since in this case they cannot be gathered from the superstructure yielded by 
growth.
In RAS the ratio between the difference of the sample reflectivity (AR) and the 
average reflectivity (R) is measured as a function of photon wavelength:

A R  „ R - R .
—  =  2 • * (1 )

R  R a +  R b

where Rj (i =a,b) is the square modulus of the Fresnel complex coefficients for 
reflection (r5) of polarization i.
The RAS signal is measured at the frequency v0 (about 100kHz) by a lock-in 
amplifier, as discussed elsewhere [4,7]. All the spectra have been recorded in the 
photon wavelength range 200^-800nm (1.5-^5.5eV). The samples have been 
always kept at room temperature. The linearly polarised electric field of light 
(along a and b) were aligned with the edges of the rectangular substrate. This 
experimental configuration has been chosen measuring the dependence of RAS 
spectra upon the azimuthal rotation by an angle ф around the axis perpendicular 
to the substrate and looking for the maximum signal amplitude (ф0)- 
In particular, we have monitored the optical signal variation in a reduced energy 
range (around the Soret band region, 2.84-2.88eV), during the exposure of 
porphyrins to V.O.C. at different concentrations. Finally, in the same range, we 
have followed by RAS also the effect of purging due to pure nitrogen introduced 
in the chamber. In this condition the anisotropy signal comes back to the initial 
value it had before the layer was exposed to V.O.C., in consequence of the 
reversible interaction process between layer and gas.
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3. Results

In Fig.l we report the RAS spectrum of a H2THOPP 30ML thick LB layer. The 
main positive peak coincides with the Soret band (^=431nm, 2.88eV) of the 
molecule, while the negative peak at 437nm (2.83eV) is a peculiar spectroscopic 
feature of RAS spectrum, not seen in UV-Vis absorbance data. The four 
structures at lower photon energies (known as Q bands) are related to meta
stable transitions of the free-base porphyrin.
The Soret band region of this sample appears to be particularly affected by 
exposure to saturate vapours of ethanol. In particular, the positive peak increases 
its anisotropy by some RAS units (Fig.2-i), while the negative peak decreases its 
absolute value by some tens of RAS units (Fig.2-ii). In both cases, the sample 
was exposed to V.O.C. (2xl04ppm) for 2.5 minutes. The full recovery of the 
original level, after exposure to N2, takes just few seconds.
RAS spectrum of 12ML of H2THOPP (LS deposition) is reported in Fig.3. The 
broad structure at high energy (400nm, 3.1eV) results from two terms: a known 
optical contribution of H-aggregate molecules [8] and an optical transition of 
molecule (415nm, 2.99eV). The minimum at 441nm (2.8eV) is related to J- 
aggregate molecules [8]. The huge oscillation around 465nm is not visible in 
UV-Vis absorbance spectra.
Finally in Fig.4 we show the signal variation for the LS sample, measured during 
exposure/purging cycles to different concentrations of V.O.C. (5xl02, 103, 
5xl03ppm).

4. Discussion

In a recent theoretical work [9], the oscillating behaviour of the RAS signal in 
the Soret band region, generally observed on LB and LS samples after a certain 
critical coverage value [4], is explained in terms of dipole interactions between 
the ordered porphyrin molecules adsorbed onto the substrate. A and В structures 
(see Fig.l) have the same explanation in ref. 9, with a consequent equivalence in 
their line-shape and layer-thickness evolution. On the contrary, in this 
experiment samples show clearly different trends for A and £, when exposed to 
organic vapours. A increases its anisotropy intensity of few RAS units, while В 
decreases the absolute signal value. Moreover, we note that the LS sample 
displays an anisotropic structure in a spectral region (455-5-47 lnm) where no 
optical transitions are expected for the molecule. We believe that a further 
theoretical examination on the puzzling RAS signal origin is therefore necessary. 
From reported spectra (Fig.2), we estimate a RAS sensitivity to V.O.C. in the 
order of 102ppm. To confirm this value, we exposed the 12ML film to propanol
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vapours of increasing V.O.C. concentration. As reported in Fig.4 the RAS signal 
has a reproducible behaviour during exposure/purging cycles. The porphyrin 
layer response to the gas takes few seconds: this result and the sharp intensity 
variation in the RAS spectrum allow a fast optical detection of organic vapours. 
For low percentage of organic vapours, spectral changes seems to be 
proportional to the concentration of the gas.
In summary, we have monitored by reflectance anisotropy spectroscopy the 
effect of V.O.C. to porphyrin layers. The collected data reveal the capabilities of 
RAS as a powerful tool in fast detection of small concentration of organic 
vapours and allow us to project an original optical gas-sensor prototype.

5. Figures

X(nm)

Figure 1. Ras spectrum of a LB film of 30ML H2THOPP. The dot line indicates the spectral position 
of the Soret band, as taken from UV-Vis spectra. A labels the main peak, coincident with the Soret 
band of the molecule, while В indicates the negative peak (see text).

1 1 1
10 15

min
Figure 2. i) Ras spectral variation of a LB film of 30ML H2THOPP at fixed wavelength (X=43Inm, 
2.88eV), during exposure to ethanol saturate vapours (2x l04ppm). The dot lines alternatively 
indicate the exposure of the sample to the vapours (ethanol-on) and the purging o f the LB film (No
on). ii) RAS monitoring of the LB sample at fixed wavelength (A=437nm, 2.83eV). during periodic 
cycles o f  exposure/purging to ethanol.



276

X (nm)

Figure 3. RAS signal of a H2THOPP 12ML thick layer (LS deposition). The dashed line indicates 
the Soret band spectral position in traditional UV-Vis absorbance spectra. The bold arrows specify 
the sum of RAS signal variations, during exposure of the sample to saturate propanol vapours.

min
Figure 4. Exposure/purging cycles of propanol on a H2THOPP 12ML thick layer (LS deposition). 
The RAS signal appears to be proportional to different concentrations of vapours.

References

1. J. Spadavecchia, G. Ciccarella, R. Rella, Sensors and Actuators B106 212- 
220 (2005) and references therein.

2. R. H. Tredgold, Rep. Prog. Phys. 50 1609-1656 (1987).
3. R. Paolesse, C. Di Natale, A. Macagnano, F. Davide, T. Boschi, A . 

D’Amico, Sensors and Actuators B47 70-76 (1998).



277

4. С. Goletti, G. Bussetti, P. Chiaradia, A. Sassella, A. Borghesi, O rganic  
E lectron ics  5(1-3) 73-81 (2004) and references therein.

5. M. Giordano, M. Russo, A. Cusano, A. Cutolo, G. Mensitieri, L. Nicolais, 
A ppl. Phys. Lett. 85 5349-5351 (2004).

6. A. D. Adler, F. R. Longo, J. D. Finarelli, J. Goldmacher, J. Assour, L. 
Karsakoff, J. Org. Chem. 32 476 (1967).

7. A. Salvati, P. Chiaradia, A ppl. Opt. 39 5820 (2000).
8. M. Kasha, H. R. Rawls, Pure Appl. Chem. 11 371 (1965).
9. N. Arzate, B. S. Mendoza, R. A. Vazquez-Nava, J. Phys. Condens. M atter 

16 S4259-S4278 (2004).



OPTICAL FIBER AND ACOUSTIC SENSORS BASED ON 
SINGLE WALLED CARBON NANOTUBES FOR CHEMICAL 

DETECTION OF ORGANIC VAPORS

M. CONSALES, S. CAMPOPIANO, A. CUSANO, A. CUTOLO 
Optoelectronic Division, Engineering Department, University o f  Sannio, Benevento, Italy

M. PENZA , G. CASSANO , P. AVERS A , L. CAPODIECI 

ENEA, C.R. Brindisi, Materials and New Technologies Unit, Brindisi, Italy

M. GIORDANO
Instimte of Composite Biomedical Materials, National Research Council, Napoli, Italy

Carbon nanotubes are fascinating new functional nanomaterials with remarkable 
electrical, optical, structural and mechanical properties [1]. The sensing properties of 
Langmuir-Blodgett (LB) films consisting of tangled single-walled carbon nanotubes 
(SWCNTs) used as sensitive nanomaterials for volatile organic compounds detection 
have been investigated by using Quartz Crystal Microbalance (QCM) 10 MHz AT-cut 
quartz resonators and standard Silica Optical Fiber (SOF) based on light reflectometry at 
a wavelength of 1310 nm [2,3]. The proposed detection techniques are focused on two 
key parameters in the gas sensing applications as mass change and complex refractive 
index change induced by gas molecules adsorption. High sensitivity to ethanol and 
ethylacetate vapors with concentration in the range 10-500 ppm, very fast responses and 
sub-ppm limits of detection have been observed for both sensors.

1. Introduction

Carbon nanotube research is probably the most active research field in carbon 
science at the present time. The experimental identification in 1991 of multi-wall 
carbon nanotubes [4] first attracted attention to the field, further stimulated by 
the experimental discovery of the simpler and more fundamental single-wall 
carbon nanotubes in 1993 [5,6]. The fundamental carbon nanotube can be 
thought as being formed by folding a graphene sheet to give a seamless cylinder. 
SWCNTs exhibit nanosized morphology, a high specific surface area (100-1800 
m2/g) and a peculiar hollow structure, making them excellent nanomaterials for 
highly sensitive gas adsorption at room temperature.
In this work, the sensing properties of such nanomaterial for Volatile Organic 
Compounds (VOCs) detection have been demonstrated by using SOF sensors 
based on light reflectometry at a wavelength of 1310 nm and acoustic sensors 
based on QCM 10 MHz AT-cut quartz resonators. Both transducers incorporate 
thin films of SWCNTs deposited by means of the Langmuir-Blodgett (LB) 
deposition technique, allowing the fabrication of defect-free, molecularly 
ordered ultra-thin films with controlled thickness and orientation. The optical
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and acoustic sensors, based on two different transducing principles such as 
complex dielectric constant change and mass change, respectively, provide high 
sensitivity, very low limits of VOCs detection and fast response, at room 
temperature. The simultaneous detection of targeted VOCs by using transducers 
with different principles of operation, coated by the same sensitive nanomaterial, 
could be very useful to enhance the features extraction of multicomponent 
mixtures in vapor discrimination and chemical recognition applications.

2. Principles and methods

The key point of the proposed SOF sensors is that the complex dielectric 
function of the sensitive overlayer and thus the fiber-film interface reflectance 
change upon exposure to target analytes due to their molecules adsorption into 
the film. The power reflected by the sensitive overlayer, normalized to the power 
emitted by the source, is the SOF sensor output, continuously monitored by 
means of a proper interrogation system [2,3], as shown in Fig. la.
The main principle of a QCM sensor is that a mass added or removed from a 
vibrating body changes its resonant frequency. Upon exposures, the analyte 
molecules are adsorbed by the sensitive overlayer deposited onto the QCM 
device, causing its mass loading and, in turn, changes in the fundamental 
oscillation frequency, taken as the sensor output.
The molecular engineering Langmuir-Blodgett deposition technique is a way of 
making ultra-thin organic films with a precise control over the architecture of the 
films at the molecular level. This means that films can be designed to offer 
certain desirable properties tailored to suit the application required. For this 
reason this technique has been chosen to deposit multilayers of SWCNTs onto 
both SOFs tip and QCMs substrate, appropriately buffered by a CdA buffer 
multilayer in order to enhance the adhesion of carbon nanotubes.
The deposition process of both the CdA buffer material onto the bare optical 
fiber and of the SWCNTs multilayer onto the CdA have been real-time 
monitored by means of the experimental setup reported in Fig. la. The 
normalized reflectance changes during the deposition of 20 monolayers of CdA 
onto the bare fiber and 10 monolayers of SWCNTs onto the CdA buffer (see 
Fig.lb) show that, in the case of the CdA deposition, an increasing of the CdA 
film thickness induces a decreasing of the optical reflectance, while in the case 
of SWCNTs deposition the reflectance increases with the film thickness, except 
for the deposition of the first two monolayers. It is worth to note, however, that 
different expressions rule the relationship between reflectance and sensing 
overlayers features.
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Fig. 1: a) Schematic view of the optical Fiber sensors interrogation system; b) Normalized reflectance 
changes daring the deposition of 20 Mon. of CdA onto SOF and of 10 Mon. of SWCNTs onto CdA.

As matter of fact, in the case of CdA thin film the reflectance can be expressed 
according to the following expressions:

with

I r„  + r „ ■ e ‘ t  2 | J (Eq. 1)
+ <•„ r a • e ' " 2  1

(Eq. 2)

Vcgm + Vc- fi‘ " Я

where £f and are the optical fiber and external medium dielectric functions, X 
is the optical wavelength, eCdA and dcdA represent the complex dielectric 
function and the thickness of the CdA layer, respectively. For the deposition of 
SWCNTs, instead, the reflectance can be written as follows:

R< rn + rn ■e ^ + r u -e‘lht>l) + r„r;,ru ■ e‘>3

1 + v L ■e‘h + rnru -eliM>) + r iru ■ e'h (Eq. 3)

with

(Eq- 4)
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where т]2 and p2 are provided by the expressions used for the CdA film, 
and dMTs are the complex dielectric function and the thickness of the SWCNTs 
sensing overlayer, respectively.

' ~ ~v’r.v]

• V 44 ' *:
--  ----W.’

Fig. 2: (a) SEM image of SWCNTs bundles and (b) XRD spectrum of SWCNTs powders.

The fabricated sensors have been characterized by means of SEM measurements 
(Fig. 2a), showing that SWCNTs films are organized in bundles with individual 
nanotubes arranged in a dense net, and by X-ray diffraction measurements (Fig. 
2b) on pristine SWCNTs powders from which a monolayer spacing of about 2.0 
nm has been estimated for SWCNTs. The thickness of a cadmium arachidate 
(CdA) monolayer is of 2.8 nm.

3. Experimental results

The optical and acoustic chemical sensors have been located in the same test 
chamber (1000 ml) for simultaneous exposures to ethanol and ethylacetate 
vapors. The results obtained for SOF and QCM sensors coated by 2 monolayers 
of SWCNTs onto 20 monolayers of CdA are reported in Fig 3.

t—»—г
60 90 120 ISO IK> 210

Tbne (m in) T in »  (min)

Fig. 3: Time responses of the SOF (a) and QCM (b) sensors coated by 2 monolayers of SWCNTs 
onto 20 monolayers of CdA, exposed, at room temperature, to different concentrations of ethanol 
(upper curves) and ethylacetate (lower curves).
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Although a weak drift can be observed in the time responses due to thermal 
change inside the test chamber, high sensitivity, quite good recovery and very 
low limits of VOCs detection have been registered for both sensors. The 
sensitivities to ethanol and ethylacetate of the SOF sensor, expressed as 
normalized signal changes over concentration unit, have been measured, for low 
concentrations, as 5.7-1 O'5 ppm'1 and 7.7 10'6 ppm'1, respectively. In the case of 
the QCM sensor, the sensitivity is expressed as frequency shift over 
concentration unit and has been measured as 0.51 Hz/ppm and 0.34 Hz/ppm, 
respectively. Fig. 4 reports the transient response of the SOF and QCM sensors 
coated by 6 monolayers of SWCNTs onto 20 monolayers of CdA, exposed to 
decreasing concentration of ethanol, at room temperature. As can be seen, 
differently from the QCM, the SOF sensor response increases upon exposures. 
This effect can be attributed to the fact that the film reflectance, and thus the 
SOF sensor sensitivity, is a quasi-periodic function of the film thickness. For this 
reason upon exposures, the sensor response can else increase or decrease 
depending on the thickness of the sensitive layers deposited onto the fiber end. 
This means also that by appropriately choosing the SWCNTs film thickness it is 
possible to efficiently tailor the sensors sensitivity and the sign of response for 
the specific sensing applications.

Time (min) Time (min)

Fig. 4: Time responses of the (a) SOF and (b) QCM sensors coated by 6 Mon. of SWCNTs onto 
20 Mon. of CdA, exposed, at room temperature, to decreasing concentrations of ethanol.

4. Conclusions

In summary, the sensing performances of SOF optical and QCM acoustic sensors 
incorporating carbon nanotubes as highly sensitive coatings for VOCs detection, 
at room temperature, have been investigated. SWCNTs films have been 
transferred onto SOFs and QCMs sensors surfaces, buffered by a linker- 
multilayer of CdA, using the molecular engineering LB deposition technique. 
The SOF sensors coating process has been real-time monitored during the
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deposition of both the CdA onto the bare fiber and the SWCNTs onto the CdA 
buffer material. The fabricated sensors have been characterized by means of X- 
ray diffraction and SEM measurements, and exposed simultaneously to ethanol 
and ethylacetate individual vapors in a concentration range of about 10-500 ppm 
by using a proper designed test chamber. The sensors based on SWCNTs 
provide high sensitivity, very low limits of VOCs detection and fast response, at 
room temperature. Differently from acoustic sensors, opposite behavior of the 
output signal can be obtained by using SOF sensors with a proper choice of the 
overlayer thickness, giving the possibility to tailor the sensors sensitivity for the 
specific sensing applications.
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In this work, a coated Long Period grating based novel fiber optic sensor able to measure 
the concentration o f organic analytes, in aqueous environment is presented. Syndiotactic 
polystyrene was used as sensitive polymeric layer due to its high sorption properties 
towards chlorinated and aromatic compounds. In particular, a thin semi-crystalline 
syndiotactic polystyrene film with crystalline nanoporous 5 form was deposited along the 
sensing element by using dip-coating technique. Chemical detection has been carried out 
by measuring the wavelength shift and the amplitude change in the attenuation bands o f  
the long period grating due to analytes sorption. Experimental results demonstrate the 
capability o f  the proposed sensor to detect very low concentrations (sub ppm) o f  
chloroform in water. Finally the reversibility o f  the chloroform absorption is successfully 
investigated.

1. Introduction

A topic of great interest in the field of the chemical detection is the development 
of environmental microsensors highly selective to target chemicals. The 
combination of suitable sensitive materials and sensing techniques is the key 
point for the design of microsensors based detectors.
The intrinsic and high refractive index sensitivity of LPGs has been used to 
form refractive index sensors or chemical concentration sensors [1,2]. Long 
Period Gratings (LPG’s) are photoinduced fiber devices which couple light from 
the core of a singlemode optical fiber into the fiber cladding at discrete 
wavelengths, producing one or more attenuation bands in the fiber transmission. 
The transmitted spectra are sensitive to the local environment as temperature, 
strain, bend radius and to the refractive index of the medium surrounding the 
fiber (SRI) [3]. It is attractive to consider the prospect of depositing overlay o f
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specific sensitive materials that exhibit changes in their refractive index in 
response to chemical sorption [4,5]. In this work, the integration of LPGs with 
thin films of Syndiotactic Polystyrene (sPS) was proposed for high sensitive 
chemical sensors [6]. To the aim to show the excellent performance of the 
proposed sensor, variations in the attenuation bands related to different cladding 
order modes have investigated in terms of wavelength shift and amplitude 
changes to detect chloroform in water in the range of few ppm.

2. Principle of operation

Ал LPG is an ultraviolet (UV)-induced modulation of the fiber core refractive 
index, with period between 100-500 ц т  and length of 2-4 cm. The LPG acts to 
couple light from the propagating core mode to co-propagating cladding modes. 
As direct consequence, the transmission spectrum consists in a series of 
attenuation bands centred at resonant wavelengths given by:

^res ~ [neJ '̂~nclmĵ i
where n ^  is the effective refractive index of the core mode, n ^  the effective 
refractive index of the mth radial cladding mode and A is the grating pitch. The 
effective refractive index of the mth radial cladding mode and thus is 
strongly sensitive to surrounding refractive index Ow). In addition, the higher 
sensitivity is shown by the higher order modes, and occurs at refractive indices 
approaching that of the cladding [3]. Although it is possible to enhance the 
sensitivity o f an LPG by manipulating the fiber parameters [7], however, it is 
not possible to provide chemical selectivity with a bare LPG.
In this work, in order to obtain a species-specific chemical sensor, an LPG, 
coated with a thin film of syndiotactic polystyrene, is presented. The 5 form of 
sPS exhibits high sorption capability due to its nanoporous crystalline structure 
which presents a regularly spaced array of nanocavities of well defined size and 
shape where low molecular weight substances can be hosted. In particular, the 
sorption in the crystalline domain would induce an increase in the material 
density leading to an increase in the refractive index[4,5]. Moreover, the sPS, 
which refractive index is higher than the cladding one can operate in water 
environments. In these conditions, the exposition of the sPS coated LPG would 
induce a consequent modification of the cladding modes distributions leading to 
a wavelength shift of the attenuation bands combined with amplitude changes.

3. Sensor Fabrication

The dip-coating method was used to deposit the 6 form sPS layer on a standard 
30mm long LPG, with period of 340цт. The optoelectronic set-up comprises a
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broadband superluminescent diode (2mW) and an optical spectrum analyzer 
for transmitted spectrum monitoring with a resolution of 0.05 nm. A properly 
holder was designed in order to fix the fiber without changing its tensional and 
bending state, as shows in fig. 1. It comprises two complementary moulds of 
Teflon, forming a 50mm long test chamber. The temperature was held constant 
at 20°C. The bare LPG was characterized in terms of wavelength shift and 
amplitude changes of the attenuation band centered around 1300 nm as function

Holder Optical fiber *

Chai"ber

Fig. 1. Schematic diagram o f the sample holder (not in scale).

of the external refractive index showing a sensitivity of -5.06nm and 3.59dB 
referred to the distilled water as surrounding refractive index, respectively.
With the aim to obtain a thin film, a sPS chloroform solution (2%b.w.) is used. 
In particular, the test chamber is filled up with sPS solution and then it is 
emptied out in about 3 seconds.
After the deposition the transmission spectrum of the attenuation band centered 
around 1300nm, showed a blue wavelength shift of 2.45nm with air as external 
medium. Since the sPS film refractive index is 1.5781 [5], this effect is probably 
due to a layer thickness less than 250nm, in agreement with Tatam et al. [8].

4. Experimental results and discussion

Chloroform was used as analyte to test the performances of the opto-electronic 
sensor for chemical detection. Measurements consisted in recording the 
transmitted spectra of the sensing grating as the sorption of the analyte in the 
nanocavities promotes an increasing of the polymer layer refractive index. The 
spectra were recorded every 40 seconds and a centroid analysis allowed 
computing the central wavelength of the attenuation band. The sensitivities and 
the response time are related to the overlay thickness and the order of the 
investigated cladding mode coupling. In particular, thinner is the thickness 
faster would be the sensor response, while a higher sensitivity can be achieved 
by a properly chosen of the grating features. To this aim the attenuation band 
related to two cladding modes and for different thickness overlay are 
investigated.
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Fig. 2. Time response o f  the sensor, referred to attenuation band centered around 1300nm.

The holder, with the sPS coated LPG, was connected with a thermostated 
beaker (20°C), containing initially 1 liter of pure distilled water. In this way, the 
holder was filled up of pure water. Analyte (chloroform) was then added by 
successive steps of lOppm (fil/1). The solutions were always magnetically stirred 
in order to ensure the maximum dispersion of the analyte in water and then 
added to the holder with the sensor. Chloroform sorption induces an increase in 
the overlay refractive index leading to higher effective refractive index for the 
coupled cladding mode. As direct consequence, two effects are evident: a blue 
wavelength shift, according with eq. ( 1), and a decrease of the peak 
transmission loss due to a lower coupling coefficient produced by a diminution 
of the cladding mode intensity within the core layer. Fig. 2a and 2b show the 
time responses of the sensor in terms of amplitude changes and wavelength blue 
shift during the addition of chloroform, respectively. When the chloroform is 
added, the equilibrium response of the sensor progressively decreases. The 
lOppm and 20ppm chloroform concentrations induce a wavelength shift of -
0.96nm and -1.26nm, respectively, and amplitude changes of 1.20dB and 
1.57dB, respectively. This is probably related to the combination of the non 
linear behavior of the effective refractive index of the coupled cladding mode on 
the overlay refractive index with the non linear relationship between adsorbed 
mass of chloroform and its concentration in the liquid phase. Non linear 
sorption equilibrium was, in fact, reported in literature for sorption in the vapor 
phase [5]. Moreover, the difference in wavelength shifts time response between 
the lOppm and 20ppm chloroform concentrations is probably due to the reached
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Fig. 3 Time response o f  the sensor higher thickness coating layers and for higher order 
cladding mode.

saturation of the nano-cavities in the crystalline phase. Sensitivities o f -
0.130nm/ppm and 0.163dB/ppm in terms of wavelength shift and amplitude 
changes, respectively, were observed, in the range 0-10ppm. With the resolution 
provided by the optical spectrum analyzer, sub-ppm detection of chloroform in 
water is possible with the proposed sensor
Higher sensitivity was also observed for higher thickness coating layers and for 
higher order cladding mode demonstrating the excellent performance of the 
proposed configuration, as shown in fig. 3. Here the amplitude changes and 
wavelength shift related to the attenuation band around 1550nm is observed. 
The lOppm chloroform concentrations induce a wavelength shift of -7.0nm and 
amplitude changes of 2.64dB. In this case the sPS debsorption in pure water, 
showing the excellent performance of the proposed sensors, is observed.

5. Conclusions

In this work, a chemical fiber optic sensor, based on Long Period Fiber Gratings 
coated with syndiotactic polystyrene thin film, able to detect few ppm of 
chloroform in water is presented. The sPS exhibits high sorption capacity and an 
improved selectivity towards low molecular weight substances. The thin film of 
5 phase sPS was cast by dip-coating around a standard LPG. Wavelength shifts 
and amplitude changes have been observed in the attenuation band of the coated 
LPG due to the addition of few ppm of chloroform in water. Sensitivities of -
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0.130.m/ppm and 0.163dB/ppm, in terms of wavelength shift and amplitude 
changes in the range O-lOppm have been obtained by monitoring the attenuation 
band related to the 3rd cladding mode. Higher sensitivities have been obtained 
monitoring the attenuation band associated to a higher order mode, as a higher 
thickness coating layers is dipped. Finally, to prove the excellent performance of 
the proposed sensor the desorption capability of the sPS coated LPG is 
successfully investigated. Experimental results demonstrated the capability of 
the proposed sensor, at low concentration levels, to perform sub-ppm detection 
of chloroform in water. Sensitivity and response time can be significantly 
improved by a proper choice of the sensing grating features and the layer 
thickness.
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This study identifies an n-type porous silicon material that responds in a rapid 

and reversible manner to sulphur dioxide at room temperature, by an high 

quenching of its photoluminescence (PL), even at concentrations in the range 

of hundreds of ppb. PL quenching behaviour of this material has been 

investigated in nitrogen and in air, operating mechanism discussed, at the 

purpose o f utilizing it for the fabrication of a stable device, that could satisfy 

the severe environmental requirements imposed by current laws.

1.1. Introduction

Worldwide, sulphur oxides and in particular, sulphur dioxide (S 02) are emitted 
by both man-made and natural sources of combustion. Erupting volcanoes and 
decaying organic matter are two examples of natural sources which release 
sulphur oxides. Commercial combustion in industrialized regions is the largest 
single source of sulphur oxides pollution locally.

Acidic deposition, or acid rain as it is commonly known, occurs when 
chemically laden emissions react in the atmosphere with water, oxygen and 
oxidants to form various acidic compounds. These compounds then fall to the 
earth in either a dry form (as gas and particles) or wet form (as rain, fog, or 
snow). The acid rain causes surface water acidification and damages trees. High 
concentrations degrade visibility and pose a risk to public health. High levels of
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S 0 2 have proved to cause or aggravate various types of lung disorders [1 ]. In 
addition, acid rain accelerates the decay of building materials and paints.

In Italy the D.M. 2.04.2002 n.60 establishes that S 0 2 concentration limits are: 
350 jig/ m3 (134 ppb) for 1 hour and 125 p,g/ m3 (47 ppb) for 24 hours. 
Commercial sensors (in particular electrochemical) are not useful because they 
operate generally in the range 0-10 ppm with a low resolution (400 ppb at least). 
At this moment only expensive techniques are utilized in environmental stations 
to monitor this pollutant. It would be very desirable to discover a sensible, low 
resolution, cheap, solid state sensor working at room temperature.

The feasibility of a S 0 2 solid state sensor using porous silicon was initially 
proposed by T. Kelly, J.K.M. Chun and A. Bocarsly [2], who observed that 
oxide-coated porous silicon p-type photoluminescence is slightly quenched by 
gas phase S 0 2 (1,2 % at 650 nm in argon atmosphere) and proposed a 
mechanism to explain such quenching. In particular they speculated on the 
increase of Pbj defects at the interface porous silicon-silicon oxide, as 
responsible for the response to S 0 2. Therefore, they attributed to iodine 
molecule, a photoluminescence quenching on the porous silicon based on a 
similar mechanism [3]. Clearly, a major problem with using oxide coated porous 
silicon is the oxide layer itself. Over the time the oxide layer grows to a point 
where the luminescent silicon is no longer sensitive to the quenching effects of 
S 0 2 , and the sensor in few weeks fails [4].

Herein, we report on a very specific, reversible, strong interaction between n- 
type porous silicon and sulfur dioxide at room temperature, in nitrogen and in 
air. This interaction could be used for the realization of a sensor device, since, as 
we show in the following, its PL quenching is ten-fold higher than the sensor 
proposed by Bocarsly and the lifetime is twenty-fold higher.

1.2. Experimental

Single-crystal < 100> phosphorus-doped n-type silicon wafers with 1 Q-cm 
resistivity, 525 micron thick, have been used for the current study. Before 
anodization a 1500 A thick ГГО back contact has been deposited on substrates 
by e-beam evaporation. Porous silicon samples 70 |im thick have been fabricated 
by electrochemical etching, using a solution of HF: H20: 2-Propanol (35:40:25 
wt %), at a constant current density of 40 mA/cm2, under the light of a 300W Hg 
lamp positioned at 15 cm from the sample. The etching time was 14 minutes. 
After the etching, samples have been rinsed in pentane, dried using N2 and 
oxidized spontaneously in air for 6 week. PL quenching measurements were 
performed in a pressure chamber equipped with mass flow controllers. Through 
a quartz window, PL was excited by He-Cd Laser radiation (441 nm). Emission 
spectra have been collected and recorded by a CCD spectrometer. The gas-bottle 
of S 0 2 used for this study has a concentration of 10 ppm in air.
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1.3. Results and Discussion

The obtained porous silicon has a photoluminescence emission between 500 and 
800 nm with maximum around 650 nm.

We characterize its sensing properties with respect to S 0 2 by the following 
experiments. The first consists in keeping the sample in nitrogen flow, exposing 
it to 10 ppm S 02 in air for 3 minutes and monitoring the photoluminescence 
behaviour. Dynamic response in nitrogen to the pollutant gas is reported in Fig
1. In presence of S 0 2we observe a very high quenching of photoluminescence, 
that reaches its maximum value (25-35% at 642 nm) in 7 minutes. When S 0 2 
source is removed and the material exposed again to the nitrogen flow, quickly 
recovers and the sample becomes available for new responses. In other terms, 
the sensor in N2 atmosphere is reversible.

The exact entity of the quenching depends on substrate photo-oxidation. In 
particular it is noticeable that laser light in presence of air (carrier of the S 0 2) 
oxides porous silicon in an irreversible manner. Sensing properties, as it is 
known, lays to the presence of some superficial oxide. If we consider exposition 
to the light time equal to the measurement time (< lmin) the light will not have 
much effect on the first response, while it will acquire progressively importance 
for the successive exposures.

Moreover, in nitrogen atmosphere we verify sensibility of our material. The 
minimal concentration that we can monitor with our apparatus is 1/10 of the 
nominal concentration of our gas bottle, i.e. 100 ppb. By exposure to 100 ppb of 
S 0 2 we observe a 4% PL quenching.

On the basis of previous considerations with respect to the photo-oxidation 
process, the behaviour in air of our material is supposed to be more complex. 
Laser light photo-oxidizes the material in air and this influences S 0 2 sensing 
behaviour. It is interesting to note that response to the gas is definite and 
different with respect to the PL quenching in air, where under the laser light, PL 
intensity decreases with a predictable kinetic up to the PL stabilization. It is 
possible to perform the measurement before and after the stabilization. Before 
the stabilization exposure to the S 02 determines a PL quenching which is the 
sum of that foreseen in the air plus the definite amount lied to the gas.
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Figure 1. Dynamic response of the sensor to 10 ppm of SO2 in nitrogen (a) and in air (b).
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We think that the PL quenching due to the air and the interaction with SO2 
operate independently, likely at different sites of the surface.

In air, under laser illumination, porous silicon photoluminescence declines by 
a slow and irreversible photo-oxidation process. In such condition exposure to 
S02 causes a quenching simultaneous and competitive with respect to the photo
oxidation At the aim of characterizing the performances in air of our sensitive 
material we stabilized photo-oxidation (it is possible in approximately 3 hours) 
and then exposed it to S02-In Figure lb  it is reported the evolution of a system 
stabilized in air and then exposed to 10 ppm of the pollutant gas. 
Photoluminescence quenching is now between 15% and 20 %. Restoring in air 
seems possible, although it is quite slow as it requires a few hours.

In order to understand the operating mechanism of the sensor we have made a 
simple chemiresistor device, based on the same porous silicon material, 
contacted with a gold film deposited above its surface and with ITO on the back 
and we have measured electric current after exposure to S 0 2. It is observed a 
rapid decrease of the electrical current in the porous silicon n-type, in 
correspondence of the exposure to the pollutant gas (see Figure 2).

3X10* 4X10* 5x10* 4*10* 
Um*(>)

3.800X10'*

3.600X10"-

Figure 2. Electrical current o f the chemiresistor exposed to SO2.

As for as the operating mechanism is concerned we believe that the electrical 
current decrease can be lied to an electronic transfer from porous silicon to 
sulphur dioxide. In Figure 3 we report FT-IR spectra recorded before (solid line 
in Fig 3), and after (dash line in Fig 3) exposure to iodine of our sample and 
after restoring of their photoluminescence by flowing with nitrogen (dot line in 
Fig.3). It is known by the literature that S 02 and iodine induce a similar PL 
quenching on the oxidized porous silicon samples p-type [5] and we have 
experimentally verified that exposure of our material to iodine determines a 
reversible PL quenching. IR-spectra show a general trend of high absorbance 
and an unusual increase in the 3300-3600 cm and 1600-1800 cm regions. In 
the same regions nitrogen flow restoring produces shape modifications of the 
bands. In particular maximum absorbance of 3300 band shifts to slower wave- 
number and at 1400 cm' 1 appears a new band. These experiments seems to
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confirm that exposure to S 0 2 cause an increase of Pbj paramagnetic defects to 
the interface between porous silicon and porous silicon oxide, with concomitant 
enhancement of unpaired electrons (increase of system absorbance), variation of 
Si-O-Si bonds (1400 cm' 1 band), formation of transitory OH-bonds. There is 
probably a transfer of electrons from PS to d-orbitals of sulphur dioxide, with 
concomitant other Pbt creation. As a result electrical current decreases and there 
is a general trend of higher absorbance.

Figure 3. DR Spectra are reported before (solid line) and after (dash line) exposure to iodine 
and after restoring with nitrogen (dot line).

At this stage of knowledge there are no further evidence supporting a different 
sensing mechanism. Despite the mechanism proposed by Bocarsly is not 
exhaustive and does not explain photo-oxidative behaviour, it still represents a 
good basis for the comprehension of the interaction between our porous silicon 
and sulphur dioxide.

1.4. Conclusions

In this work has been obtained an n-type porous silicon sensitive material, that 
responds rapidly and reversibly to S 02 in N2, with a surprising 35% PL 
quenching at 10 ppm and a good sensitivity (100 ppb). The same response has 
been obtained in air, but the reversibility is lower than in N2. We have been 
studying the operating mechanism, at the purpose of fabricating a device based 
on the excellent sensing properties of our substrate with respect to the pollutant 
gas.
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In this paper a study on In203-based oxygen sensors operating at low temperature is 
reported. The accurate control of the morphology and grain size, achieved by applying a 
new non aqueous sol-gel modified route, allowed us to obtain oxygen resistive sensors 
with enhanced sensitivity at low temperature. The effects of operating temperature and Pt 
doping on the sensor response and the sensing mechanism were evaluated.

1. Introduction

Oxygen sensors have their main applications in the control of combustion 
process. These devices (lambda-probes) are used in the control of air-to-fuel 
ratio for improving the engine efficiency. However X-sensors, for environmental 
and functional reasons, work only at high temperature.
Oxygen monitoring under mild conditions has applications in the medical field, 
food processing and waste management industries.
So far, very few n-type metal oxide have been reported as oxygen sensors at low 
temperature (< 300 °C) and moreover the sensitivity of these devices is very low. 
In literature is reported a nanosized p-type oxide (SrTi03) as possible candidate 
for low temperature oxygen sensing [1-2]. SrTi03 has a perovskite structure and 
gives an appreciable oxygen response at 40 °C. However, it presents a low 
conductance and this reduces the capability of reading the baseline signal by 
using conventional instrumentation and makes the oxygen measurement 
acquisition very noisy.
In the present work we focus our attention on 1п20 з  as a sensing material for 0 2 

at low temperature. In20 3 is a n-type, low resistive oxide promising for gas 
sensing application [3-5].
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Since the application of nanostructured materials in the gas sensing field is a way 
for the optimization of the devices performance in term of sensitivity and 
response time [6-8], we have opportunely sized the 1п2О з in the nanometer scale 
by using a new synthesis method through a non-aqueous chemical route. 
Addition of Pt into the 1п20 з  sensing material to promote the O 2 response has 
been also evaluated.

2. Experimental

Nanopowders of 1п20 з  were synthesized by a sol-gel modified route useful for 
the preparation of nanometric crystalline particles of different oxides [9]. Indium 
isopropoxide 1п(ОРг)з was used as precursor. It was mixed to benzyl alcohol, 
put into a glovebox and maintained in autoclave for two days at 220 °C. The 
ln20 3 powders obtained in this way were finally calcinated at 400 °C.
The microstructural characterization was carried out by a powder diffractometer 
Bruker D8 for XRD measurements and by a Philips CM200 FEG microscope for 
ТЕМ analysis.
Pt/In203 powders were also prepared by impregnation of the indium oxide
nanopowders with an aqueous solution of H2PtCl6. The noble metal loading was 
1 wt %.

Sensors were fabricated by mixing the nanopowders with water to create a paste 
which was successively painted onto rectangular alumina substrates supplied 
with Pt mterdigitated electrodes and heaters, and treated at 350 °C to stabilize 
the film texture.
Gas sensing test was carried out by using an home made computer assisted 
apparatus and reading the resistance variation of the realized devices in dry flow 
of nitrogen containing different concentrations of oxygen, ranging from 2.5 to 
20% in volume. The working temperature during the measurements was varied 
from ambient (-25 °C) up to 350 °C.

3. Results and discussion

3.1. Microstructural characterization

The 1п20з powders analyzed by XRD have shown high crystallinity and the 
characteristic diffraction peaks of the cubic phase. Their size, evaluated by the 
Scherrer equation, are around 20 nm. These data have been confirmed by a 
detailed HRTEM analyses, as elsewhere reported [10].
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Before the sensing tests, ln20 3 sensors were activated at 350 °C in air, then 
returned at room temperature and stabilized in dry nitrogen since the signal 
baseline reached a stable value. Then the dynamic of the response was evaluated 
at different temperature up to 350 °C.
Pure ln20 3-based sensors give a measurable response to 0 2 at near room 
temperature but the dynamic of the response is too low. To promote both the 
sensitivity and response time tests were carried at higher temperature. Figure 1 
reports the dynamic response, registered at 80°C, to successive pulses of oxygen 
ranging from 2.5-20% in dry N2. The calibration curve shows in this range of 
concentration a good linearity.
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Figure 1. Dynamic of the response of the 1пгОз sensor at 80 °C and relative calibration curve.

As expected temperature promotes the response to oxygen with a maximum 
around 250 °C. A significant difference in the response behavior can be noted 
observing the shape changes in the response curves. Three ranges of temperature 
are easily identifiable as reported in figure 2: a) low (<100 °C); middle (100-200 
°C); high (250-350°C).

3.2. Sensing tests
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Figure 2. Characteristic response shapes during exposure to 20% o f O2.

This effect was attributed to the change of the sensing mechanism by increasing 
the temperature from surface to bulk-interaction. By expressing the response of 
an oxygen sensor in the usual form [1 1 - 12 ]:

a o c - o c  pOl/m
R 2

where a  is the conductance and p0 2 the partial pressure of oxygen in the gas 
stream, and plotting the calibration curve as a log-log plot of conductance vs. 
p 0 2, we can calculate the m parameter value, as reported in Figure 3.

pC>2 (atm)

Figure 3. Conductace vs. рОг plot of the undoped sample at different temperature.
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The slope 1/m, at all the temperature investigated, is negative, confirming the n- 
type behavior of ln20 3. Moreover the slope absolute value, |l/m| at low 
temperature is near to Viy while at 300 °C it is about XA , corresponding to surface 
and bulk sensing mechanisms, respectively [13].

3.3. Pt-doping effects

The addition of Pt to indium oxide was found to strongly increase the response 
to 0 2 in the whole range of temperature investigated. Figure 4a show the 
beneficial effect of Pt-doping on the 0 2 response at different temperatures.

Figure 4. Pt-doping effects on the response to 20 % o f O* a) at different temperatures; b) transient 
response at 80 °C.

The slope, 1/m, of the calibration curves calculated for the Pt-doped samples is 
the same as for the undoped samples, suggesting that the noble metal does not 
modify the sensing mechanism.
Further considerations on the Pt-effect may be made on the response dynamics, 
observing the response and recovery times successively to pulsed exposure to 
20% of 0 2 for the pure and doped samples at the temperature of 80 °C (Fig. 4b). 
The presence of Pt reduces the response and the recovery times making the 
sensing dynamics faster.
The oxygen activation in this range of temperatures well explains the above 
reported phenomena with an effect of Pt on the adsorption and exchange of the 
atmospheric 0 2 on the sensing layer, considering the well known effects of Pt on 
the 0 2 dissociation [14]. These dissociated O' species can diffuse easiest in the 
bulk, improving the characteristics of sensitivity and dynamics of the Pt-doped 
sensors.
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Semiconductor based 0 2 sensors operating at low temperature have been 
successfully realized by using ln20 3 nanostructured powders. The response 
mechanism and Pt-doping effects on the indium oxide response were evaluated. 
The addition of Pt enhances the response to 0 2 of ln20 3 powders and decreases 
the response and recovery time. It acts by providing a greater number of oxygen 
chemisorption sites and favoring the kinetic of exchange of gaseous 0 2 with 
adsorbed oxygen species on the ln20 3, without modifying the sensing 
mechanism.

4. Conclusions
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RPC (Resistive Plate Chambers) are used as trigger detectors of the muon system in LHC 
experiments (ATLAS, CMS and ALICE). These detectors are made of phenolich- 
melaminic laminate electrodes, coated with a polymerized linseed oil film delimiting the 
gaseous sensitive volume. Our purpose is to understand the relative humidity (r.h.) 
influence on the conduction mechanisms in these electrodes. We present here the results 
of amperometric measurements on sample kept at fixed temperature 22° С on r.h. 
ranging within 10 and 90 % in cyclic way.

1. Introduction

The purpose of the present paper is to study the humidity effects on the 
electrodes of a planar gaseous detector which is known in the particle physics as 
Resistive Plate Chamber (RPC).1,2,3
RPCs are made of 2 parallel electrode plates which define a gaseous gap of 2 
mm. When the gas is ionized an electrical discharge is generated by the uniform 
field of about 5 kV/mm acting inside the gap. The electrode plates are made of 
thermoset polymer laminates 2 mm thick, with a phenolic core sandwiched 
between two melaminic superficial layers. In order to reduce the detector noise 
the electrode plate surfaces faced to the gas are coated with a polymerized 
linseed oil layer about 1 micron thick. Phenolich and melaminic laminates

f C o r r e s p o n d i n g  A u t h o r :
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exhibit a moderate bulk electrical conductivity which is sufficient to feed the 
electrical discharges in the gas.
For the LHC applications these electrodes are required to conduct a stable 
current of the order 100 jiA-m 2 during about 10 years operation. For such large 
current densities we have observed a gradual resistivity increase for long 
working times. We have show that this ageing phenomenon4, can be reduced or 
eliminated when the plates operate in a humidified environment (r.h. > 40%). 
This paper is dedicated to study the interaction of the electrode surfaces with 
water vapor. For this purpose we monitored the surface conductivity of a 
number of small size phenolic melaminic laminates both oil coated and 
uncoated, that were kept under well defined r.h. conditions. This investigation in 
addition of giving information on the water ad/absorption mechanisms has also 
the merit of focusing on a parameter like the plate surface resistivity which is a 
potential unwanted effect r.h. increase.

2. Experimental Setup

The test was carried out with a cylindrical stainless steel cell of 40 cm3 volume 
flushed with nitrogen of the wanted r.h. Both temperature and r.h. were 
measured by proper sensors located inside the cell.
Samples of lxlcm  were introduced in the cell. The surface conductivity was 
monitored insider an area delimited by two thin electrode fingers 10 mm long 
and 4 mm spaced. Relative humidity (r.h.) inside the cell was regulated with a 
two channels MKS mass flow meters which mixed the a stream of dry and wet 
N2-3 Mass flow meters operated at a constant total flow rate of 200 standard 
cm /min. The electrical response of the resistive-type samples to r.h. variations 
were tested.
The resistance values were measured using the standard two probe method and 
recording the current vs volt (I/V) at fixed r.h. or the electrical response towards 
r.h. variations, at constant applied voltage (5 Volt, T=22 °C).

3. Results and Discussion

The I/V characteristic (Fig. 1), performed at r.h. « 9 % on sample coated (a) with 
linseed oil, showed a typical linear behavior in the range between (-10 — 1-10) 
Volt without a noticeable hysteresis. Measurements at r.h. * 90 %, (-5 -  +5) Volt 
were also performed to highlight the electrical conductivity modification induced 
by a r.h. near to the dew point.
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V (Volt)

Figure 1 . 1/V characteristic coated sample (a) recorded at r.h = 9% , applied voltage -1 0 , +10 Volts, 
step delay 1 s and at r.h = 90, applied voltage -5 , +5 Volts, step delay 4 s.

In order to obtain a more complete information, we also performed resistive 
measurements by scanning the r.h. at fixed applied voltage.
Cycles amperometric (Fig. 2) varying within 10 and 90 % r.h., with applied 
voltage 5 Volt and time step ts = 300 s, on three linseed oil coated sample and 
three uncoated sample for comparison were recorded.
The response curves (Fig. 2) show a large change of current intensity, which 
point out a significant interaction of polymeric surface with the water vapor. A 
current intensity increase with relative humidity has been found for all samples. 
Stronger effects have been registered for bakelite laminates coated with linseed 
oil film as showed in figure 2.
Different exposure times between 2 - 2 0  hours to relative humidity don’t affect 
the behavior of electrical response. The effect of the duration times of each r.h. 
step is shown in fig. 3 and fig. 4 for uncoated and coated samples.
For the uncoated sample with linseed oil two time step were tested, ts = 300 s 
(corresponding to a full cycle with about 7 hours lasting) and ts = 600 s (about 
14 hours). Both cycles very similar, showing, a knee due to a faster current 
increase for r.h. values above 70 %.
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Figure 2. Electrical response towards r.h. variation of tree oil coated and tree uncoated samples (5 

Volt, time step ts = 300 s).

For the coated sample with linseed oil (Fig. 4) four time steps were tested, 
ts = 90 s ts = 300 s, ts = 600 s, ts = 900 s corresponding a full cycle of 2h, 7h, 
14h or 20 hours respectively.
Even in this case the surface interaction with water vapor seems to be weakly 
influenced by the exposure times. For a r.h. change from 10% to 90% we 
observed a a current increase in the range of 10' 11 -  10‘9 A for uncoated samples 
and a range of 10 10 -  10 8 A for the coated samples.
The variation is almost two orders of magnitude in both cases, the conductivity 
of the oil coated samples being about a factor of 5 higher with respect to the non 
coated samples.
Moreover the peaks of current at the maximum r.h. are all sharp and in phase 
with the r.h. (black line in fig. 2) both for coated and uncoated samples. On the 
contrary the deeps of current at the minimum r.h. are also sharp and in phase for 
the oiled samples but look much wider and some 50 min delayed with respect to 
the r.h. for the non oiled samples.
Samples have shown a different responses to r.h. variation suggesting a different 
ad/absorption mechanism.
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Figure 3. Electrical response towards r.h. variation uncoated sample with two different time step ts 
300s, ts = 600 s (5 Volt).
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Figure 4. Electrical response towards r.h. variation coated sample с with four different time step 
ts = 90s, ts = 300 s, ts = 600 s, ts = 900 s (5 Volt).
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The material exhibits good reversibility properties. Moreover consecutive 
measurements have shown the absence of memory effects, caused by irreversible 
or temporary modifications on this scale of times.

4. Conclusions

We have shown that the phenolic melaminic laminates with both oil coated and 
uncoated surfaces have a significant interaction with water vapor. In particular 
our data indicate that

a) this interaction is stronger for the linseed oil coating than for the natural 
melaminic surface of the laminate

b) the response to r.h. changes is faster in the of the oil coated samples
c) the desorption time is similar to the absorption time for the oiled sample 

and substantially longer for the non oiled samples
d) non oiled samples show a significant slope change around 70% r.h. in 

the plot of I vs r.h. This change is weaker for the oiled samples. This 
observation suggests that the water penetration in the bulk is more 
important for the non oiled samples.
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Ca- and Pd-doped iron oxide thin films have been prepared by a liquid-phase deposition 
method (LPD) starting from aqueous solutions of the precursors. Aim of this work is to 
investigate the role o f Ca and Pd in modifying the sensing properties o f Fe203 thin films 
for ethanol vapor sensing. Thin films sensing properties were investigated at constant 
relative humidity (50%) varying the sensor working temperature in the range 200-400°C. 
The response to some interferent gases like NO2, CO, NH3 was also studied. Ca doping 
was found an effective way to enhance the sensor response and also to increase the 
selectivity to ethanol. Pd doping improves the recovery times but decreases the selectivity 
to ethanol enhancing the CO response.

1. Introduction
The monitoring of alcohol vapors by means of miniaturized devices can be 
useful for the prevention of road accident caused by guide in state of drunkness. 
Indeed, these small gas sensors can be easily integrated in the cellular 
telephones or in AQS of the cars, as recently proposed [1].
MOS devices respond to many of the specific and stringent technical 
characteristics of the safety sector. Moreover, an opportune tailoring of the 
sensing layer with the use of catalysts and/or promoters may improve the 
unsolved question about the lack of selectivity [2-3].
In our previous works we investigated the effects of the addition of CeC>2, a 
basic additive, to film of Fe20 3 for the monitoring of different alcohols [4-5].
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In this work we extend the investigation to the addition of another basic 
promoter, Ca, and a catalytic modifier, Pd, in order to promote the ethanol 
sensing characteristics of iron oxide films.

2. Experimental

The sensor devices have been realized in the thin film configuration by 
depositing sensing layers of different compositions (see Table 1 ) on alumina 
substrates (3x3 m m ) supplied with gold electrodes and Pt heater by LPD 
(Liquid Phase Deposition), as described in detail elsewhere [6]. The starting 
precursors were Fe(N03)3, Ca(N03)2 and PdCl2, dissolved in water to give 
solutions 0.01 M and mixed in the opportune volumetric ratios. Thin films 
obtained in this way were successively calcined at 400 °C.

Table 1. Sensors codes and compositions.

Sensing element composition 
CODE (moles %)

Fe Ca Pd
FelOO 100 «.
FeCa05 95 5
FeCalO 90 10
Pd02-FeCa05 93.1 4.9 2
Pd05-FeCa05 90.25 4.75 5

е е ectrical response of the thin films was studied by monitoring the change in 
con uctivity when gas traces were fed into the test chamber. Since the device 
was lased at constant voltage (1 V) the change in conductivity was revealed by 
a variation of the current flowing through the device. The working temperature 
was varied between 200 and 400 °C.

All measurements were performed by keeping the test chamber at constant 
relative humidity (RH=50%) measured at 20°C. The gas carrier (synthetic air) 
Sf it!6816 ?ases’ ethanol, CO, NO2 and NH3 come from certified bottles. Details 
° f , e mixinS systems principle can be found elsewhere [7]. The concentration 
otm eexairnnedspec.es are: ethanol (100-500 ppm), CO (100-500 ppm), N 0 2 

ppm ) and NH3 (25 ppm). Total flow was kept constant at 300 seem.

3. Results and Discussions

^^ trica l measurements were addressed to the study of the 
“ Г / ' 1*  eleCtri0al conductance of the FejOj-based thin films as a 

semirrm^0 6• °Perat*n8 temperature. Iron oxide, as all the metal oxide 
atmosnhf>UC °u i? sens^ ve t0 oxygen and other gases and/or vapors in the 
between lh ° angf s *ts conductivity due to surface and/or bulk interaction 

e gases a sorbed and activated on its surface and the lattice ionic
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species, and to the operating temperature which modulates the fundamental 
adsorption-desorption processes on the active surface of the sensing layer.

The undoped iron oxide film has an n-type behavior. Therefore, in 
consequence to the interaction with ethanol (a reducing vapor), the electrical 
resistance decreases. However, it present , in air, an high resistance. At 200°C 
the baseline resistance was too high to obtain affordable measurement with a 
picoammeter. The baseline resistance of the thin films is of about 10 G& at 
300°C and decrease to about 1 G£2 at 400°C. As expected, the presence of Ca 
increases the resistance and, due to this effect, there is an obvious difficulty in 
the signal reading on the Ca-doped films with higher Ca loading.

In the range of temperature investigated, on all the samples, a high response 
towards ethanol was observed. Moreover, the relative response towards CO and 
N 0 2 is one order of magnitude lower than that towards ethanol. Figure 1 reports 
the dynamic responses (a) and calibration curves (b) at 300°C of FeCa05 and 
Pd05-FeCa05 sensors towards ethanol, compared to the undoped FelOO sample. 
Data are expressed in relative scale, showing I/I0 ratios, where I is the value of 
current flowing thought the device in the presence of the target gas and I0 is the 
baseline value of the current on the sensor in the reference wet air.

— FelOO
-  FeCa05

-  Pd05FeCa05

100 ppm 20 0 ’, ’m
500 ppm

120 180 240 300 360 420

Time (min)

Figure 1. Dynamic responses (a) and calibration curves (b) to different concentrations o f ethanol of 
the FelOO, FeCa05 and Pd05-FeCa05 sensors at 300 °C.

These results evinced moreover that the sensors dynamic is fast: the 
response and recovery times are lower than 100 and 200 sec respectively, for all 
samples. At this temperature, the addition of Pd, although doesn’t affects the 
sensitivity, makes the recovery time faster (Figure 2).
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Figure 2. Comparisons o f the response and recovery times o f the FelOO, FeCa05 and Pd05-FeCa05 
samples at 300 °C.

Figure 3 shows the response dynamics (a) and calibration curves (b) at 400 °C

Fe100
FeCa05
Pd05FeCa05

500ppm
a)

lOOppm
200ppm

V

1 I ■ I '— I— 1— I— '— I— I— I—
1920 1980 2040 2100 2160 2220 2280 2340

Time (min) Ethanol (ppm)

Figure 3. Dynamic responses(a) and calibration curves (b) to different concentrations o f ethanol o f  
the FelOO, FeCaOS and Pd05-FeCa05 sensors at 400 °C.

At the temperature of 400 °C Ca addition is ineffective in the promoting the 
ethanol response, as better shown in figure 4, where the relative response to 100 
ppm of ethanol is reported vs. the Ca loading.
It can be noted as Ca promotes the response to ethanol at 300 °C, while this 
effect is reversed at 400°C. The same behavior was also reported on Fe203 thin 
films doped with Ce [4-5]. On the basis of the characterization data reported in 
those previous works, we can attribute the increase of response observed on the 
Ca-doped iron oxide films at 300°C, to an increasing of the number of basic 
sites with the promoter loading. Basic sites promote the activity in the oxidation
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of ethanol and address the selectivity towards the dehydrogenation route rather 
than the dehydration step. These combination of factors increases the response. 
However, as the temperature increases the adsorption of CH3CH2OH molecules 
on the Ca basic sites, and their successive reaction with oxygen species, become 
too fast and then limited only on the upper part of the sensing film. This causes 
the impossibility to the adsorbed species to reach the bulk and, then, the change 
of the electrical resistance cannot be revealed.
A detailed microstructural analysis is actually in progress on these samples with 
the aim to better understand these phenomena.

Ca load (%)

Figure 4. Relative response to lOOppm of ethanol vs. Ca loading at different temperature.

4. Conclusions

In this wok the effects of Ca and Pd doping on Fe20 3 response to ethanol were 
evaluated. At low temperature (300 °C), Ca was found as an effective promoter 
increasing the sensitivity to ethanol and decreasing that of some common 
interferent gases. The basic nature of this promoter was invocated to explain the 
results reported.
Pd addition results in a promotion of the response and recovery times but it 
decreases the selectivity to ethanol, increasing the response towards CO.
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CVD-DIAMOND/PD THERMOCOUPLE FOR GAS SENSING
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The operation o f sensors in environments characterized by high temperature, high 
pressure, chemical activity or nuclear radiation is increasing their relevance in several 
engineering applications. Thus, the development o f sensors based on materials suitable 
for operation in harsh environment is desirable. The outstanding physical and chemical 
properties o f Chemical Vapor Deposition diamond could then be profitably exploited in 
the realization o f electronic devices that could work when commercial sensor fail. To this 
purpose, a thermochemical sensor was designed using p-type CVD-diamond films and 
Palladium. The sensor was tested for different temperature drops, showing values o f  the 
thermoelectric power as high as 350 (iV/°C with good stability. The catalytic properties 
of thin palladium films allow the thermocouple to be used for gas detection. As an 
example the hydrogen content, within a hydrogen-nitrogen gas mixture, was measured by 
means of the change occurred in the Seebeck output voltage, showed by the 
thermocouple, at constant values o f the temperature drop. The sensor response was 
measured for hydrogen contents varying between 0.5 % and 2 %.

1. Introduction

The design of low-cost and low-maintenance hydrogen sensors has become 
a forthcoming research field due to the recent diffusion of hydrogen for several 
industrial and commercial applications. The advent of fuel cell powered vehicles 
or the increase in scientific space missions using hydrogen as main propellant 
has increased the need for both the leakage detection in order to avoid 
explosions and the exhaust mixture monitoring to control the energy production 
process [1-4].

The use of catalytic metals i.e. palladium or platinum, for the realization of 
gas sensors, represents a suitable solution because of the simple detection
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mechanism. Since the hydrogen chemisorption on the metal surface modifies its 
physical properties [5], the operation of a standard sensor can be easily 
converted into that of a gas sensitive device introducing a catalytic metal 
electrode. Several works report about the possible use of palladium films for 
hydrogen detection exploiting the change of electronic [6] as well as mechanical 
[1], optical [3] and physical properties [7] of the existing devices. Nevertheless, 
the increasing relevance of applications characterized by harsh environment 
operation showed the limits of commercially available sensors, thus enhancing 
the research for proper materials [8]. Among them diamond has been considered 
one of the most promising one because of its excellent physical properties [9, 
10].

In this work a hydrogen sensitive device was developed taking advantage of 
the high sensitivity to temperature of a chemical vapor deposition (CVD) 
diamond-based thermocouple. In particular, the sensor has been designed 
building a metal-semiconductor-metal structure and the gas sensing capability 
was achieved using a thin palladium film as one of the electrodes of the 
temperature sensor. The characterization of the diamond-based sensor has been 
accomplished in two-steps. The first step consisted in the evaluation of the 
thermoelectric properties of the boron doped diamond film for different 
operation conditions. The gas sensing properties have been then assessed 
exposing the prototype to different hydrogen concentrations while a constant 
temperature drop was kept across the diamond film. The gas sensitivity is indeed 
carried out by a change in the sensor response due to the modification of the 
built-in potential at the diamond-Pd junction resulting from the hydrogen 
adsorption. The diamond thermocouple has been easily converted into a 
hydrogen sensitive device only by using a catalytic metal as contact electrode.

2. Experimental

Diamond films were grown by plasma enhanced chemical vapour deposition 
in two successive steps on p-type silicon substrates. Firstly, a 50 |im film of 
intrinsic diamond has been grown. A 1 %CH4-H2 mixture at a temperature of 
750 °C has been used as gas feed within a tubular reactor, while a 2.45 GHz 
microwave generator has been used to create the plasma. Then, a 13 Jim boron 
doped diamond growth using CH3O H +B 2O3 vapor addition. The intrinsic 
diamond film ensures insulation between the p-type silicon wafer and the. The 
sensor prototype has been built depositing a 120 nm gold contact on one end of 
the sample by electron beam deposition and a palladium contact of the same 
thickness was deposited on the other end.
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An appropriate characterization setup was built to test the sensor in steady 
state temperature conditions and under gas exposition. Two 12x12 mm2 Peltier 
cells have been mounted on the top of a water cooled copper block used to keep 
the temperature of one face of the cells at a constant temperature. On the other 
faces of the cells two 2 mm thick copper block have been glued and used to fix 
the sensor and two Class A PtlOO thermistors. Temperature values were 
monitored and transferred to a PC by means of digital multimeters. Computer 
control ensures a feedback action on heaters in order to stabilize both reference 
and test temperature. The test equipment was placed in a properly designed 
vacuum chamber allowing an appropriate control of gas flow and discharge.

3. Results and Discussion

The thermoelectric properties of the diamond-based thermocouple have 
been evaluated for three different prototype characterized by decreasing values 
of the doping level. In order to measure the sensor response for increasing 
temperature drops applied between the tips of the samples, the temperature value 
of one tip has been kept constant (reference temperature) at 273 K, while the 
other one has been varied in the 275-320 К range.

ДТСК)
Figure 1. E.m.f. o f CVD diamond based thermocouple as a function of temperature for three 
samples of different electrical resistivity.
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The results are shown in Fig.l for all the three samples. Since a linear 
increase of the output signal is shown in all cases, the Seebeck coefficient a  can 
be easily calculated from the slope of the
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Figure 2 Seebeck coefficient o f the three samples calculated from the slope o f the response curve 
obtained for increasing temperature drops.

output response as a function of the temperature drop and results in 511, 360 and 
257 |iV/K. In Fig.2 the thermopower values of the three samples have been 
plotted as a function of their electrical resistivity. The highest value of the 
Seebeck coefficient is observed in the highly doped sample while the 
thermopower decreases with increasing resistivity. The positive sign of the 
output signal as a function of the applied temperature drop confirms the p-type 
conduction mechanism due to boron acceptors. Moreover, the thermoelectric 
potential always results much higher than that shown by metals respect to 
semiconducting materials, thus allowing an accurate temperature measurement 
even when a single thermocouple instead of a multiple element thermopile is 
used as sensitive element. As previously discussed, the gas sensing capability is
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due to the presence of a catalytic metal film that reacts to the hydrogen 
exposition modifying its physical properties. In this case, the palladium film 
modifies its Fermi energy level, thus inducing a change in total Seebeck potential 
measured across the thermocouple. The change in thermoelectric response 
depends on atmospheric hydrogen content. In particular, the increase in the 
sensor response for 0.5, 1 and 2 % hydrogen percentage content in pure nitrogen 
respectively is shown in Figure 3. These results corresponds to the lowest B- 
doped diamond sample and have been obtained fixing a temperature drop of 
about 2K . The device has shown good stability and repeatability, but no 
additional information on the characteristic rise and fall times can be estimated 
due to the unknown mixing time between nitrogen and hydrogen within the test 
chamber.

Time (min)
Figure 3 Response o f the sample to 0.5, 1 and 2 % hydrogen exposition at ДТ = 2°C.

4. Conclusions

A thin film thermocouple for gas sensing application has been built using 
boron doped CVD-diamond and palladium. The thermoelectric response has 
been measured for different temperature drops, showing thermoelectric power
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dependes on doping level. In particular, a higher Seebeck coefficient has been 
measured as doping level increases.

The catalytic properties of the palladium film allow the hydrogen detection 
due to the change in the diamond/Pd junction potential as a consequence of the 
gas exposition. Three different hydrogen concentrations in nitrogen have been 
used to test the gas sensing properties of the diamond based device, showing a 
quite linear increase in the sensor response with increasing gas concentrations.

Work is in progress in order to evaluate the capability of the boron-doped 
diamond-based device for the measurement of hydrogen concentration much 
lower than 1 %, relevant for environmental sensing, and to increase the device 
sensitivity by the realization of diamond based thermopiles.
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The aim of this research is to study and fabricate a high sensitive [1] sensor for hydrogen 
detection, based on palladium. For this purpose, the thermoelectric power o f  some metals 
was used, for the fabbrication of varieties o f thin film thermopiles with a number of 
junctions from 20 to 140. Each device was constructed by usign Pd and another suitable 
metal, such as Cu and Al. We have used the two most rilevant features o f Palladium: its 
capability to adsorbe hydrogen and the consequential change o f its thermoelectric power.
We have caracterized the response o f these devices in function of the temperature 
difference Д Г  present between the hot and cold junction. Afterwards we have studied 
the translation of the response curve when the device under test was exposed to a specific 
hydrogen concentration.

1. Introduction

There is a great and growing interest in the development of catalytic materials 
which are suitable for incorporation onto microfabricated chemical sensor 
devices. The principal problem is that many kinds of catalyst system are not easy 
to be integrated into MEMS device, and sometimes these do not adhere well to 
the Si-based structures and sensors.
Hydrogen is a very important gas, so that it has been increasingly recognized as 
a clean energy resource, or a new fuel gas. This gas has the advantage to be free 
from the problems associated with greenhouse warming. There are many branch 
of actual tecnologies in wich hydrogen has a first order rule: hydrogen is a 
principal propellent for aerospace; it is a fundamental gas for fuel-cells; it is 
present in many chemical reaction, especially in industrial steps (in which its 
concentration is a fundamental parameter in many kinds of chemical reactions).
In every application the concentration knowledge is a fundamental aspect; 
hydrogen gas leaks easily from gas lines and systems, and is one of the explosive 
gases. Therefore the hydrogen detection is an important problem.
From the viewpoint of the sensors implementation in hydrogen energy systems, 
new hydrogen gas sensors should be small, cheap, easy to be implanted on
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integrated circuits, and should work with extremely small power consumption. 
From the viewpoint of the electrical and chemical properties, new hydrogen gas 
sensors should be fabricated with high reliability, excellent selectivity, small 
humidity dependence, full reversibility and long time stability. The aim of this 
research is to design and fabricate a high sensitivity sensor for hydrogen gas 
detection based on Pd as a catalitic material.

2. Sensor Principles

In norder to set this hydrogen sensor, two different physical principles are used: 
the capabilty of Palladium (one of the two metals ) to adsorbe hydrogen and its 
consequent thermoelectric power variation. For this purpose, we have fabricated 
thin film thermopiles (a series thermocouples connected togheter) on Si/SiC>2 
substrate. By these thin film thermopiles our purpose was to increase the 
sensitivity of our device. In fact the emf generated from n thermocouples 
connected in serie is a sum of the emf generated from every single thermocouple; 
at the same time our porpouse was to have a very small sensitive area. For the 
thermopile fabrication, it’s necessary to choose the materials and this choice 
depends on metal ATP (l). The thermoelements of the thermopiles are Palladium 
and Copper. The Palladium acts as a membrane sensitive to hydrogen due to its 
cathalitic property. To obtain a good signal level it is preferible to use a second 
metal with an opposite ATP sign; we have chosen Copper because it respond to 
this requisite. We have studied and characterized the response of these devices 
vs temperature difference, i.e. AT; afterwards we have studied the response 
curve shift when the device under test is exposed to a specific hydrogen 
concentration, under the condition of AT constant.

3. Theory

In a thermopile, when the temperature difference between reference and measure 
junctions is constant, the Vout (emf) generated from the Seeback effect is 
constant. The generated emf (EAB) is an integral of the difference from the 
parameters definited as Absolute Thermoelectric Power ( 2), and indicated with
S, i.e.:

ATP is Absolute Thermoelectric Power, i.e. a parameter related to thermoelectric properties.

It s important to discern from ATP, which caracterize a single metal, and Seeback Coefficient, 
which caracterize a signal out from a thermocouple with this metal and platinum.



The parameter S is related to the reversible rate of entropy change in the narrow 
band structure and characterizes a single metal. Often is not possible to find a 
graphical rappresentation of ATP for a single element; nevertheless, a generic 
model, that can be considered the best approximation of the real ATP function, 
is a sum of increasing power of T with decreasing coefficients cn (S is the ATP 
and x is a generic metal):

Coefficients of T power for every metal are not all known; in literature these 
coefficients are avaible for standard thermocouples that have specified emf- 
temperature relation (type B, type E, type J..... ).
The ideal behaviour of ATP is totally indipendent from the variable T, i.e. 

= co cn T" negligible for n > 1 ; in this case the generated emf (Едв) is
linear with applied AT , i.e.:

with the integration constant Eo. egual to 0.
Considering a real situation, if the ДТ range is not too large, approximately <100 
°C, it’s possible to assume a linear dipendence from ATP to T , i.e.:

where гцд and т в  are angular coefficients and Сщ is a difference between CB e 
CA. The emf-temperature relation became in this case:

5 x (O  = c0 +c, T + c2 ’T 2 + c3 -T3 + сл Г4 + Tn = (2) 

= Sx = ^ c nTn with |c„| —>0 for л =>oo

= £ 0 + Co,/’ ( 7 W .)  => C0//• (Д П (3)

After some mathematical rearranging, it’s possible to find as follows ( 3):

(5)

Eab = ^( т л - т в)-АТ2 + (c d„ + (m„ - mB)• 7])• AT for |Д Г|<= 100°C (6)

The emf generated can be expressed by:

Vout= E ab = ^ C * A T 2 + (C + C * T , ) A T (7)

3 It’s possible to achieve an equivalent relation with T2 as parmeter; we have to choice two
indipendent variables from three parameters.
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with: C*=mA-mB and C=CDif.
If we have an H2 concentration in the measuring enviroment, we have to consider 
an other term (an additive em f VH2) that takes into account the ATP variation of 
the Palladium:

Vour = Е *в = \ c  * -ДГ2 + (С + С * Tt )■ А T  + VHt (Д T ) (8)

Note that the VH2 is function of ДТ; i.e. VH2= 0 if ДТ=0.
There are several aspects to analize in this equation.

• we can calculate coefficients С and C*, but equation (8) is valid only around 
the temperature at which the ATP is reported; ATP reported at related T are 
available in literature.

• the relation between AT and generated emf is a second order polinomial 
without note term.

• this parabolic curve is function of Tj; if AT is maintained constant, the 
generated Vout is a linear function of T j; this means that the Vout with the 
same AT is different for different T! values. Temperature Tj determines a 
shift of the parabolic emf function along у axis.

4. Measurements

We have designed and implemented a specific measuring system to make a 
accurate measurements; on the left of fig.l is reported the associated scheme, 
and on the right of fig. 1 is reported a detail of heater and cooler.

| DESIGN OF MEASURING SYSTEM |
Silicon chip with thermopile

Measure Chamber

UqiridoHow

a p n o ^ >  / х "  80ГЮ^>

Figure 1. a scheme of our measuring system (left) and mechanic contacts from chip to heater and 
cooler (right).

We have used a kantal wire controlled with a power supply to heat the first 
junction; to cool the second junction we have forced a liquid to flow trought a 
block of brass. This liquid was maintained at low temperatures, -20°C at 
minimum. With this apparatus we have been able to maintain the hot and cold 
junction at a temperature difference ranging form 10°C to 150°C.
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From thermopiles with different layout and number of thermocouples we have 
acquired data values in presence of 0 2 or H2 (diluted in N2) at specific 
concentration. From our measurement system we have token the generated emf 
and temperatures ТА and T2; we have used these parameters to determine 
coefficients С and C*. Note that in order to solve equation (8) we need to know 
Tj and T2 because they are indipendent variables. If the difference between Tj 
and T2, i.e. ДТ, is small, we can semplify our model negletting the second order 
term to calculate coefficients С and C*; from (7) and (8) we can write:

V0lrr = {C+C*-Tl)-AT = K(Xl)-AT (9) 

V0UT={C+C*-Ti)-AT + VHt=K(Tt)-AT + VHi(AT) (10)
With this approximation we have a linear relation from emf and AT; the relation 
coefficient К is related to Tf, V„ is function of AT, i.e. Vu =  0 if AT=0.пг H 2
Our esperimental results satisfies this approximation; in fig.2 it’s shown that the 
lower curve, thermopile em f can be considered proportional to the higher curve, 
AT values; on the right side of the figure (see filled arrow) it’s shown that when 
the AT is constant, but Tj changes, the emf value changes (we know 
proportionally to T^.

5. Calibration Curves

Time (sec.)

Figure 2: thermopile emf and ДТ; for small ДТ, em /can be considered proportionally to AT; when 
AT becames constant, emf is subjecto to a derive o f Ti (and therefore of T2).

We have made measurements with the system in stationary conditions, i.e. with 
the temperature difference between Tj and T2 constant.
From eq. (9) it’s possible to write:

У0[ / г= С - Д Г  +  С * Г 1 Д7' +  У„г (11)

Our signal in presence of H2 is a sum of three contributes, related to Ti, AT and 
H2 concentration; in other words we have a combination of linear therms.
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By supposing that relation between emf and ДТ is eq. 9, we have calculated the 
coefficints С and C* from two points of a single measured curve in stationary 
conditions; then we have used a linear properties to separe these single 
contributes. That is we have calculated a working point for each measurement, 
and then we have determined a response level to a specific H2 concentration.

6. Results and Conclusion

We have reported and analized the behaviour of thin film thermopiles made with 
Pd in presence of hydrogen; relative calibration curves, with and without H2, are 
showed. For each measured emf it’s possible to construct a second order curve, 
but it’s necessary to know that relative coefficients of this behaviuor are only 
valid around the measurement point.
Note that a single emf curve is calculated starting from a defined ДТ and Tf, 
sometimes Ti is different in different measurements. Therefore, these points that 
we have reported can be considered to belong at the same curve, that is supposed 
linear in our case, only if a change of Ti is negligible, that is supposing Ti 
constant for every measurement.
We have found that in our thermopiles the ATP value is smaller than the 
aspected ATP; the difference is not negligible. A measured value of the ATP of 
a thermocouples with 25 micron fingers is shown in fig. 5.
A difference from our measured values and literature reference values is related 
to some different causes. A first problem is the thermal coupling, wich is 
insufficient due to wiring connecting problems. A second problem is an 
imperfect cristallografic structure of thin film metals, Pd and Cu in our case; we 
suppose that some parameters related to the cristalline structure [ 1 ] can be 
influenced. Last problem is the high thermal conducibility of silicon substrate. 
Our device can detect hydrogen at concentration of 1%; at lower concentration, 
the signal variation is too low.
In presence of H2 the generated emf shifts to a lower level; we have made 
measurements for different types of thermopiles.
In fig. 4 we have reported five measurement points of emf generated from a 
thermopile with 20 junctions of 50 micron fingers in presence of 0 2; lower we 
have reported five measure points of the same thermopile in presence of 1 % of 
H2; we have two parallel curves. Note that with the first four points we have an 
emf that can be considered a linear function of ДТ. If the ДТ is increased, the 
absolute level of emf variation increases; but we have showed that the percentage 
variation decreases.
At present we are working on new design geometries of the thermopiles in order 
to remove the presence of connecting wires responsable of the low thermal 
coupling with heat and cols sources; we are also considering to change the type 
of substrate, choosing a low thermal conductivity material; on the silicon 
substrate there is a too high thermal flow.
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Our project is to increase about of one order of magnitude the response level of 
our thermopiles.

&ow r <

I *
|  |  0.65

single Junction 
am/fCgonoralod Irom 
a thermocouple

Figure 4: on the left side are reported 5 measurement points o f emf generated generated from a 
thermopile with 35 junctions o f 25 micron fingers in presence o f СЬ and 1% of H2; on right side 
relative ATP are showed.
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A novel electro-acoustic chemical sensor based on thin film bulk acoustic resonators 
(TFBAR) is presented. The use of TFBAR resonators, in the GHz range of frequencies, 
can widely improve the sensitivity o f the well known quartz crystal micro-balance 
(QCM), whose operation frequencies (a few tens o f MHz), limits their use to those 
applications where the detection of pollutants in concentrations o f a few or less ppm is 
not essential. The TFBAR structure is implemented on (001) silicon substrates, an 
anisotropic chemical etching from the back side o f the Si wafer is used to obtain the 
Si3N4 or SiC>2 - AIN resonating membrane. The devices result robust in construction and 
miniaturized in size; the technologies involved in their fabrication are fully compatible 
with those o f the Si integrated circuits. The performances o f the sensors have been tested 
using thermal evaporated thin layer of Co-tetra-phenyl-porphyrin, deposited on the 
etched side o f the membrane. Time response upon different cycles o f CO and Ethanol 
adsorption and de-sorption are reported together with the sensors calibration curves.
Time stability, repeatability and sensitivity have been tested and reported.

1. Introduction

Bulk and surface acoustic wave devices are largely used in many application 
areas such as mobile telephones, satellite services or as sensing devices. Sensors 
based on electro-acoustic transduction are a powerful tool to measure physical 
parameters, such as force, acceleration, pressure, electric and magnetic fields, 
potentials, etc., or chemical and biochemical values, such as gas, vapour or ion 
concentrations in both gaseous and liquid environments.

Chemical/biochemical sensitivity is typically obtained by coating a proper 
chemically interactive material (CIM) on the acoustically active region of the 
devices. Adsorption and desorption of the analyte by the CIM, give rise to 
changes in its mass, which are detected as shifts in the resonant frequency. For 
this reason these devices are also called micro-gravimetric sensors.
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The performances of the well known quartz crystal microbalance (QCM), 
whose operation frequency is limited to a few tens of MHz, are largely improved 
by the use of TFBAR structures, whose operation frequencies is extended to the 
GHz range. In fact, limiting our attention to the micro-gravimetric sensors, it is 
possible to assume that the response to added mass, in terms of absolute 
frequency changes, increases with the square of the operating frequency [1].

In this paper we present a chemical sensor based on a TFBAR structure 
using a thin film of Co-tetra-phenyl-porphyrin as chemically interactive material. 
Sensor tests have been performed by exposing the device to different cycles of 
ethanol and CO adsorption and desorption, at different concentrations, in 
nitrogen. Time stability, repeatability and sensitivity have been tested and 
reported. The device design, based on Mason’s equivalent circuit analysis is 
reported together with the technological fabrication steps.

TFBAR sensors are robust in construction and miniaturized in size; the 
technologies involved in their fabrication are fully compatible with those of the
Si integrated circuits, so that a monolithic integration of arrays of TFBAR 
sensors with the oscillator amplifiers and electronic conditioning circuits is 
possible.

2. Simulation

The resonant frequency, as well as the electric impedance behaviour vs. 
frequency of the TFBAR has been evaluated on the basis of Mason’s equivalent 
circuit [2].

The equivalent circuit for the complete resonator structure, consisting of the 
membrane (Si3N4 or S i02) and a piezoelectric AIN layer with two aluminium 
electrodes apart, is shown in figure 1.

Table П. Fundamental resonant frequencies 
obtained from simulations.

AIN Fundamental resonant
thickness frequency

(ЦШ) (GHz)
SiC>2 S13N4

4 0.89 1.01
2 1.03 1.32
1 1.16 1.57

Figure 1. Equivalent Mason’s circuit for a TFBAR.
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The resonant frequencies are evaluated by calculating Z«, vs. со, once the 
geometry of the structure and the properties of each material are known. The 
fundamental resonant frequency, as evaluated using Mason’s equivalent circuit, 
for different thicknesses of the piezoelectric AIN layer and at a constant 
thickness of the Si3N4 or S i02 membrane (1цт) and Al electrodes (100 nm) is 
reported in Table П.

3. TFBAR Device Structure

The experimental TFBAR prototypes have been implemented on (001) silicon 
substrates covered on both sides with a layer, 1 |im thick, of CVD Si3N4. The 
structure of the resonator is schematized in figure 2 (a).

350цт

AIN
Aluminium 

tw v.v i Silicon 
^  Si,N. .Ground

Figure 2. Structure of the experimental TFBARs (a) and SEM photography of the etched silicon 
region and membrane (b).

S36jim

4000цт

The first technological step for the device fabrication consists in opening 
windows on the Si3N4 layer for Si etching, on one side of the substrate, using 
photolitographic techniques and reactive ion etching (RTF.) in CHF3/0 2 plasma. 
The opposite side of the wafer is then coated with an Al film, 100 nm thick 
(ground electrode) and with the piezoelectric AIN layer, deposited by rf 
sputtering [3,4]. The second Al electrode is finally deposited and defined 
according to the geometry shown figure 2, by lift-off technique. An accurate two 
side mask alignment procedure is required. Anisotropic etching of Si is 
performed using a KOH solution, at 80 °C, in a special jig designed in order to 
protect the side of the Si wafer containing the resonators; the Si3N4 layer acts as 
stop etching [5]. The final step of the process consists in dicing the 105 devices
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fabricated at the same time on the wafer in each run. Figure 2 (b) is a SEM 
photography of the back side of the Si wafer containing the etched region and 
membrane.

The soldering pad for the top electrode is out of the membrane region in 
order to avoid any possible breakdown during the ultrasonic wire bonding 
process. In order to avoid window opening process through the AIN film, the 
ground contact is directly connected to the top Al metal film, being its potential 
almost the same as that of the ground electrode, thanks to the large ratio between 
the resonator electric capacity and that between ground electrode and ground 
pad.

4. Experimental

Sensing material thin films were deposited onto the surface of membrane by 
sublimating porphyrins (synthesized according literature [6]) under vacuum in a 
silica glass crucible heated at about 220°C by a tungsten filament (High Vacuum 
Deposition Device INFICON XTM/2). The deposition rate was estimated to be 
about 0.2 A/sec by a 6 MHz (AT-cut) quartz microbalance.

The prediction of the expected affinity of a certain metalloporphyrin for a 
specific gas can be explained by means of Pearson’s principle: hard acid exhibit 
a preference for hard bases. In these experiments, the choice of CoTPP (Co- 
tetra-phenyl-porphyrin) is due to the peculiarity of this molecule to exhibit a 
pronounced affinity for either oxygen- or nitrogen-donating sites. A good 
sensitivity is presumed after physico-chemical interactions between the ordered 
film of porphyrin and good electron donors as Carbon Monoxide end Ethanol, 
involving, the latter one, H-bonds too.

To allow the gas adsorption by the CIM, the TFBAR device was mounted 
on the edge of a microstrip, leaving the membrane free to oscillate. The 
measurements chamber with the device is shown in figure 3. This system 
allowed a reliable test of the resonator before and after Co-TPP coating, under 
the same conditions.

Figure 3. Measurements chamber and TFBAR device.
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The S11 parameter of the TFBAR, measured in both magnitude and phase 
formats using an HP8753A Network Analyzer, is reported in figure 4 before 
(continuous line) and after (dot line) the deposition of 36 nm thick Co-TPP film. 
The frequency shift in the resonance peak (10.5 MHz) is in accordance with that 
evaluated using the Sauerbrey-Lostis approximation.

Frequency (GHz)

Figure 4. Frequency response before (continuous line) and after (dot line) Co-TPP coating.

Measurements upon cycles of ethanol and CO adsorption/desorption have 
been performed by exposing the membrane to different ethanol or CO 
concentrations in N2 or to pure N2 (desorption) at a constant flow rate of 
250sccm. The TFBAR sensor response was detected using the Network 
Analyzer, tracking the frequency of the resonance peak that correspond to the 
inflexion point of the phase curve.

The time curve for the concentration of 1905 ppm of ethanol, reported in 
figure 5, shows that the response is fast and repeatable. The response curve 
obtained by exposing the sensor to different ethanol and CO concentrations is 
reported in figure 6.

Figure 5. Time response to 1905 ppm of ethanol.
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Figure 6. Response curve to ethanol (a) and CO (b).

5. Conclusion

In conclusion a micro-gravimetric sensor, based on the use of a TFBAR, has 
been implemented and tested. The device is similar in operation to the quartz 
micro-balance, extending its operation frequency from a few tens of MHz to the 
GHz range. The increased operation frequency give rise to larger sensor signals, 
which is a condition for improved sensitivity devices.

Preliminary experiments, performed using a Co-TPP chemical interactive 
membrane (CLM), have demonstrated promising performances in the operation 
of the new device.
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We have developed highly sensitive microacoustic vapor sensors based on surface 
acoustic waves (SAWs) ST-.X quartz 433 MHz two-port resonator oscillators. A 
nanocomposite film of single-walled carbon nanotubes (SWCNTs) embedded in a 
cadmium arachidate (CdA) amphiphilic organic matrix was prepared by Langmuir- 
Blodgett technique with a different SWCNTs weight filler-content onto SAW transducers 
as sensing interface for vapor detection, at room temperature. The structural properties 
and surface morphology of the nanocomposite have been examined by X-ray diffraction 
and scanning electron microscopy, respectively. The sensing properties of SWCNTs 
nanocomposite LB films have been also investigated by using Quartz Crystal 
Microbalance (QCM) 10 MHz AT-cut quartz resonators. The measured acoustic sensing 
characteristics indicate that the sensitivity to polar and non-polar tested organic 
molecules (ethanol, ethylacetate, toluene) of the SWCNTs/CdA nanocomposite increases 
with the content of SWCNTs embedded in the nanocomposite with a linearity in the 
frequency change response and a very low sub-ppm limit of detection. Pattern 
recognition based on ANNs has been successfully applied for VOCs recognition using 
SAW and QCM sensors coated with 27.5 and 75.0 wt.% SWCNTs nanocomposite.

1. Introduction

The carbon nanotubes are nanomaterials with interesting electronic, chemical, 
optical, mechanical, thermal properties1. A single-walled carbon nanotube 
(SWCNT) can be visualized as a graphene sheet rolled up into a long cylinder 
consisting of an one-dimensional tubular wire with only surface-arranged carbon 
atoms. In the contrast, the multi-walled carbon nanotubes are concentric 
SWCNTs with total greater diameter. Due to their peculiar hollow structure, 
nanosized morphology (diameter 1-10 nm) and high surface area (500-1500 
m /g), the carbon nanotubes are ideal candidates for highly sensitive gas 
adsorption, hence they are strongly attractive as gas sensor nanomaterials. In 
recent years, the carbon nanotubes have been studied and used as advanced 
functional materials to fabricate innovative gas sensors2’7 demonstrating that 
CNTs are promising sensing nanomaterials for molecular sensors.
An interesting application of the carbon nanotubes may be the embedding of 
controlled quantity of nanotubes inside the host-matrix of a foreign material for
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the synthesis of a nanocomposite with tailored amount of nanotube-filler content. 
Nanocomposites of SWCNTs incorporated in different material-matrixes are of 
considerable interest for the development of nanomaterials with increased 
properties for gas sensing applications. The development of processing 
techniques for carbon nanotubes is crucial for gas sensing applications to achieve 
a better control over the arrangement and aggregation of SWCNTs films onto 
sensing device. The Langmuir-Blodgett (LB) process is a promising method for 
depositing defect-free, molecularly ordered ultra-thin films with controlled 
thickness and orientation. This technique allows fine surface modifications in a 
multilayered film of carbon nanotubes with a highly controlled manipulation to 
implement molecularly self-organizing nanomaterials in well-defined structures. 
Microacoustic sensors have been used as platform transducers: a surface acoustic 
wave (SAW) two-port resonator 433 MHz oscillator based on ST,X-quartz 
substrate and a quartz crystal microbalance (QCM) vibrating at 10 MHz based 
on AT-cut quartz substrate. The simultaneous detection utilizing both chemical 
microacoustic sensors based on nanocomposite of SWCNTs permits a successful 
ANNs-based pattern recognition for discriminating VOCs under test.
In this work, SAW and QCM microacoustic gas sensors using LB 
nanocomposite films of SWCNTs embedded in CdA host-matrix for chemical 
VOCs detection, at room temperature, have been characterized including a 
pattern recognition study based on artificial neural networks (ANNs) for sensed 
VOCs discrimination.

2. Experimental

Commercially available SAW 433.92 MHz two-port resonators (R2632, 
Siemens) are used as passive acoustic elements. The two-port resonators (4.0 
mm x 1.0 mm x 0.5 mm) are mounted on 3-pin round TO-39 package-case. The 
metal pattern of interdigital transducers (IDTs) and half-wavelength-wide 
acoustic reflectors for the resonators was made by 0.15 |im thick Al with a IDTs 
period of 7 j^m. The high Q (> 2500) and low insertion loss (< 15 dB) make 
these devices stable when inserted in an oscillator circuit with frequency output.
A conventional 10 MHz QCM has been used consisting of a circularly shaped 
AT-cut quartz crystal with a diameter of 10 mm and a thickness of 0.1 mm. The 
Al electrodes deposited on both sides of the quartz were 0.10 m thick and 4 mm 
in diameter. The active area for deposition of coating was 12.5 mm2. The noise 
of the uncoated 10 MHz QCM sensor was 0.5 Hz in 10 min. The resonant 
frequency of the QCM-based oscillator was the sensor output.
The deposition of the LB films was carried out using a Langmuir trough (KSV 
5000). The Y-type LB cadmium arachidate (CdA) was used as host-matrix
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material due to its molecular structure, suitability for LB process and knowledge 
of LB deposition know-how7. The thickness of CdA monolayer was 2.8 nm. The 
single-walled carbon nanotubes pristine material (purchased from CNI, USA) 
was used as-bought without any purification treatment. The diameter of a single 
SWCNT was in the range 1-4 nm with a gaussian distribution centred on about 2 
nm. LB nanocomposite of SWCNTs incorporated in a CdA host-matrix was 
prepared with a weight-filler content of 27.5 and 75.0 wt.%. A solution (0.734 
mg/ml) of arachidic acid in chloroform and a separate solution (0.202 or 0.551 
mg/ml) of single-walled carbon nanotubes in chloroform were prepared for 27.5 
and 75.0 wt.% nanocomposite, respectively. A volume of 400 [xl was taken from 
each solution to form a mixed solution with a total volume of 800 pJ. This mixed 
solution was accurately dispersed and stirred in an ultrasonic bath for lh. Then, 
only a volume of 200 ц.1 was used for LB composite film deposition. This 
solution of 200 jil was spread onto a subphase constituted by deionized water 
(18M£2) with lO^M CdCl2. The subphase pH was 6.0 and the temperature was 
19°C. The monolayer of nanocomposite was compressed with a barrier rate of 15 
mm/min up to a surface pressure of 27 mN/m. The dipping rate was of 14 
mm/min. The transfer ratio of the monolayer from subphase to hydrophobic 
surface of a sensor was 0.6 to 0.7. A nanocomposite of 2 and 10 monolayers of 
SWCNTs embedded in a CdA matrix was prepared onto SAW and QCM 
sensors, respectively.
The 433 MHz SAW and 10 MHz QCM sensors properly coated by SWCNTs 
nanocomposite and, alternatively coated by CdA multilayer only, have been 
located in a test cell (1000 ml volume) for VOCs exposure measurements. Dry 
air was used as reference gas and carrier gas to transport the individual VOCs of 
ethanol (1-180 ppm), ethylacetate (1-500 ppm) and toluene (1-150 ppm) with 
different concentrations in the test cell containing the sensors. The total flow rate 
per exposure was kept constant at 1000 ml/min. The VOCs vapors were 
generated by the bubbling method with a thermostated flask containing the liquid 
analyte. The experiments were conducted at room temperature. The output 
frequency of the SAW and QCM acoustic sensors was measured by a frequency 
counter (Agilent 53132A) with multiplexed read-out.

3. Results and Discussion

Figure 1 shows a typical X-ray diffraction spectrum of as-bought HiPco
SWCNTs powder pristine material. The pattern exhibits a well defined graphite-
like (002) diffraction peak at 20 = 26.5° and a broad band centred at lower 20 =
22 from amorphous carbon or nonnanotube carbon material. A FE-SEM image 
of SWCNTs-in-CdA 27.5 wt.% LB nanocomposite film is reported in Figure 2. 
The SWCNTs appear coated by the CdA host-matrix and randomly distributed in 
tangled nets of nanotubular chains and densely aggregated mats.
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Figure 1. XR D pattern o f HiPco SW CNTs pristine material.
Figure 2. FE-SEM images o f  SW CNTs-in-CdA 27.5 wt.% nanocomposite LB film.

Figure 3 shows a typical time response of a SAW 433 MHz oscillating sensor 
coated by 2 LB monolayers of SWCNTs-in-CdA 75 wt.% nanocomposite and 
exposed, at room temperature, to 5-minute pulses of ethanol. The SAW 
frequency response decreases upon vapor exposure due to mass loading of vapor 
adsorbed into composite. Figure 4 shows a comparison of the SAW frequency 
shift measured using nanocoatings of 2 LB monolayers with different SWCNTs 
weight-filler content and exposed, at room temperature, to ethanol. A linear 
dependence of the SAW response has been observed for each tested 
nanocomposite with a sensitivity, intended as slope of the calibration curve, 
increasing with the content of SWCNTs in the composite from 20.05 to 131.84 
Hz/ppm for CdA host-matrix and 75.0 wt.% nanocomposite, respectively. These 
results demonstrate that the SWCNTs are highly vapor adsorbent materials. The 
high sensitivity impacts on very low sub-ppm limit of detection (LODs) 
measured as 0.16 ppm for ethanol using a 75.0 wt.% composite sensor. Usually, 
the LOD improves with the increasing content of SWCNTs in the composite.

Time (min.) ^ ^  Elhanol concenlralion (ppm)

Figure 3. Transient response o f SAW 433 MHz 2-monolayer 75 wt. % SW CNTs-in-CdA  
LB nanocomposite sensor to 5-minute pulses o f  ethanol, at room temperature.
Figure 4. Calibration curves to ethanol o f SAW 433 MHz sensor coated by 2-monolayer 
LB nanocomposite with different SWCNTs weight-filler content, at room temperature.
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Figure 5 shows a typical transient response of a QCM 10 MHz sensor both-side 
coated by a 10-monolayer thick SWCNTs-in-CdA 75 wt.% LB nanocomposite, 
exposed, at room temperature, to 5-minute pulses of ethylacetate. The mass 
loading of the vapor molecules adsorbed into nanomaterial causes a decrease in 
the resonant frequency. Also, the vapor sensitivity of the nanocomposite 
improves with the content of SWCNTs in the composite nanomaterial, as 
illustrated in the Figure 6. The ethylacetate sensitivity of the 75 wt.% SWCNTs 
nanocomposite is about two-times higher than unembedded CdA host-matrix. 
This enhanced sensitivity can be attributed to high surface area of SWCNTs.

9996165 

л  9996160 

tr 9996155 

~  9996150 

g 9996145 

§■ 9996140 

£  9996135 

9996130 

9996125

О эи lUU 150 200 0 so Ю0 150 200 250

Time (min) ^  ^  Ethylacetate concentration (ppm)

Figure 5. Transient response of QCM 10 M Hz 10-monolayer 75 wt. % SWCNTs-in-CdA 
LB nanocomposite sensor to 5-minute pulses of ethylacetate, at room temperature.
Figure 6. Calibration curves to ethylacetate o f  QCM 10 M Hz sensor coated by 10- 
monolayer LB nanocomposite with different SW CNTs weight-filler, ai room temperature.

In order to discriminate three VOCs tested of ethanol, ethylacetate and toluene, a 
ANNs simulator (see Figure 7) has been implemented using the autoscaled 
responses of 4 acoustic sensors: 2 SAW and 2 QCM devices coated with 27.5 
and 75.0 wt.% LB nanocomposite. The thickness of nanocomposite for SAW 
and QCM sensors is 2 and 10 LB monolayers, respectively.

-  QCM 10 MHz 75 w t%  SWCNTs-ln-CdA ~1

ANN: 4 X 4 X 3

SAW 433 MHz 
27 ETHANOL 

[100)

ETHYLACETATE
{010)

QCM 10 MHz 
76.0 wt% Comp.

SAW 433 MHz

Figure 7. Artificial Neural Network used for discriminating three VOCs under test.
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The neural network has been trained by back-propagation algorithm. The 
membership classes of the analytes in the network has been coded by one-of- 
rnany encoding. The network has been validated by leave-one-out method. The 
total available dataset was constituted by 23 patterns. The overall ANN 
performance of VOCs recognition has been evaluated by using the confusion 
matrix. The results achieved indicate that ethanol and ethylacetate have been 
correctly 100% predicted and toluene only for 86% over total cases with a very 
good total accuracy of 95%. The ANN robustness and the prediction rate can be 
enhanced by a more numerous patterns dataset.

4. Conclusions

We have characterized SAW 433 MHz and QCM 10 MHz microacoustic sensors 
based on single-walled carbon nanotubes nanocomposite for VOCs detection, at 
room temperature. The results suggest that it is possible to use the LB 
SWCNTs/CdA nanocomposite to measure polar and nonpolar organic vapors 
concentration down to sub-ppm level range, at room temperature. Hence, the 
SAW sensors coated by the nanocomposite of SWCNTs embedded in the CdA 
organic host-matrix appear to serve as an excellent chemical nanosensor with 
high sensitivity, reversibility, linearity and very low limit of detection, at room 
temperature. The positive effects of the different SWCNTs-filler weight content 
in the nanocomposite on the SAW and QCM vapor sensitivity for various 
organic solvents examined have been clearly measured. The integration of 
nanostructured materials as SWCNTs-based nanocomposite and hybrid sensing 
systems based on different transducing principles can enhance the VOCs 
recognition performance by pattern recognition based on ANNs for chemical 
analysis. The results obtained show that this is a successful attempt of combining 
various acoustic multisensors for VOCs recognition.
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Experimental results on the capability of a Metal Oxides (MOXs) based optical sensor to 
perform ammonia detection in water, at room temperature, are presented. Electro-spray 
pyrolisis technique has been used to deposit the Sn02 films on the distal end of standard 
Silica Optical Fibers (SOFs). Single wavelength reflectance measurements have been 
carried out to test the sensing performances for ammonia detection in water. High 
sensitivity to the target analyte with fast time response and good desorption properties in 
the minutes range has been demonstrated.

1. INTRODUCTION
In the last years, the use of optical fiber sensors has expanded rapidly. The use 
of an optical sensing mechanism offers several advantages like the immunity to 
electromagnetic interference and the dual functionality to serve as transducers 
and sensing data transportation systems. A lot of different types of resistive tin 
dioxide sensors were performed for detecting hydrogen, carbon monoxide, 
methane, ammonia, nitrogen oxides and different organic solvents [1]. These 
sensors work on the principle of resistance change under gas adsorption on their 
surfaces. Because of their operating principle, they have never been used in 
liquid environment. Furthermore, the gas sensitivity of MOX based sensors 
usually reaches for maximum at high temperatures (250-450°C). By adding 
catalytic dopants the operating temperature can be decreased even tough the 
heater consumption power remains high [2]. In this paper, tin dioxide thin films 
have been integrated with optical fiber technology in order to develop a new 
class of optoelectronic sensors able to work in water for ppm detection of 
ammonia, at room temperature. The sensing probe has been fabricated by
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coating the distal end of a single mode SOF with a film of tin dioxide. 
Electrostatic spray pyrolisis technique has been used for MOX films deposition
[3]. Its process parameters can be appropriately adapted in order to obtain films 
with different thickness and surface structure. Spectral characterization of the 
obtained sensing probes has been carried out in the range 1520-1620nm. Single
wavelength (1550nm) film reflectance measurements have been carried out to 
test the sensing performances of the realized sensors. Experimental results on 
the capability to perform ammonia detection with ppm resolution at room 
temperature are here presented.

2. Sensor fabrication and characterization
The sensor has been fabricated by depositing, with the electrostatic spray 
pyrolisis technique, a tin dioxide layer on the distal end of a single mode SOF. 
The deposition process parameters, like the metal chloride concentration, the 
solution volume and the substrate temperature, have been changed in order to 
tailor the structural properties of the film such as crystalline size, thickness and 
porosity. The MOX layer growths due to the thermal transformation of metal 
chloride to metal oxide as a consequence of the interaction with water vapor 
according to the following reaction [4]:

SnCU + 2H20  -* Sn02 + 4HC1 (1)
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Figure 1: Reflectance spectra of the tin dioxide films.

In particular, for Sn02 films fabrication two different volumes (4 and 10 ml) of 
an ethanol solution of 8пСЦ-5Н20  with three different concentrations (0.01,
0.05 and 0.1 mol/1) have been prepared.
The reflectance of the films fabricated has been measured in the wavelength 
range 1520-1620nm by using a tuneable laser and an optical spectrum analyzer 
at constant temperature (20°C). The obtained spectra are shown in fig. 1. As can 
be seen, different deposition parameters lead to different reflectance spectra, 
demonstrating the optical and geometric features dependency of the fabricated 
films on the solution volume and SnCLi concentration.



The optical fiber based sensing system configuration [5] is reported in fig. 2. 
Reflectance measurements have been performed by lighting the optical fiber 
with a superluminescent diode (40 nm bandwidth) operating at a wavelength of 
1550nm. To enhance the system performances, synchronous detection has been 
implemented: the light source has been externally amplitude modulated at 
200Hz and the sensor outputs have been recovered by using two lock-in 
amplifiers. The normalized optoelectronic sensor output, V, consists of the ratio 
between the reflected signal from the sensing probe and the one corresponding 
to the source. The temperature has been constantly monitored by a fiber Bragg 
grating interrogation system [6] working at 1310nm. The sensor output 
sensitivity to temperature changes has been measured for the films under test 
demonstrating that a few degree temperature variation cannot affect the sensor 
output significantly. In this configuration any change of the system output signal 
can be attributed only to changes in the film reflectance. The sensor operating 
principle relies on the measurement of the light intensity reflected by the fiber- 
sensitive layer interface. The reflectance at the fiber end interface can be 
expressed as function of the optical and geometric features according to:

3. Experimental

where neff is the effective refractive index of the guided mode, X is the optical 
wavelength, d is the film thickness, nat is the external medium refractive index 
and e  = ex + j e 2 is the complex dielectric function of the Sn02 film.

(2)

Optical
fiber

Detecting
Squid

Sensitive
leyer

Figure 2: Schematic view of the optical fiber based sensing system.

Any effect able to modify the real or the imaginary part of the film dielectric 
function would modify the film reflectance according to the following equation.
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In order to evaluate the MOX based optical sensor response to ppm 
concentrations of ammonia, several insertions in the test baker of an ammonia 
aqueous solution (20.5% in wt.) have been performed. The NH4OH quantity 
present in the aqueous solution for each insertion has been calculated to be 
approximately 4 ppm. For low concentrations of ammonia, the water refractive 
index changes can be neglected in respect to the variations in the dielectric 
function of the film due to the analyte sorption. Fig. 3 shows the optical 
response of the tin dioxide based sensor, fabricated by using a SnCL* 
concentration of 0.1 mo 1/1 and a solution volume of 10 ml, to three steps of 
4ppm ammonia concentrations. Response times lower than four minutes and a

4. Results

Time (mln)

Fig. 3 Time response of the sensor.

Concentration (ppm)

Fig.4 Normalized reflectance changes versus concentration unit.

recovery time, for an overall ammonia concentration of 12ppm, lower than 
fifteen minutes have been observed. In fig. 4 the calibration curve is reported in 
terms of relative reflectance changes. A non-linear dependency of the
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optoelectronic normalized signal on the ammonia concentration has been 
revealed demonstrating an increase of approximately 26% for an overall 
ammonia concentration of 12ppm. Considering the minimum detectable 
normalized signal, a limit of detection as low as sub-ppm level has been 
obtained.

5. Conclusions

In summary, a novel Sn(>2 based optical sensor for in water ammonia detection 
at room temperature has been demonstrated. The combination of the excellent 
sensing properties of MOX films with the potentiality of the optical fiber 
technology was proposed to develop a novel class of sensors able to work in 
water and at room temperature. Tin dioxide films have been successfully 
deposited onto the distal end of single-mode SOFs by means of the electrostatic 
spray pyrolisis deposition technique. The fabricated sensors have been employed 
in a reflectometric system involving single wavelength reflectance 
measurements in order to test the sensing performances. Here, experimental 
results are reported on the sensor capability to detect ppm ammonia 
concentrations in water at room temperature. Fast time response in the minutes 
range and sub ppm resolution was demonstrated.
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A measurement system conjugating the flow-injection technique in an automatic system and a 
o\v cost spectrometer as the photo-detecting device has been set in order to evaluate the 

concentration of Chromium (VI) in water. Light absorption spectra of the complex Chromium
* P^^ykarbazide, earned into the measuring cell, were analysed to detect the effect of 
inter ering quantities and substances by also operating with suitable data processing techniques, 
like neural network. The aim of this work is to check the feasibility of this approach, for on-line 
an istnbuted measurements. Aspects concerning instrumentation system and operating steps are 
analysed in order to evaluate uncertainty causes and their effects on the whole uncertainty of the 
me о о ogy, taking into account requirements of method reproducibility and standardization.

1. Introduction
The measurement of pollution deriving from Chromium (VI), in particular in water,
often requires distributed monitoring systems. In fact, in many areas industrial processes
pro ucmg Chromium pollution in waste water (leather tanning industry, galvanic, wood
an typographic industries...) are realized by little and diffused production sites so that
a very diffused map of pollution sources should be taken into account in environmental 
monitoring.
In previous papers [1] [2] [3] a research work has been described aiming to set a simple
an ow cost automatic measuring apparatus for on line measurement of Cr(VI)
concentration in water, which is able to be controlled by a PC and to be inserted in an
integrated environmental control multi-sensor network. Measuring section is a
miniaturized fiber optic probe, whose working principle is light absorption of the
complex Chromium (VI) -  Diphenylcarbazide, carried into the measuring cell by a

ow injection (FIA) technique. Automatic operating procedure and configuration were
set, taking into account not only measurement procedure requirements, but also
re uction of measurement uncertainty depending on interfering quantities of different
type, uid dynamic, optical, environmental, taking into account “in situ” measuring 
conditions.
FI A appear as a very used and accepted investigation tool in many applications of 
environmental interest, regarding both concentration evaluation of emissions in 
in ustna e uents and process control of manufacturing continuous processes, due to
* f  rrr д3 1 u ̂  a^ow‘n£ automated and high sampling rate analysis. Further advantages
о , w ic are well know too, could be summarized: suitable cost, reduced sample 
and reagent consumption and feasibility of procedures to be implemented. Very large 
amount of references can be found [4], [5].
The above mentioned characteristics have suggested to improve and to enlarge the field
* 1.Catl0n Ш  analysis approach, by using more sophisticated instrumentation 

\ .j  Process*n2 techniques, like, for instance, spectrophotometry and neural
network data analysis [1], [6]» [7], [8].

lf a"ows ,0 remarkably enlarge the field of application of ИА and makes it 
. °1 the other hand requires that attention should be paid to theoretical and 

rimen a aspects concerning the reproducibility of measurements, useful for
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validation and standardization o f this technique, in order to set procedures which are 
widely acceptable and comparable as for results.
Taking in mind these considerations, a systematic effort aiming to evaluate the different 
uncertainty causes o f  measurements and to prevent errors could be very useful, both in 
the design activity o f new instrumentation and in the operation o f the existent 
instruments.
Therefore, analysis o f  causes o f  uncertainty in measurements could be very useful, with 
reference to many aspects, o f operating type, like the temperature o f fluids and 
components, the flow rate in ducts and in measuring probe, the sample volume effects, 
or connected to environmental problems, like interfering substances, or, finally, 
depending on data processing techniques,....
Taking into account the above considerations, uncertainty analysis will be studied with 
reference to an application concerning a measuring method for Chromium (VI) 
concentration in water, by means o f an automated measuring section, operating 
according to a FIA method; spectral absorbance measurements are carried out by means 
o f a fiber optic low cost spectrometer, with possibility of acquiring a time sequence of 
spectra. Its working principle is light absorption o f the complex Chromium (VI) -  
Diphenylcarbazide, with the final aim o f setting up a simple and low cost automatic 
measuring apparatus for on line measurement o f Cr(VI) concentration in water, which is 
able to be controlled by a PC and to be inserted in an integrated environmental control 
multi-sensor network.
Specific aspects o f the methodology will be described in this paper, aiming to integrate, 
in prospective, in a quite simple, economic and efficacious way spectral measurements 
during a flow injection diagram and advanced data processing techniques based on 
neural networks.

2. The m ethodology and the test bench
The whole measuring chain is shown in figure 1. Typical experimental configuration for 
FIA analysis has been used; previous work has allowed to set the best operating 
conditions as for flow rate, geometry o f flow cell, stability during time o f operation [3].

notebook

outlet inlet water

Figure 1. FIA based measuring system; a spectrophotometer is used for absorption 
spectra analysis.
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In a miniaturized flow cell, absorption spectra are obtained by means o f  a low cost fiber 
optic spectrophotometer operating in the VIS wavelength range 400  to 700 nm; the flow  
cell, with miniaturized optics (GRIN focusing and receiving lenses) [1], is automatically 
feed with the sample to be analysed and a temporal sequence o f spectra can be obtained, 
during the whole flow injection duration. All phases o f  the measurement procedure can 
be operated automatically, also with reference to a real field application.
Time interval between next spectra has been set to 0.4 s. A short sampling interval is 
useful for accurate time positioning o f the maximum o f FIA time absorption diagram.

3. Experimental results
In order to evaluate both uncertainty contributions and method sensitivity, tests have 
been carried out using water solutions as samples with a concentration o f  Cr (VI) in the 
range 0 to 500 p.g/1.
If a specific wavelength is examined, as in figure 2, typical time diagram o f a flow  
injection analysis can be obtained; it is to be noticed that for complex Chromium (VI) -  
Diphenylcarbazide the peak o f absorbivity is at X =  540 nm and can be done very high, 
being in the order o f 232*102 l/(mol*cm). This value can be calculated from the 
diagram of figure 3.
In previous papers [1] [2] [3] has been showed that analysing the absorbance around the 
peak at 540 nm with a photodetector and in static conditions, that is filling directly the 
measurement cell with chromium solution, the absorbivity results to be in the order o f  
307*102 l/(mol*cm).
The reduced absorbivity value o f FIA technique to respect the static analysis is due to 
diluition phenomena in the flow injection phase, that reduce the absorbance value. 
Experimental repeatability o f measurements results to be in the order o f arep= ± 8 pg/1. 
All values refer to the peak absorbance at a wavelength o f 540 nm.

Figure 2. Time absorbance behaviour at: X =540 nm, for a Chromium(VI) sample with a 
concentration of: (400 + l)jxg/l.
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Figure 3. Peak absorbance diagram at 540 nm for Cr(VT) solutions.

Uncertainty o f  Cr (VI) in the used samples is ast= ± 1 jig/1. Linearity standard deviation, 
as computed from linear regression analysis, has been estimated to be c l=  ± 8 p.g/1.
If repeatability, linearity and standard contribution are taken into account a global 
standard uncertainty o f awh= ±  12 jj.g/1, could be estimated.
Spectral data for different Cr(VI) concentrations have been depicted in figure 4, with 
reference to the time instant corresponding to the peak absorbance, and have been 
analysed by means o f  a linear neural network.
Preliminary results show equivalent information with respect single wavelength analysis 
if  the concentration o f pure Chromium(VI) as to be measured. Spectral analysis by 
neural network approach will be used in the continuation o f the research for 
identification o f interfering substances.

Cr 0.4 mtfl

-» -C r0 .2m  ofl!

-*-C r 0.5

- * “ Cf 0.3 mgfl

-«-Cr 0.1

400 450 500 550 600 650 700
Wavetenght [nm]

Figure 4. Peak absorbance spectra for solutions with different concentrations o f Cr(VT).

4. Conclusion
An experimental procedure based on the flow-injection technique and a low cost 
spectrometer as photo-detecting device, has been set with the aim o f reducing the whole 
uncertainty o f Chromium (VI) concentration in water measurements.
A low cost spectrophotometer operating in the VIS wavelength range 400 to 700 nm 
was used for cost reduction, which, anyway, allowed to get a time resolved sequence of 
absorbance spectra at the time sampling o f 0.4 s.
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Chromium solutions in water in the range 0-500 |ig/l have been analysed by this 
modified flow injection method, whose working principle is light absorption o f the 
complex Chromium(VI) -  Diphenylcarbazide. The specific wavelength o f 540 nm has 
been examined, and at this frequency has been detected the absorbance time diagram 
peak; in this way an absorbivity o f 232*102 l/(mol*cm) has been obtained.
If repeatability, linearity and standard contribution are taken into account, a global 
standard uncertainty of owh= ± 12 jug/l has been estimated for this method. Preliminary 
results with a neural network method to analyse whole absorbance spectra encourage to 
pursuit this approach, in order to preventing effect due to interfering substances.

References
[1] D ’Emilia G., “ Fiber Optic Probe for Continous Measurement o f Chromium(VI) 

Concentration ”, Sensors and MicroSystem, Proceedings o f the 5th Italian Conference 
extended to Mediterranean Countries, 12-16 Febbraio 2000, Lecce, Italy, pp. 404-408, 
World Scientific Publication, Singapore.
[2] D ’Emilia G., Natale E., “Design and set up o f an automatic device for on-line 
measurement of Cr(VI) concentration in water, based on a fiber optic probe”, 
International Workshop on "New Developments on Sensors for Environmental 
Control", ENVSENS 2002, S. Cesarea Terme, Lecce, 27-29 M aggio 2002, pp. 179-184, 
World Scientific Publication, Singapore.
[3] D ’Emilia G., Natale E., “On-line fully automated measurement o f Cr(VI) 
concentration in water by a fiber optic probe: measurement accuracy improvement and 
evaluation”, SPIE Paper 5459 -  39, PHOTONICS EUROPE, Strasburgo, Francia, 26-30  
Aprile 2004.
[4] Ruzicka J. “ Flow injection analysis: from test tube to integrated micro-conducts”, 
Analytical Chemistry, vol. 55 ,1993, pp. 1040-1053.
[5] Ruzicka J., Hansen E. H., “ Flow injection analysis -  Where are we heading?”, 
Trends in Analytical Chemistry, vol. 17, no. 2, 1998, pp. 69-73.
[6] Ruisanchez I., Lozano J., Larrechi M.S.,Rius F.X., Zupan J., “On-line automated 
analitica signal diagnosis in sequential injection analysis systems using artificial neural 
networks”, Analytica Chimica Acta 348 (1997) 113-127.
[7] Wang H., Zhou Y., Zhao Y., Li Q., Xingguo Chen X., Hu Z ,  “Optimization o f on
line microwave flow injection analysis system by artificial neural networks for the 
determination o f ruthenium”, Analytica Chimica Acta 429 (2001) 207-213 .
[8] Li-Xian Sun, Mahipal Reddy A., Matsuda N., Takatsu A.,Kato K., Tatsuhiro Okada 
Т., “Simultaneous determination of methylene blue and new methylene blue by slab 
optical waveguide spectroscopy and artificial neural networks”, Analytica Chimica Acta 
487 (2003) 109-116.



NEW VOLTAMMETRIC METHOD FOR CHECKING TOTAL 
ANTIOXIDANT CAPACITY OF VEGETAL EXTRACTS

LUIGI CAM PANELLA, ELISABETTA MARTINI, GUIDO RITA, MAURO
TOMASSETTI

Department o f Chemistry, University o f Rome "La Sapienza", P.le A. Moro 5, 00185
Rome, Italy.

Abstract

Some of the vegetal matrixes that are more common and more frequently described in the literature 
for their high antioxidant activity, such as green tea, black tea, rosemary and coffee, were selected. 
Methanol, acetone and aqueous dry extracts were prepared from each of these vegetal matrixes, 
using for extraction solvents considered to be complementary in processes for the extraction of 
antioxidant substances present in the vegetal matrixes. For the three extracts obtained from each 
matrix the antioxidant capacity was determined using a new electrochemical method based on the 
measurement of the anodic area of a cyclic voltammogram.

1. Introduction

The oxygen-free radicals are part of the large family of reactive oxygen species 
(ROS); that is, they comprise a species with a strong oxidizing tendency both of 
a radical nature, i.e. the superoxide radical and a non radical nature i.e. hydrogen 
peroxide. ROS owing to their strong reactivity, can cause damage to all 
molecules of the body [1]. For this reason, in recent years, growing efforts have 
been made in the fields of pharmaceuticals and foodstuffs to study socalled 
antioxidants, especially those of natural origin. For some years now our group 
has been engaged in measuring “in vitro” the antioxidant capacity of the active 
pharmaceutical principles contained in natural substances, especially those of 
vegetal origin [2, 3]. In the present research, unlike preceding work in which 
only homogenates and centrifugates of aqueous solutions of different plants, 
both fresh and dry, were investigated, a determination was made of the 
antioxidant capacity of dry methanol, acetone or aqueous extracts of several 
common vegetal matrixes that are frequently cited in literature for their very 
high antioxidant activity (green tea, black tea, rosemary, coffee). The 
antioxidant capacity of the extracts produced from these five matrixes was 
determined using an electrochemical method based on measuring the anodic 
area of a cyclic voltammogram [4]. The results obtained for the respective 
extracts were then compared in order to discover the best solvent to use for 
extraction from the point of view of total extract quantity and total antioxidant
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capacity. Furthermore a determination was performed also on infusions made 
using the same vegetals.

2. Experimental

2.1. Samples analysed

In the present work several matrices of common vegetals were analysed; the 
total antioxidant capacity of dry extract of each sample was evaluated, 
specifically: Green Tea, Black tea, Rosemary and Coffee.

2.2. Obtaining and testing the dry extracts and infusions

the vegetal matrixes were tested in the solid state: tea leaves, rosemary 
nee es, ground coffee beans. For this reason solid/liquid extractions were 
required^ Water, acetone and methanol were selected as extracting solvents, that 
is, t e t ее solvents most frequently used for this purpose according to the 
iterature [5]. The extract was obtained using 1 g of the different matrixes which, 

a ter eing ground up and placed in the different solvents. In the case of 
met ano and acetone extracts the extraction was performed using a Soxhlet, 
re uxmg for four hours; the total volume of extracting solvent was 25 mL. In 
the case of aqueous extract the sample was placed in a round-bottomed flask 
wit 25 mL of solvent and maintained in reflux ebullition for 1 h. After 
extraction the mixture was centrifuged for 10 min at 3000 rpm. The supernatant 
was evaporated to dryness by Rotavapor (in the case of acetone and methanol), 
or у eating with a vacuum pump (in the case of water). In the voltammetric 
ana ysis t e dry extract obtained from lg of substance was placed in the 
measuring cell and dissolved in 20 mL of working solution. As well as the 
measurement of the antioxidant capacity of the dry extracts of vegetal 
substances tested by us, the same matrixes were used to obtain also aqueous 
in usions. The method followed to obtain the infusion was varied as the matrix 
ana yse varied. For equal weights (lg  of substance) infusions were prepared 

om t e о owing vegetal substances: green tea and black tea. The infusions of 
fĈ e su^stances were prepared from 1 g of substance, placed in 100 mL

°th “ и a Water’ at anc* t0 stand for 5 minutes. The coffee, on the
о er an was obtained using a classical moka machine. For the infusions of 
green ea, ack tea and coffee, the measurement of antioxidant capacity using 

e vo tammetric method was carried out on 1 ml of infusion obtained using the 
t*vr?Je ™entl° nec* Procedures. For rosemary, on the other hand, in view of the 
type ot solid matrix, 1 g 0f needles were weighed out and placed in a 5%,
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methanol solution for 3 days: the antioxidant capacity was then measured using
1 mL of the infusion obtained.

3. Method

3. J. Cyclic voltammetry measurements

All measures of antioxidant capacity were performed using a method based on 
cyclic voltammetry, which has recently been investigated in our laboratory [6], 
using an AMEL polarograph (mod.433). The tests were run in a voltammetric 
cell using three electrodes: a glassy carbon electrode as indicator electrode, a 
platinum electrode as counter electrode and a calomel electrode as reference 
electrode. The measuring cell, which was connected to a nitrogen bubble, 
contained the working solution with a supporting electrolyte (NaCI04 O.lmolL"1) 
and the analyte; between the working electrode and the reference electrode a 
variable potential difference was applied as a triangular waveform, obtaining the 
corresponding response in current. The tests were run in “inverse scanning” 
mode starting from more negative potentials (-0.3 V) in the direction of more 
positive potentials (+1.3 V); the scanning direction was then inverted, returning 
the potential to its initial value. The voltammogram, recorded at a scanning rate 
of 400 mV/s and with a bottom of scale of 40 )iA, displayed a cathodic reduction 
curve and an anodic oxidation curve that were generally highly asymmetric. At 
the end of the analysis, the area below the anodic curve of the voltammogram 
was taken into consideration (see fig.l). The method was based on the 
correlation between this anodic area and the total antioxidant capacity of the 
sample. The anodic area represents the reductive, and therefore antioxidant, 
capacity of the test substance; the anodic curve actually depends on the 
substance’s electron donating capacity and therefore, in a context in which free 
radicals are present, on the capacity to act as a radical scavenger. The results 
may be expressed as (mg) equivalents of vitamin C, the reference standard, 
through simple proportion between the anodic area of the standard and that of 
the sample. Ascorbic acid was selected as reference in the calculation of 
antioxidant capacity owing to the excellent reproducibility of the anodic curve 
(see Table 1) of its voltammogram and also because it is an antioxidant 
compounds that is relatively widespread in nature and in diets.
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Figure 1: cyclic voltammogram of a vegetal infusion of green tea showing the anodic area, the size 
of which is proportional to the antioxidant capacity of the sample.

Table 1: Equation of calibration curve obtained with increasing Ascorbic Acid concentrations.

Linear range for Ascorbic Acid 0.5-2.0x 10’3 mol L'1

Equation of calibration curve у = 4.46x + 0.55

r2 0.99865

Precision of measurement (RSD% ) < 5

4. Results and Discussion

In table 2 the mg of substance extracted using the respective solvents from lg of 
the original matrix, and in table 3 the total antioxidant capacity of each of these 
extracts, expressed as mg of ascorbic acid equivalent.
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Table 2: comparison of results obtained for the samples analysed, mg of d
different extraction solvents from lg  of sample. ’ ^ extract obtained using

SAMPLE

Coffee

Methanolic dry 
extract (mg) 

310.0

Acetonic dry extract 
(ms)
1 on n

Aqueous dry extract

Green tea 410.0
I  v u .u

470.0
350.0
340.0

Black tea 300.0 380.0 270.0
Rosemary 370.0 180.0 50.0

Table 3: comparison of results obtained for the samples analysed, total antioxidant capacity of dry 
extract obtained using different extraction solvents.

SAMPLE Methanolic dry extract
(*)

Acetonic dry extract
(*)

Aqueous dry extract
(♦)

Coffee 492.4 156.8 726.5
Green tea 962.6 506.0 908.5
Black tea 809.1 373.1 760.3
Rosemary 672.0 678.7 606.6

* Total antioxidant capacity (as mg equivalent of ascorbic acid).

From the results obtained (tables 2 and 3), the best extraction solvents were 
sometimes found to be water, sometimes acetone and sometimes methanol. On 
the other hand, methanol extracts and aqueous extracts are those that generally 
display greater total antioxidant capacity. Furthermore, extraction with water is 
much faster and cheaper and any solvent residues in the extracts do not entail 
any toxicity for the human organism. Aqueous extracts are therefore of great 
interest to the pharmaceuticals and food industry. Also methanol is an excellent 
extracting solvent and indeed can dissolve many classes of antioxidant 
compounds very well [7]. The acetone extraction of antioxidant substances 
contained in vegetal matrixes is the one that was found to be least effective in 
two cases out of four. Moreover, acetone extracts are those with the lowest total 
antioxidant activity. For these extracts it is also impossible to hypothesize any 
application in the food sector in view of the toxic effects of acetone on human 
body. However, it cannot be ruled out that acetone extracts can be used in the 
pharmaceuticals field after complete drying. Lastly, fig. 4, shows the antioxidant 
capacity in mg of ascorbic acid equivalent determined using the voltammetric 
method on 1 mL of infusion, obtained for each of the vegetal matrixes 
considered after performing the various pre-treatments described in section 2.2. 
Clearly, in this case, the values obtained are strongly affected also by the lack of 
homogeneity in the pre-treatments by which the infusions have been obtained.
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Figure 4: antioxidant capacity values referring to vegetal substances in the form of infusions.

5. Conclusions

It was found that, although the aqueous and methanol solvents did not always 
extract the greatest percentage by weight of dry product, they were certainly 
those that extracted the greatest quantity of antioxidant product percentage wise. 
It must also be pointed out that the voltammometric method used made it 
possible, without any pretreatment, to measure the antioxidant capacity of all the 
extracts and infusions of the different vegetal matrixes tested.
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Platinum electrodes modified with electropolymerised film were assembled for rapid 
amperometric detection of nitrites. Parameters such as the permeability of the fims to 
nitrites, interference effects and film morphology were studied. The new nitrite sensor 
was fully characterized by Flow Injection Analysis (FLA).

1. Introduction
In recent years, there has been a growing concern about the role of the nitrite ion 
as an important precursors in the formation of N-nitrosamines, many of which 
have been shown to be carcinogens1. The occurrence of nitrite salts in the 
environment and their use for food preservation is widespread2; therefore it is 
important that sensitive and accurate methods be available for the determination 
of nitrite ion. Numerous papers have been published on the determination of 
nitrite. Among them, spectrophotometry and ion-chromatography are mainly 
used. Electrochemical methods offer useful alternatives since they allow faster, 
cheaper and safer analysis3. Accordingly, it is well known that nitrite is oxidized 
at platinum, glassy carbon (GC), gold, diamond, and transition metal oxides 
electrodes4. However, the application of these electrodes is limited because 
several species may poison the electrode surfaces and decrease the electrode 
sensitivity and accuracy. Therefore, a new and elegant approach for these 
analytical purposes, implies the use of chemically modified electrodes (CMEs) 
which have been developed to decrease the overpotential for nitrite oxidation. In 
this work, we modify platinum electrodes by electropolymerised films. For this 
purpose non-conventional conducting polymers, such as: po!y(l,2-;l,4-
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diaminobenzene), poly(l,8-diaminonaphtalene) and o-anisidine, had been 
electrochemically synthesised and characterised.

2. Experimental

2.1 Reagents and solutions

1,2-Diaminobenzene (1,2-DAB), 1,4-diaminobenzene (1,4-DAB), N aN 02 were 
from Sigma Chemical Co., St. Louis, MO. 1,8-Diaminonaphtalene (1,8-DAN),
o-anisidine and Phenol were from Fluka, Buchs, Switzerland. ; CH3COOH, 
NaH2P 0 4, CH3COONa, HC1, H2S04i Na2S 0 3, NaOH, Ascorbic Acid were from 
Carlo Erba, Milano, Italy ; Pt foils 0.025 mm thick were from Sigma Aldrich; 
A120 3 0.3 and 0.05 |im were from Buehler, Evanston, EL.
All solutions were prepared with distilled water.

2.2 Apparatus
Voltammetric studies were carried out using an Autolab potentiostat PGSTAT-
10 with GPES 3 software. For amperometric measurement we used a 641-VA 
Detector (Metrohm, Switzerland) and currents were recorded using a Linseis 
L6512 recorder (Linseis, Selb, Germany). A combined auxiliary/reference 
electrode (Pt- Ag/AgCl/ 3 M KC1) model 805/CPG/12 was used. For FIA 
apparatus we used a wall-jet cell (Model 656) from Metrohom, Herisau, 
Switzerland, assembled with platinum working electrode (3 mm diameter), 
platinum counter electrode and Ag/AgCl reference electrode. The peristaltic 
pump Minipuls 3 (Gilson, France), the PTFE connection tubes (i.d. 0.5 mm) 
from Supelco (Bellofonte, CA) and a six-way injection valve (Model 5020) with 
a closed loop of 250 |il (Rheodyne, USA) were used.

2.3 Procedure

2.3.1 Electrode polishing

The platinum electrode surfaces were polished with alumina powder of particle 
sizes of 0.3 and 0.05 |iM before use. After rinsing with distilled water, the 
electrodes were pre-treated by potential cycling in 0.5 mol/1 H2S 0 4 from 0 to 
+1.0 V (vs SCE) at a scan rate of 20 mV/s until no changes were observed in the 
cyclic voltammograms (at least 20 cycles).
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1,2-DAB, 1,4-DAB, 1,8-DAN and o-anisidine were electropolimerised on the 
electrode surface by cyclic voltammetry. All the monomers, except the 
diaminonaphtalene isomers were used at a concentration of 5 mM and dissolved 
in 0.1 M phosphate buffer solution at pH 6.5. The substituted naphthalene 
derivative was electropolymerised in 3 M HC1 because of his higher 
hydrophobicity. The potential was continuosly cycled (10 cycles) from 0 to + 0.8
V except for 1,8-DAN when the potential was cycled from -  0.15 to + 1.3 V. 
The scan rate was 2 mV/s. The electrodes were stored dried when not in use.

3. Results and discussion

Since the potential of nitrite oxidation is high, many other electroactive species 
can be oxidised and thus interfere with the nitrite analysis. In order to avoid 
these interferences we covered the electrode surface with electropolymerised 
films. We selected three interferences wich can be oxidased at our applied 
potential: ascorbic acid (AA) wich is the classic interferent in nitrite 
determination, phenol (PhOH) which can be present in polluted waters and 
solfite (S032') which is a little anion comparable to nitrite.
Film’s permeability to target analyte and interferences was evaluated in cyclic 
voltammetry. We compare peak current relative to each one at a concentration of 
40 mM in 0.1 M acetate buffer pH 4.

2.3.2 Electropolymerisation

The permeability (P%) was defined as follows:
P%= (I filn/Ibare)*100 

Where Ibare was the peak current when the electrode is naked and I nim was the 
peak current when the electrode is covered by electropolymerised film.
Then we evaluate the ratio P%nitriie/P%interfercnces and we reported the results in

P n o 2 -/P a a P N 0 2 ./P S 0 3  2- P  N 0 2 -/P  PhOH

1,2-DAB 2.0 0.16 0.35
1,4-DAB 4.9 17.5 0.74
1,8-DAN 1.3 0.38 0.021

o-anisidine 13.7 0.83 0.14
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Better results in terms of selectivity was obtained with poly( 1,4-DAB).
For this reason electrodes modified with this polymer were putted in a FIA 
system to evaluate analytical parameters:

The obtained LOD was lower than nitrite concentration law limit for drinking 
water in Italy (2jaM).

Polymers were also observed at FE-SEM in order to verify morphology. Images 
of poly (1,4-DAB) show clearly the typical globular structure of polymeric films 
obtained by cyclic voltammetry using platinum foil as working electrode.
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Abstract

Screen-printed sensors are interesting devices for disposable, cheap and reliable 
analysis of heavy metals in connection with stripping analysis.
In this paper, we describe a novel gold-based screen-printed sensor which avoids the 
toxicity and the environmental contamination associated with mercury based sensor. The 
sensor consist of a screen-printed three electrode cell: a gold working electrode, a silver 
pseudo-reference electrode and a graphite counter electrode. It is used in combination 
with Square Wave Anodic Stripping Voltammetry (SWASV), using a portable 
electrochemical instrument.

The developed sensor was applied to arsenic detection. The optimised analytical 
parameters allows the convenient monitoring of micromolar and sub-micromolar 
concentrations of As(III) following short deposition time. Preliminary results on 
environmental samples analysis are illustrated.

1. Introduction

Stripping analysis is a powerful tool for measuring heavy metals in 
environmental, clinical and industrial samples [1]. For these applications 
mercury-based electrodes have been traditionally employed in order to obtain 
high reproducibility and sensitivity. However, the growing interest in 
decentralised analysis, coupled with environmental issues, requires new 
approaches involving mercury-free electrochemical sensors.

Gold electrodes of different forms (solid as well as gold-film electrodes) 
have been used to detect heavy metals [2]: however, with a reusable sensor, 
there are problems of electrode surface fouling, which is one of the main 
drawbacks of electrochemical sensors. Among other techniques, screen-printing 
technology is a particularly attractive technique for the mass production of 
cheap and disposable sensors [3].

The present paper describes the application of a gold-based screen printed 
sensor to As(III) detection by using SWASV as electrochemical technique. The 
method utilises electrolytic deposition of arsenic onto a gold film and its 
subsequent reoxidation by performing a voltammetric scan against more positive 
potential values:

1 Corresponding author. Fax: (+39)-055-4573397. E-mail:serena.laschi@unifi.it
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Accumulation step: As(III) + 3e' —> As

Stripping step: As —► As(III) + 3e*

Thereafter, SWASV measurement is performed by using the optimised 
conditions.

2. Screen Printed Electrode

The electrochemical cells were planar three electrode strips, based on a 
gold working electrode, a carbon counter electrode and a silver pseudo-reference

ft J  Silver ink 

Ш Л  Graphite ink 

I IfinM ink

Insulating ink

Fig. 1: Scheme of a screen-printed gold sensor

The electrodes were screen-printed in house using a DEK 248 screen- 
printing machine (DEK, Weymouth, UK).

Silver-based (Electrodag PF-410) and graphite-based (Electrodag 423 SS) 
polymeric inks were obtained from Acheson Italiana (Milan, Italy); the gold- 
based ink (R-464 (DPM-78)) was obtained from Ercon Inc. (MA, USA) and the 
insulating ink (Vinylfast 36-100) from Argon Italiana (Lodi, Italy). A polyester 
flexible film (Autostat CT5), obtained from Autotype (Milan, Italy), was used as 
the printing substrate. The silver ink was printed to obtain the conductive tracks 
and the silver pseudo-reference electrode. The carbon and gold inks were then 
printed to obtain the auxiliary and working electrodes, respectively. After each 
step, silver, carbon and gold inks were cured at 120° С for 10 min. The 
insulating ink was finally used to define the working electrode surface (0 =  3 
mm). A curing period of 20 min at 70° С was applied.

All the experiments were carried out using a PalmSens portable 
electrochemical analyser (Palmsens BY, Houten, The Netherlands).

electrode (Figure 1).

p ~ -
i
i

h i

I
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Square wave voltammetry conditions were: conditioning step (Econd): +0.7
V for 30 s, deposition step (Edep): -0.5 V for 180 s, equilibration time (Ц): 15 s. 
Stripping analysis: scan range: from -0.5 to +0.7 V, pulse amplitude (E ^ ) :  28 
mV, step potential (Estep): 3 mV, frequency (f): 15 Hz. The medium used was 
HC1 2 M.

3. Analytical procedure

Medium concentration and accumulation time were experimentally 
optimised.

SWASV cycles of As(III) 100 jLtg/L were performed in solutions 
containing various HC1 concentrations. The heights of the obtained peaks were 
then plotted against the HC1 concentration obtaining the graph reported in figure
2:

Fig. 2: Optimisation of HC1 concentration. SWASV on As(III) 100 |ig/L

As it can be seen, a high response with good reproducibility is obtained 
with a concentration of HC1 2 M; with acid concentrations higher than 2 M a 
higher response was observed, but the reproducibility was very poor.

Accumulation time also influences the sensor performance. To investigate 
this effect, As(III) 100 \xg/L was detected by SWASV cycles using different 
accumulation times: in this case, peak currents increase until a value of 180 s; 
for times higher than it, the height of the peak decreases, whereas the 
reproducibility of the measure is reduced (%RSD higher than 15%). This is 
probably due to the formation of a layer of As0 which insulate the electrode 
surface. For this reason, an accumulation time of 180 s was used.
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Fig. 3: Optimisation of the accumulation time. SWASV on As(III) 100 |ig/L

4. Calibration curve for As(III)

Figures 4a and 4b show respectively SWASV voltammograms and the 
corresponding calibration curve obtained for As(III) in the range 0-300 M-g/L, 
using the optimised conditions.

a)
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b)
Fig. 4: ASV voltammograms A) and related calibration curve B) obtained for 
As(III) in the concentration range 0-300 |ig/L.

A linear response was observed in the investigated range (r=0.997), 
coupled with a good reproducibility; a %RSD of 4% was calculated on the slope 
of the curve obtained in triplicate. The theoretical detection limit of the method, 
calculated as three times the standard deviation of the blank divided by the slope 
of the curve, was of 12 ^ig/L, whereas not less of 80 p.g/L was experimentally 
detectable.

5. Conclusions

The proposed gold-based screen-printed electrodes are suitable 
electrochemical devices for As(III) detection. The reported data indicate that the 
proposed gold-based sensor holds great promise for decentralised testing for 
As(III) using a “mercury free” sensing surface.
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Abstract

A polymeric membrane ion-selective electrode (ISE) has been constructed to be used to determine 
quaternary ammonium salts contained in detergents for industrial use. The sensor we developed is 
based on PVC, as base polymer, and dibutylphthalate as plasticizer. The polymeric membrane thus 
obtained also contains a dodecyltrimethylammonium reineckate (DDTMAR) as cationic exchanger, 
which gives the membrane its characteristics of selectivity. For the electrochemical characterization 
of the ISE a standard dodecyltrimethylammonium bromide (DDTMABr) solution was used.

1. Introduction

Frequently one considers that the use of the surfactants consists only in domestic 
or industrial cleanliness; on the contrary their versatility is wide and their 
utilization turns to very different fields. Really are interested in the surfactants 
the textile industry, the pharmaceutical industry, the metallurgical industry, the
oil industry, the industries of polymers and paints, the tanning and paper 
industries, the mineral industry and so on. Surfactants are also used for the study 
of the electrostatic interactions in solution and the behaviour of the colloidal 
systems; they are also employed in biological researches as a model of 
simplified membrane microenvironment study. Object of this research was to set 
up, owing to our previous researches in this sector [1,2], a method of analysis 
for the determination of several cationic surfactants in commercial products, 
used commonly to clean of industrial silos containing mineral oils, or for their 
action as biocids.

2. Methods

Preparation of the exchanger: The dodecyltrimethylammonium reineckate 
(DDTMAR) was prepared by mixing 100 mL of dodecyltrimethylammonium 
bromide, 5x10'^ molL'l, with 100 mL of a solution of Reinecke salt, 5x10"-^ 
molL 1. The dodecyltrimethylammonium reineckate precipitate obtained was 
filtered, washed twice in distilled water and finally dried at room temperature 
for 12 h. Ultimately this dried exchanger was collected on a filter paper, placed 
on a Petri dish and stored in an dessicator until used.
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Preparation of the membrane: The polymeric membrane of the ISE was obtained 
by means of the following operations: 165 mg of PVC (as basic polymer) were 
dissolved in 3 mL of THF, stirred using a magnetic bar in a 25 mL glass 
stoppered Erlenmeyer flask; after 1-2 hours (when completely dissolved) 8.25 
mg (5% by weight) of DDTMAR exchanger was added; after the solution had 
become homogeneous, 330 mg of dibutylphthalate (DBP) was added as 
plasticizer; after stirring for about 1 hour, the solution was allowed to evaporate 
in a Petri dish (5.5 cm in diameter) for two days until a completely dry 
membrane was obtained. The disk was then stored in a dessicator, protected by 
Parafilm.
Preparation of the internal solution: a 10"2 molL"^ in DDTMABr and 10" 
Im olL'l in KCl internal solution was prepared. To this end the appropriate 
quantities of KCl and DDTMABr were weighed out, placed in a 50 mL 
graduated flask and made up to volume with distilled water.
Preparation of the binder and application to the membrane: the adhesive was 
prepared by dissolving a small quantity of PVC in cyclohexanone. This adhesive 
was then used to attach the membrane to a small tube, also made of PVC. After 
gluing, in order to guarantee a homogeneous pressure that would favour lasting 
adherence a circular Al sheet, 2.5 cm in diameter, was positioned on top of the 
glued membrane so as to form a base to support the weight of a 50mL beaker 
filled with water balanced on the aluminium disk. By means of its weight, the 
beaker made the adherence of the membrane uniform. The whole assembly was 
allowed to stand in this position overnight.
Potentiometric measure: The ISE device and the calomel reference electrode 
were coupled to the potentiometer. Both were then immersed in a 50 mL beaker 
containing 10 mL of distilled water at room temperature and under stirring 
(using a magnetic bar). In this way the following electrochemical cell was 
constructed:
Ag / AgCl, KCl 10'1 molL’1, DDTMABr, 10'2 molL'1/Exchanger membrane 

/Aqueous solution/Hg2Cl2 , KCIsat /  Hg

3. Results and Discussion

1st Measuring procedure: A 3% solution p/v, that is, (10'1 moIL“l) as 
dodecyltrimethylammonium bromide standard (DDTMABr) was prepared. The 
electrode was conditioned in distilled water for (12 - 15) minutes, until a stable 
value was obtained for the potential; additions were therefore made of aliquots 
(from 10 to 300 nL) of the DDTMABr solution and the potential differences 
obtained were recorded. Subsequent tests were carried out, repeated using the 
same electrode. The slopes and the correlation coefficients of the calibration 
straight lines thus obtained are shown in table 1.
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The calibration straight line thus obtained is displayed in figure 1. The ISE 
response time was found to be very rapid, in the order of 15-20 s; the regression 
straight line shows a Nernstian slope over a wide linearity range and a very 
satisfactory correlation coefficient.

By means the calibration straight line shown in figure 1, obtained using the 
DDTMABr standard and the 2nd measuring procedure, four commercial 
samples have been analysed; the results are shown in table 2. As may be 
observed in this table, the alkyldimethylbenzylammonium chloride (ADMBAC1) 

samP\e * and didecyldimethylammonium chloride
AC1) contained in the sample 3 seem to present extremely high 

concentration values compared with the values of the concentrations usually 
contained in the commercial samples, while the alkyltrimethylammonium 
chlonde (ATMAC1) contained in the sample 2, and 

exa ecyltrimethylammonium chloride (EDTMAC1) contained in the sample 4, 
w с possess very similar molecular structures, present very similar 
concentration values, lower than those of the sample 2 and 4, although still 
rather high taking account of the relevant values in the literature [3, 4]. In order 
о e uci ate several anomalies occurring in these results, a series of tests was run 

also to determine the following:
Any positive interference due to the phenyl and benzyl group in the case of the 

commercial product containing alkyldimethylbenzylammonium chloride. For 
s purpose, the possibility of modifying the Nernstian slope of the instrument 

response was investigated by analyzing the standard DDTMABr in aqueous 
so ution containing benzoic or phenylacetic acid at different concentrations in 
or er to verify the sensor response trend under somewhat similar conditions to 

ose m w ich sample 1 is measured. However, on the basis of the results 
0 ne , no actual correlation is found between benzoic or phenylacetic acid 
concentration in the solution and exchange membrane response. -The influence 
tb- 6 Stenc ndrance of the quaternary ammonium salt of the product tested; 
no was eva uated using tetrabutylammonium iodide, a molecule that contains 

u у ong methylene chains but has a substantial steric hindrance. It has

-* -<-5 -3.5 -3 -2.5
IobC (mol L")

4. Analysis of commercial sample
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Tab. 1: Analytical data referring to successive calibration straight lines, between 3 x 10'3 and I x 10‘2

Straight line, n°
Slope (AmVM logC) 

(C =m olL’*)
r 2

I. 54.1 0.9999

2. 56.2 0.9991

3. 48.6 0.9997

4. 50.8 0.9991

5. 51.4 0.9997

6. 52.5 0.9996

7. 49.4 0.9992

This 1st procedure, based on successive additions of DDTMABr to the aqueous 
solution, proved not to be wholly applicable to quantitative measures, under the 
operating conditions described. The results obtained actually show that the 
sensor membrane retains a “memory” of the DDTMABr concentrations 
previously used and, although with highly diluted additions, the successive 
calibrations produce straight line intervals that are shifted towards higher 
concentrations (with a decrease in slope, see Table 1), which would cause 
appreciable dosage errors. It is as though the exchange capacity of the 
membrane is partially inhibited. On the other hand, its exchange capacity 
represents the fundamental principle of the analytical mechanism in obtaining 
the electrochemical signal. A different approach it was therefore used which 
implied the use of a different operating procedure.

2nd Measuring procedure: Taking into account the results obtained using the 1st 
procedure, it was decided to consider only the potential values obtainable after 
the first addition; to this end, the potential measured when the electrode is 
immersed in 10 mL of distilled water, is allowed to stabilize; a small aliquot (of 
the order of several tens of jtL) of the standard solution of DDTMABr is added 
and the corresponding potential measured after the addition. A subsequent 
analogous measure is then made after washing the cell and allowing the 
electrode to stabilize in 10 mL of distilled water. The results of the potential 
variations obtained using this second procedure are shown in table 2.

Tab.2: Results of concentration calculated for all four commercial samples tested using 
DDTMABr as reference standard

S a m p le s
C o n c e n tr a tio n  

(m o l I / 1)
Sample 1 containing ADMBACI 56.6 ± 6
Sample 2 containing ATMACI 5.9 ± 0.8

Sample 3 containing DDDMACI 141 ± 12
Sample 4containing EDTMACI 5.6 ± 0 .5
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been shown that, in such a case, interaction with the membrane is reduced; in 
particular, accessibility to the exchanger contained in the membrane is partly 
impaired. Indeed, analyzing the tetrabutylammonium iodide solution of known 
concentration (0.01 molL"^), a concentration of 8.66 x 10“̂  molL"! was found,
i.e. less than the effective concentration which is two orders of magnitude 
higher, thus an indication of the reduced exchange capacity of the membrane it 
was evidenced.
-The sensor response to standard solutions of different standard quaternary 
ammonium salts is all the better the closer the standard molecular structure is to 
the structure of the product contained in the commercial sample tested. For this 
purpose calibration straight lines were constructed using quaternary ammonium 
salts as similar as possible to the analyte to be determined (Tab. 3).

Tab.3: Comparison between the molecular structure of DDTMABr, used as standard in the 
preceding tests, and the structure of (BDTDACI and EDTMABr) the new standards used.

Standard solution Standard structure

Dodecyttnmetfr/lamfnonium bromide 

(DDTMABr)

Г 1lcH ,-(C H j)n-N*-CHj |ft‘ 
CH, J

BenzyWimeOr/ttetrammonium bromide 
chloride 

(BDTDACI)

f *Hj 1 |CH,-(CH, k-hT-CHj-PhlCI

1 CH, *
Esadecytrimetftylamrnonium bromide

(Еотмла-)

f ^  I
ICHj -(CH, )»-N*-CH, 1 0Г 

CH, J

The results, set out in Tables 4 and 5, clearly indicate the need when performing 
quantitative determinations to use reference standards as similar as possible to 
the analytes to be determined. The results, set out in table 5, are certainly more 
reliable than those previously reported in Tab. 2 and confirm the need to use 
standards with a structure as close as possible to that of the analyte to analyse in 
quantitative determinations. It was thus possible to obtain a sufficiently reliable 
determination of the commercial products 2 and 4 using reference standards as 
similar as possible to the ammonium salts contained in them. Measurement of 
sample 1 nevertheless entrained several difficulties as its determination 
apparently caused a degree of “wear” of the membrane. Nevertheless, this 
dosage, using the benzyldimethyltetradecylammonium chloride standard 
solution, allowed easily reproducible data to be obtained. On the other hand, in 
the case of sample 3, it was not possible to find standards very similar to the 
analyte contained in it, i.e. ammonium salts with a double long alkyl chain, 
which at the same time were sufficiently soluble in water at ambient 
temperature. This objective limit has so far not been overcome.
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Tab-4: Analytical data referring to the respective calibration curves obtained using n ew  н л 
that are more similar in their structure to the cationic surfactants contained in th anaards 
samples tested. e commercial

Standard

solution

utilised

Slope

(Am W logC)

(C =m olL ‘‘)

Linear range  

(m ol L'1)
r2

BDTDAC1 54.9 ± 0 .5 5 x 10'6 - 1 x 10° 0.9995

EDTMABr 53.5 ±  0.9 5 x 10'6 - 1 x 10'3 0.9996

Tab.5: Concentrations of the three commercial samples obtained using the new standards illustrated 
in lab.3.

Samples and standard used Concentration found 
(mol L'1)

Sample 1 using BDTDAC1 0.058 ± 0.003
Sample 2 using EDTMABr 0.042 ±0.001
Sample 4 using EDTMABr 0.039 ± 0.002

5. Conclusion

An ISE has been constructed that can be used for the quantitative determination 
of quaternary ammonium salts in commercial compounds. It is used to analyse 
commercial samples containing cationic surfactants, leading to satisfactory 
analytical results in the case of samples containing 
alkyldimethylbenzylammonium chloride, or hexadecyltrimethylammonium 
chloride, or alkyltrimethylammonium chloride. Quantitative determination 
proved to be more problematic in the sample containing 
didecylmethylammonium chloride because of the impossibility of obtaining a 
standard quaternary ammonium salt with 2 long-chain alkyl groups and at the 
same time that was sufficiently soluble in water at ambient temperature. It has 
been shown that it is necessary to take into account the steric hindrance of the 
cationic centers of the surfactants analysed as well as the interaction between the 
latter and the membrane exchanger and that, therefore, for quantitative 
determinations, e.g. of dialkyldimethylammonium salts, it is necessary to use a 
standard that is structurally similar to that of the analyte to be determined in 
order to optimize the membrane exchange conditions.
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In this work, we describe the design implementation, validated by experimental results, 
of an innovative gas sensor array for wine quality monitoring. The main innovation of 
this integrated array deals with the simultaneous outputs of 8 different signals coming 
from a W 03 thin film structure heated in a linear temperature gradient mode, allowing an 
overall evaluation of gas sensing properties of the material in a 100°C-wide window. 
Preliminary tests of gas sensing showed good responses to the target analytes for the 
specific application (1-heptanol, 3-methyl butanol, benzaldehyde and ethyl-hexanoate).

1. Introduction

Monitoring and determining the constituents of a sample gas typically involves 
collecting samples and analyzing them in a gas chromatograph-mass 
spectrometer (GCMS) of significant size and cost. Nevertheless, many 
applications need smaller, more portable, cheaper, and even disposable sensor- 
based systems. However the selectivity of an individual sensor remains as a 
problem to be solved. Several approaches, including the study of new sensitive 
layers [1], advanced sensor array architectures for electronic noses [2, 3] and the 
gas identification by modulating the metal oxide temperature [4] have been 
adopted to increase the sensor selectivity.
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In this work, we describe the device implementation by means of analytical 
models and Finite Elements (FE) analysis, validated by experimental results, of 
an innovative gas sensor array for wine quality monitoring.

The device consists of a semiconductor oxide sensitive layer patterned on a 
thin film suspended membrane with Polysilicon micro-heaters and temperature 
sensors designed for providing and monitoring a linear temperature gradient on 
active area. Data collected from the eight elements of the array can be analysed 
with pattern recognition analytical tools and principal component analysis in 
order to enhance the sensor selectivity. The target analytes selected for device 
testing are 1-heptanol, 3-methyl butanol, benzaldehyde and ethyl-hexanoate, 
according to a preliminary analysis of wine quality using chromatographic and 
mass spectroscopy methods.

2. Device implementation

The device has been implemented on a thin Silicon oxide and nitride multilayer 
membrane, allowing low power consumption, proper temperature control and a 
fast heating because of low thermal mass and heat dissipation of dielectric 
suspended structures. Device heating is provided by poly-Si heaters embedded 
in the membrane, while thermometers allow temperature monitoring. The 
electrical contacts for the eight element sensor array have been implemented on 
the active area with Platinum interdigitated wires, providing high temperature 
stability. The multilayer membrane structure has been balanced considering 
residual stress and thermal expansion of deposed films. The main mechanical 
aspect to consider in structure definition is the overall stress on membrane 
section, which must be slightly tensile to prevent structure buckling and failure. 
The defined film sequence and material properties are shown in Table 1.

Since preliminarily WO3 has been chosen as gas sensing layer, the target 
working temperature has been set to the 250-350°C range, reported in the 
literature as a suitable temperature range for this material [5].

Name Thickness
[nm]

Resistance/sq
[Q/sq]

Stress
[MPa]

Structural layers +tensile
-compr.

Silicon 15 wafers 489.5 ± 1.6* 12-24**
Field oxide 297 ± 3.3 -344 ± 2
Nitride 142.3 ±7.1 +1270± 190
LTO 317 ±3.1 30.2 ± 0.3
Poly-silicon P 435 ±4.1 47 ± 1 -313 ±25
Poly-silicon В 435 ±4.1 83.7 ± 0.6 -313 ±25 I
TEOS+BPSG+TEOS 471.03 ±6 -38 ± 14
Platinum 50.1 ± 1.2% 6.56 ± 0.74%
Evaporated Cr/Au 10.5/200.4 0.1486 ± 1,81% + 155 ± 5

Table 1: Membrane structure and layer properties
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In order to match the target properties of the device and to optimize the power 
consumption performances, simulations of array electro-thermal behaviour have 
been performed using the ISE-Solidis simulation software including the 
dependence on temperature of poly-silicon resistance and air thermal 
conductivity. The extracted design parameters regarded the membrane 
dimension, strictly related to the power consumption, and the definition of the 
heater geometry to obtain the correct temperature range and the linear 
temperature profile on the sensor array.

Heat dissipation in small devices can be modelled at low temperature using 
the heat transfer equation for conduction mode in the surrounding air layers, 
while convection mode can be neglected. Furthermore the radiative dissipation 
affects the behaviour at high temperatures [6]. Simulation results are shown in 
Figure IB, where temperature profiles and power consumption are summarized 
and compared with experimental data. The temperature profile is linear over a 
wide range of bias conditions, increasing the temperature gradient for increasing 
power consumption.

2.1. Thermal-electrical FE simulations

fom)
Figure 1: A) Photograph of single heater array B) Temperature profiles on array, simulations and 
experimental results.

2.2. Design

According to the simulation results, the meander heater wires spacing and 
width have been tuned in order to provide the heat density needed to compensate 
the larger heat dissipation from lateral elements and then to set the target 
temperature profile on the array.

Platinum interdigitated contacts for the metal oxide layer connections have 
been implemented on the 1140цт x 500цт active area. According to the 
thermo-electrical simulation results, four different layouts have been 
implemented and two different membrane dimensions (3500цт x ЗОООцт and
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3500цш х 2000|im) with two different heater configurations have been adopted. 
In the “standard” configuration (Figure 1A) a single heater provides the 
temperature gradient, while in the three-heater configuration the heater sections 
can be biased separately, allowing a wider choice of operating conditions of the 
gas sensor array. In both the configurations the heater is wider (1340цт x 
бООцт) then sensitive region, to provide better temperature uniformity on 
sensors. Since the metal oxide resistivity is strongly affected by temperature 
variations, thermometers have been implemented in the structures for 
monitoring working conditions of the metal oxide layer.

3. Fabrication

The membrane is a S i02 - Si3N4 multilayer of about 1 jxm thickness and 3500 
д т  x 3000 /xm in size. The membrane backside opening has been performed by 
means of a TMAH bulk etching technique. The sensor electrodes have been 
realized in Platinum by lift-off. Active layer implemented in this array is WO3 
deposited via reactive sputtering RF on suspended membrane, starting from a 
pure 99,99 % 4” target of tungsten oxide in Ar/02 atmosphere.

4. Array sensitivity and PCA results

The characterisation of sensitive layers has been performed using 1-heptanole 
(lppm), ethyl esanoate (1-2-5-10 ppm), 3-methylbutanole (1-2-5-10 ppm) and 
benzaldehyde (1-5 ppm) with a constant total gas flow of 100 seem, and 
working temperature in the range of 300-r400°C.

Tim* (min) Tin» (min)

Figure 2: Dynamic responses of WCb-based sensor array to: (A) 1 -heptanole (four injection 1 ppm) 
and (B) 3-methylbutanole (1-2-5-10 ppm).

Figure 2 shows an example of dynamic response of the sensor array to analytes. 
The different resistances of array elements in inert environment confirm the 
gradient of temperature set by the micro-hotplate structure. Array elements show
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different dynamic responses to 
analytes in relation to different 
working temperature, validating the 
device implementation. Moreover the 
reproducibility
of sensor responses can be observed in 
Figure 2 (a) where result of repeated 
injection of 1 ppm of 1-heptanole into 
the measurement chamber is shown.

In order to test the discrimination 
capability of the system, preliminary 
Principal Component Analysis (PCA) Rgure 3: 3D score Plot of ̂ e analysed 
has been performed on described data. samP,es-
PCA score plot (Figure 3) shows a good discrimination of 3-methylbutanole and
1-heptanole, while further analysis are required in order to optimise ethyl 
esanoate versus benzaldehyde identification.

5. Conclusions

In this paper we presented an innovative approach for monitoring wine aromatic 
compounds by using a microhotplate-based silicon gas sensor arrays with linear 
temperature gradient. In particular, the possibility to use such microsystem for 
the detection of 1-heptanole, 3-methylbutanole, ethyl-esanoate and 
benzaldehyde wine has been demonstrated for concentrations ranging from 1 
ppm to 10 ppm. Future works will be devoted to validate the system in operating 
condition with particular emphasis to test specific wine sample.
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Sensor Fusion by means of different architectural approaches has shown 
to be a powerful tool for the analysis of data produced by arrays of 
chemical sensors. In this work, we focus our attention on two sensor 
fusion architectures based on Multilayer perceptrons, applied to a small 
matrix (4-elements) of chemiresistors based on thin film polymer 
composites, in order to obtain significative enhancement in both gas 
estimation precision and sensor dynamic behavior (speed).

1. Introduction

During last decade, Back Propagation Networks (BPN) have often been used for 
analyzing chemical sensors outputs in different scenarios. Application scenarios 
includes mixture classification [1],[2],[3] and concentration estimation both 
steady state [4] and continuous [5],[6]. In continuous gas concentration 
estimation, responsiveness is a primary goal, especially when dealing with toxic 
compounds. Unfortunately, thin film gas sensors, operating at room temperature 
and so very suitable for portable applications, do not show optimal performance 
as regards to speed of response. We expect that a tapped delay BPN based 
sensor fusion architecture, can boost both responsiveness and precision of a 
small matrix of thin film gas sensors. Furthermore, in different application 
context, the use of multilayer fusion architecture has shown its ability to improve 
context awareness [7] producing, for example, information on reliability of the 
fusion outputs. In this work, we compare a multilayer fusion architecture with a 
single BPN approach working on novel 4-elements matrix of carbon 
black/Poly(methyl-methacrylate) based chemiresistors. Sensing devices are

* Corresponding author. Tel.: +39 081 772 3364; fax: +39 081 772 3344; 
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actually picked up from a 8x8 matrix prepared by spinning the above mentioned 
dispersion on a 4x4 cm2 allumina substrate. In this way, it is possible to realize 
multiple small devices (5x5 mm2 area), obtained by the same PMMA/Carbon 
black composite but differing in the filler/polymer volume ratio [8]. The ratio is 
expected to be reduced continuously moving along the diagonal of 4x4 cm2 
allumina substrate from the central to the peripheral device.

2. Experimental

The first proposed fusion scheme, is a two-layer tapped-delay BPN analyzing 10 
homogeneously spaced samples (last 9 plus the current one) for each of the four 
selected sensors. The hidden layer is built up by 10 sigmoidal neurons. Finally, 
a single linear function neuron is used in order to provide an estimation of 
current gas concentration.
The second proposed architecture, is based on a Multiple Expert Systems 
approach with a primary layer equipped with four tapped-delay BPN applied to, 
and trained for, the output of single chemiresistors. The next fusion layer is 
equipped with a combiner, implementing a simple combining scheme. The 
scheme is applied to the output of the four virtual sensors and provides the final 
estimation of current gas concentration. The combination scheme rejects the 
worst performing sensor selecting it by means of a mean value centered cluster 
approach. The systems then output the overall estimation based on the mean 
value of the remaining virtual sensors outputs. MSE allow also to evaluate the 
confidence level of the final output. Like the first architecture network, tapped 
delay length has been chosen to be 10.

..... . г П|| Щ _____ _______________|
Figure 1: Proposed fusion schemes. S(t) is the sensor response at time t, E(t) is the concentration 
value estimated by the two alternative fusion systems at time t.
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All the Back Propagation Networks have been trained using Levenberg- 
Marquardt optimization scheme with a [50% Training, 25% Validation, 25% 
Test] dataset partition. Early stopping is, in fact, been used to avoid over-fitting 
problems [9] [10]. The dataset has been built by collecting sensor responses to 
acetone vapours (ranging from 0.2% to 80% of its vapour pressure at 20°C) 
during 40 complete exposure cycles. Sensor responses have been characterized 
using a Gas Sensor Characterization System.

s

Figure 2: Sensor responses to the 40 acetone vapors exposure cycles. Note the instable 
behavior of sensor d.

3. Results

Each of the proposed architecture has shown good performance in terms of 
speed and precision (view fig. 3,4). Network outputs, seems, in fact, to respond 
very quickly (1-2 samples corresponding to 30-60secs) also to rapid 
concentration variations.
The approaches have also shown to be very robust considering the overall 
quality of the input data (view fig 2). Sensors 
responses at low P/P0 (% of vapor pressure), 
hence during early characterization phases, was 
in fact affected (wobbling) by the incomplete 
evaporation of a solvent used for preliminary 
set up. Furthermore, one of the selected 
sensors, has shown severe electrical problems 
causing several uncorrelated resistivity spikes 
in its response (view fig. 2). Estimation

Table 1: MSE 
Performances 

(Test Set)

Single 10TD 
BPN

4.15 X КГ4

Multilayer
Approach

7.88 X 10'4

4 Stntorm Behaviour
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precision performance of the two approaches has been evaluated using MSE 
(Mean Square Error) during multiple runs and best results are shown in table 1.

As shown in table 1, results obtained by the two architectures are actually 
comparable but the single layer architecture seems to show a slightly better 
estimation performance. This appears to be due to the very small number of 
sensors used, and probably to the sub optimal sensor selection scheme. The 
multilayer approach, conversely, offers a simpler reliability indicator of the 
output P/PO estimation that makes it more appealing for the integration in a more 
complex fusion scheme.

Ми111лг«гЛррг»1<Ь R*v»nM

---- --ft

100 200 300 400 500 600 700 800 
Espoiur» cyclti «rap id

Figure 3: Overall architectures responses to 10 acetone vapor exposure cycles (test set), with 
respect to ground truth (black).
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Figure 4: Details of combined architecture dynamic behavior during a complete exposure cycle 
compared to single sensors. Speed of response is greatly enhanced, and precision shows very good 
performance, despite of electrical instability shown by sensor d (x-ed).
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It is possible to obtain significative performance enhancement applying a 
multilayer fusion scheme to small matrices of thin film polymer composite 
based gas sensors, so to obtain a single composite virtual sensor. Both dynamic 
and steady state performance are positively affected by the proposed approach, 
that has revealed to be very robust to sensor responses variation. The approach 
seems also to be suitable for application to pre-commercial prototypes, since 
BPNs on-chip implementation are commercially available, so that BPN based 
sensor fusion architecture can be easily integrated on portable devices. Future 
works will be focused on testing the proposed architectures with a hybrid sensors 
array operating at room temperature for concentration estimation in a complex 
gas mixture scenario.

References

4. Conclusions

1. H. Nanto et al., “Identification of aromas from wine using quartz-resonator gas 
sensors in conjunction with neural-network analysis”, Sens. Act. В 24-25 (1995), 
794-796

2. D. Lee et al. , “Explosive gas recognition system using thick film sensor array and 
neural network”, Sens. Act. В 71 (2000), 90-98

3. T. Roppel. et al., “Design of a Low-Power, Portable Sensor System Using 
Embedded Neural Networks and Hardware Pre-processing”, IJCNN'99, 
Washington, D.C., 1999

4. H. Sundgren et al., “Artificial neural Networks and gas sensors array: quantification 
of individual components in a gas mixture”, Meas. Sci.Technol. 2 (1991) 464-469

5. M. Pardo et al., “A time delay neural network for estimation of gas concentrations in 
a mixture”, Sens. Act. В 65 (2000) 267-269

6. D. Rebiere et al., ” Improvement of Surface acoustic wave gas sensor response time 
using neural-network pattern recognition”, Sens. And Act. В 24-25 (1995) 777-778

7. R.C. Luo et al., “Multisensor Fusion and Integration: Approaches, Applications, 
and Future Research Directions”, IEEE Sens. Joum., Vol.2, No.2, April 2002 107- 
119

8. L. Quercia et al.: “Effects of thin polymer composite preparation on vapor sensing 
devices characteristics” , Sens, and Act. B, in press.

9. M. Pardo, G. Sberveglieri, “Remarks on the Use of MultiLayer Perceptrons for the 
Analysis ofChemical Sensor Airay Data, IEEE Sensors Journal, Vol. 4, No.3, June 
2004. 355-363

10. M.T. Hagan and M. Menhaj, “training feedforward networks with the marquardt 
algorithm”, IEEE Trans. Neural Networks, pp. 989-993, Oct. 1994



DETECTION OF FUNGAL CONTAMINATION OF CEREAL 
GRAIN SAMPLES BY AN ELECTRONIC NOSE *

R. PAO LESSE,1'3* S. N A R D IS,1 A. ALIMELLI,1 E. MARTINELLI,2 C. DI NATALE,2’3

A. D ’AMICO,2'3 M. G. D ’EGIDIO,4 G. AURELI,4 M. EPIFANI,4 A. RICELLI,5

C. FANELLI5

1. Department o f  Chemical Science and Technologies, University o f Rome "Tor 
Vergata ", via della Ricerca Scientifica, 00133 Roma; Italy

2. Department o f  Electronic Engineering, University o f Rome “Tor Vergata", via di 
Tor Vergata 110, 00133 Roma; Italy

3. IMM-CNR, via del Fosso del Cavaliere, 00133 Roma; Italy
4. C.R.A- Istituto Sperimentale per la Cerealicoltura, 00191 Roma, (Italy).
5. Universita degli Studi di Roma "La Sapienza", Dipartimento di Biologia Vegetale, 

00165 Roma, (Italy)

Fungal growth on cereal grains is one of the main concerns in the storage of raw materials for food 
industry: because it reduces their nutritional value and due to he risk associted with the probable 
production of toxic metabolites (mycotoxins). Therefore, attempts are coming out for early detection 
and quantification of the fungal contamination degree. The aim of this work was to study the 
possibility of the application of electronic nose for detecting the volatile compounds, produced by 
the fungi metabolism, in the samples headspace.
The LibraNose showed promising performances in the discrimination between non infected samples 
and samples infected with two different species of fungi (P. chrysogenum and F. verticillioides).

1. Introduction

Contamination of food and feeds by spoilage or pathogenic microorganism 
can make many of them no more edible or affect their taste by the production of 
undesirable flavours. In some cases the activity of these microorganisms can lead 
to the formation of toxic substances, hazardous to human and animal health.

In the past, control of food safety has been carried out by testing both raw 
and processed samples without any control of the processing.1 Recently, instead, 
the Hazard Analysis Critical Control Point (HACCP)1,2 system have been 
applied to identify the steps where hazards could occur within the processing, in 
order to perform and implement monitoring procedures.

The subsequent cultural detection methodology, which consists in growing 
the microorganisms on selective media, is time consuming, since it requires 
several days from isolation to identification, and expensive.

This work is supported by MIUR-FIRB (project # RBNEOIKZZM_001)
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Then the development of faster and low cost detection methods, will reduce 
both the health risks and the economical losses, compared to the actually 
commercially available methods.3'6

A new methodology has been proposed based on the detection and 
characterization of the volatiles and odors (alcohols, ketones, aldehydes, esters,

7 8carboxylic acids, lactones, terpenes, sulphur and nitrogen compounds) ’ 
produced during the microorganisms metabolism depending on substrate 
temperature, pH, oxygen concentration, age of culture and microbial specie.9,10

The study of volatile patterns has been useful to detect the early stages of 
grain spoilage and to distinguish between the presence of toxigenic and non- 
toxigenic strains of fungi.11'13

Flavors are generally constituted by a large number of components 
perceived by the human olfactory system as integrated response, without 
separating the individual components.14 From this point of view the Electronic 
Nose approach parallels the biological sense of smell.14 In such a device, a group 
of low selective chemical sensors works as olfactory receptors producing a time- 
dependant electrical signal in response to an odor. This technology has already 
proven to be useful for the early detection of fungal and bacterial activity in 
samples of good and poor quality grain.15

In the present work we have employed the LibraNose system to analyse 
volatile chemical patterns related to the contamination of wheat seeds by P. 
chrysogenum or F. verticillioides, at different water activities, with the aim to 
improve rapid methodologies for the detection of food spoilage micro
organisms.

2. Experimental

2.1. Samples

Soft wheat seeds (cv Pandas) were supplied by “Istituto Sperimentale per la
Cerealicoltura”. Experiments have been performed on sterilized and not
sterilized cereal grain samples (50 g), sealed in vials with inlet and outlet, at
controlled temperature (30 °C) and at different water activity (blank, 0.80, 0.90,
0.95 aw). Fungal inocula on the seed samples were performed using Penicillium
chrysogenum (Thom) and Fusarium verticillioides Saccardo (Nirenberg), from
the collection of the Department of Plant Biology, University of Rome “La
Sapienza”. Microscopic observation has been performed to investigate the fungal
genera and their relative abundance on the assayed seeds.
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Measurements have been carried out using a LibraNose16 made up of an 
array of eight thickness shear mode resonators (20 MHz) coated with seven 
different films of metal complexes (Mn, Fe, Cu, Ni, Sn, Ru and Co) and a free- 
base Tetrakis(4-butyloxyphenyl) porphyrin (H2TBPP).17

2.2. Grain sample measurements

Three different experiments have been conducted. The first protocol 
consisted in analysing the headspace for five days after the vials closure. The 
flux was re-injected into the vials by a closed circuit, in order to minimize the 
variation of headspace composition after each measurement. On the basis of the 
results obtained, we performed a second experiment using grain samples stored 
at two different water activities (0.85 and 0.95) and inoculated respectively with 
Penicillium chrysogenum and Fusarium verticillioides. Blank samples for the 
two different water activity and not moistened blanks were also analysed. In the 
third experiment, the seed samples were sterilized before the inoculums to avoid 
accidental fungal contamination and the headspace evolution was measured.

3. Results and Discussion

The grain headspace has been measured leading, by data analysis 
technique, to the discrimination of each sample for each day of measurement: the 
evolution of different samples follows complicated patterns, probably due to a 
non-linear variation of the chemical composition of the headspaces.

Figure 1. PLS-DA representation o f the second experiment showing the classification o f  
the five grain samples.
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In the second experiment, the regression model is aimed at discriminating 
among the five different grain samples: blank-not moistened (A), blank at two 
different water activity values (B at 0.85 aw and С at 0.95 aw), samples 
inoculated with Penicillium chrysogenum (D at 0.85 aw) and with Fusarium 
verticillioides (E at 0.95 aw). The scores plot of the first two latent variables of 
this PLS-DA model shows a partial overlapping of the classes at the same water 
activity (Figure 1).

The same remark can be done observing Table 1, which shows the 
confusion matrix of the model described above.

Table 1.Confusion matrix o f  the second experiment model.

A В с D E
A 2 0 0 0 0

9
В 7 1 1 8 0

0
С 0 0 1 3 1

2 5
D 1 0 0 2 0

8
E 0 1 6 0 2

3

Samples with inoculated fungi are well discriminated (classes D and E), 
while bigger errors occur for the samples of the classes В and C, misclassified 
respectively as D and E. These two couples of classes, B-D and C-E, are 
characterized by the same water activity.

The explanation for the low discrimination obtained for inoculated and 
blank samples was found in the presence of Penicillium (at 0.85 and 0.90 aw) 
and Fusarium (at 0.95 aw) species also in the blank batches, as confirmed by the 
mycological analysis.

Then the overlap observed in the analysis of these samples is due to the 
presence of the same fungi species at the same water activity, resulting in a 
similar chemical compositions of the related headspaces.

In the third experiment, the seed samples were previously sterilized by 
autoclaving to avoid contamination, then inoculated with P. ch rysogen u m  or F. 
vertic illio ides  to study the performance of the LibraNose in the discrimination of 
the two fungal species. In this case a better discrimination among the classes has 
been obtained, with a classification rate of 85.3%. The recognition rate for all
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the classes was higher than 71%, while for the second experiment, for classes В 
and C, was lower than 45%.

These results confirm that the discrimination among the different samples 
depends on the volatile chemical pattern produced by the fungi metabolism.

4. Conclusions

The results obtained from these studies demonstrated the ability of the 
LibraNose to follow, for at least five days, the variation of grain sample 
headspaces due to the fungal contamination at different water activity 
(Experiment 1). More over our device was able to discriminate between two 
fungi species: P. chrysogenum and F. Verticillioides. The analysis with the 
electronic nose also demonstrated that not sterilized blank samples develop fungi 
contamination, due to the mycoflora naturally present on seeds, depending on the 
water activity (Experiment 2) and may not be distinguished from artificially 
contaminated ones. Mycological analysis confirmed the electronic nose result. 
These features make LibraNose a promising device for rapid and non-invasive 
detection of fungal contamination of grain seeds.
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Odorous contaminant in wheat have been detected using a conducting metal oxide 
semiconductor gas sensor array. Cereal grains contaminated by toxigenic fungi and 
relative mycotoxins can be detected and quantified using complex extraction procedures 
and analytical techniques. We studied the wheat odour, the presence of non-grain volatile 
metabolites due to Fusarium poae contamination for the determination of wheat quality 
classification by SPME-GC/MS and by electronic nose in order to compare analytical 
tecnique and sensor array tecnique.

1. Introduction

There is significant interest in methods for the early detection of quality 
changes in cereal grains. The development of Electronic Nose (EN) technology 
in recent years has stimulated interest in the use of characteristic volatiles and 
odours as a rapid, early indication of deterioration in grain quality [1]. 
Traditionally, toxigenic fungi and relative mycotoxins contamination of cereal 
grains can be detected and quantified using complex extraction procedures and 
analytical techniques. Normally, the grain odour, i.e. the presence of non-grain 
volatile metabolites, is used for quality classification of grain [2]. Thus it is very 
important to detect fungal deterioration in stored wheat at an early stage. This 
would facilitate and improve existing management of wheat stores. It would also 
allow remedial measures to be more effectively implemented, allowing 
significant losses and grain downgrading to be avoided.
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We have investigated the possibility of using volatile metabolites produced 
by Fusarium poae toxigenic strains as indicators of fungal deterioration and 
possible occurrence of mycotoxins in wheat. In this work an Electronic Nose, a 
sensors array based on In203 and pure and Pd-, Rh-doped Sn02 sol-gel thin 
films [3], was used for the discrimination of different wheat samples.Tests were 
earned out on inoculated wheat samples and no contaminated samples during the 
time.

Classical analytical technique like Headspace-Solid Phase Micro Extraction 
\ Gas Chromatography \ Mass Spectrometry (HS-SPME\GC\MS) analysis was 
performed to relate results with the sensor array responses.

Principal Component Analysis (PCA) was applied to sensor array responses 
and GC/MS data in order to assess the capability of the electronic nose to detect 
and classify different samples with the GC data.

2. Experimental

The fungal strain used first in the present study was Fusarium poae ITEM 
3258. The strain was obtained from the culture collection of the Institute of 
Sciences of Food Production and reported to produce trichothecenes [4,5].

5 g of durum wheat (Triticum durum, var. dicoccoides) with 45% of 
distilled water were autoclaved at 120°C for 20 min and then were inoculated 
with the fungal strain. The vials were then sealed and held at 23°C at dark. 
Controls were treated in the same way, except that they were not inoculated.

Headspace analysis were carried out (in triplicate trials) at the same day of 
inoculation (TO) and after 1, 2, 5 and 7 days (Tl, T2, T5 and T7) by either 
Electronic Nose (Fig. 1) and HS-SPME\GC\MS. The aim of this work was to 
establish the time of maximum development of volatile compounds.

Analysis of wheat headspace were carried out with dry air-nitrogen baseline 
and by means of a deviation of nitrogen flow through the vials.

The wheat samples were at 23°C while the sensors working temperature was 
300°C. The sampling was performed for 15 min while the recovery time was 
30 min.

Wheat samples were analysed for the qualitative determination of volatile 
compounds by SHS - SPME/GC/MS. SPME 50цт CAR (Carboxen) -PDMS 
(polydimethylsiloxane) fibres were used and exposed to wheat sample in 20 ml 
gastight vials at 21°C. After this, fibre was desorbed in a split/splitless injector,
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equipped with deactivated SPME glass inserts, and analyses were carried out on 
a 30m x 250 jum ID x 0.25 ц т  HP INNOVAX polyetilenglicole column. A GC 
system HP 6890 Series, Agilent Technologies, was coupled with HP 5973 mass 
selective detector, Agilent Technologies. Injection was split 5:1 with 5 min relay 
time. GC conditions were: 40°C for 5 min, 150°C at 4°C/min, then 250°C at 
15°C/min; injector temperature was 250°C, helium flow was lml/min. Transfer 
line was held at 260°C. Spectra were produced in the electron impact mode at 70 
eV. Compounds were identified by comparison with NIST reference spectra. 
Mass range was 30-350 amu, solvent delay time was 4 min, threshold 150 and 
scan rate 4,45 scan/sec.

Figure 1. Test chamber for headspace E-Nose measurements.

Some volatile compounds have been determined by GC/MS analysis, 
highlighting the occurrence of contamination or not. This behaviour is clearly 
shown in PCA score plot where there is a sharp separation of clusters (Fig 2).

PCA score plots show a good agreement between EN (Fig. 3) and GC data 
and a clear trend could be find in the case of contaminated samples.
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Figure 2. PCA score plot of SPME- GC/MS analysis of contaminated samples during the time.

Figure 3. PCA score plot of EN analysis of contaminated samples during the time.
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It has been developed a new analytical method for the determination of 
volatile compounds in wheat by SPME-GC/MS. An array of sensors has been set 
for the same aim. It has been shown that both tecniques allow to discriminate 
inoculated and control sample during 7 days. Most differences have been 
highlighted after 1-2 days from the inoculation. This could be due to the 
maximum growth of Fusarium poae ITEM 3258.

After 5-7 days the volatile compounds profile/array was different from the 
previous samplings. At this stage the wheat substrate was completely colonized 
and visibly deteriorated.

Study is in progress for other species of toxigenic fungi (Fusarium 
graminearum, F. avenaceum, Aspergillus flavus, A. ochraceus, Penicillium 
verrucosum) in order to verify the capability of the EN to discriminate different 
strain of fungi through the production of volatile secondary metabolites and to 
demonstrate the variation of the metabolic pathway due to the contamination of 
grain.

3. Conclusions
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Abstract:

Novels series of nano-gravimetric sensors are obtain from the deposition of new polypyrrole- 
derivates compound, on the oscillating quartz surface. In fact these polymers are used to modify the 
surface of the transductor with some functional chemical groups with affinity for a great class of 
volatile organic and inorganic compounds. In this article, a test that proves the chemical affinity of 
polypyrrole derivates sensors to a series of essential oils is reported.

Introduction.

At the beginning of the nineteen eighties, Persaud et. al (1982), wrote the first 
paper about the electronic nose following the idea of a receptor -  nervous 
system scheme. Using a sensors array based on metal oxide, this instrument was 
able to developed a digital finger of an odor [1].
Since then the Electronic Nose system has attracted the attention of many 
researcher for possible industrial applications^, 3, 4]. Thanks to its versatility it 
is possible to detect and measure chemical compounds in gas phase. It is clearly 
important in most areas of modem life, including industrial process control, 
health and safety monitoring and environmental monitoring. Seven 20 MHz 
resonant quartzes coated with a series of polymer opportunely modified via an 
easy polymerization in situ. The sensors obtained are applied in a electronic 
nose system (Libra-nose) developed by Technobiochip for the determination of 
gas compound analytes. The functionality of the sensor is based on the mass 
variation ( Am ) of the quartz surface, due to a direct interaction between sensor 
and the analyte. As a consequence it is possible to observe a frequency variation 
A f  of the quartz fundamental oscillation frequency f 0, as explained by the 
Sauerbrey’s law [5](eq.l). Where A is the area of the sensitive layer and C/the 
mass sensitivity constant.

Eq.l: Sauerbrey’s law.
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The quartz crystal used as mass transductor, with fundamental oscillation 
frequency of 20 MHz. are AT- cut with gold surface purchased by Nuova 
Mistral. All reagents were purchased by Aldrich. The essential oil used as 
analyte were produce by GRICAR Milan Italy.
The electronic nose used to test a set of eight sensors was the Libra Nose 
2.1developed by Technobiochip. It is a compact, easy-to-use instrument which 
has been thought to perform reversible measurements and to distinguish 
different odors classified on a qualitative basis. This instrument uses a set of 
piezoelectric transducers placed in a measuring chamber. Each piezoelectric 
transducer covered by a molecular layer acts as a sensor. In this way the 
instrument can be promptly reused after a short cycle of cleaning using nitrogen 
or filtered air. The instrument is formed by a thermostatic measuring chamber, 
where the seven sensors are positioned, a pump with adjustable flow rate and an 
electro valve which is possible to control via software (Fig.l).

1. Experimental.

1.1 Materials, reagents and analytes.

chamber

Fig. 1: scheme of the functioning of Libra-Nose.

To carry out the Principal Component Analysis (PCA) the “NasoStat Analisi 
Statistica Dati per Libra Nose” by SIGEDA Milan Italy was used.

1.2 Experimental section.

Before the polymerization, the quartzes are cleaned with a mix ammonia 
hydroxide — hydrogen peroxide 1:1 Vol. solution. After the first cycle the 
quartzes are washed with ultra pure water and dried under nitrogen flux. 
Equimolar pyrrole and aldehyde solution are deposited on the quartz surfaces, 
and then they are put in a sature BF3 environment acting as catalyst [6, 7, 8] 
(Fig. 2).
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Fig. 2 Chemical formula of polypyrrole-derivates.

Seven aldehydes were selected to obtain an array of sensors with different 
functional group surface, and as an effect there are different interactions 
between analytes and polymer.

Aldehydes Polymers.
Phenanthren-9-aldehyde Poly[2-(-9phenantrhrylmethyl)]-1 H-pyrrole
Trans-cinnamaldehyde Poly {2-[2-(2E)-3-phenylprop-2-enyl]-l H-pynrole}
Ferrocene carboxialdehyde Poly[ferrocene]-1 H-pyrrole
Benzaldehyde Poly2-(benzil)-1 H-pyrrole
Anisaldehyde Poly[2-4(methoxybenzil)]-1 H-pyrrole
3-Hydroxy ,4-Methoxibenzoaldehyde Poly[2etoxy-5-(lH-pyrrol-2-ylmethyI)]phenol
Thiophene-2-carboxaldehyde Poly[2-(thien-2-ylmeihyl)]-l H-pyrrole

2ц1 of sample are put in a glass container close with volume of 0.5L with a 
micropipette. Once the essential pure oil was completely evaporate it was 
possible to start the series of acquisition. The set of quartz modified with the 
different polymers was tested with three pure essential oil: Lavender, 
Eucalyptus, Rosemary, and a mix of Lavender Eucalyptus 1-1 V/V. To avoid 
that the results could be effected by the sensor’s derive, the tests were carried 
out in a random order. During the tests the flow was kept constant at 0.3 L./min, 
the measuring chamber’s temperature was 303 °K. The cleaning phase of the 
sensors with technical air was set to 7 min. and the acquisition time was 5 min.

3 Results and discussion.

From fig.3 it is possible to see typical sensors signals of the quartzes 
microbalance transducer coated with Polypyrrole-derivates as a function of 
number acquisition for several essential oil. 1,5,8) lavender essential oil. 2,4) 
eucalyptus essential oil. 6,9) rosemary essential oil. 3,7) lavender -i-eucalyptus 
essential oil. It is evident that the sensors signals are completely reversible, 
which proves the weak bond between the analyte and the sensors matrix. In fact 
the sensor’s signal after the acquisition time, recovers in a few minutes the 
initial frequency.
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Fig.3 Typical sensors signals of the quartzes microbalance transducer coated with poly-pyrrole 
derivates.

The data obtained from the acquisitions in Fig. 3 have been treated with a 
Principal Component Analysis (PCA) see Fig. 4.

Fig. 4 Principal Component Analysis of different essential oils

From the data obtained with the PCA, see fig. 4, it results that the selected and 
tested nano-gravimetric sensors are able to discriminate the different essential 
oils and the lavender-eucalyptus mix. The first and the second principal 
component are sufficient at a 97.5% level to explain the variant
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From acquisitions and Principal Component Analysis (see above) we can say 
that this series of analyzed polymers made by Technobiochip have the capacity 
to adsorb organic molecules in gaseous phase. These molecules present some 
advantages if confronted with traditional receptor molecules: an easy synthesis, 
they are more resistant because the polymer shows a strong bond with surface of 
gold electrode (this bond was not studied yet). Besides, the array of selected 
polypyrrole-derivate sensors show to have an high capacity to discriminate 
different kind of essential oils.
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Abstract

A novel artificial olfactory system has been tested in order to investigate its capability of certifying 
extra-virgin olive oils in terms of flavour characteristics, with the eventual goal of determining their 
geographic origin. The results, obtained for many tens of samples coming from Tuscany, are 
encouraging: the system is able to detect the main defects, and its output can be correlated 
satisfactorily with the assessments of a panel about the organoleptic features, with the province 
origin and with the majority cultivar. Such results allow establishing a road map toward a protocol 
for the application of the system as complementary о alternative to panel tests.

1. Objective and Scope

This research started as a project funded by the Italian Ministry of 
Research. The aim was to provide an integrated system containing an electronic 
nose and able to characterise different types of extra-virgin olive oils in terms of 
defects and organoleptic features, in order to provide in short time reliable 
information to producers and to consumers, and possibly to appoint a quality 
label.

A first output of the project is the novel artificial olfactory system ISE 
NOSE 2000, designed by SOATEC Srl and manufactured by Ingegneria dei 
Sistemi Elettronici Srl, based on metal oxide sensors available off the shelf, and 
on commercial software for multivariate analysis.

Discriminant function analysis (DFA) has been used to check the 
capability of the system in assigning oil samples to pre-defined classes, as 
province of origin, main cultivar, level of defect (artificially introduced in 
measured dilution), main organoleptic features.
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The ISE NOSE 2000 Artificial Olfactory System consists in the 
following parts:

a data acquisition and signal conditioning unit, containing the sensor 
chamber, an air flow regulator and an injection valve; 
a 15 position sampling unit, where each position consists in a vial where a 
small oil volume is in equilibrium with clean air, and from which the 
regulated air flow forwards the sample head spaces to the sensor chamber; 
a PC acting as control and data processing unit, which is the interface with 
the operator and hosts the dedicated software.

To ensure reproducibility, the vials are kept at the steady temperature of 
30±1°C by a thermostatic bath, and the humidity of transport gas is also 
controlled (20%).

The sensor chamber hosts 12 thick layer commercial gas sensors 
(Figaro -  Japan), consisting in metal oxide thick layers whose electrical 
resistance is affected by reducing gases, and in addition two sensors for 
humidity and temperature. A controlled air flow coming from a chromatographic 
air generator is continuously maintained on the sensors, to ensure them a 
constant oxygen feed. When just clean humidified air is present, each sensor 
exhibits a steady-state electrical resistance (base line). The base line has to be 
recovered after each measurement; 15 s after that, the injection valve switches 
the air flow through the vial holding the oil sample to be analyzed. The 
transport gas, containing now the volatile compounds of the head space, is 
convoyed to the sensor chamber for 15 s; the volatile compounds act as reducing 
agents, introducing oxygen vacancies into the sensor matrix, and therefore 
inducing a decrease of the electrical resistance. Right after the injection, the 
sensors are exposed again to pure chromatographic air for 530 s, till the reducing 
effect disappears, the base line is recovered, and the system is ready for a new 
measure cycle. In each cycle, the resistances of all sensors are monitored and 
recorded vs. time for the first 200 s, yielding a “fingerprint” if the oil under test.

The equipment allows measuring 45 samples per 8 hr shift, taking into 
account also the time needed to replace the 15 vials when all loaded samples 
have been tested.

The “fingerprint” of each sample is reduced to a set of 36 numerical 
data, namely the modules of the first 3 Fourier components of functions 
resistance vs. time for each of the 12 sensors. Accordingly, every sample is 
represented by one point in a 36-dimensional hyperspace.

These data may be processed taking advantage of standard multivariate 
analysis techniques. For instance, clusters of points representing oils with some 
common feature may be defined as a training set; when a new oil sample is

2. Description of the Equipment and of Data Processing
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submitted to the system, it is assigned to one of these clusters through 
discriminant function analysis (DFA).

3. Experimental Data

3.1 Evaluation o f  Defects

A first extensive test of the system has been performed at the University 
of Parma, Dep.t of Organic and Industrial Chemistry, and has been reported 
elsewhere (F. Camurati, G. Cristofanilli, M. Bonadonna, E. Colle, E. Dalcanale, 
"Riconoscimento dei difetti negli oli vergini di oliva: confronto fra panel test e 
sistemi olfattivi artificiali", Riv. Ital Sostanze Grasse, 79, 65-70 (2003)). The 
training set consisted in two clusters, one of extra-virgin oil samples and the 
other of defected oils according to the judgement of a qualified panel.

In this study, the extra-virgin oils for the training set have been selected 
again according to the assessment of a panel; the defected oils, instead, have 
been obtained by blending the same oils with standard single defects, as defined 
by the COI committee. This allowed the definition of a sensitivity scale, because 
blending was done by addition of controlled quantities of the selected single 
defects (“vinegary”, “rancid” and “fusty”). The analysis has been performed at 
the ARP AT Lucca facility for food quality control. A typical example is given in 
Figure 1, in which the coordinate (for sake of clarity it is replicated as x and y) 
has been selected by DFA, and the defect is “vinegary”. Figure 2 exhibits 3 
clusters, corresponding to extra-virgin oil, oil with addition of “rancid” defect, 
oil with addition of “fusty” defect, respectively.

1 1 о

Vinegary —* /
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d
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1 о 0a <- Extra-virgin

Figure 1 - Extra-virgin w .”vinegary” oil.
Figure 2 -  Extra-virgin (1) vs. “rancid” (2) 
and “fusty” (3) oil.
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3.2 Assessment o f Quality Parameters

Several extra-virgin olive oils selected from different Tuscanian 
provinces and different cultivars have been tested in the new facility Polo 
Tecnologico del Gusto of Societa tra i Poli Scientifici e Tecnologici della 
Toscana Occidentale. The aim was to detect the differences among them, and 
then try to correlate them due either to the predominant cultivar, to the origin, 
and to the organoleptic features assessed by a qualified panel.

3.2.1 Cultivar
Figure 3 shows the results on 16 samples, all produced in a small area 

of the Pisa province: one cluster is made up by single cultivar oils (“Frantoio”), 
while all blended oils are collected in the second one.

3.2.2 Origin
20 different samples coming from 8 provinces of Tuscany have been 

tested. The system has recognised the 8 different clusters.

3.2.3 Organoleptic features
The same 20 samples have been submitted to a qualified panel, which 

gave ranking for three main taste features, namely “fruity”, “bitter” and “spicy”. 
The system is able to distinguish between 2 clusters for each organoleptic 
feature, namely higher and lower than average.
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Figure 3 -  Single cultivar vs. blended oil
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Figure 4 -  Ageing during the first 5 days of 
operation
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The main concern for large scale adoption of electronic nose is the 
stability of the sensors, which is both long term (drift) and short term (lack of 
reproducibility).

The first precaution taken is an ageing of the whole system before 
beginning a set of measurements: the results are considered valid and recorded 
only after some days of exposure to working conditions. This approach means 
that the system is not suitable for spot measurements: it has to work 
continuously for the whole time in which data have to be collected.

The day-by-day drift is clearly shown in Figure 4, where the clusters 
represent results taken for the same set of samples in subsequent days of the first 
week after initial ageing; the trend to reduction is clearly seen, even for the 
“worst” DFA coordinate; on the other hand, the main features are not affected at 
the time scale of some weeks. The easiest solution is to establish again the 
training set when needed; if the intended application for the system is the 
certification of oil quality, a protocol has to establish the time of validity of a 
selected training set; according to the present experience, one month seems to be 
a reasonable length of time.

For the short term stability, a repetition of the measurements is an 
effective guarantee of the stability of the mean value; as a matter of fact, all data 
presented here are results of repeated measures (typically 6) on the same 
samples, and the so-called “outliers” are just a few and may also be easily 
discarded, if preferred so (as a matter of fact, no outlier has been discarded in all 
plots shown in this paper). On the other hand, the outcomes of the single 
panellists in a panel test are scattered (so that a figure for “robustness” is always 
attached to the median, taken as the best result), and much more than the results 
of the electronic nose.

As for data processing, the simple DFA approach is not able to assess 
the likelihood of a very simple and naive statement like “this sample belongs to 
this pre-defined cluster”. This is a limitation of to-day’s release of the apparatus: 
the available techniques of multivariate calibration will overcome this limitation.

4. Results and Conclusions

The set of obtained results is very encouraging for promoting an 
extensive adoption of an electronic nose for validation of olive oil, as a valuable 
tool complementary to the panel test, and will be presented soon to the regional 
agency for innovation in agriculture and to associations of oil producers. Scales 
for defects and for organoleptic features may be established, and periodically

3.3 Critical Issues
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validated through comparison with qualified panels; this would allow a steady 
maintenance of the training set.

This opens the way to two stimulating perspectives:
1) for practical applications: a protocol can be established for the use of an 

electronic nose as a step in the qualification procedures of an extra-virgin 
olive oil (DOP or IGP);

2) from a theoretical point-of-view: at least in the case of olive oil, a metrics of 
the olfactory sensations can be tentatively proposed and perhaps established 
later, after a more comprehensive investigation.

The mission of Polo Tecnologico del Gusto will include a service for 
quality assessment of olive oils, which will be supported by dedicated enhanced 
software.
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The monitoring of gases and vapors of industrial and environmental interest was 
addressed using guided wave technologies. Hybrid optical devices making use of fiber 
optics and microoptics were used as an optical platform, on which to deposit gas or 
vapor-sensitive innovative materials. These materials, based on metal-coordinated 
porphyrins, phthalocyanines and their blends, were functionalized so as to offer their 
dielectric constants reversibly modulated by the interaction with analytes. The optical 
platform fitted to an electro-optical scanner, allowed the sensitive materials to be 
spectrally interrogated in the whole or in selected bands of the visible spectral range, so 
as to achieve a gas- or vapor-modulated absorption spectroscopy signal.
The optical sensors were exposed to CO, S 0 2, N 02 and NH3 in the 25-100 ppm range. 
The overall sensor response was processed by means of chemometric methodologies. 
The experiments aimed to emulate an artificial olfactory perception as far as these toxic 
gases/vapors were concerned. The sensor-array demonstrated an excellent capability of 
discriminating the gases/vapors types and their concentrations.

Introduction
This work is addressed to the monitoring of gases and vapors of interest for 
industrial and environmental applications by means of the same array of optical 
sensors. Innovative nanomaterials, based on metal-substituted porphyrins, 
phthalocyanines, and their blends have been made and used as optochemical sensors 
for the monitoring of CO, S 0 2, N 02 and NH3. These optochemical sensors change 
the color, and, consequently, the absorption spectrum when exposed to gases and 
vapors.
A novel fiber-optic-based spectroscopic platform, consisting of a microoptic scanner 
for the spectral interrogation of the sensor array has been implemented. The 
spectroscopic platform, fitted with the sensor array, demonstrated an ability to 
achieve an olfactory perception of the experimented gases and vapors.

The working principle
Metal-substituted porphyrins and phthalocyanines are highly sensitive to a wide 
range of volatile compounds M0. They change the absorption spectrum and,
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consequently, the color when exposed to many types of vapors, although they are 
lacking in high selectivity.

As the sensitivity and selectivity of porphyrins and phthalocyanines are greatly 
influenced by the coordinated metal, an array of blends of metalloporphyrin- and 
metallophthalocyanin-based materials made of different metals was made, and their 
overall response to gases and vapors was processed by means of chemometric 
methodologies, in order to achieve an olfactory perception.
In practice, an olfactory pattern was achieved by means of the color pattern of 
chromophore-array, which was detected by means of a spectrometric-based device.

The spectroscopic platform
A novel spectroscopic platform was implemented to experiment the same sensor 
array for the monitoring of different gases and vapors. A diagram of the platform is 
shown in Figure 1 . The vapors were guided by means of a nitrogen flux inside a 
flow cell containing the sensors. A micro-optic scanner fitted inside the flow cell 
was used for spectral interrogation of the sensors while exposing them to the 
different concentrations and types of the analytes n . The sensors were prepared from 
water-ethanol metalloporphyrin and metallophthalocyanin solutions and blends that 
were sprayed on glass disks.

The scanner consisted of a revolving platform with 16 slots powered by a step 
motor: in one slot, a glass disk was positioned as a reference for signal 
normalization, while the optochemical sensors were positioned in the remaining 
fifteen slots. Two optical fibers, connected to an optical fiber spectrophotometer, 
were fitted to the flow cell in a fixed position so that they could perform 
transmission measurements of all the sensors while the revolving platform rotated.
The spectrophotometer used for the spectral interrogation of the sensor array was a 
custom-made device operating in the 400-700 nm spectral range, with a resolution 
of 10 nm . Lab View software was used to manage all measurements, to set the 
spectrophotometer parameters, to operate the step motor, and to store the spectral 
data. A view of the spectroscopic platform is shown in Figure 2.

The experimental results
The sensor array was exposed to different concentrations of CO, NO2, NH3 e SO2 in 
the 25-100 ppm range, by fluxing nitrogen between the exposures.
As an example, Figure 3 shows the sensor array response to CO at 100 ppm, while 
Figure 4 shows the response of a single sensor to all experimented gases at all 
considered concentrations.

The results of multivariate data processing by means of Principal Component 
Analysis of the full set of spectral responses is given in the 3D map of Figure 5,
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while Figure 6 shows the decision boundaries which were obtained by means of the 
KNN method

The discrimination of the sensor array was very good and the olfactory sensitivity to 
the different concentrations of each gas was also clearly measurable.

sensor array  interrogation 

Figure 1. Diagram of the spectroscopic platform for sensor array interrogation.

Figure 2. Practical implementation of the spectroscopic platform.
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Figure 3. A typical response of the sensor array to CO at 100 ppm.
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Figure 4. A typical response of one sensor of the array to the full set of experimented 
gases/vapors and concentrations.

Perspectives
An array of optochemical sensors made of metal loporphyrin- an< 
metallophthalocyanin-based materials and their blends was used to detect differen 
types of vapors and gases of interest for industrial and environmental applications. / 
good gas/vapor discrimination as well as the perception of various concentration  
was demonstrated.
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The microoptic device used for sensor interrogation can be easily miniaturized. The 
sensors can be spayed on a grid-based glass slide and equipped with an array of 
microlenses so as to provide coupling to a microoptic illumination/detection device.
In practice, a microoptic chip can be achieved, solar-cell powered, which can be 
fitted to a badge or in every application needing a stand-alone device.

Figure 5. Sensor array response to the different concentrations of gases/vapors.
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Figure 6. Decision boundaries for the sensitivity to the different gases/vapors.
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Tasting systems based on агтау of cross-sensitive sensors are one of the most promising 
ways of performing rapid and low-cost analysis for foodstuff quality control. In 
literature many applications of Electronic tongue devices can be found for the 
characterization of different kinds of red wines, while the number of similar 
experiments concerning white wines is smaller. In the present study the electro-chemical 
properties of PVC-based solid contact sensors doped with different metallo-porphyrins 
have been evaluated, and their application in Electronic tongue system for the 
classification of Italian “Verdicchio” white wines is reported.
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1. Introduction

In the last few years, an increasing need to monitor and control different 
chemical environments has been observed; for this reason, atmosphere in closed 
rooms, air quality in urban areas, flavor of foods or beverages, medical 
applications on revealing some important pathologies, etc. have become the 
centre of many researchers attentions [1]. An advantageous solution to measure 
complex chemical environments, characterized by the simultaneous presence of 
several compounds has been demonstrated to be the integration of chemical 
sensors, which allow fast and low cost analysis, in arrays [2,3].

In literature, porphyrin based chemical sensors have been widely reported 
for the study of different red wines [4,5], while the application of these kind of 
sensors for the study of white wines samples are not so diffused.

In this study an Electronic Tongue [6,7] composed of different porphyrin 
based cross-sensitive sensors, has been applied to the study of different samples 
of Italian white wines, of ‘Verdicchio D.O.C.’ quality, allowing both qualitative 
both quantitative results.

2. Experimental

2.1. Reagents

Metal complexes of porphyrins were synthesized following literature 
methods [8].

Poly(vinyl chloride) (PVC), plasticizers [o-nitrophenyl octyl ether (<о- 
NPOE), bys(2-ethylexyl) sebacate (DOS) and tris(2-ethylexyl) phosphate 
(TOP)], and ionic additives [potassium tetrakis(4-chlorophenyl) borate 
(TpClPBK) and tetra-dodecylammonium chloride (TDACI)] were used as 
received from Fluka.

Buffer solutions were prepared with Tris[hydroxymethyl]aminomethane 
(Trizma Base or TRIS) and 2-(N-Morpholino)ethanesulforic acid (MES), 
purchased from Sigma.

Tetrahydrofurane (THF) used to dissolve membranes was from Fluka.
All aqueous solutions were prepared with salts of the highest purity 

available from Fluka.
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2.2. Wine samples

Different samples were analyzed in this experiment. AH samples of Italian 
white wines were of quality ‘Verdicchio’. They were commercial samples 
available in local markets and they are listed in table 3.

Potentiometric properties shown by sensors and their characteristics of 
cross-sensitivity have been studied, and an array of highly cross-selective 
membranes has been chosen and applied for the study of 7 different samples of 
white wines.

Data analysis was performed with different techniques, which allowed the 
evaluation of both qualitative both quantitative considerations. For the 
quantitative analysis we decided to monitor some peculiar parameters of white 
wines [9], to look for a good correlation model by regression methods. 
Parameters which we decided to study are listed in table 4.

2.3. Potentiometric properties o f  membranes and measures

Potentiometric properties of the membranes, measured versus a standard 
calomel reference electrode, were evaluated measuring the response in solutions 
containing different ions in a concentration range from 10’5M to 10_1M. These 
measures were conducted using a buffer solution, because of the strong influence 
of pH on sensors performances. After preliminary studies, we decided to study 
the sensors responses using as buffer solution a 0.01M solution of MES; the pH 
value was then adjusted to the value of 5.5 by NaOH.

Wine samples were measured immediately after opening the bottle, to avoid 
alterations in the composition of wine because of the contact with air. Measures 
were about 7 minutes long and the potentiometric data obtained by the sensors, 
were collected by an home-made PC equipped with high-impedance input 
analog-to-digital converter.

The samples were analyzed in a random order [to avoid ‘memory effects’ on 
the responses of the sensors] and between each measure a conditioning solution, 
called artificial wine, was used to restore the membrane characteristics. At the 
end of each measure, sensors were soaked with a 0.01M solution of NaCl.

The membranes were deposited on the electrode surface by casting. The 
solution has been prepared dissolving the mixture of poly(vinyl-chloride), 
plasticizer and membrane active component (M.A.C.) by an appropriate amount 
ofTHF.



3. Results and Discussion

The set of membranes studied in this work is reported in Table 1:
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Table 1: Membranes composition of the Electronic Tongue (R=-0-(CH2)6-CH3)

M em brane M atrix P lastic izer Ionop h ore Ion ic  A d d itiv e

J 1 P V C  33wt% D O S  66wc% H 2T P P  lwt% -

2 P V C  33wi% o -N P O E  66wt% Со(Ш)ТРРВг Iwt9b -

3 P V C  33wt% D O S  65.6wt*> C o(II)T P P -R  iwt% TpC lPBK  0.4wt%

i 4 P V C  33wt% T O P  67% - -

5 P V C  33wt% - - T D A C 1 40mol9b

! 6 P V C  33wt% D O S Pt(D )T P P T D A C 1 40mol%

7 P V C  33wi% o -N P O E  66wt% Pt(IV )T P P C l2 -

8 P V C  33wt% o-N P O E  66wt% P t(IV )T P P C l2 T D A C 1 40mol%

We first studied the potentiometric properties of these membranes, 
measuring the response in solutions containing different ions, in a concentration 
range from 10*5M to lO^M, by varying this value every 100 sec.

Influence of solution pH was also evaluated by studying the responses of 
sensors in a solution called universal buffer, prepared by dissolving in distilled 
water citric acid (concentration 6.7*10~3M), boric acid (11.4*10'3M) and 
NaH2P 0 4 (10"2M); the starting pH value of 2.5 has then been increased until the 
value of 11 by additions of NaOH 1M.

The responses are reported in Table 2:

Table 2: Slopes of the sensors responses (millivolts per decay)

Mb

NaCl NaBr NaN03 NaN02

Na2SO

4

pH

1 +11±6 +13±l +10±2 -1±2 +6±4 -25 ±0

2 +13±3 +14±1 +13±1 -31±3 +9±1 -37±1

3 -10±6 -12±6 -12±3 -21±3 -6±7 -10±5

4 +37±10 +45 ±3 +32±1 +30±2 +40±6 -9±2

5 -35±1 -46±2 -40±7 -53±4 -2±3 -18±3

6 -49±0 -58±3 -53±3 -7±11 1±4 -9

7 -40±1 -48±6 -41 ±4 -19±9 1±0 -8

8 -35±3 -46±3 -43±1 -42±1 6±5 -34



The array of PVC-based membranes shown in Table 2 has been applied for 
quantitative and qualitative analysis of different samples of Italian white wines of 
quality Verdicchio; all samples were chosen between the commercial ones 
available in markets, and were analyzed in 3 consecutive days, and kee stored 
at 4°C. ’ °re

The analyzed samples are shown in Table 3:

Table 3: List of samples analysed by array composed of 8 non-specific sensors
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Sample Cantina

1 1 “Caldirola”

2 “Casal dei Cavalieri”

! 3 “Fazi Battaglia”

4 “Piersanti”

5 “Moncaro” :

6 “San Sisto”

! 7 “Sant’Ignazio”

According to [9], we decided to study some peculiar parameters, which can 
well characterize the white wines, to evaluate quantitative analysis. All studied 
parameters are listed in Table 4:

Table 4: List of some wine parameters obtained by independent chemical analysis

Sample ostl 2 3 4 5 6 7

Alcohol 11.72 12.65 12.20 12.31 12.19 13.01 12.95

Volatile

acidity

0.27 0.34 0.31 0.27 0.22 0.46 0.40

S 0 2 90 80 96 90 77 93 61

L-Malic

acid

1.05 0.31 1.70 0.86 1.06 0.36 0.26

L-Lactic

Acid

0.18 1.82 0.80 0.53 0.16 0.87 1.13

Total

polyphenols

21.6 8.81 9.24 8.91 8.12 9.67 6.53

4.76 5.74 6.92 6.48 6.70 6.62 4.98
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Figure 1: PLS Score Plot of first 3 latent variables

Score plot represented in Figure 1 was obtained by plotting the first 3 latent 
variables of the PLS model, by using as input matrix, potentials from all sensors 
(8 working electrodes and pH glass electrode) and a total variance of 68.76% is 
represented. All measures were very reproducible during the whole period of 
measures and well defined clusters can be seen; we could easy distinguish 3 big 
clusters corresponding to the different ages of the wines (1999, 2002 and 2003).

We also tried to evaluate quantitative considerations on analyzed samples. 
Not for all studied parameters we were able to reach good results; good results 
were obtained, e.g., for Total S 0 2 (Figure 2) and Polyphenols (Figure 3).

Total SO.

0
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У
So IV» 4 
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Figure 2: Measured vs Predicted graph, RSMECV and RSEMC and mathematical model 
characteristics for Total SO2

Using PCA, we could not reach good results in samples discrimination, with 
a percentage of correct classification lower than 70%, while better results have 
been obtained by processing data by PLS. In Figure 1 the PLS score plot can be 
seen:

LV I (Jl.bSS)
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Figure 3: Measured vs Predicted graph, RSMECV and RSEMC and mathematical model 
characteristics for Total Polyphenols (Folin-Ciocalteau Index)

In Figures 2 and 3 we report the predicted vs measured graph obtained by 
using, respectively, 4 and 6 latent variables, the characteristics of the 
mathematical model created by Matlab and the RMSEC and RMSECV graph.

Because of the small number of measures we decided to perform data 
treatment by leave-one-out cross-validation technique. As can be seen in figures 
2 and 3, the model was able to correctly predict the value of all the samples for 
these parameters.

4. Conclusions

The Electronic Tongue device, composed of 8 highly cross-sensitive 
sensors, was able to clearly distinguish 7 different samples of Italian white wine 
(Verdicchio quality). Data analysis performed on measured samples, showed a 
good reproducibility and stability of the measures.

The system was able to well define 3 big clusters of samples, corresponding 
to the different age of the wines (produced in 1999,2002 and 2003 respectively). 
The system was also able to give quantitative informations about some of the 
measured parameters which characterize the total quality of wines, e.g. SO2 and 
Total Polyphenols.
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The influence of axial stress (typically originated by temperature difference) on the 
resonance frequency of three different types of flexural MEMS resonators, fabricated in a 
thick polysilicon technology, is investigated. Both clamped-clamped and a free-free 
resonators are considered, with a higher quality factor expected in the latter because of 
reduced mechanical losses in the anchors. Nominal resonance frequencies of the devices 
are between 10 MHz and 50 MHz. FEM simulations are performed and discussed, and 
their results compared, where possible, with theoretical models.

1. Introduction

MEMS resonators have been proposed as fundamental components for RF 
filters, mixers and oscillators [1]. Because of their very high quality factors
[2][3] (in the range of 10.000 or above) low phase noise, and thus very high 
short-term frequency stability, is expected in MEMS-based electronic oscillators. 
However, if they are to be used as frequency references, high long-term and 
temperature stabilities are mandatory [4][5][6]. Also, their sensitivity to 
fluctuations of the fabrication process parameters is of great importance in the 
same respect. Specifically, the residual stress acting on the beam, which mainly 
depends on the deposition conditions of the material which constitutes the 
resonator, is expected to influence the resonance frequency of nominally 
identical resonators, either from different chips or from the same chip.

In this paper three different two-port flexural resonators with lateral driving 
and sensing are considered: a classic clamped-clamped beam [7] (type CC1), a 
free-free beam with matched flexural support beams [6], resonating on the first 
resonance mode (type FF1), and a free-free resonator with matched flexural 
support beams, resonating on the third resonance mode (type FF3). This last 
device is similar to the one presented in [8], but in that case the matched 
supports were torsional rods. The structure of the three types of devices is 
sketched in fig. 1 .In  the paper, FEM simulations performed with FEMLAB on
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Figure 1. Schematic view of the fabricated resonators: a) free-free resonator, third mode; b) free-free 
resonator, first mode; c) clamped-clamped resonator, first mode. Deflected shapes are solid, shapes 
at rest and input/output electrodes are shaded.

the three geometries are presented, with emphasis on the aforementioned effects 
(temperature and residual stress) on the resonance frequencies. A theoretical 
analysis of the expected behavior of the CC1 resonator is presented. Closed form 
analytical expression for the frequency shift is derived and compared with the 
simulation results.

2. Fabrication and Design

The resonators were fabricated by using the THELMA MEMS technology, 
developed at STMicroelectronics. To maximize the electromechanical coupling 
between the electrodes and the resonator, the gap between them must be kept as 
small as possible [9]. To overcome the resolution limit of the process, the 
electrodes were mounted on electrostatic micro-motors to drive them closer to 
the beam [7].

The CC resonator is obtained simply by clamping the ends of the beam to 
the substrate. The free-free condition, instead, is obtained [6] by suspending the 
resonating beam by two doubly clamped support beams, joined to the main beam 
in two points which correspond to the nodes of the free-free mode which has to 
be excited. The length of the supporting beams is designed so that they resonate 
on their second clamped-clamped mode at the same frequency of the main beam. 
As a consequence, at least ideally, they do not exert any bending moment on the
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main beam. This approach is valid both for FF1 and FF3 resonators, provided 
that the driving and sensing electrodes are properly positioned along the beam. 
They were placed to maximize the electro-mechanical coupling coefficient for 
the desired mode shape, which is proportional to the mode-shape integral on the 
electrodes length [9]; a possible geometry for a FF3 resonator is shown in Fig. 4, 
where the electrodes and the deflected shape are also represented.

3. Analytical modeling of the axial stress for clamped beams

The analytical derivation of the resonance frequencies for axially loaded 
clamped-clamped beams has been already carried out in [10]. Our approach is 
slightly different and leads to a closed form for the resonance frequencies. The 
effect of temperature and/or residual stress on CC1 resonators can be modeled 
by supposing a uniform stress parallel to the beam axis, and by including its 
effect on the equation of motion of the beam. The total compressive axial stress 
oeq can be caused by the fabrication residual stress gr, by the temperature 
difference between the beam and the substrate, and by the difference between 
their respective thermal expansion coefficients. Its expression can be written

а „ = о г ,  +  £ [ а яД Г + ( г м - Г „ / ) Д а ]  (1 )

where Ощ is the mean value of the thermal expansion coefficients of the 
resonator and substrate, and A<x their difference; Tm is the mean temperature of 
the resonator and the substrate, AT is their difference and Tref a reference 
temperature; E is the Young’s modulus of the material. To obtain the resonance 
frequencies of a clamped-clamped beam, the Euler-Bernoulli equation for a 
beam with rectangular section under axial load has to be solved. The resonance 
frequencies of the structure are given by:

where p  is the volumetric mass density of the resonator, and W and L are the 
width and the length of the resonator, respectively; Xn is the n solution of t e 
eigenvalue equation [10]:

l-cos(^)cosh(^„)=:̂ ^ sinW»)sinh(^")

with



If the axial load is small enough, it is possible to obtain, after 
straightforward algebraic manipulation, an expression for the resonance 
frequency /„:

(4)

where f n is the n resonance frequency of the unstressed structure, A°n the
eigenvalue of the unstressed beam, and G(A°n) is a function only of the 
eigenvalue A „ and of the mode-shape of the unstressed structure:

once from Eq. (4). For example, its value with respect to the temperature 
difference A T  between resonator and substrate is:

4. FEM simulation and discussion

Finite element simulations of the dependence of the resonance frequency on the 
temperature were performed. The analyses were focused on the effect of the 
axial stress caused by the temperature and neglected other temperature effects, 
like Young s modulus changes, which however are quite simple to model, at 
least for little temperature changes [5]. All the analyses were executed in 
FEMLAB®.

In Fig. 2 a comparison between the analytical model of Eq. (4) and 
simulations for a CC1 resonator is shown. The error on the resonance frequency 
(Fig. 2, left), although small, increases for increasing beam thickness, an effect 
which is not accounted for by the analytical model. The stability (Fig 2, right) is 
affected by the beam thickness. Once the resonance frequency is specified, the 
latter graph gives interesting suggestions for the design of CC resonators: 
specifically, thicker beams are expected to be less sensitive to temperature, 
because their behavior is less affected by axial loads.

-  Л" (coshЛ° sin Лп + cos An sinh Дл° ) - 2sinh An° sin Ля° (5)
Л° (cosh A° sin A° -  cos Ли° sinh Л,®)

G(A„) increases with n and it is nearly 1 for n >5. The stability of f n descends at

(6)
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The situation for FF1 and FF3 resonators is complicated by the presence of

Figure 2. Behavior of clamped-clamped beams. On the left, simulated and theoretical resonance 
frequency for different beam temperatures and thicknesses On the right, simulated and theoretical 
stability for different beam widths (Nominal resonance is at 10 MHz at every width). The substrate 
temperature is 300 K, the thermal expansion coefficient is a„ = 4.5 ppm/K.

the supports, which are CC beams (resonating on their second mode) themselves. 
A comparison between the simulation results for the three resonator types is 
shown in Fig. 3. The resonance frequency was simulated for three devices with 
the same nominal resonance frequency (10 MHz) at 300 K, and the same width 
(2.2 (Jm). The average thermal expansion coefficient used was = 4.5ppm/K. 
The worst performance (worst stability) is that of a free-free resonator, namely 
the FF1 type. FF3 has the best performance, while the CC1 type performs 
between the two. It is interesting that a higher order FF mode is more stable that 
a lower order one: this is just the opposite of the behavior predicted by Eq. (6) 
for CC modes.

An interpretation of the results for FF resonators is not straightforward: in 
particular, while the main beam in these two cases can be supposed to be axially 
unloaded (it can easily expand, discharging any axial stress), the frequency shift 
cannot be ascribed (at least not completely) to the frequency shift of the 
supports. This has been verified by separate simulations, which show that CC2 
(clamped-clamped second mode) beams of the appropriate length show a much 
better stability when on their own, i.e. when not connected with the main beam.
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Т[К]
Figure 3. Simulated dependence of the resonance frequency (normalized at 300 K) for the three 
kinds of devices. The sensitivity values are 269 ppm/K, 244 ppm/K, and 218 ppm/K for the FF1, 
CC1, and FF3 resonator, respectively.
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SUSPENDED CONNECTION ARRAY FOR ULTRA LOW 
TEMPERATURE APPLICATIONS

B.MARGESIN, A. BAGOLINI
Microsistcms Division, ITC-IRST, via Sommarive 18 

38100 Trento, Italy

A silicon MEMS based component is projected and fabricated, that allows for minimum 
heat conductivity, while providing electrical connection on many channels by adopting 
an array of suspended superconducting metal lines, for ultra low temperature 
applications in the order of hundreds of microkelvin. The device is designed with L- 
Edit™ software and is fabricated at ITC-IRST microelectronics facility. The process has 
three mask levels and is divided into two splittings: one splitting is based on SU8 as 
polymer underlayer, the other uses polyimide. Bulk micromachining by anisotropic wet 
etching is used to create a cavity underneath the metal lines, and the dielectric layers 
underneath the lines are then dry etched leaving them suspended. The components are 
fabricated and technology issues related to the processing are investigated: self aligning 
of the polymer to the metal layer is examined to evaluate the undercut during plasma 
etching, and final release of the structure by silicon oxide removal is studied.

1. Introduction

Ultra low temperature applications in the order of hundreds of microkelvin 
require to thermally insulate the sensors from the rest. At such temperatures 
leading power lines to the sensor and extracting signals can become critical 
because of the thermal input that comes together with electrical connections. 
Minimizing the physical connection becomes crucial, therefore a silicon MEMS 
based component is ideal, as it allows for minimum heat conductivity thanks to 
the reduced dimension of the wires. Electrical connection on many channels is 
possible by adopting an array of suspended superconducting metal lines with a 
section of 20 by 1 д т  each. The metal is supported by a polymer layer that is 
self aligned to it, and has a thickness of about 4p,m: this layer is required to 
provide robustness to the device. The silicon substrate and the dielectric layers 
under the metal lines can be removed by bulk micromachining and dry etching, 
generating a cavity in the chip, that is crossed by the metal lines. The frame is 
mounted as a bridge between the sensors and the electronics, then the short 
edges are removed by cleaving them along the line of a trench fabricated on the 
back side during bulk micromachining (see figure 1).
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Device size: 42 x 8 mm
Cavity size: 35 x 2 mm — I Metal layer
Number of cables per device: 78 Cavity back window

Single device

Folded cables: 20 /мп wide
p i n i h i i

Pads: 300 x 100 flm Back etch for cleaving

Fig. 1: layout o f  the d ev ice

2. Processing

Fabrication is based on standard 4” single crystal (100) silicon wafers, and 
is performed at ITC-IRST fabrication facilities. The process steps are depicted in 
figure 2. The process has two mask levels, one for the metal and one for the 
etching cavity on the back side. Processing begins with the deposition of the 
masking multilayer, made by low pressure chemical vapor deposition of TEOS 
and silicon nitride (a). The back mask is then patterned and etched (b). On the 
front side, the polymer is deposited by spin coating and aluminum is deposited 
on it by RF sputtering (b). The metal is patterned by dry etching, and then used 
as a mask for the self alignment of the polymer underneath it, by dry etching in 
oxygen plasma (c).

The front side of the wafer is then covered with a spin-on varnish to protect 
it during anisotropic etching (c). Bulk anisotropic etching is performed using a 
25% TMAH solution (d). The silicon is completely removed, leaving a dielectric 
membrane with the metal lines on it. Then the dielectric layers are removed from 
under the lines to release them (e) by dry etching from the back side of the wafer.
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Fig. 2: schematic of the process steps.

Due to the dimension of the membranes that are released during anisotropic 
etching, the step becomes critical as the membrane can break under the pressure 
of the solution or because of the stress induced by the thermal mismatch between 
room temperature and reactor temperature (90°C) during processing. To 
strengthen the membrane and to protect the front side in case of a leakage due to 
breaking, a varnish is used, that remains undamaged in TMAH solution for about 
10 minutes.

Fig.3: metal lines with polyimide underneath (a) and partly suspended due to lolyimide 
underetch (b)

Though SU8 has a high resistance to TMAH solution and is therefore 
preferable when bulk micromachining has to be made, problems arise using SU8 
as a polymer under the metal, since a 4 ц т  thick layer it is not so easily 
removable in plasma. To ease the process we therefore adopted polyimide.
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Also critical is the self aligning of the polyimide under the metal layer: due 
to non uniform dry etching, some parts of the metal can be completely released 
from the substrate because of excessive underetching (see figure 3).

The final release of the metal lines by dry etching of the dielectric 
membrane requires a long etching time to fully remove residuals hanging from 
the edge of the cavity (figure 4).

Fig.4: partly (a) and fully (b) re moved dielectric membrane under the metal lines

3. Conclusions

A suspended connection array has been designed and fabricated by means of 
microelectronics and micromechanics processing, to provide an electrical 
connection together with very low thermal conduction for ultra low temperature 
experiments. The fabrication has been analyzed and optimized to obtain a 
process sequence. The use of polyimide is preferable to SU8 as it is easier to 
remove by dry etching. The etching time has to be controlled to avoid excessive 
underetch and consequent release of the metal layer. A set of devices has been 
fully processed and a photograph of the finished device is reported in figure 5.

Fig.5: photograph of a fully processed wafer.



M o d e l l i n g  a n d  d e s i g n  o f  a  M i c r o c a n t i l e v e r  
BASED SENSOR MODULE FOR CHROMATOGRAPHIC 

SYSTEMS

ANDREA ADAMI, MASSIMILIANO DECARLI, LEANDRO LORENZELLI*
ITC-irst, Microsystems Division, via Sommarive 18 

38050 Povo(TN), Italy

Microcantilevers are MEMS-structures suitable for chemical sensing. Sensitivity to 
specific analytes can be achieved by coating the beam surface with proper chemically 
sensitive films. This work presents the development of a microcantilever-based sensor 
array for agro-food applications. Modelling, design and fabrication process are 
presented.

1. Introduction

Microcantilevers are MEMS-structures suitable for chemical sensing; sensitivity 
to specific analytes can be achieved by coating the beam surface with proper 
chemically sensitive films. Analyte adsorption onto the surface affects both 
resonance frequency and beam bending, leading to different read-out approach 
which can be also combined [1,2].

This work presents the development of silicon microcantilever-based sensor 
arrays designed for integration in a chromatographic system for food quality 
monitoring applications.

The selected detection method for analyte adsorption is the resonant 
frequency shift; beam bending is monitored using integrated piezoresistors. In 
order to optimize the resonant properties and the read-out performances of the 
structure the investigation of the electro-mechanical behaviour of the system has 
been implemented by both finite element analysis, performed with ANSYS 1 
software, and analytical models.

Since the cantilever sensitivity is inversely proportional to the beam 
thickness, the fabrication process has been implemented for two different 
technologies using standard bulk micromachining and SOI techniques, where the 
first has been implemented for preliminary tests on functionalisation and system 
integration, and the SOI process, which allows a better reproducibility of beam 
thickness, is intended for the final devices.
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2. Device modelling and design

2.1. Analytical modelling

Analytical modelling has been performed using relationships that can be found in 
literature. Resonance has been evaluated by means of the mass-spring simplified 
model, where beam bending stiffness has been calculated using the laminate 
theory, in order to consider the multilayer structure of the beam, and mass has 
been corrected for rectangular beam geometry [3]. The beam damping has been 
taken into account to evaluate the resonance quality factor, using the drag 
resistance in gas of an equivalent sphere with radius equal to the beam width, 
which is a suitable model for approximated resonance evaluation [4].

Table 1. Dimensions and resonance frequency of implemented beams.

L [jim] W [цт] t [Цт] w0 [kHz] Q
500 106 10 53 495
1000 106 10 13 248
150 50 2 112 83
300 50 2 38 42

The analytical results have been used to define the beam geometry in order 
to obtain the proper resonance frequency for actuation system, which is a 
commercial piezoelectric device suitable for frequency up to 200 kHz. 
Dimensions chosen for device implementation are summarized in Table 1. 
“Ideal” stress distribution related to the actuation has been calculated for 
preliminary design further refined using the finite elements analysis.

2.2. Finite elements analysis

Finite element (FE) analysis have 
been implemented in order to 
evaluate the “non-ideal” stresses at 
the beam root and to optimize the 
geometry and the position of 
piezoresistive read-out. (Figure 1)

Figure 1. Stress distribution and vertical 
displacement on beam axis.

Furthermore the effects on resonance and on stress distribution of geometric 
tolerance due to fabrication process have been evaluated by means of static and

Statical analysis
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modal FE analysis. In particular the effect of under-etch during back-side etching 
has been simulated, resulting in a shift of the design beam resonant frequency.

2.3. Array design

The preliminary four beam arrays have 
been designed according to the modelling 
results, using the previously described 
geometries and a Wheatstone bridge 
configuration for piezoresistors to increase 
the read-out response.

According to the application 
preliminary study, a four-bridge array has 
been considered a configuration suitable 
for the device. An example of 
implemented array is shown in Figure 2.

Figure 2. Layout of a test cantilever array. In the inset a detail of the beam root (in white) showing 
the Wheatstone bridge configuration and the bulk contact

3. Fabrication process

3.1. Preliminary process

The starting material is a 4-inch, 500 um thick, 10 Ohm-cm, n-type, (100) 
oriented, double side polished silicon wafer. The piezoresistors are implemented 
through a BF2 implantation, with a dose of 1014 at cm"2, and energy of 80 keV, in 
order to have, after a proper activation step (20 minutes, 975 °C), a junction 
depth of 360 nm with a simulated sheet resistance of 1275 П/sq. The substrate 
contact is done with a phosphorus implantation, having a dose of 3 x 1015 and 
energy of 80 keV. The metal lines are a sputtered multilayer of 
Titanium/Titanium Nitride/Aluminium l%Silicon alloy/Titanium. The 3- 
dimensional microcantilever structures are obtained through an appropriate 
sequence of back and front-side silicon anisotropic wet etchings, with TMAH 25 
wt% as etchant. The final beam thickness for this preliminary test structures is 
about 10 fim.
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The final devices have been implemented using SOI (Silicon On Insulators) 
wafers, having the following specifications: 2 цт  of silicon device layer, 500 nm 
of buried oxide layer and 500 д т  of silicon handle layer.

3.2. SOI fabrication process

; >•

-•

1
\

\
\

1 \
7■ \  IB=J

Figure 3. A) SEM photograph of a dummy beam array. B) Simulation of piezoresistor doping profile 
for the SOI fabrication process (Athena Silvaco™ simulation software).

A key-point to optimize the device sensitivity is the definition of the 
fabrication parameters for the piezoresistors implantation, in order to obtain a 
very shallow p-doped layer. Results of ATHENA (Silvaco™ software) implant 
simulation are shown in Figure 3B. Finally the implant conditions for 
piezoresistors have been a dose of 5 x 1012 at cm*2, and energy 80 keV, using 
BF2. According to the process step simulations a junction depth of 288 nm and a 
sheet resistance of 7383 £2/sq can be obtained. These conditions are targeted to 
the sensitivity optimisation of p-type Si resistors, which can be obtained at low 
carrier concentrations [5]. Nevertheless, since the piezoresistivity coefficient 
depends on temperature for low net doping, a splitting using a higher implant 
dose (5 x 1014 at cm'2) has been also implemented in order to increase the 
measurement stability. Also for this process the metal lines are a sputtered 
multilayer of Titanium/Titanium Nitride/Aluminium 1% Silicon/Titanium. The 
beam structures are obtained through a first silicon bulk micromachining step, 
performed with TMAH 25 wt% aqueous solution on the back of the wafer and a 
subsequent front-side silicon dry etching (SFg/Oz plasma). The last fabrication 
step is the buried oxide removal, done through a dry etching performed on the 
back of the wafer, in order to release the silicon microcantilevers.



437

The development of a microcantilever array for food quality monitoring has been 
presented, showing the approach followed for device modelling and design. 
Furthermore the fabrication process outline and the optimization of the critical 
steps of a bulk micromachining techniques and SOI techniques have been 
described.
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an organic ^ e ld ^ e ffp r r ^ 1 exampIe o f flexible fieId effect device for chemical detection based on
structures The inn  • • anS1Stor (OFET) made by pentacene films grown on flexible plastic
active layer is vacm к ?  1S achieved ЬУ employing a thin Mylar™ foil as gate dielectric. The
source and drain elpr»1̂ °  тъ ° П ° ПС S'de ° f foi1, Pre-pattemed with bottom-contact Au
solution that roopth • r 0pPos‘te s*de insulating film is in contact with an electrolytic
шТрН оfVSZZT* ? rence deClr0de f0ralS an ionic Sate- A sensitivity of the device to
the low cost of thp  ̂  ̂S° T°n âS )̂ееП ^served. Thanks to the flexibility of the substrate and
chemical sensnrc rh °k technoloSy> device opens the way for the production o f flexible 
chemical sensors that can be employed in a variety o f innovative applications.

1. Introduction

Organic materials, based on conjugated organic small molecules and 
p ymers, ave paved the way, in the last decade, for the production of devices 

arge area, low-cost, plastic substrates1. So far, great progress has been made
гпт p n  °^ °Ptoe êctron*c devices, like Organic Light-Emitting Diodes 
I s) and for switching functions by means of Organic Field Effect 
Transistors (OFETs) .

Organic semiconductors offer several advantages due to easy processing, 
compati ility with a wide variety of substrates including flexible plastics, 

great opportunities in terms of structural modifications. Furthermore, thin 
i ms о organic semiconductors are mechanically robust and flexible, and this 

teristic offers new possibilities for non-planar flexible electronics. Until 
ow, о у few examples of organic semiconductor based field effect sensors
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have been presented and none of them is fully capable of exploiting the 
favourable mechanical properties of organic semiconductors. Recently, a fully 
flexible structure for field effect devices has been produced4. The main 
advantage of this structure is that it is assembled starting from a flexible 
insulating film, but without any substrate. Thanks to this feature, it is possible to 
expose the gate side of film to an external medium; this is normally impossible 
for structures assembled on a substrate. In this way, it is in principle possible to 
realize with a fully flexible structure a function similar to that of a silicon based 
Ion Sensitive Field Effect Transistor5 (ISFET). Ion sensitivity in silicon based 
FETs results from the presence on the surface of the insulating layer of specific 
sites for H+ ions in the electrolytic solution6. Starting from this principle, several 
examples of (bio)sensors have been developed, based on the possibility of 
fimctionalizing the surface of the insulating layer with molecular layers with 
specific binding properties for the (bio)molecules dissolved in the medium to 
monitor7. Something similar can be envisaged also for organic field effect 
sensors, that, compared to silicon structures, have several advantages, as the low 
cost of the technology and the possibility to achieve mechanically flexible 
structures. Nevertheless, the mobility of organic semiconductors is still low, 
even if it seems realistic to obtain in a few years devices working at relatively 
low voltages, comparable with the performances of devices made from 
amorphous silicon8,9. Ion Sensitive Organic FETs (ISOFETs) fabricated on 
plastic substrates could open the way to the fabrication of flexible devices for 
solution monitoring and for a number of innovative applications (as, for 
example, smart food packages) that are not possible at present for silicon based 
devices.

2. Methods and Materials

A 900 nm-thick Mylar™ sheet (Du Pont), adapted to a plastic frame, works 
as insulator and, at the same time, as a free-standing surface for device 
assembling. The Mylar™ sheet has a dielectric constant close to that of silicon 
dioxide (3.3)and a dielectric rigidity of 105 V/cm that allows to apply a gate bias 
sufficiently high to induce a field-effect in the organic semiconductor

Bottom-contact Au source and drain electrodes have been patterned on one 
side of the dielectric using a standard photolithographic technique whilst the 
opposite side of the Mylar film is exposed to the electrolytic solution where an 
Ag/AgCl reference electrode is immersed. Gold source and drain electrodes with 
W/L = 250 (W and L are the channel width and length, respectively), with L =
25 ц т , have been used. Prior to organic deposition, the substrate has been
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cleaned with acetone, washed with deionized water, and dried with a Nitrogen 
flux. Pentacene (Sigma Aldrich) has been used as received. Pentacene films with 
a nominal thickness of 50 nm have been grown by vacuum-sublimation at a 
nominal deposition flux of about 1 A/s.

Measurements of drain-source current (Ids) versus drain-source and gate- 
source voltages have been carried out at room temperature in air, by means of a 
HP 4155 Semiconductor Parameter Analyzer.

In order to avoid ageing effects, all measurements have been performed 
immediately after pentacene deposition.

The basic structure of the device10 is shown in Figure 1

Vref

Figure 1. Basic structure o f the device

3. Results and discussion

The device has the typical behaviour of organic p-type field effect 
transistors, working in accumulation mode, with increasing negative values of 
Ids with increasing negative Vds values and with a clear field effect induced by 
the Vgs voltage. Figure 2 shows the output characteristic of the device This 
curve has been registered in presence of an electrolytic solution with a pH of 7 
after the reference electrode has been left to stabilize in the same solution for 
about half a hour. This procedure has been done with the aim of obtaining more 
stable measurements. As can be seen, | Ids,sat | increases with the increase 
of | Vgs | similarly to OFETs with a metallic gate. Namely, as can be seen from 
Figure 3 that shows /*  versus time at different pH values (taken by leaving a 30 
minutes hold time after every pH variation; curves are taken at Vds = -90 V, Vgs 
= -50 V), there is a decrease of the current with basic solutions and an increase 
with acid solutions that clearly indicate that there is a modulation of the charge at 
the interface between the insulating layer and the solution.
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Figure 2.0utput characteristic o f a device recorded at pH=7
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Figure 3. Ids versus time at different pH va!ues(Vds = -90 V, Vgs = -50 V)

When negative charge density is increased in the bulk (and as a 
consequence, at the insulator/solution interface), as for basic solutions, holes 
accumulate in the channel in higher density than in the case of neutral or acid 
solutions. As a consequence, the (negative) current recorded with fixed values of 
Vds and Vgs is higher. Conversely, in the case of acid solutions, the positive 
charge accumulated at the insulator/solution interface causes a decrease of the 
hole density in the channel and a (negative) lower value of Ids.

The dependence of the transistor current on the pH value of the solution 
must be related to a variation of the threshold voltage of the device due to a 
charge variation at the solution-insulator interface that can be explained in the 
frame of the Gouy-Chapman-Stem theory6 for the behavior of an interface 
between a solid surface and an electrolytic solution.
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According to this theory, an insulator exposed to an aqueous solution 
interacts with H+ ions and causes a redistribution of the charge in the solution. 
When the structure formed by the insulator and the electrolytic solution is 
completed by a semiconductor layer located at the opposite side of the insulator, 
as in the case of MOSFET and OFET structures, the charge variation at the 
insulator/solution interface capacitively induces a redistribution of charge in the 
semiconductor. In field effect devices, this variation is directly detectable 
through the variation of the threshold voltage of the device. This working 
principle is valid both for MOSFETs and OFETs, as already demonstrated by C. 
Bartic et al.11, with the obvious differences due to the specific features of organic 
semiconductor based devices (as low current and high operating voltages).

4. Conclusions

In conclusion, for the first time ion sensitive field effect transistors have 
been produced on fully flexible plastic films. The devices are based on 
pentacene films grown on bottom-contact Au-patterned on 900 nm-thick 
Mylar™ gate dielectric. The electrical characteristics indicate that the device 
behaves as a typical p-channel transistor working in accumulation mode. Output 
current is modulated by the pH value of an electrolytic solution put in contact 
with the insulating layer. Taking advantage of the full mechanical flexibility of 
the insulating sheet, smart electronic films with sensing properties can be 
produced with this technique. At present, sensitivity to the presence of ions in 
the solution has been achieved without any treatment of the insulating layer. 
Work is in progress for obtaining properties of chemical selectivity by a proper 
functionalization of the insulating layer.
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This paper reports the development of a new MEMS device based on an innovative 
principle of measurement of the alcoholic strength. The new procedure takes advantage 
of many properties of the hydro-alcoholic solutions. The working principle of this new 
Silicon micromachined alcoholometer is the measurement of the evaporation energy of a 
droplet of solution dispensed by a tiny capillary. A microhotplate based on dielectric thin 
membrane has been designed in order to heat and measure the temperature of the 
droplets of hydro-alcoholic solution. The major advantages expected from 
microalcoholometer device are: small dimensions, low cost, low power of consumption, 
on-line measurement, small quantities of solution needed (<10 mg), good accuracy and 
resolution, and wide range of measurement. Future work will develop a dedicated read
out electronic and the design of the acquisition system set up in order to manage 
automatically the experimental measurements. The results of this work brought to the 
application for a European patent.

1. Introduction

The alcoholometer system relates to a process and equipment for 
determining the alcoholic strength (alcohol concentration by volume) o f an 
alcoholic beverage and water/alcohol solutions in general. The system is formed 
by an equipment with a capillary dispenser, a MEMS sensor and a read-out 
electronic.

1.1. Innovative principle

In the hydro-alcoholic solutions the physical properties such as the density, 
the boiling point, the specific heat, the surface tension and at least 
hypothetically, the latent heat of evaporation, are decreasing monotonous 
functions of the alcohol concentration [1]. The measurement method presented



445

in this work is based on the synergic interaction between all these properties. In 
order to determine the alcoholic strength of water/alcohol solution, according to 
the new measurement method, a capillary conduit having a predetermined 
diameter, such as the needle of a syringe, is used and operatively placed in a 
vertical position. The weight “mg” of the drops falling from the capillary, is 
linked to the surface tension у through Tate’s law. One drop is placed and 
deposited on a heating device, which is activated in a controlled manner so as to 
carry on the heating of the drop until it completely or partially evaporates.

The total energy or heat necessary to evaporate one drop of liquid 
corresponds to the sum of the heat required to heat from ambient temperature to 
the boiling point, and the heat required to complete disappearance of the drop, as 
indicated in the following formula ( 1):

Qtot = 2 я  rc у (Cp AT + AHE)/g (1)

Where rc is the radius of the capillary, Cp is the heat capacity, ДТ is given 
by the difference between the boiling point Tb and the room temperature Tr and 
AHe is the latent heat of evaporation.

During this heating and evaporation of the solution the change in 
temperature over time is detected. Measuring the total energy necessary to carry 
on complete or partial evaporation of the solution is indicative of the 
concentration of alcohol by volume in the solution under investigation through a 
calibration curve which has previously been determined by experiment.

1.2. Equipment

The system that permits to validate the process described above is 
essentially based on a heating resistor connected to a power supply. A thermistor 
acting as an electrical temperature sensor is associated with the heating resistor.
In order to implement the electrical device, the heating resistor and the 
thermistor are fabricated on a Silicon substrate using Platinum thin film. These 
Pt resistors are embedded on a thin dielectric membrane to give low power 
consumption and a fast response in temperature changes.

A capillary, also the needle of a syringe, dispense the drop precisely in the 
center of the active surface of a microheater.

2. Layout

The sensor layout has been designed with the L-Edit Tanner Tools 
software. The layout process has 3 mask layers; we splitted the layout in 4 parts
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in order to test 4 different conditions, in particular relating to membrane 
dimensions and the heating element.

Figure la) shows a device with a central Platinum resistor with meander 
shape (width 40 um, length 6600 um) acting as a temperature sensing element.

This resistor is positioned in the centre of a membrane, opened from the 
back side of the wafer with dimensions from 2728x2728 um2 to 4900x4900 um2, 
and covers a total area of 800x800 um2. Other three Platinum resistors (width 40 
um, length 6600 um) are positioned on the Silicon bulk in order to measure the 
substrate temperature.

The microheater has different geometrical dimensions keeping the same 
total square number allowing the same electrical resistance for different 
splittings. Figure lb) shows a similar layout using as heater and temperature 
sensing element a Gold shaped resistor.

Figure la) Layout Platinum device lb) Layout Gold device

3. Fabrication process

The starting material for alcoholometer fabrication is (100) 4 -inch, p-type 
Silicon wafer, CZ double polished with a resistivity of 16-r24 £2cm. The 
membrane structure has been realized onto the substrate by a 500-nm-thick layer 
of Silicon oxide grown by thermal wet oxidation; followed by a 150-nm-thick 
stoichiometric Si3N4 film deposited by LPCVD (Low Pressure Chemical Vapour 
Deposition). A further insulating multilayer (500-nm undoped TEOS oxide) is 
deposited. A backside lithography opens the etching windows trough the back 
multilayer films by dry plasma etch.

An evaporation of Cr/Pt with 5/50 nm respectively, is deposited on the front 
trough a negative photoresist etched with a lift off technique. An evaporation of 
Cr/Au with 5/150 nm respectively, is deposited on the front for the pad contacts 
and the gold splitting [2].

Silicon has been then removed from the backside by tetramethyl ammonium 
hydroxide (TMAH) wet anisotropic etching leaving a thin diaphragm [3]. The
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cross section o f the sensor fabrication technology is schematized in Figure 2 and 
the fabricated device photos are shown in Figure 3.

TEOS 500nm LPCVD deposition 

Si3N4 150nm LPCVD deposition

ШПЗ Cr/Au evaporation pads 

Figure 2 Layout of the fabrication process flow

MN 1420 lift off negative photoresist 

Cr/Pt evaporation 5/50 nm

TMAH 25%wt. anisotropic etching

Figure 3 Photographs of the fabricated devices

4. Electronic

4.1. Read-out

The read-out electronic is basically made of two parts: the heater driving 
system and the thermistor reading system. The first is dedicated to detect the 
voltage drop across the membrane thermistor that is correlated with the change 
in resistance due to temperature variation during drop evaporation. In addition 
an amplification stage is needed to properly detect the signal. A second part 
controls the heater placed on the bulk silicon around the membrane. The circuit 
is made of an operational amplifier that compares two input voltages; one is 
fixed and the second is variable due to the change in resistance of the heater 
resistor caused by the temperature of the drop. When there is no drop the circuit 
gives a certain amount of power to the heater resistance connected in Wheatstone 
bridge with other three fixed resistors. When the drop falls on the membrane the
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values of the resistance and therefore of the voltage drop across the heater 
change and the circuit reacts giving much power to the W heatstone bridge 
through the Darlington transistor. This is useful in order to minimize the power 
consumption giving power to the system only when the drop is present on the 
chip.

5. Experimental results

5.1. Packaging

A dedicated package has been designed in order to permit both the electrical 
connections to the resistors and to hold the drop during the evaporation. 
Microheater and resistors are controlled with a dedicated electronic and the data 
are acquired with LabVffiW™ software.

5.2. TCR (Temperature Coefficient of Resistance)

The microalcholometer silicon chip has been mounted in a Dual In Line 
(DIL) ceramic package in order to evaluate the temperature characteristics o f the 
Platinum and Gold resistors. The testing has been performed with a thermostated 
oven (WATLOW™ with P.I.D. controller). The values of the resistances have 
been monitored with a FLUKE™ 8840A multimeter with temperatures ranging 
from 22°C to 100°C. In the temperature range of the measurements Pt as long as 
Au resistors shows a good linear response with TCR (Temperature Coefficient of 
Resistance) values of 1824 ppm/°C for Platinum and 1940 ppm/°C for Gold.

5.3. Characterization of the devices

A preliminary characterization of the Platinum device has been done without 
the dedicated read-out electronic. A voltage supplier (GW™ GPC-3030) has 
been connected with the heater resistor with a bias voltage of 6 V, corresponding 
to a power consumption of 375 mW. A DC current source (KEITHLEY™ 6221) 
supplied the membrane thermometer resistance and the bulk th e rm o m e te r 
resistance connected in series with 10 pA. A 12-bit acquisition board 
(NATIONAL INSTRUMENTS™ AT MIO-16L-9) has been used to read out the 
voltage drop across these resistors and interfaced with a PC running a 
LabView™ software (NATIONAL INSTRUMENTS™). This software 
application converts the voltage drop in temperature, by means of the Pt TCR 
value and calculates the integral area underneath the evaporation curve. Results 
are shown on the chart of Figure 4, where the x axis represents the alcoholic 
strength of the samples and the у axis shows the integral value o f the
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corresponding evaporation curves. The chart demonstrates the dependency o f the 
integral value from the alcoholic strength in the range of 20 to 76 %Vol.
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Figure 4 Chart of the evaporation integral of a droplet versus alcoholic degree.

6. Conclusions

The design, realization and testing of a new micro-alcoholometer has been 
reported, demonstrating the validity of an innovative principle of measurement. 
Results show the feasibility of a new device that can substitute old measurement 
systems in wine and spirit production.
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In this communication, the compatibility of porous silicon and anodic bonding (AB) 
technologies for the realization of sensing micro components in lab-on-chip applications 
has been demonstrated. The two techniques have been combined for the fabrication of a 
chemical sensor, in view of its miniaturization and integration with a smart micro-dosage 
system. For this application a very quick and low temperature AB process is essential in 
order to prevent pores filling with thermal oxides.

Keywords: Porous silicon, anodic bonding, microchamber, lab-on-chip.

1. Introduction

The recent interest for the integration of micro-electro-mechanical systems 
(MEMS) and micro-total-analysis systems (jiTAS) is promoting silicon-glass 
anodic bonding (AB) as one o f the most promising techniques in this field [1-4]. 
This technique easily allows the encapsulation and sealing on silicon chips o f 
three-dimensional microfluidic structures, such as channels, chambers, cavities 
and other complex gas and liquid routes [5]. Additionally, glass transparency at 
optical wavelengths enables simple, but highly accurate, alignment o f pre- 
pattemed or structured glass and silicon wafers. The transmission features can 
also be exploited for optical addressing and probing.

Porous silicon (PSi) is widely exploited as a sacrificial material in 
micromachining technology, and as a buffer layer in the realization o f  
microsensors and microsystems due to its very low thermal and electrical 
conductivity. Anyway, the main interest in PSi is related to its sponge-like 
nanostructure (specific surfaces up to 500 m2 cm'3) which makes it a smart
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transducer material able to effectively interact with several chemicals and 
biological molecules. In fact, on exposure at chemical substances, several 
physical quantities, such as refractive index, photoluminescence, and electrical 
conductivity, change drastically. In particular, in the last years, a lot of 
experimental work has been reported concerning its use as optical sensors in 
chemical and biological sensing [6-8]. In environmental monitoring, optical 
read-out techniques are of particular interest mainly because they do not require 
electric contacts that may cause explosions or fire in dangerous environment, 
they are not affected by electromagnetic interference, and, moreover, allow 
wireless remote interrogation. Also in these kinds o f applications, the 
exploitation o f PSi seems to be very promising. As a matter of fact, the 
possibilities of modulating the PSi porosity, as well as the good control of the 
interface between layers o f different porosity, permit to fabricate not only 
single-layer optical interferometers but also multi-layer structures with high 
optical contrast such as high reflectivity Bragg reflectors, optical waveguides 
and high quality Fabry-Perot filters. We recently proposed PSi optical sensors 
with monolayer as well as multilayer structure. They are based on the refractive 
index change induced in different ways by chemicals (such as hydrocarbons, 
flammable substances, pesticides, etc.) and biological species (DNA and 
enzymes) [9-13]. In the case of chemical substances in the vapour or liquid 
phase, the phenomenon of capillary condensation occurs in the nanometric 
pores, causing an increase o f the average refractive index of PSi microcavity 
structure, and therefore a marked red-shift of its reflectivity spectrum. The 
detection o f biological species is based on the refractive index change induced 
by their covalent bonding on the porous surface. The technique requires the 
preventive functionalization of the silicon surface with probing macromolecules 
(typically, single strand DNA or protein).

Through the association of these two technologies, AB and PSi, new 
chemo-biological sensors can be fabricated, promising integrability with 
electronics and high sensitivity.

In this work, the compatibility of porous silicon and anodic bonding 
technologies for the realization of sensing micro-components in lab-on-chip 
applications has been demonstrated. The two techniques have been combined 
for the fabrication o f a bio-chemical sensor, in view of its miniaturization and 
integration with a smart micro-dosage system.
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We have designed and fabricated a sensor device constituted by PSi, as the 
transducer material, and glass, as cover material: the analysis chamber is dug 
into the crystalline silicon. The schematic o f this sensing device is shown in 
Figure 1.

1.1 Devices design and fabrication

Reaction chamber Porous silicon microcavities

Stainless steel capillary tubes

Figure 1: Schematic of the hybrid device. Components are not on scale.

The micro chamber used in the device was produced by a two-step 
electrochemical etching of a < 100> silicon wafer, p+ type, with a resistivity of 
8-12 mf2/cm, using an HF/EtOH (50:50) solution. The first step, performed by 
applying a current density of 400 mA/cm2 for about 300 s, creates a thick 
sacrificial layer of high porosity PSi. A short current density peak o f  800 
mA/cm2 has been applied to lift up this layer which has been completely 
removed by NaOH (0.5 M) solution. The result is an empty 180 ц т  deep 
chamber into the silicon substrate. The depth of the chamber has been measured 
by a profilometer (TENCOR P-15). Since the diameter o f the porous silicon area 
is about 1 cm, the total volume of the analysis chamber is about 14.1 ц1. By 
using a fresh etching HF/EtOH (50:50) solution in the same electrochemical 
cell, a second etch step (400 mA/cm2 for 3.2 s) produces, on the bottom o f the 
chamber, a porous silicon layer of approximately 5 ц т  thickness. Each step can 
be performed without moving the chip from the electrochemical cell, reducing 
handling and alignment problems. At the end of the whole process the chip was 
moved from the back of the cell, rinsed with deionised water and ethanol, and 
then dried with a nitrogen stream.

A Borofloat 33 type glass, 1 mm thick, has been chosen as a chip cover, and 
silicon and glass elements have been polished before the bonding process. A
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standard wet cleaning process based on Acetone, Potassium Dichromate 
(K2C r207) and Isopropanol has been adopted for smoothing the contact angle 
and activating the surface. A further treatment in H20 2 was performed for both 
silicon and glass wafers for hydrophilic surface formation.

In order to apply gas or liquid substances, inlet and outlet channels have 
been mechanically drilled in the top glass wafer, on the opposite sides of the 
porous region. The general-view o f the real device is shown in Figure 2.

Figure 2: Real view of the integrated porous silicon based optical sensor.

2. Experimental and results

For this specific application, a very short-time AB process is essential, moreover 
performed at low temperatures, in order to prevent pore filling with thermal 
oxides which could affect the sensitivity of the sensor: the lower the porosity, 
the lower is the change in the average refractive index of the structure and the 
consequent shift in the reflectivity spectrum. We have therefore characterized 
the silicon-glass AB process for various temperatures, applied voltages, glass 
wafer thickness, and electrode type. In the case of planar electrode, satisfactory 
strength and bond quality was obtained at temperatures as low as 200 °C, at 
voltages o f 2500V, with process times lower than 2 minutes (see Figure 3).
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Figure 3: Time characteristics of AB versus voltage, with temperature and glass thickness as 
parameters, for planar electrode.

The porous silicon transducer was exposed to acetone vapours (non
saturated atmosphere) and liquid to test sensor features: the measured shifts of 
reflectivity spectrum are reported ,in Figure 4 together with the experimental set
up for optical signal detection.

WKeigM
•oure* SpKtftjm

I W a i t t w
<OSA>

Figure 4: Experimental set-up and reflectivity spectra of the PSi monolayer after the exposure to
vapour and liquid acetone.

A white light impinges, through an optical fiber and a collimator, on the PSi 
layer and the output is collected by an objective and coupled into a multimode 
fiber. The signal is sent to an optical spectrum analyser (Ando, Mod. AQ- 
6315B) and measured with a 0.2 nm resolution. Vapours and liquid is injected 
in the microchip by syringes. The fluidic in the micro lab-on-chip is very easy.
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Before anodic bonding procedure, reflectivity spectrum shifted 60 nm, in case 
of liquid exposure, with respect to the unperturbed position. Using the micro 
chamber, we obtained a 47 nm shift in presence of liquid acetone. This result 
shows that the anodic bonding process does not prevent the effective operation 
of the microsensor, even thought a lowering of the sensitivity is registered. After 
drying the micro volume by nitrogen stream, the reflectivity spectrum recovers 
its starting position, so that the sensing mechanism is completely reversible.

3. Conclusion

The sensing device realised in this work has features and advantages, from a 
micro-opto-mechanical point o f view. The technological solutions adopted can 
be mixed to reach best performances and flexibility. In this work we have 
demonstrated the complete compatibility between two technologies of great 
appeal in the realisation of micro-total-analysis systems: anodic bonding and 
porous silicon. The microsensor configuration has been designed and fabricated.

A first sensing test using vapour and liquid Acetone confirmed the 
feasibility and good features of the device proposed.
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In order to include in a silicon Lab On Chip the functional block for sample preparation, 
it has been developed a device based on dielectrophoresis (DEP) able to sort, isolate and 
burst target cells from clinically relevant samples. Although the physics may appear 
complex, the technology needed to accomplish DEP is straightforward and relatively 
inexpensive.
Because the DEP force is proportional to two independent terms, it is possible to exploit 
this versatility applying appropriate electrical signals to the electrodes and so optimize 
each application in accordance to the dielectric characteristic of the particles. The 
developed device has been designed for the separation of white blood cells in a diluted 
row blood sample and then lead these cells in an electroporation section to perform lysis 
for the genetic information extraction.

1. Introduction

1.1. Dielectorphoresis force

It is well known that a spatially nonuniform electric field exerts a net force on 
the field-induced dipole of a particle. This force is independent from the charge 
of the particle, but only depends from the induced dipole and the gradient of the 
applied electric field. The dielectrophoretic force may be positive or negative. 
The following conditions determine the DEP application range:

1- The electric field has to be nonuniform;
2- AC or DC electric fields are both suitable;
3- Positive DEP is obtained when sm<£p where em is the medium 

permittivity and 6p the particle permittivity;
4- Negative DEP is obtained when £p < em;
5- The particle size can range from 1 to 1000 p.m.

Using AC fields is preferred because of charging reduction of electrodes and 
biological cells, moreover using high frequencies fields the impact on the cell 
physiology is much lower.
Another important parameter influencing the DEP force is the conductivity of the 
particle a p and medium crm. Because both the conductivity and the permittivity 
are frequency depending, it is possible to obtain positive or negative DEP force 
just varying the frequency of the electric driving signals.
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In the figure 1 it is possible to see the variation of the dielectrophoretic force as a 
function of the electric field frequency and of the medium conductivity.

rel. dielectrophoretic force for lymphocytes and erythrocytes

Figure 1. Dielectrophoretic force versus electric field frequency.

1.2. DEPfor blood cells separation

Cell and particle sorting is easily achieved by DEP when the composition or cell 
sizes are clearly distinct. This is the case for lymphocytes and erythrocytes in the 
blood. In order to set up a test device for the mentioned separation, a 
microfluidic chamber has been designed where several electrodes configuration 
are integrated using the technology developed for silicon MEMS.
The microfluidic chamber has been made using a silicon wafer with platinum 
electrodes bonded to a glass wafers with patterned ITO transparent metal 
electrodes. A patterned polymeric material has been used for the spacers and the 
glass had holes for the inlet and outlet of the biologic fluid.
In the figure 2 is possible to see a schematic cross section of the chamber and 
also a top view for one of the separation DEP barriers. As it is showed in the 
sketched top view the DEP barrier acts only for the white blood cells, while the 
red ones can follow the flow without any deviation. In this way it is possible to 
have channel regions with a very high white cell concentration.
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1.3. Genetic information extraction

In order to exploit the advantages offered by DEP for the sample preparation in a 
biologic protocol in a Lab On a Chip, once the separation or cell sorting has 
increased nucleated cell concentration in a dedicated microfluidic channel, to 
proceed directly with an electrical cell lysis to extract the material containing the 
genetic information from the nucleus.
The figure 3 shows the layout of the lysis region made using the same layers of 
the dielctrophoresis. On the left of the picture it is possible to see the a specific 
electrodes configuration to drive the cells into a double planar electrodes gap 
where electroporation of the cell membrane occurs.
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1.4 Conclusions

A silicon Lab On a Chip for detection of PCR products has already been 
developed in STMicroelectronics labs. The possibility to integrate on these 
kind of chips the fluidic function able to sort and burst target cells from 
clinically relevant samples, will allow rapid and automatic molecular assays. 
What we have described is one of the possible approaches to accomplish 
key processing steps. To create a complete system for applications in 
molecular diagnostics it will be necessary to combine several enabling 
technologies like DEP, PCR and hybridization detection in a sequential 
flow-through fashion.
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A two-mask low cost technology for the fabrication o f  arrays o f  hollow, high aspect ratio 
silicon dioxide microneedles is presented. The process is based on the following 
technological steps: photo-electrochemical etching o f silicon to etch a deep regular 
macropore array; wet thermal oxidation o f  macropores to produce silicon dioxide 
microchannels; silicon wet etching to release the microchannels and obtain the 
microneedles. Advantages and drawbacks o f this approach are discussed on the basis o f  
obtained experimental results.

1. Introduction

Microfabrication technology is a very powerful tool for fabricating sensors, 
actuators and passive structures for automotive (i.e. accelerometers, gyroscope), 
optic (i.e. photonic crystals), space (i.e. field emitter array) applications, etc. 
Recently, the application of microfabrication technologies to the biomedical 
field has risen a great interest because of the possibility o f development o f new 
diagnostic and therapeutic tools. As a matter of fact, devices to sense, stimulate 
and deliver drugs to biological systems, i.e. micropumps, tissue scaffold, and 
stents, have been fabricated so far [1]. One of the most critical components of 
such systems are microchannels and hollow microneedles, that provide 
pathways for fluids flow and the necessary complement for integrated 
microfluidic components [2]. However, techniques employed for the fabrication 
o f such components are usually quite complex [3,4].
Recently, photo-electrochemical etching of silicon has been proposed as a 
simple approach for fabrication of silicon dioxide microneedles [5]. 
Photoelectro-chemical etching of silicon in HF-based electrolytes is a well 
known technique for etching deep regular macropore arrays in /7-type silicon 
substrates. By pre-patteming the surface with defect sites it is possible to 
determine where macropores will grow [6, 7].
In this work we present a two mask process for the fabrication of hollow, high 
aspect ratio silicon dioxide microneedles array by employing a low cost
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technology. The process basically exploits: 1) the silicon photo-electrochemical 
etching to etch a deep regular macropore array; 2) a wet thermal oxidation of 
macropores to produce silicon dioxide microchannels; 3) a silicon wet etching 
to release a part o f the microchannels and obtain the microneedles. Advantages 
and drawbacks o f this approach are discussed on the basis o f obtained 
experimental results.

2. Fabrication process

The microneedles fabrication process consists o f technological steps reported in 
fig. 1. The starting material was a и-type silicon wafer with resistivity o f 2 .2-  
4 f lc m , thickness of 550 ц т ,  (100) orientated, single-side polished. A thermal 
dry oxidation (lh  at 1050 °C) was performed in order to grow a silicon dioxide 
layer, about 100 nm thick. A regular pattern o f square holes, with a diameter o f 
2 ц т  and pitch of 4 ц т , was defined in the oxide layer by using a standard 
lithographic step (first mask) and a wet etching. A KOH etching step was then 
used to transfer the pattern to the silicon, producing in this way an array o f 
notches which was used as a seed for pore growth (Fig. la). 
Photo-electrochemical etching in a HF-based solution was then performed for 
controlled macropore formation (Fig.lb). The macropores etching rate was of 
the order o f 2 ц т /inin, so that macropores with a depth o f over 200 ц т  were 
grown in 2 hours. Silicon dioxide microchannels were then produced by a

a)

c )

e )

b)

ПППШШПП
pooDoooq r ib b u a u tit ]
□ silicon ■ silicon dioxide

Figure 1. Silicon dioxide microneedles array fabrication process: technological steps (not to 
scale).
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second oxidation o f the sample (2.5h wet oxidation at 1050 °C, resulting in a 
1 |im thick oxide layer) (Fig. lc). A square window was opened on the back 
oxide layer o f the sample by means of a standard lithographic step (second 
mask) and a wet etching. A KOH (20% weight) etching step was then used to 
remove bulk silicon from the back-side in order to discover the bottom of 
oxidized microchannels (2h at 70 °C) (Fig. 1 d). The next step was the back 
opening o f oxide microchannels by wet etching in order to obtain hollow 
microchannels. A mechanical polishing procedure on the front-side of the 
sample was then used to expose the silicon surface (Fig. le). The last step of the 
process was a KOH silicon etching on the front side of the sample in order to 
release a part o f microchannels and obtain the microneedles (Fig. If). The time 
required for the whole process is of few hours.

3. Experimental results and discussion

The key role on the silicon dioxide microneedles fabrication process is played 
by the photo-electrochemical etching of silicon in HF-based electrolytes for 
deep, ordered macropores formation.
Photo-electrochemical etching of a «-type silicon substrate in HF solutions can 
be controlled to produce highly regular macropore array [6, 7] as well as silicon 
microstructures [8]. Electrochemical etching of silicon in HF electrolytes is 
activated by holes. For я-type substrates holes can be generated by illuminating 
the back surface o f the wafer. Under anodization biasing conditions, generated 
holes move toward the front-side silicon surface, which is in contact with the 
electrolyte, and are collected at the surface defects where they react giving rise 
to the dissolution o f silicon. Surface defects therefore act as seeding points for 
silicon dissolution. By pre-patteming the wafer surface with defect sites, for 
example by means o f a standard lithographic step, it is possible to decide where 
the silicon etching takes place. The resulting structure depends on the pre- 
pattemed geometry as well as on the etching parameters, such as etching current 
and voltage, etching time, temperature, electrolyte composition, etc. By 
controlling these parameters it is possible to fabricate silicon macropores and 
microstructures as deep as the wafer thickness, with high lateral (parallel to the 
wafer surface) and vertical (peipendicular to the wafer surface) uniformity. 
Figure 2 shows SEM pictures of three different stages o f silicon dioxide 
microneedles fabrication process: 1) after the photo-electrochemical etching step 
(fig. 2a, 2b); 2) after the wet oxidation step (fig.2c, 2d); and 3) after the 
microneedles have been released for a 30 ц т  length (fig. 2e, 2f).
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Figure 2. Different stages o f  the microneedles fabrication process: 1) top v iew  (a) 
and section (b) o f  the sample after the photo-electrochemical step; 2) top view  (c) 
and section (d) o f  the sample after the wet thermal oxidation step; 3) top v iew  (e) 
and section (f) o f  the sample after the last step (release o f  the m icroneedles).
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While typical approaches for microneedles fabrication rely on radically different 
techniques, with respect to the one presented here, to produce silicon [3] or 
metallic [4] needles, the use o f silicon dioxide is a great improvement in terms 
o f biocompatibility. Moreover, with the proposed technology, high lateral and 
vertical uniformity o f the samples is achieved at every process step (top and 
cross-sectional view); most design variables are easily controlled: the pitch of 
microneedles is defined by the first lithographic step, while the channel diameter 
is controlled by the anodization current density and by the second oxidation 
step; finally, the microneedle length depends on the last KOH etching step.
The main drawback of this approach, related to the photo-electrochemical 
etching, is the dependence of the size and pitch of macropores on the resistivity 
o f the silicon substrate, which is a constraint for the maximum diameter and 
pitch o f the needles. However, this constraint can be relaxed by selecting a 
suitable substrate resistivity and initial lithographic pattern [7].

4. Conclusions

In this paper the viability of hollow, high-aspect ratio silicon dioxide 
microneedles fabrication by using a two mask process has been demonstrated. 
The process is based on: 1) the photo-electrochemical etching process to etch a 
deep regular macropore array; 2) a wet thermal oxidation of macropores to 
produce silicon dioxide microchannels; 3) a silicon wet etching to release a part 
o f the microchannels and obtain the microneedles. The proposed process 
enables the fabrication o f silicon dioxide microneedles using a low cost 
technology for biomedical applications.
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In this work we present the microfabrication process for micro-electrode arrays (MEAs) 
designed for monitoring the electrophysiological behavior of neuron networks.

The developed devices mainly consist of planar multi-electrodes and three-dimensional 
structures for cell guided growth and networking.

Starting from a quartz wafer (double polished optical prime grade material, flame fused 
quartz, thickness 0.5 mm) the proposed fabrication process implements a Ti/TiN/Al/TiN 
low resistance multilayer for all the wires and electrical connections. All the exposed 
surfaces of the microelectrodes are realized in an Au/Cr (150nm/5nm) double layer: the 
thin Chromium layer is used in order to promote gold adhesion. The three-dimensional 
structures have been realized by means of a SU-8 negative resist. From a technological 
point of view, this research focused on obtaining i.) metal wires and electrodes with low 
resistivity and ii.) very thick SU-8 structures with improved performance in terms of 
adhesion. In order to implement well defined areas, connected by means of micro
channels, the development of reproducible procedure for SU-8 thick films deposition has 
been considered a central issue of this fabrication process.

f Tel: +39 0461 314 497, E-mail: ccollini@itc.it
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Quartz based miniaturized electrode arrays have been designed and 
fabricated. The microsystem basically consists of a microelectrode array and 
three-dimensional structures for cell guided growth and networking. Different 
MEAs layout configurations have been design and manufactured to test the 
technology; figure 1 shows the layout of the two types of microelectrode arrays 
that have been realized.

1. Microelectrode Array Design.

Figure. 1 Layout of Micro-electrode array.

2. Fabrication Process

The main process steps of the fabrication sequence are shown in figure 2.

a. Substrate: 500 jim thick quartz wafer (double side polished, optical prime 
grade).

b. A Ti/TiN/Al/TiN multilayer is deposited by sputtering.
c. This multilayer is patterned by photolithography and plasma dry etching to 

form the electrodes, lines and the contact pin zone.
d. A layer of Si3N4 (200nm) is then deposited by PECVD in order to insulate 

the metal lines.
e. Contacts are opened through the Si3N4 layer by plasma dry etching.
f. Evaporation of Cr and Au is carried out (5 nm and 150 nm, respectively).
g. The Chromium and Gold layers are patterned by wet etching.
h. A very thick double layer of SU-8 negative photoresist is deposited by 

spin coating.
i. The thick SU-8 layer is patterned by wet-etching.
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Multilayer Si3N4

Figure 2: Fabrication process outline

3. Morphological and structural testing

Electric characterization and SEM characterization of electrodes have been 
performed (see figure 3). The three-dimensional polymeric structures have 
been manufactured by using two layers of negative photoresist with different 
viscosity (SU-8 2015 and SU-8 2100) and with a thickness of 16 ц т  and 
200 ц т ,  respectively.
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Figure. 3 Microelectrode агтау: the inset shows a SEM image of a 
Microelectrode

The exposed area of the microelectrodes is 7500 ц т 2, the thickness and the 
diameter of the SU-8 tubs are 250 ц т  and 3 mm, respectively.

4. Devices packaging

A customized package has been designed and developed, in order to 
provide electrical connections. Figure 4 shows the final devices mount on the 
printed circuit board (PCB), including a glass ring glued on the top of the PCB. 
A yanda Biosystems (PSE Parc Scientifique, Swiss Federal Institute of 
Technology campus in Lausanne, Switzerland) developed a similar approach in 
the past.
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Figure 4: Final device in the packaging structure
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In this paper the transient behaviour of ohmic RF-MEMS switches will be inves
tigated by both experimental and simulation means. The devices are based on a 
suspended gold membrane and vertical electrostatic transduction, with gold ohm ic 
contacts along the RF signal path. Dynamic RF measurements are performed by 
using a power detector to monitor opening and closing transitions of both series and 
shunt switches. Compact models of the fabricated devices are also im plemented  
in Cadence® through a developed MEMS model library based on modified nodal 
analysis. Pull-in voltage, actuation and release transition tim e have been observed 
and compared, achieving a better understanding of squeeze-film dam ping effect.

1. Introduction

RF-M EM S switches have emerged in recent years as a  po ten tia l a lte rn a tiv e  
to  solid s ta te  devices for improving reconfigurability in m u lti-s tan d ard  wire
less system s 1 2 . However, their reliability and dynam ic behaviour charac
terization, such as transient switching tim es, still require fu rth er evaluation  
and development efforts. Moreover, since the  application of M EM S techno
logy to  R F circuits is relatively recent, further availability of bo th  su itab le  
sim ulation tools and test structures to  provide experim ental m easurem ents 
is required.

T he present work shows the results of dynam ic m easurem ents perform ed 
on RF-M EM S ohmic shunt switches designed and fabricated  in IT C -irst 
RF-M EM S technology 3, describing their dynam ic R F  behaviour th rough 
a  suitable measurements setup.

Moreover, the simulation of the switch structu re  behaviour has been ac-
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complished by m eans of a  suitable interconnection of elem entary component 
m odels (e.g. Euler flexible beam and suspended electrostatic rigid plate) 
included in a  MEMS library implemented by the A uthors in Cadence® 
SpectreHDL® language 4.

2. The RF-M EM S Ohmic Shunt Switch Structure

T he technology process utilized for the fabrication of the switches is based 
on an electrodeposited suspended gold mem brane layer, one high resistivity 
poly silicon layer for the actuation electrodes and a  Al-Ti-TiN multilayer 
for the  RF-signal path . T he ohmic switches have two electrically separated 
electrodes underneath  the suspended plate surface, one for the RF-signal 
and one for applying the control voltage 1. The shunt and series switches 
differ only for the  topology of the RF-signal electrodes. Inpu t and ou tpu t 
R F  po rts  are physically connected by the signal fingers in the shunt switch, 
while they are isolated in the series switch. In both  cases, dummy poly 
bricks are placed underneath  the signal electrodes, which are therefore the 
only contact area  towards the collapsed plate, while actuation  electrodes 
always rem ain untouched.

Figure 1. The Ohmic-Series switch.

3. Dynam ic measurement setup
A suitable setup has been arranged to perform on-wafer dynamic m easure
m ents of th e  switch R F behaviour. An RF signal with constant power and 
a  frequency of 2GHz is fed a t the switch input port, while the ou tpu t po rt 
is connected to  a  Schottky-diode based power detector, obtaining a  voltage 
response th a t is proportional to the RF signal am plitude. The actuation
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voltage is obtained by an a rb itra ry  waveform genera to r whose signal is am 
plified in order to  go beyond th e  pull-in voltage. An oscilloscope is utilized 
to  m onitor bo th  the  ac tuation  voltage and th e  power de tec to r o u tp u t volta
ge, and  its trigger is synchronized to  the  a rb itra ry  waveform generator. All 
the  instrum ents are connected to  a  PC  via G PIB  bus and  controlled w ithin 
a  developed Lab View v irtual instrum ent.

Figure 2. Dynamic measurements setup.

4. M easurements, simulations and discussion

M easurem ent d a ta  of a  series ohmic switch was com pared w ith  sim ulations 
to  b e tte r understand  qualitative switching behaviour. A bias voltage pulse 
was applied to  the  switch with a  period of 1 ms, peak value 50V, rise and 
fall tim es 200ns, delay 100/xs and pulse w idth 500/us. F igure 3 -m l shows the 
bias voltage driving the switch actuation , while Fig. 3-m2 shows th e  corres
ponding behaviour of the R F power a t th e  o u tp u t p o rt. T he rela tionsh ip  
between the applied R F signal and the voltage showed by th e  oscilloscope 
has been obtained by applying several R F  power values to  a  sho rt tra n s
mission line with negligible losses, and reading the  corresponding o u tp u t 
voltages. By keeping the power values in the  linear region of th e  power 
detector, the coefficient to convert the ou tpu t voltage to  th e  corresponding 
ou tpu t power value has been calculated.

On the other hand, Fig. 3-sl represents the  sim ulated behaviour of the  
switch resistance, assumed to be 1МП when the switch is no t a c tu a ted  and
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1П as the  p late  contact to  the signal electrode is established. Finally the 
Fig. 3-s2 is referred to  the  mechanical displacement (simulated), of the 
suspended p late  along the z-direction. Actuation voltages up to 50V, three 
times higher than  the s ta tic  pull-in value of 15V, have been necessary to 
achieve repeatab le  R F transien t behaviour.

A ctuation transitions show switching time around 50/xs and transition 
tim es around 10/xs while the release transitions are one order of m agnitude 
faster, leading to  bo th  switching and transition times around 1/zs. I t  is 
noticeable th a t the  mechanical oscillations of the switch during the release 
tim e, shown in the Fig. 3-s2, do not seem to affect the to ta l transm itted  
power (Fig. 3-m2). This is due to the contribution of the switch coupling 
capacitance to  ground, which is small a t this operating frequency (2GHz) 
com pared to  the  dow n-state resistance. This affects the switching tim e 
as well because a  small upward movement of the plate from the collapsed 
position is sufficient to  have an abrup t transition of the RF ou tpu t power, 
while the  actuation  tim e is larger due to  the squeeze-film dam ping effect.

j —  
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—  I t - . - »
" 1  i
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Figure 3. Comparisons between measurements (m l and m2) and simulations (s i and 
s2) of the switch dynamic behaviour.

To highlight the influence of the squeeze-film dam ping on the dynam ic 
behaviour of the switch, transient simulations with different values of the  air 
viscosity coefficient have been performed. Fig. 4 shows how this variation 
affects bo th  actuation and release switching dynamics. More in details, by 
increasing the  viscosity coefficient the actuation time becomes larger such 
as th e  release transition. However, the instant of the detachm ent a t the 
beginning of the release transition is not affected.
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Figure 4. Release (left) and actuation (right) transitions with air viscosity coefficient 
(blue mark), and half of the air viscosity coefficient (red mark).

5. Conclusions

In th is work the  transien t behaviour of an ohmic RF-M EM S sw itch, based 
on suspended gold m em brane and vertical e lectrosta tic  tran sd u c tio n , was 
investigated by m eans of bo th  experim ental m easurem ents and sim ulations. 
A suitable setup to  perform  the dynam ic R F  te s t m easurem ents has been 
arranged, while the sim ulations in Cadence were based on a  M EM S model 
library developed by the A uthors and im plem ented in HDL language 4. By 
comparing m easured and sim ulated d a ta  it has been possible to  notice th a t 
mechanical oscillations during the  release transition  canno t be observed in 
the m easured R F  ou tpu t power a t frequencies around 2GHz. M oreover, 
param etric  transien t simulations showed th a t th e  th e  squeeze-film dam ping 
mainly affects the  actuation switching time.
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The design and fabrication process of a micromachined piezoresistive accelerometer 
based on an inertial proofmass is proposed. The sensor is addressed to aeronautical 
applications, that require a resonant frequency higher than 100 Hz and high damping. 
FEM simulations are carried out to verify the compliance of this structure with the given 
specifications, and an analysis of the fabrication process is presented. The readout circuit 
is based on Wheatstone bridge, and is designed to minimize the off axis acceleration 
signal [1,2]. The structure consists of a silicon made rectangular proof mass that is 
supported by four arms at the four edges, with piezoresistors located at both ends of each 
support. The fabrication of the structure is based on bulk micromechanics, by wet 
anisotropic etching of both sides of the silicon wafer in TMAH solution. The proof mass 
has convex comers that require comer compensation structures. Gold electroplating is 
used to deposit an additional thick layer on top of the mass.

1. Introduction

Accelerometers are essential parts of the navigation system for most advanced 
vehicles. Aeronautical applications require a resonant frequency higher than 100 
Hz and high damping, in order to avoid interferences from the vibrations of the 
aircraft. For this purpose, inertial accelerometers can be compliant, adopting the 
structure depicted in figure 1 : the mechanical part consists of a proofmass that is 
suspended to the structure by four arms (b) and will impose a bending of the 
supports when the sensor is accelerated [1]. The bending is transduced into a 
variation of electrical resistance by piezoresistors located at each end of the 
supports. The resistors are arranged into a wheatstone bridge, so to produce an 
electrical signal proportional to the acceleration. This sensor has a major 
drawback in the fact that its mechanical structure is not selective to the axis of 
the acceleration, having all 6 degrees of freedom active. By placing the resistors
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along the axis of the supports, we can make them sensitive to the Z axis bending 
only. Nevertheless this bending can be generated by three different accelerations, 
as shown in figure 2 .

By adopting a dedicated circuit layout (fig.3) the signal generated by both 
the Y and X axis rotation can be minimized and neglected [2]. This makes the 
sensor sensitive to the Z axis acceleration only.

Fig. 1: schematic of the three parts of the accelerometer, the top and bottom covers (a,c) and the 
device die (b)

Fig.2: different accelerations that induce a bending of the supports. Acceleration along the Z 
axis (a), rotation on the Y and X axis (b,c).

*34
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Fig.3: schematic of the position of the piezoresistors on the supports (left) and the Wheatstone 
bridge the circuit (right)

2 . Sim ulation

The behavior of the device under acceleration has been simulated by 
Ansys™ FEM tool, to dimension the proofmass and the supports. Static analysis 
of the stress due to the displacement of the proofmass has been performed: the 
resistors regions have to be subject to a maximum stress of 20MPa, that allows 
for a sensitivity of about 1 V/g with this circuit configuration. Frequency analysis 
o f the device is also made to ensure that the resonant frequency is higher than 
100Hz. Simulation output is reported in figures 4 and 5.

The sensor is dimensioned to obtain a maximum proofmass displacement of 
6um along the Z axis, for an acceleration of 5g. To reduce the dimension of the 
proofmass a gold layer is put on top of it: the layer increases the proofmass 
weight without increasing its area.

-20.104 -9 .934  „ .235294 10.405
-15 .019  -4 .8 4 9  5 .32 15.489

Fig. 4: stress distribution under a peak acceleration of 5g. The scale is in GPa.
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The layout is drawn using LEdit™ software. The main dimensions of the device 
are as reported in table 1 .

3. Layout design

Table 1: dimensions of the device.

P a rt X Q un) Y O un) Z(*un)
Proof mass 2500 2500 500

supports 1200 180 10

Gold layer 2850 2850 15
Die 11360 6120 6120

The circuit design is made to reduce to the minimum the crossing of metal lines 
(fig.5). On each support two substrate contacts are designed, in the proximity o f

Rg.5: layout of the device (a), and details of the supports (b,c)

the resistors, so to polarize the substrate to avoid losses. The electrical signal is 
led to four pads located at the right of the chip: the pads are designed to remain  
outside the top cover, so to allow the bonding to the package pads.
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The accelerometer is fabricated on standard 4-inch (100) single crystal silicon 
wafers. The whole process is summarized in figure 6 . The first part of the 
fabrication is the planar process, the second is the micromachining. Processing 
begins with the growth of a thermal silicon oxide, followed by the definition of 
the resistors area, and a p-ion implantation to create the piezoresistors.

4. Fabrication process

Fig.6: schematic of the fabrication process.
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The screen oxide is removed and n-ion implantation is performed (a) to create 
the substrate contact. TEOS oxide and Si3N4 are deposited on the back of the 
wafer to create the back mask for the bulk etching (b). Aluminum metal is 
deposited and patterned on the front side, and an LTO oxide film is used as 
insulator (b). The dielectric layers are patterned to open vias and etching 
windows on the front and back side (c). A chromium-gold seedlayer is deposited 
by PVD on the front side for electroplating, then a photoresist is deposited and 
patterned to open the areas on top of the proofmass. A gold layer is then 
electroplated on the proof mass (c). The planar process is finished, and bulk 
micromachining begins: anisotropic etching of the back side is performed by 
TMAH (d). Final release of the structure is done in a proper solution of TMAH, 
silicic acid and ammonium sulfate, to preserve the Aluminum layer (e).

5. Conclusions

A MEMS inertial accelerometer for aero-motive applications is proposed, with 
chip dimensions of 5x11x1.5 mm. Layout is based on FEM analysis. Fabrication 
technology consists of two parts: ( 1) IC processing with implanted piezoresistors 
and metal lines; (2) structure release by bulk micromachining form both the back 
and front side of the wafer.
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Abstract -  In this paper a double axis micro-integrated Fluxgate magnetic sensor is presented. The 
device was designed using a PCB dual axis sensor previously realized as a starting point. In the 
PCB version the experimental results exhibit excellent agreement with the simulations performed 
using a tool based on the finite element method. Using the same design approach a version of the 
double axis Fluxgate structure to be realized in 1C technology is here proposed. The accurate study 
of the magnetic field distribution allows a 75% area saving for the IC version with respect to a 
direct scaling of the PCB version. Imposing an external magnetic field of about 60 pT, the simulated 
differential output voltage of the micro-integrated Fluxgate sensor achieves a peak value of I mV 
with 5 mA sinusoidal excitation current peak at 100 kHz.

Keywords -  Planar Fluxgate; Amorphous Magnetic Core; Magnetic Sensors;

INTRODUCTION

In the realization of planar fluxgate magnetic sensors [1] the main technologies 
used are the Printed Circuit Board technology [2-4] and the integrated process
[5]. The choice in favour of PCB technology derives primarily from its reduced 
cost and efficient fabrication, due above all to the very thin commercially 
available ferromagnetic material used for the core. On the other hand, the low 
power consumption and small dimensions are indeed the fundamental 
requirements for a magnetic field sensor to be embedded in portable devices. 
Therefore a micro-integrated version is mandatory for these applications. In this 
last case a study to foresee the characteristics of the micro-integrated sensor can 
be very useful.
In this paper, starting with both the simulation results obtained by using the 
Flux3D® [6] FEM tools and the experimental results for the PCB version of a 
planar fluxgate, an evaluation of a micro-integrated version o f the same planar 
fluxgate will be presented.

SENSOR STRUCTURE

The schematic of the PCB structure realized for the double axis Fluxgate is 
shown in Fig. 1. It consists o f an excitation coil and four sensing coils. The 
actual implementation is shown in the photo of Fig. 2. The planar excitation coil 
is characterized by 30 |im thickness, 30 turns and 400 ц т  pitch. The current in
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the excitation coil should be enough to saturate the ferromagnetic material glued 
over the PCB (see Fig. 2). This material is shaped as a cross in order to make the 
device sensitive to the two components o f a magnetic field coplanar with the 
PCB. For each component o f the magnetic field the output voltage is obtained 
from two sensing coils placed in differential configuration, having 17 |д т  
thickness, 21 turns and 400 ц т  pitch. The excitation and sensing coils are 
realized on two different metal layers of the multilayer PCB structure, at a 
distance o f 50 ц т  from each other. The total device size is 57.3 mm x 58.1 mm. 
The ferromagnetic material core is the amorphous alloy Vitrovac 6025 [7]. This 
material was chosen because o f its extremely high relative permeability 
(цг = 105) and low losses. Its saturation magnetic induction is 0.55 T.

SIMULATION MODEL

Fig. 1 Schematic of the PCB double axis 
Fluxgate realized

Fig. 2 Photograph of the double axis planar 
Fluxgate proposed

The main issue in the setup o f the model was to create a good mesh after taking 
into account the geometrical configuration o f the ferromagnetic material, which 
is a cross sheet with dimensions o f about 37700 ц т  x 3400 ц т  x 25 ц т  on the 
diagonal (Fig. 2). The critical dimension is the thickness o f only 25 ц т ,  which 
leads to a large number of elements in the mesh (285985 volume elements). The 
minimum peak value of the excitation current that guarantees the saturation o f 
the ferromagnetic material was then evaluated. Using different magnetostatic 
analyses we verified that a peak current o f about 600 mA is necessary to 
saturate the Vitrovac, as shown in Fig. 3. After this, the transient response o f  the 
device was investigated considering the geometrical model proposed in Fig. 1 
with a 10 kHz, 600 mA peak amplitude sinusoidal excitation current together 
with a field of 20 цТ coplanar to the PCB and parallel to the ferromagnetic 
material. The results of this transient magnetic simulation, for one axis o f 
sensitivity, are shown in Fig. 4, that reports also the comparison with the 
experimental result.

57.3 mm
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Extem»l m»(jnetic fl«M (мЛ

Fig. 5 Transfer characteristic of the PCB 
Fluxgate obtained with a spectrum analyzer

EXPERIMENTAL RESULTS

Imposing an external magnetic field with a pair of Helmholtz coils, the 
differential output voltage o f the PCB structure has been evaluated. The 
comparison between the simulation and experimental results, shown in Fig. 4, 
gives an error o f about 10 % on the amplitude of the output voltage. This error 
is extremely low in consideration o f the simulation conditions adopted to reduce 
the computation time.
To characterize the PCB structure, the external magnetic field has been varied in 
the range o f ±100 fiT. The differential output voltage from the pick-up coils 
was analyzed with a 3562A Hewlett Packard Dynamic Signal Analyzer to 
extract the value of the 2nd order harmonic (at double the frequency of the 
excitation signal). This voltage is plotted in Fig. 5 against the external magnetic 
field. The sensor shows a linearity error of about 2.6% full scale in the range of 
±60 цТ with a sensitivity of 0.37 mV/цТ.
To evaluate the possibility of using the sensor as a 2D-vector magnetic field 
detector a suitable read-out circuit has been realized. Different analyses have 
been realized as reported in [4]. The voltage output o f the sensor measured 
while rotating it in a horizontal plane is shown in Fig. 6 . The angle error was 
smaller than 6° and included signal non-linearity, hysteresis and noise.

3 4 ТИ»(»)
Fig. 4 Comparison between the simulation and 

experimental result

Fig. 6 Angle response for the two measurement 
axes (X and Y).
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-oots



486

INTEGRATED MICRO STRUCTURE

Using the experience with the PCB prototype an IC version o f  the double axis 
Fluxgate sensor for low power applications requiring small dimension has been 
analyzed with the FEM simulator. The design features have been assumed in 
agreement with the IC realization of the coils in a 0.5 ц т  CMOS technology 
with a post processing for the deposition o f the ferromagnetic material. The 
model created in Flux3D is shown in
Fig. 7: it consists o f an excitation coil and four sensing coils, o f  which only two 
are visualized in figure. The planar excitation coil is characterized by 5.5 ц т  
thickness, 95 turns and 9 ц т  pitch (5 ц т  width and 4 ц т  spacing). The total 
area for the excitation coil is (1760 x 1760) ц т 2.
In order to optimize the device area occupation a number o f magnetostatic 
analyses were performed varying the area o f the sensing coil. The simulations 
showed that the component o f magnetic induction associated with the 
ferromagnetic material perpendicular to the plane o f the sensing coil is 
concentrated in a small area under each of the outer end o f the core branches. 
Therefore the sensing coils were centered in these areas and their size was 
reduced to the minimum possible. This gives a 75% area saving with respect to 
the direct scaling o f the PCB prototype, without any performance loss. The 
geometrical parameters of the sensing coils based on the used technology are:
1 ц т  thickness, 1.3 ц т  width and 1.6 jam spacing. The total area for the sensing 
coils, consisting of 75 turns, is 450 x 450 ц т 2.
The Vitrovac 6025 has been introduced in the simulation in cross shape with the 
dimensions of 2513 ц т  x 113 ц т  on the diagonal (Fig. 7). The minimum 
thickness for the ferromagnetic material that can be saturated with a peak 
current o f about 5 mA (in order to limit the power consumption) was 
investigated. Using different magnetostatic analysis we established that the 
complete saturation condition is obtained with a thickness o f 1 ц т .

A transient time analysis was performed considering the geometrical model 
proposed in Fig. 7 with a 100 kHz, 5 mA peak amplitude sinusoidal excitation

Fig. 7 Simulation model of the integrated 
version of the PCB structure.

Time[*j x 1 0 '

Fig. 8 Differential output voltage simulated 
with Flux3D



current together with a 60 цТ magnetic field coplanar 
structure and parallel to the ferromagnetic material The*0 ^  micro' inte8rated 
magnetic simulation, for one axis of sensitivity, are shown SU*tS ^  tTansienl 
voltage obtained has an amplitude of about 1 mV 0W11 *n 8. The output 
processed by the readout circuit. * U lc,en%  large to be

CONCLUSIONS

A PCB double axis Fluxgate magnetic sensor has been realized and analvzed 
with a software tool based on the finite element method. The simulations 
showed a good agreement with the experimental results, therefore the same 
software has been used to evaluate the performance of a micro-integrated 
version o f the double axis Fluxgate, which is presently under fabrication. The 
simulation results predict that the micro-integrated sensor will have enough 
sensitivity for sensing the Earth’s magnetic field, with a power consumption two 
orders o f magnitude lower than the PCB version.
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Si-BASED LIQUID SEPARATION MICROSYSTEMS FOR AGROFOOD
APPLICATION
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In this work a Si-based liquid separation microsystem for phenolic compounds detection 
in wine is presented. The main modules o f the chip are /.) a Si-micromachined separation 
column with inlet and outlei for fluidic connections, и.) a three-electrode ampcrometric 
sensor and Hi.) a Pt microheater. Analytical calculations and finite element analysis have 
been performed to optimize microcolumn design. Preliminary test structures have been 
developed by implementing a microfabrication technological process. A system approach 
has been followed in the chip design in order to optimize the final packaging.

1. Introduction

During the last years, quality and safety in the agro-food field have acquired 
more and more importance and remarkable interest has been placed in the 
development of reliable, sensitive, hand-held and low cost instruments for liquid 
separation. The miniaturization of separation modules by means o f silicon-based 
microfabrication technologies introduces multiple advantages, such as the 
rapidity of separation, since reduced dimensions imply faster separation process, 
and the possibility to carry out on-line measurements by means of easy to use 
and low cost devices [1-2 ].

This paper reports the design and simulation results of a Si-based liquid 
separation microsystem consisting of i.) Si-micromachined separation columns,
ii.) three-electrode amperometric sensors and iii.) Pt microheaters.

The design of microcolumns geometrical characteristics has been defined in 
order to optimize column separation efficiency. Finite element analysis of the 
structure has been performed by using ANSYS tools and the results have been 
compared with the analytical calculations.

The three-electrode amperometric sensors consist of two Pt electrodes 
(working and counter) and an Ag/AgCl electrode (reference).

In order to operate at 40 °C (typical working temperature of liquid 
separation systems) Pt heaters have been designed on the back of the column.
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Preliminary test structures have been developed by implementing a 
microfabrication technological process, which mainly consists of Silicon 
anisotropic etching with TMAH solution, room temperature deep reactive ion 
etching (DRIE) and anodic bonding.

2 . M icrocolum n design

2.1. Analytical Calculations

The analytical microcolumn geometrical parameters have been investigated for 
open-tubular columns, with the aim of optimizing the column efficiency that is 
expressed as number of theoretical plates (N = L/HETP, L= column length, 
HETP = height equivalent of a theoretical plate). HETP can be expressed 
according to the van Deemter equation as function of mobile phase linear 
velocity (u), as described in Eq. I. The minimum of the van Deemter curve 
represents the ideal flow velocity where maximum column efficiency is 
obtained.

The E q . 1 has been solved for different channel depths (z), by considering 
as mobile phase a mixture of methanol and water with viscosity r| = 1 mPas and 
diffusion coefficient Dm = I O'9 m2/s; the partition coefficient has been chosen as 
к < 10. The results obtained are summarized in Table 1, where the retention time 
has also been calculated. Different values of the column width have been 
considered and corresponding flow rates (Q) have been calculated by assuming 
z = 20 цm, as schematized in Table 2.

HETP = (1)

Table 1. u. HETP and retention time for different channel depths.

u [nun/s] HETP [д т ]  t [min]

z = I0 /* m  0.299 13.3 6
z = 15 цт 0.199 20 8
z=20/xm  0.149 26.7 II
z =25 цт 0.119 33.4 14

Table 2. Flow rates (Q) for different channel widths.
Width [/zm] 100 150
Q [nl/min] 17.9 26.9

250
44.8
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According to the results obtained and technological constraints, the 
microcolumn has been designed with the following geometrical characteristics: 
channel length=10  cm, channel depth = 20 ц т ,  channel width = 100 ц т ,  ducts 
spacing = 50 ц т . Inlet and outlet dimensions have been calculated in order to fit 
with column section after the etching; the inlet and outlet section is 767 ц т  x 
767 ц т .

2.2. Simulations

Finite element analysis of a simplified structure with L  = 1.5 cm has been 
performed by means of ANSYS tools. In order to have a constant flow rate and 
u = 0.149 mm/s in the channel, it is necessary to apply Ujn = 0.0005 mm/s at the 
inlet. A laminar flow has been supposed; the results obtained for mobile phase 
flow at inlet/outlet are represented in Figure 1. Figure 2 shows the vector plot of 
the flow velocity in the channel. The results obtained from ANSYS simulations 
fit with results of analytical calculations.
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Different layouts of the system have been studied: i.) one inlet for each column 
with outlet at the end of the column; ii.) a common inlet for the two column with 
outlet at the end of the column; iii.) outlet in the centre of the column. Figure 3 
shows a system layout.

3. Microsystem design

The three-electrode amperometric sensors consist of two Pt electrodes 
(working and counter) and an Ag/AgCl electrode (reference). The distance of 
the sensor from the outlet has been chosen at 200 цт ; according to the results 
obtained from analytical calculations and simulations, the velocity at outlet is 
about 1 д т /s, therefore the time for reaching the working electrode is about 3 
min. Different electrodes geometries have been designed in order to 
experimentally choose the best one.

In order to operate at 40 °C (typical working temperature of liquid 
separation systems) a Pt heater has been designed on the back of the column. 
The geometrical characteristics of the heater have been calculated by 
considering a dissipated power P = 100 mW (for structures with outlet at the end 
of the column) or P = 30 mW (for structures with outlet in the centre of the 
column) and a bias voltage V = 5V.



A fabrication process for the microsystem has been set up. The column 
fabrication steps at a glance are:
1. Deposition of TEOS/Nitride/LTO (500 nm/100 nm/300 nm) by 
LPCVD as passivation layers on a <100>, n-type silicon wafer.
2. Definition of the column spiral configuration on silicon wafers by 
room temperature Deep Reactive Ion Etching (DRIE).
3. Sealing of the column to a Pyrex wafer by anodic bonding.
4. Deposition and pattern of Pt by lift-off on the wafer back side for on 
chip microelectrodes and heater.
5. Deposition of Si3N4 by PECVD for electrodes and heater passivation.
6 . Realisation of inlets/outlet (~480-/xm-deep holes) on the wafer back 
side by TMAH (4:1, T=90 °C) wet chemical etching.
7. Ag/AgCl electrochemical deposition for the reference electrode.

Preliminary microcolumn test structures have been developed. A package 
including tubing for flow forcing through the electrodes has been designed.

Conclusions

The design and simulation of a Si-based microsystem for liquid handling and 
separation have been presented. A technological process has been set up and 
microcolumn test structures have been fabricated. Future work will be addressed 
to appropriate functionalisation of the column for phenolic compounds in wine 
detection.
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This paper describes an electro-optical sensor system used for the detection of methane 
with a low limit resolution of about 500 ppm. An integrated micro-heater has been used 
as infrared source, a commercial thermopile as infrared sensor and a 12 bit acquisition 
board to process data.

1. Introduction

Methane (CH4) gas is colourless, odourless and lighter than air and it is the 
most common saturated hydrocarbon present in the atmosphere. It is the 
principal product of organic decay in swamps and marshes, the gas being 
delivered by the action of bacteria. Methane is a greenhouse gas and the primary 
gas in Kyoto protocol; in fact, methane has an explosive characteristic and an 
asphyxiating effect. Large increases in methane concentration have been 
observed since the pre-industrial period (a 150% increase, from 750 to 1750 
ppb). Methane detection may take advantage of the absorption of infrared energy 
by methane gas molecules at their characteristic absorption band8; the absorption 
is proportional to the concentration according to Lambert-Beer law:

“Peak absorption wavelength: A^3.31pm.
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/  = 10е-а{л),с

where I is the intensity of the infrared output radiation, 10 is the intensity of the 
infrared input radiation, С is the gas concentration, I is the length of the optical 
path and a(X) is the absorption coefficient of the gas.

We have developed an electro-optical system able to generate infrared 
radiation, to detect the part of the infrared radiation absorbed by methane and to 
process data (amplifier, filter, digital data acquisition). In this paper we present 
the system, the experimental testing and its results.

2. System

Our sensor system (figure below) comprises a micro-heater (used as an 
infrared source), a copper chamber (required to direct the radiation toward the 
detector), two sapphire windows (which close the chamber with a negligible 
absorption of infrared radiation), an optical filter and a thermopile (infrared 
detector).

Gas inlet Gas outlet

infrared source

DetectionOscillator

Applying an appropriate voltage on the micro-heater, a current flows 
through it and increases its temperature (Joule effect). In this manner the micro
heater can emit radiation (like a black body) according to Planck law:

*л =
2 n c lh

hc0
AkT

where is the spectral emittance per unit area, X is the wavelength, T  is the 
absolute temperature, c0 is the light velocity, h is the Planck constant and к is the 
Boltzmann constant.
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The voltage applied to the micro-heater has been modulated at 11 Hz to 
avoid possible noise from other infrared sources.

A thermopile, consisting of twenty single Copper-Constantane 
thermocouples, has been used as infrared detector. This type of thermopile offers 
good response at X=3.31 ц т  and at room temperature. An optical filter has been 
placed in front of the thermopile with a peak of trasmittance at 3.31 ц т  and a 
pass-band of 0.15 ц т  to ensure the best selectivity to the sensor system.

3. Experimental Testing

The response of the sensor system has been tested by varying the length of 
the chamber (from 3.0 cm to 9.0 cm) and fluxing several different quantities of 
CH4 and N2 as carrier into the chamber. A mass flow controller has been 
employed to mix the two gases and reach the desired CH4 concentration.

The output signal (amplified and filtered) has been acquired by an 
acquisition board (ADC 12 bit).

As shown in figure below, in presence of CH4 the output signal Vful (i.e. the 
output voltage of the thermopile filtered and amplified) is lower than Vm (the 
output signal in absence of CH4).

The ratio Vin/Vfin is related to the CH4 concentration in the chamber.
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As shown in figure below, the longer the chamber (optical path), the better 
the results for the same CH4 concentration (Lambert-Beer law).

4. Results and discussion

When the length of the chamber is 9 cm the sensor is able to detect 500 ppm 
of CH4. The length of the chamber could be reduced (in order to obtain also 
better results) using multi-reflection structure; in fact, this system increases the 
optical path reducing the physical one.

5. Conclusions

In this paper we have shown an electro-optical sensor system able to detect 
methane with a limit of detection of 500 ppm. At the moment we are designing a 
multi-reflection structure to improve results and to reduce the overall dimension 
of the sensor system.

Furthermore we are testing the possibility to integrate more than one 
thermopile in this sensor system in order to allow the detection at the same time 
of different gases (CH4, C 0 2, C O  etc.) which have different absorption bands.
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Optimization of planar waveguides for fluorescence biosensing is presented in this work.
In particular, we show that optical (refractive index) and geometrical parameters have a 
strong influence on the efficiency of excitation and collection of fluorescent signals. 
Numerical analyses showed that a single-mode slab waveguide, operating at its 
fundamental TM mode and near its cut-off point, results in an efficient fluorescence 
excitation when employed as evanescent wave biosensor. A high refractive index 
contrast is demonstrated to be the key parameter for an efficient fluorescence collection. 
Other geometries, alternative to the classical slab waveguide, may result in an 
improvement of the fluorescence excitation and collection efficiencies.

1. Introduction

In optical waveguides, light confinement is usually based on total internal 
reflection (TTR). When TER. occurs, a small portion of the reflected light 
penetrates through the interface and propagates parallel to the surface in the 
plane o f incidence creating an electromagnetic field in the cover medium. 
Evanescent field can be employed in a planar optical waveguide in both 
absorption and fluorescence sensors. In fluorescence-based biosensors, the 
evanescent field is employed for the excitation of fluorophores residing in the 
immediate region near the interface. For both kind of sensors, it is necessary to 
understand the role of the surrounding absorbing and/or fluorescent medium on 
the sensor efficiency. In particular, it is useful to define a single parameter, 
which quantifies the efficiency of evanescent field-based sensors, independently 
of the particular waveguide geometry adopted for the sensor. We define this 
parameter as the ratio between the change in the absorption coefficient of the 
waveguide guided mode ( a ), and the change in the absorption coefficient of the 
cover medium where the biological probe is present (etc). For a particular bound 
mode in which the unperturbed propagation constant (3o is real, the absorption 
coefficient a  produced by 5ec is:
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а=Ъп{Р} = {гР',У']т{5(Рг)} (1)

where the calculation of 8(p2) is carried out by employing a first-order 
perturbation approach (for ТЕ and TM mode) [1].

Bulk absorption can be regarded as the absorption of a plane wave and is 
given by:

a  = K o * lm(-S£c) (2)
2 *nc*s0

nc being the unperturbed refractive index of the cover medium. Note that this 
efficiency is useful both for absorbance-based and fluorescence-based sensors. 
In fact, for these sensors the emitted power of fluorescence radiation is 
proportional to the total power absorbed by the fluorophores [2 ], which in turn 
depends on the absorption coefficient of the waveguide mode. Hence, for a fixed 
fluorophores concentration in the cover medium (i.e. for a fixed absorption 
coefficient of the cover medium), fluorescence emitted power depends on the 
waveguide efficiency parameter considered in our analysis.

In this paper, we analyze how planar waveguides can be efficiently used for 
excitation and collection of fluorescence by evanescent waves. We report a 
numerical analysis for optimization of fluorescence excitation/detection in 
different waveguide geometries. In particular, we present a comparative analysis 
between slot waveguides and slab waveguides, because in the case considered in 
this work, the commonly used buffered clad slab waveguides have always shown 
(varying both thickness and refractive index of the buffer layer) a lower 
efficiency.

2. Fluorescence excitation efficiency for Slab and slot waveguides

We start our discussion considering a mono-dimensional slab waveguide. 
Unless otherwise specified, we will consider throughout the paper a guiding 
layer with refractive index nH = 2, a substrate with refractive index ns = 1.44, 
and a cladding medium (where the biological probe is present) with refractive 
index Пс = 1.33. By numerically solving the slab waveguide characteristic 
equation, we determine the electric and magnetic fields associated to the 
fundamental ТЕ and TM mode, which are employed for the evaluation of the 
quantities expressed in eqs. ( 1-2). Calculations are performed by setting the 
excitation wavelength to 633 nm, while varying the core width wh- Results are 
shown in Figure 1, which refers to the first three ТЕ modes and the first three 
TM modes. Numerical results suggest that the maximum efficiency is achieved 
by employing the fundamental TM mode.

In principle, we could imagine a multimode waveguide, so that the overall 
efficiency will be a weighted average of the efficiency of the single excited 
modes, in dependence of the power distribution among the different modes.
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However, this solution may result in a lack of repeatability of the sensor 
response, because it depends on the actual distribution of the optical power 
among the excited guided modes. Hence, a single-mode waveguide is generally 
preferred, so that the efficiency of the sensor will remain the same.

Figure 1. Excitation efficiency for a slab waveguide 
evanescent field-based sensor

Recently, a novel waveguide geometry, named slot waveguide, has been 
proposed for light guiding in nanometer-sized structures [3]. Such a waveguide 
is constituted by two slab waveguides, placed at a distance (a fraction of the 
wavelength), such that they couple each other. Such structure is able to confine 
the optical field in the low-refractive-index nanometer-wide slot region. This 
behaviour is observed only for the normal component (Ex), this latter being the 
principal electric field component in the TM mode. Hence, only the 
fundamental TM mode will be considered in our analysis, as the ТЕ mode 
exhibits a much lower slot effect. We calculated the maximum achievable 
efficiency of the TM mode, for each fixed slot thickness, while varying the core 
width. Results are shown in Figure 2.

Figure 2. Maximum excitation efficiency for the TM mode of the slot 
waveguide, as a function of the slot thickness Wc

It is useful to analyze the possible improvement in fluorescence excitation 
efficiency which can be achieved by using a slot geometry instead of a slab
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geometry. To this aim, we compared the sensitivity of the two geometries, with 
respect to the fundamental TM mode. Results are shown in Figure 3, where the 
quantity on the x-axis is the width of the single slab (for a slab geometry) or the 
width of the two slabs forming the slot geometry. For the slot waveguide case, 
we considered a distance between the two coupled slab waveguides (slot 
thickness) equal to Wc = 1 6 0  nm, as this value has been demonstrated to 
guarantee the maximum sensitivity for the fundamental TM mode. It can be 
seen that an increase on the maximum efficiency as high as 36% can be 
achieved by using the slot geometry.

Figure 3. Comparison between fundamental TM mode for slab and 
slot waveguides as a function of the core width WH

3. Fluorescent collection efficiency for slab and slot waveguides
The collection efficiency of the radiation emitted by sources located within 

the evanescent field of waveguide structures has been studied in different papers 
[4, 5]. Collection efficiency by means of a light guiding structure can be 
calculated by summing over the collection efficiency of each mode (ТЕ or TM) 
supported by the waveguide. By modelling the fluorophores as elementary 
isotropic dipoles, the collection efficiency of each single mode can be evaluated 
as the ratio between the integral of the squared electric field, related to the mode 
of interest, over the region occupied by the fluorophores, and the total power 
carried by the mode itself [4], that is:

{collection efficiency) v = --------

where S indicates the source strength. The volume integral extends over the 
region occupied by the fluorophores. The subscript v refers to the modal index. 
The wavelength for fluorescence collection analysis is set to 690 nm. Numerical 
results show that the fluorescence collection efficiency of multimode waveguides 
is not much influenced by the core width, both in slab and slot geometries.
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Therefore, we have considered the influence of the refractive index difference 
between the core layer and the active layer, this latter being the layer where the 
fluorophores are present. We set the waveguide core width to 3 Jim, whereas the 
refractive index of the core (guiding) layer is varied from 1.45 to 3. Refractive 
index of the active layer is still set to Пс = 1.33 while for the substrate ns = 1.44. 
Results are shown in Figure 4, which clearly indicates that a high-index core 
layer should be chosen for better collection efficiency. It is also apparent that, 
for the considered range of core layer refractive index, collection efficiency of 
the slot waveguides is superior to the efficiency exhibited by the slab waveguide.

0.7

Active layer refractive index (nc)

Figure 4. Fluorescence collection efficiency as a function of the guiding layer refractive index

Conclusions
We presented some numerical results showing that a high-refractive-index 

slab waveguide can efficiently be employed as evanescent-wave-based 
fluorescence sensor. In particular, we studied the influence of geometry, 
refractive indexes, and electric field polarization on the sensor efficiency. We 
showed how the use of slot waveguides can further improve the efficiency of 
such a sensor.
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Silicon optical receivers, operating at the optical communication wavelengths in the 1.3- 
1.55 pm range, have attracted much research effort. Unfortunately, the performance of 
the devices proposed in literature are poor because this wavelength range is beyond the 
absorption edge of silicon. In order to extend the maximum detectable wavelength, the 
most common approach, in the realization of Si-based detectors, is the use of silicon- 
germanium layers on silicon, anyway, requiring processes non compatible with standard 
CMOS technology. In this paper, with the aim to extend the operation of silicon-based 
photo-detectors up to the 1.3-1.55 pm range, an alternative approach is investigated: we 
propose the design of a resonant cavity enhanced Schottky photodetector based on the 
internal photoemission effect. The device fabrication is completely compatible with 
standard silicon technology.

1. Introduction

High performance photodetectors operating at the wavelength of 1.55 micron 
are required for ultrafast photodetection in optical communication, measurement 
and sampling systems. The photodetector performance is measured by the 
bandwidth-efficiency product. For conventional vertically illuminated 
photodetectors, quantum efficiency and bandwidth have inverse dependencies 
on the photoabsorption layer thickness. This limit is overcome by edge-coupled 
and waveguides configurations. The disadvantages of these classes of devices 
are a more complex fabrication and integration, along with more difficult light 
coupling [1].
Resonant-cavity-enhanced (RCE) photodetectors offer the best performance in 
order to overcome the limitation of conventional photodetectors. The 
enhancement in rj in RCE photodetectors, defined as the probability that a 
single photon incident on the device generates an electron hole pair which 
contributes to the detector current, is obtained by placing the active strucuture 
inside a Fabry-Perot resonat microcavity. The enhancement of the optical field 
in a Fabry-Perot resonator allows the use of thin absorbing layers, which 
minimizes the transit time of the photogenerated carriers without hampering the
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quantum efficiency. RCE devices benefit from the wavelength selectivity and 
the large increase of the resonant optical field introduced by the cavity [2].
RCE photodetector research has mainly concentrated on using p-i-n type 
photodiodes (PD’s) [3,4], whereas there have been only a few reports on RCE 
Schottky P D ’s [5,6,7]. In top-illuminated RCE Schottky PD’s, a Schottky 
contact can also function as the top reflector of the resonant cavity. Optical 
losses in the metal contact limit the quantum efficiency. Effort to increase the 
device responsivity has been pursued by utilizing semi-transparent Sckottky 
contacts. The RCE detection scheme is particularly attractive for Schottky type 
photodetector, since it allows the fabrication of high performance photoreceivers 
by means of the relatively simple structures and fabrication processes. 
Traditionally, the operation of conventional and RCE photodetectors are based 
on the semiconductor interband transition effect. Such devices give an electrical 
signal when the photon energy is greater than the semiconductor band-gap. In 
silicon (Si), this corresponds to a cutoff wavelength of about 1.1 ц т , which is 
not in the 1.3-1.55 jum fiber optic communication wavelenght range. A possible 
alternative is the use of silicon-germanium, but the growth of this compound on 
silicon is still a challenge in terms of cost and complexity [8,9]. The 
exploitation of the internal emission effect over the metal-semiconductor 
Schottky barrier may offer a solution. In fact, depending on the height of the 
metal-semiconductor barrier, the cut-off wavelength can be shifted at 
wavelength well beyond 1.6 ц т  [10,11].
Si photodetectors have already found wide acceptance for visible light (0.400-
0.700 ц т) applications, because of their near perfect efficiency at these 
wavelengths. Regarding near IR wavelengths for data communications 
applications, Si could offer the potential of low fabrication cost and direct 
integration with complementary metal-oxide-semiconductor (CMOS) circuits. In 
this paper, the design of a RCE Si Schottky photodiode operating at 1.55 ц т , 
and based on the internal photoemission effect, is proposed. The advantage is 
that the design is completely compatible with ULSI silicon technology.

2. Device Design

The proposed device is a RCE metal Schottky photodetector illuminated from 
the metal side, based on internal photoemission effect, and operating at 1.55 
micron. The resonant cavity has a Fabry-Perot vertical-to-the-surface structure.
It is formed using a buried reflector and a mirror top interface. The buried 
reflector is formed by alternating layers of different refractive indices. The 
semiconductor part of the Schottky junction is a А/2-silicon-layer. A protection 
coating layer deposited on the semitransparent Schottky metal functions as the 
top reflector of the resonant cavity (Fig. 1).
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Figure 1: Schematic cross section of our RCE Schottky photodetcctor.

The quantum efficiency of a RCE metal Schottky photodetector, based on 
internal photoemission effect can be obtained by the following formulas [12]:

AT is the absorptance in the schottky metal layer calculated using Transfer 
Matrix Method [13] as we showed in a our last work[14].
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where MT0Tj j are the elements of the matrix M of the whole system, MAi j are the 
elements of the matrix calculated from interface between protection coating and 
metal to the final plane, while MBij are the elements of the matrix calculated 
from interface between metal and n-Si layer to the final plane.
Fe is the fraction of the absorbed photons which produce photoelectrons with the 
appropriate energy and momenta before scattering to contribute to the 
photocurrent is obtained in the case in wich energy photon is close to potential 
barrier (hv~0B)[15].

rj = ArFePE (1)

(3)

where EF is metal Fermi level.
Pc is the accumulated probability that the electrons will have sufficient normal 
kinetic energy to overcome potential barrier[12].



where d is metal thickness and Lc is metal mean free path

3. Numerical Results

In our design we propose a DBR centered at 1.55pm. The DBR could be formed 
by alternate layers of Si and S i02 having refractive index 3.45 and 1 45 and 
thickness of 340nm and 270nm, respectively. The DBR has a high reflectivity 
(Я0.9) over a broad range of wavelengths (Fig. 2):

Figure 2: Variation of bottom mirror reflectivity with wavelenghL

The top reflector of the resonant cavity can be formed by an protection coating 
layer deposited on semitransparent Schottky contact. Choice of elements plays 
an important role in the technological development of a Schottky contact, in 
fact, for a given metal-semiconductor system, the Schottky barrier height can be 
varied changing the metal, the semiconductor doping profile or the 
crystallographic orientation.
In our design, in order to satisfy the relation hv = фв at the wavelength of 1.55 
|im, we choose gold as the Schottky metal (Ер=5.3еУ). In particular the 
optimum value of Au thickness was calculated to be 13nm, in the case we 
consider a real part of the complex refractive index 0.174 and extinction 
coefficients 9.96. Finally, a Si3N4 layer, having refractive index 2.0, can be
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deposited on top of the gold layer for passivation and protection purposes. The 
optimum value of efficiency is mainteined for a Si3N4 thikness of 350nm.
The thickness of the n-Si-layer between the two mirrors, calculated in order to 
fulfill constructive interference condition, is 410 nm.

Wavelength[um]

Figure 3: Calculated quantum efficiency versus the wavelength.

In Fig. 3, in order to prove the efficiency enhancement due to the cavity effect, 
we report the quantum efficiency calculated for resonance and antiresonance 
conditions, as a function of the incident wavelength. It is evident that the 
presence of the microcavity, operating in resonance condition produces an 
enhancement of the efficiency of about one order of magnitude.

4. Conclusions

In this paper, the design of a Si resonant cavity enhanced Schottky 
photodetector, based on the internal photoemission effect, and operating at 1.55 
micron is reported. Using Au-Si as Schottky barrier a 0.026% quantum 
efficiency has been obtained, this prove that the enhancement due to the 
presence of cavity has a significant effect. This preliminary theoretical result is 
encouraging for future investigations. Work is in progress in order to realise and 
charactise the proposed devices.
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ABSTRACT

In this paper, we present experimental results concerning sensing of vapours and liquids in 
porous silicon by spontaneous Raman scattering. Raman spectra are measured in 
backscattering configuration using a diode laser at 404 nm. The adsorption of chemical 
species induces a compressive strain in the porous silicon due to the action of the 
molecular forces, as a consequences a reversible blue-shift of the Raman spectra of the 
cavity has been observed.

1. Introduction
POROUS SILICON (PS) is a material of great interest for the study of 
adsorption phenomena. PS has a sponge-like structures with a specific 
area of the order of 200 -r 500 m2 cm'3, so there is a very effective 
interaction with several substances; therefore it can be used as sensor for 
detection of vapours and liquids [1]. Moreover PS is a low-cost material 
and CMOS compatible.
Raman spectroscopy allows the determination of the fingerprint of the 
species present and it is structurally specific[2]. Moreover, Raman 
scattering can be used to measure strain induced in substrate, in fact 
compressive stress will result in an increase of the Raman frequency 
shift, while tensile stress results in a decrease [3].
Fluid-solid interfacial phenomena are always the subject of much 
interest. Adsorption and wetting phenomena are due to the action of 
molecular interactions between a fluid and the adsorbent, which is 
usually considered to be rigid. In the adsorption phenomena the 
adsorbent also experiences the action of the molecular forces, and some 
substrate deformation must exist, as indeed revealed by numerous 
observation of adsorption strains. Measurements of adsorption strains in 
porous silicon are of great interest, because it is a unique example of a
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crystalline porous material having the structural properties of a nearly 
perfect crystal. Measures in PS of strains induced by vapours adsorption 
have been already reported by X-ray diffraction[4]. On this line of 
argument, in this paper, we investigate adsorption strains in porous 
silicon but using Raman spectroscopy. We prove that when the PS 
structure is exposed to saturated vapor of pentane, a reversible blue shift 
of the Raman spectra is observed.

2. Spontaneous Raman Scattering and Adsorption strains
In order to obtain spontaneous Raman scattering, a beam of light has to 
illuminate a material (solid, liquid or gas). Measuring the spectra of the 
scattered light, two weak sidebands are observed beyond to the strong 
signal corresponding to the frequency of the incident light. The Raman 
bands arise from changes in the polarization density in a crystal or 
molecule during vibrations. The difference of frequency among such 
components and the input source depends on the characteristics of 
diffusing means. These two sidebands are called Stokes component, 
shifted down by increments equal to vibrational frequencies of the 
material irradiated, and anti-Stokes component, shifted to frequencies 
equal to the sum of the incident wave frequency and the vibrational 
frequencies. The Stokes component is typically orders of magnitude 
more intense than the anti-Stokes component and usually dominate in 
measuraments [5]. In Raman scattering both energy and momentum are 
conserved. Since the induced polarization for Stokes and anti-Stokes 
scattering differ only in their frequencies and wavevectors, we will 
restrict ourselves to Stokes scattering.
The spontaneous scattering efficiency is given by the percentage of 
scattered radiation per unit of solid angle per unit length

where 9^ is the Raman tensor, eh es are the polarizations of the incident 
and scattered radiation respectively, ко is the Stokes wave vector, n is the 
refraction index, and V is the scattering volume. Symmetry of the 
medium is imposed because the scattered radiation vanishes for certain 
choice of the polarization These so called Raman selection rules 
are very useful for determining the symmetry of Raman-active phonons. 
The peak position of Stokes component can be calculated using a 
quantitative model described in Refs [6,7], it mainly depends on the

;= 1 .2 .3

( 1)
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number of atoms included in a cluster, while the width of the spectra 
depends on the shape of crystallites.
When PS is exposed to vapour, capillary condensation in the silicon 
pores have been observed [8]. When the vapour is stable in a large 
volume, the liquid phase can condense in a confined volume, and is then 
separated from the vapour phase by a concave spherical meniscus [4]. 
The maximum capillary stress ДР occurs when the meniscus enter the 
pores and it is given in first approximation by the Laplace equation

Д P  = 2 y s / r (2)

where ys is surface tension of the liquid and r is the pore radius. In this 
situation, inside the pore, there is a negative pressure in the liquid 
leading to a contraction of the adsorbent. The isotropic strain e is given 
by

£ = - A P / 3 K  = - 2 y s /3 K r  (3)

where К is the bulk modulus of a macroscopic sample.

3. Experimental results

In this experiment we use a porous silicon microcavity (PSM) obtained 
by electro-chemical eching on p+ type (p=8-12mH cm) standard silicon 
wafer. In order to realise a cavity a А/2-thick defect has to be placed in 
between two distributed Bragg reflectors (DBRs). The DBR structures 
are made alternating high and low porosities layers with 57 and 79% 
porosity, respectively. The total PSM thickness is 5 micron. In p+ type 
silicon wafer, the pores have an anisotropic cylindrical structure of about 
10 nm diameter, with axis parallel to the (001) direction.
Shown in figure 1 is the experimental setup used to measure Raman 
spectra in backscattering configuration. The pump is a diode laser 
operating at 404 nm; the output from the laser is splitted into two 
orthogonal lineary polarised components by a Polarizing cube Beam 
Splitter (PBS). In our configuration P-polarised light is transmitted and 
acts as a Raman pump, while S-polarised light is reflected. The P- 
polarised beam is reflected by the mirror (M) and, crossing a microscope 
objective lens (Li= 5X), impinges onto the sample. The microscope 
objective lens is also useful in order to collect the signal obtained by the 
sum of reflected beam and backscattered Raman signal. The collected



signal, impinging on the PBS, is splitted in two li 
The reflected signal, collected in fiber optics b ^  polarised beams. 
(Ьг= 20X), is sent to an Optical Spectrum АпаИмм'ояА?Г °bjective 
The measures are carried out at room temperature. analysis.

PBS

Figure 1 : Experimental setup for measurement of spontaneous Raman scattering. 
Pump: Diode laser at 404 nm; PBS: Polarising Beam Splitter; M: Mirror; L| and Ц 

microscope objective lens; OSA: Optical Spectrum Analyser.

The selection rule previously discussed are satisfied by our experimental 
setup. The experiment has been carried out in an “out-of-resonance 
configuration”, both for exitation and Raman radiations, and using a low 
power laser radiation (about lOmW). Moreover, we note that all spectra 
are obteined by normalization of the measured reflected signals with 
respect to the laser signal. Finally, the location of the Raman peaks are 
obtained fitting the experimental results by a Lorentzian curve.
The first step was the measure of the normalised Raman spectra in 
unperturbed porous silicon microcavity. The results are shown in figure
2. The measured peak is at about 413.6 nm, this result is in agreement 
with the shift, with respect to the pump wavelength, due to the optical 
phonon frequency in porous silicon (corresponding at 15.7 THz red- 
shifted) [5].
Afterwards, with the aim of study the influence of the chemical species 
infiltration in PS, a small amount of volatile liquids were added to the 
vial containing the PSM. The vapors saturated rapidly the vial 
atmosphere, after that the acquisition of spectra were carried out.
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The experimental Raman spectra for pentane is shown in fig. 3. Fitting 
the experimental results with a Lorentzian profile, the Raman peak is 
obtained at about 409.1 nm. So, we measure a shift of Raman spectra 
with respect to the unperturbed case of about 4 nm for pentane. We note 
that the Raman shift is reversible.

| ------unperturbed

wavelength [nm]

Figure 2: Spontaneous Raman spectra in porous silicon microcavity

| -------exposure to pentane ]

wavelength [nm]

Figure 3: Spontaneous Raman spectra in porous silicon microcavity exposed to air 
saturated with vapour of pentane



515

In this paper, the influence on Raman spectra in porous silicon, due to 
liquids infiltrated in its pores, has been investigated. The experimental 
results prove that pentane infiltrated in the porous silicon structure 
induces strains and therefore a reversible blue shift of the Raman spectra 
of about 4 nm is observed. We believe that these measures could open 
the way to a new family of chemical sensors.
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A novel method based on micro-structured fiber Bragg gratings, for high-resolution 
refractive index measurement, is presented. The in-fiber structure relies on a partial and 
localized etching of the cladding layer along a standard grating. The main spectral 
changcs of the structured grating are the increasing of the stop-band and the formation of 
a defect state inside the stop-band. The etching induces strong sensitivity o f the reflected 
spectrum to the surrounding refractive index. Experimental results reveal the possibility 
to carry out low cost refractive index measurements by monitoring the reflected power 
using a narrow bandwidth interrogation. Resolution of 4-1 O'5 for refractive index around 
1.41 is obtained.

1. Introduction

In literature, Fiber Bragg Gratings (FBGs) have been widely used as strain 
and temperature sensors. Their unique characteristics and performances allow 
practical measurements not obtainable with conventional sensing techniques. 
Based on this line of argument, the possibility to employ this class of sensor for 
chemical and environmental applications should be advisable. Recently, the use 
of uniformly thinned FBGs (ThFBG) for high resolution refractive index 
measurements have been demonstrated [1-2] allowing significant advantages 
with respect to long period grating based refractometers or Fabry-Perot 
configurations, in terms of interrogation system required and multiplexing 
capability [3-4].

In this work, with the aim to develop low cost sensors for environment 
monitoring applications, a new structure as in fiber refractometer is presented. 
The proposed device consists in a standard gratings with the cladding layer 
removed on a small and well defined region within the grating. The main effect 
of the localized perturbation results in the formation of a narrow allowed band, 
or defect state, inside the grating stop-band [5]. Moreover, the etching induces
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Fig. 1 Schematic diagram o f the structure (not in scale).

strong sensitivity o f the reflected spectrum to the surrounding refractive index. 
Experimental results reveal the possibility to carry out low cost refractive index 
measurements by monitoring the reflected power using a narrow bandwidth 
interrogation. Resolution of 4-10-5 for refractive index around 1.41 is obtained 
[6].

2. Structure and Analysis

The investigated structure consists in a standard grating with a partial or 
total stripping of the cladding layer with radial symmetry as shown in fig. 1. In 
order to outline the dependence of the spectral behavior on the n<jUt and the 
perturbation features, the multi-layer approach method [2], in combination with 
the three-layer fiber model [2], is used. Here the numerical analyses are referred 
to the standard Coming SMF-28 optical fiber parameters: numerical aperture
0.14, refractive index difference 0.36%, cladding and core diameter, 
Осы =125цт and Dco=8.2jim, respectively. The grating parameters are: pitch of
0.531цт, amplitude of the core refractive index modulations of the Дп=5-10 
and length LB=4mm.

The spectral responses for three different values of Пот are shown in fig. 2. 
Reflectivity spectra were obtained considering a central etching along the 
grating (Lj=L2) and a perturbation length of Ьть-500цт. The reported 
investigation is referred to the case of completely removed cladding (full 
etching, DTh=Dco). As observable, the perturbation along the grating leads to 
strong changes in the reflected spectrum: a band-gap is induced in the stop-band 
structure of the grating, similarly to the effect observed in phase shift gratings 
(PSGs). The principle of operation relies on the optical beating between the 
spectra of the unperturbed grating regions modulated by the phase shift induced 
by the perturbation. The stop-band of the new device increases due to the 
diminution of the length associated to the two lateral grating regions according 
to the FBG standard rules. In particular, the destructive interference of the
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optical signals reflected from the two lateral gratings leads to the formation of 
allowed state or defect state inside the band-gap according to the Fabry-Perot 
effect [5-6]. The spectral position of the defect state inside the stop-band is 
related to the phase delay introduced by the etching region and so strongly 
dependent on the nout. As the noUt changes, a consequent modification of the 
effective refractive index in the thinned region and thus o f the phase delay 
occurs leading to a wavelength shift of the defect state. Based on the reported 
analysis and with the aim to develop refractive index sensor, a novel 
configuration involving structured FBGs is proposed. Intensity measurements 
based on narrowband interrogation system at fixed wavelength seems to be the 
suitable demodulation strategy to develop low cost and extremely high sensitive 
in fiber sensor.

3. Experimental Results

The cladding reduction is obtained by wet chemical etching using an 
aqueous hydrofluoric acid (HF) solution at 24% [5-6]. A commercial 8mm long 
FBG demonstrating a peak reflectance of 95%, a central wavelength of 
1549.74nm and a bandwidth (FWHM) of 0.46nm, was selected. A properly 
protective mask was obtained by using an epoxy resin, leading to about 700jim 
long etched region. The holder for the etching is realized with two plastic tubes 
arranged on Teflon support. The space between the two tubes corresponds to the 
etching region, which can be controlled with a resolution of ЮОцт. The fiber 

l
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•j* 0 .6  

I
<2 0.4

Fig. 2 Spectral responses of the micro-structured grating for different surrounding refractive 
index in case of full etching and Ьп,=500цт;

with the grating is arranged inside the tubes, which are then filled up with epoxy 
resin to protect the fiber. Finally a test tube with dual functionalities pipes is 
arranged on the holder for the etching step. After an etching time of about 221 
minutes at room temperature (20°C) а 10.5цт etched diameter, measured by
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using microscopic analysis, is obtained. Fig. 3a shows the spectral response of 
the micro-structured grating for two different values of i w  According to 
theoretical analysis, wavelength shift of the defect state is achieved as n^, 
changes. It’s worth to note the formation of a small lobe out of the investigated 
band, at approx. 1546.9nm for n ^  1.414 and at about 1548.3 for nout=s1.449. 
This is due to the secondary effect of the etched region, which represents a 
grating with reduced length (L-п,) and with an effective refractive index lower 
than the unperturbed regions one due to the effect of the surrounding refractive 
index [5,6].

Based on the obtained results a successive experimental step has been 
carried out by using narrowband interrogation and direct reflectometric

Wavelength fnml

(b) f

0
- 0  . 2 (С) S

■ /
■ 0 . 4 

- 0  . 6 /  \
S О 00 ■ J r

X -  1 5  4 9 .  7 9 n m X -  1 5 4 9 . 7 0 n m
1 . 4 1 . 4  2 } 5 1 . 3  8 1 . 4 I

Surrounding Refractive Index 
Fig. 3 Experimental responses of the micro-structured grating: (a) Reflected spectrum for 
different the surrounding refractive index; (b) and (c) Reflectivity al X=1549.79nm and at 
X=1549.70nm, respectively versus the surrounding refractive index.

interrogation. The optoelectronic setup for refractive index measurements 
comprises a 3mW laser source tunable in the range 1520-1620nm with a step- 
resolution of 1pm, a directional 3dB 2x2 coupler to collect the reflected signal 
from the sensor head and to provide an additional channel for power 
monitoring. Fig. 3b and с show the relative change in the normalized output 
signals obtained by the ratio between the reflected signals from the structure and 
the signal devoted to power monitoring for two operating wavelengths 
1549.79nm and 1549.70nm, respectively. In the investigated refractive index 
ranges 1.391-1.420 and 1.364-1.40, the normalized signals change of about 75%
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and 60%, respectively, leading to refractive index resolutions of 4*1 O'5 and 
610 '5 by using detection units able to resolve 0.1% intensity changes. It’s worth 
to note that the proposed configuration has been realized with low cost 
fabrication stages, and exhibits performances in terms of resolution adequate to 
be used in practical application of environment monitoring.

4. Conclusions

In this work, a novel in fiber refractometer employing micro-structured 
FBGs has been demonstrated. The investigated device consists in a standard 
gratings with the cladding layer removed on a small and well defined region 
within the grating. The main effect of the localized perturbation is the formation 
of defect states within the stop-band spectrum of the structure, strongly 
dependent on the surrounding refractive index. A prototype of the proposed 
device was realized by wet chemical etching, in HF solution, by using a proper 
masking procedure. Narrowband interrogation and intensity-based 
measurements were used as efficient method to provide low cost and very 
accurate measurements. Experimental results, for the 10.5|лт partially etched 
FBG, show resolutions of 4-10‘5 and 6-10‘5 for noUt around 1.41 and 1.38, 
respectively, by using a detection units able to resolve 0.1% intensity changes.

References

1. A. Iadicicco, A. Cusano, A. Cutolo, R. Bernini, M. Giordano, “Thinned 
Fiber Bragg Gratings as High Sensitivity Refractive Index Sensor”, IEEE 
Photonics Technology Letters, Vol. 16, No. 4, April 2004.

2. A. Iadicicco, A. Cusano, S. Campopiano, A. Cutolo, M. Giordano, 
“Thinned Fiber Bragg Gratings as Refractive Index Sensors”, IEEE Sensors 
Journal (in press).

3. H.J. Patrick, A.D. Kersey, F. Bucholtz, “Analysis of the Response of Long 
Period Fiber Gratings to External Index of Refraction”, Journal of 
Lightwave Technology, vol. 16, no. 9, 1998.

4. M. Giordano, M. Russo, A. Cusano, A. Cutolo, G. Mensitieri, L. Nicolais, 
“Sensor Based On Ultra Thin Film of 6-Form Syndiotactic Polystyrene for 
Fast and High Resolution Volatile Organic Compounds Detection”, 
Applied Physics Letters, 85, 22, 5349-5351, 2004.

5. A. Iadicicco, S. Campopiano, A. Cutolo, M. Giordano, A. Cusano, “Micro- 
Structured Fiber Bragg Gratings: Analysis and Fabrication”, EEE Electronic 
Letters, Issue 8, 14 April 2005.

6. A. Iadicicco, S. Campopiano, A. Cutolo, M. Giordano, A. Cusano, 
“Refractive Index Sensor Based on Micro-Structured Fiber Bragg 
Grating”, IEEE Photonics Technology Letters, Vol. 17, No. 6, June 2005.



CM OS ELECTRO-OPTICAL M IXER FOR RANGE FINDERS

L. PANCHERf, G.-F. DALLA BETTA 
DIT, Universita di Trento, Via Sommarive 14, 1-38050 Povo di Trento, Italy

M . SCANDIUZZO, F. DE NISI, D. STOPPA, L. GONZO, A. SIMONI 
ITC-irst, via Sommarive 18,1-38050 Povo di Trento, Italy

We report on a novel CMOS photon mixing sensor aimed at distance measurements, 
which can be fabricated in a standard CMOS technology. This device can be organized in 
array structures to realize range-finding integrated imagers. The measurement exploits 
the time of flight technique: the modulated light travels to a target and is back-scattered 
onto the detector. The distance is proportional to the phase shift between incident and 
reflected light. The photon mixing sensor, based on two interdigitated n-well diffusions 
on a p substrate, has been integrated together with dedicated read-out electronics, in a 
500 j/m x 25 f/in pixel. The operation principle is based on the modulation of the space- 
charge region width by the applied voltage. A 128-pixel linear array has been designed in 
0.35-//m, 3.3-V CMOS technology (4 metal, 2 poly). An electro-optical characterization 
of dedicated test structures has been carried out.

1. Introduction

In the past few years a number of different solutions has been proposed in order 
to obtain a 3D range-finding camera, based on the Indirect Time of Flight 
technique. The various approaches have employed photogate photon mixing 
devices1,2, metal-semiconductor-metal diodes3 or simple photodiodes4. While 
designs based on photodiodes are feasible in a standard CMOS technology, the 
other solutions require more expensive dedicated technologies.

We have already reported on a range finding test-chip fabricated in a
0.35 jim, 3.3V CMOS technology5: owing to an innovative fully differential 
approach in the design of the active pixel, the sensor provides a distance-map 
between 2m and 9m with a precision better than 5% and an accuracy of about 
1%. In order to further improve the performance of our 3D camera, a photon 
mixing device should be employed in place of a simple photodiode. To this
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purpose, an alternative structure can be used, that is presented in this paper. A 
read-out channel has been designed for this device and a test-chip, containing 
some test structures and a 128-pixel linear array, has been fabricated in a 0.35- 
pm CMOS technology.

The device operation is presented in section 2, together with numerical 
simulation results. The pixel operation is explained in section 3. Experimental 
results obtained on test structures fabricated in a 0.35 pm CMOS technology are 
presented in section 4.

2. Device operation

The proposed photon mixing sensor is based on two closely-spaced p-n 
junctions, and can be fabricated in a standard CMOS technology. A schematic 
layout and a cross section of the test structure are shown in Fig. 1. The device is 
composed of two interdigitated n-well diffusions on a p-substrate. The operation 
principle is based on the modulation of the space-charge region width by the 
applied voltage. Thus, the responsivity of the two fingers can be varied as a 
function of the applied bias voltage.

a) b)

The behavior of the sensor has been investigated by using physical device 
simulations performed with DESSIS6, solving the drift-diffusion formulation of 
the semiconductor transport equations. The simulation domain is the same as 
shown in Fig. 1(a). Both technological and geometrical parameters adopted in 
the simulations are typical of a 0.35 pm CMOS process and could be tuned from 
previous projects.
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The most important sensor parameter, related to the phase shift, is the 
demodulation contrast £  defined as the ratio between the difference and the sum 
of the currents at the two electrodes.

The demodulation contrast as a function of frequency has been calculated 
from ac simulations, and is shown in Fig. 2 for X = 860 nm with different inter
finger spacing D. It can be seen that the contrast decreases with D as well as 
with frequency. A series of test structures with n-well width 2W = 1.7 //m and 
inter-finger distance D varying from 1 to 3 //m with a step of 0.5 //m have been 
designed in order to validate the simulation results.

Frequency [Hz]

Figure 2. Simulated frequency dependence of the demodulation contrast for different inter-finger 
spacing

3. Read-out channel

The very good linearity between responsivity and applied voltage difference 
makes the photon mixing sensor suitable for operation with modulated incident 
light. A read-out channel has been designed in order to extract the phase shift 
information at the pixel level.

A block diagram of the proposed pixel is shown in Figure 3. A scene is 
illuminated with a modulated light source. The voltage at the two electrodes is 
modulated at the same frequency, one in phase with the laser and the other with 
a 180° phase shift. The photo-generated currents are low-pass filtered and 
integrated. The difference between the two photocurrents contains information 
about the phase shift between the modulation voltage and the backscattered light 
intensity. From this information the distance between the pixel and the scene can 
be reconstructed.
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The photon mixing sensor has been integrated, together with dedicated 
read-out electronics, in a 500 fjm x 25 //m pixel. A 128-pixel linear array has 
been designed and fabricated in a 0.35-yum CMOS technology.

ev»iu*<iw

Figure 3. Block diagram of the proposed pixel

4. Experimental results

The I-V characteristics of one of the test structures are shown in Figure 4, and 
exhibit an excellent linearity as predicted by device simulations. The measured 
demodulation contrast as a function of the inter-finger spacing is shown in 
Figure 5. The device has been illuminated with a wavelength of 860 nm and % 
has been calculated for a voltage difference A V -  1 V between the electrodes.

500 

450

%
£  400 

|  
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-2 - 1 0 1 2
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Figure 4. Measured I-V characteristics of the photon mixing sensor illuminated with a 860 nm light

From spectral responsivity measurements performed on the two electrodes 
biased at different voltages, % has been calculated as a function of light 
wavelength. The demodulation contrast increases with the wavelength from 3%
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to 4% for D = 2.5 fjm, while it remains almost constant with a value of 9% for 
D = 1.5 fjm. The observed values, particularly at the smallest D, are encouraging 
in view of the application, although it should be stressed that a dynamic 
demodulation contrast measurement is necessary to our purpose.

Inter-finger distance. D [>ип]

Figure 5. Measured demodulation contrast as a function of inter-finger distance D. with DV=1 V and 
1 = 860 nm

5. Conclusions

The design of an innovative CMOS demodulating pixel architecture has been 
presented. The pixel is based on an photon mixing sensor consisting of inter- 
digitated n-well diffusions on a CMOS p substrate, exploiting the modulation of 
the space charge region width by the applied voltage. The system is conceived 
for distance measurements according to a continuous wave phase modulation 
time of flight technique. Preliminary experimental results confirm the suitability 
of the proposed device as a photocurrent mixer.
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A reconstruction algorithm employing an accurate modelling of the stimulated Brillouin 
scattering (SBS) interaction in a single-mode optical fibre is experimentally 
demonstrated. Distributed strain/temperature measurements are performed by using a 
Brillouin optical frequency-domain analysis configuration. Reconstructions are carried 
out by fully taking into account the influence of the modulation of the acoustic wave 
involved in the SBS interaction.

1. Introduction

Stimulated Brillouin scattering (SBS) in optical fibers permits to measure 
temperature and/or strain on a truly distributed basis, over kilometric ranges with 
high resolution. SBS effect is the result of the interaction between two 
counterpropagating lightwaves with frequency shift v and an acoustic wave of 
frequency v. In this three-wave mixing process, power is transferred from the 
pump lightwave to the Stokes lightwave (that is the lightwave having a lower 
frequency) and also to the acoustic wave. The interaction process is described by 
the Brillouin gain coefficient g(v), which depends on the frequency shift v and 
attains its maximum at the so-called Brillouin frequency shift vfe. As the 
Brillouin frequency shift changes linearly with temperature and strain, a 
distributed temperature-strain sensor can be realized using stimulated Brillouin 
scattering.

A method to spatially resolve the Brillouin frequency shift along the fiber, 
consists in using a sinusoidally intensity modulated pump beam: This latter 
interacts with a counter-propagating CW probe beam, so that this latter is 
intensity-modulated at the same frequency. By measuring the induced complex 
AC component for a range of modulation frequencies, the base-band transfer 
function of the sensing fiber is achieved [1]. We demonstrated in a recent paper
[2] that the small-signal Brillouin gain coefficient depends on the modulation 
frequency at which the SBS interaction is measured. In particular, the spectral
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dependence of the Brillouin gain, as a function of the pump-probe frequency 
shift, does not follow any longer a Lorentzian function, rather it assumes a 
multiple-peaked shape. This behavior is due to the AC component of the 
acoustic wave, which modifies the spectral characteristics of the Brillouin gain 
coefficient when the modulation frequency exceeds the natural Brillouin gain 
spectrum linewidth. Hence, when dealing with high-resolution measurements, the 
exact relationship between measured data and Brillouin frequency shift profile 
has to be considered for accurate reconstructions.

In this work, we show for the first time the use of the dynamic frequency- 
domain SBS model for the reconstruction of temperature profiles along single
mode optical fibers. The unknown profile is determined by representing it with 
Fourier harmonics, whose coefficients are determined by numerical fitting 
between measured data and model data.

2. Frequency domain theory

When the modulation frequency exceeds the natural Brillouin gain spectrum 
linewidth, the three-waves model of SBS interaction has to be considered [2]:

where Ep, Esy and Ea are the normalized pump, Stokes, and acoustic field 
amplitudes, respectively. The coefficient a  takes into account the optical 
intensity losses, A(z) is the detuning, i.e., the difference between the pump-probe 
frequency shift and the Brillouin frequency shift, normalized to the acoustic 
damping rate ya. For the frequency-domain approach, the boundary conditions 
correspond to the injection of a CW pump wave at z = 0, i.e. £p(0,t) = Ep0 (0), 
and a Stokes wave at z = L, which is the sum of a stationary component E^iL) 
and a small AC component at a given angular frequency со, i.e. 
£ s (L,r)=£:j0(L) + Re[£:53(L)exp(y57/)], where Ш is the modulation angular 
frequency normalized to the acoustic damping rate. We search for solutions of 
the problem as:

(la)

(lb)

d E j d t +  [l + /A(z)K = e pe ; (lc)

E j(z ,t) = Re[£,0(z) + Е ^(г)е'“  + (2)
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where Ep0(z), E ^ z), and £до(г) are the steady-state solutions of eq.s (1). At each 
section z along the fiber, the total AC complex component of the field amplitude 
is Ej3 (z) = Ej} (z) + Ej 2 (z). By substitution of eq.s (2) in eq.s (1), we obtain a set 
of four coupled linear equations of the variables EpI, Ep2, Es], and Es2, which are 
given in [2]. These equations can be numerically solved by setting the boundary 
conditions EpI(0) = Ep2(0) = 0. The total AC components of the optical fields at 
z=:L are calculated as £ p3(L,5J) = Epl(L,aJ) + Ep2(LtaJ) and

ES3(LtQT) = Esl(L,m) +E S2(L,co) ,  whereas the correspondent complex AC 
intensity components are given, in the small-signal model, by 
l P{L & ) = 2 k -E p̂ L )-E p^ U W )  and Is (L,Qj) = 2 -k -E S0(L)-E s3(LtaJ) (K  is
a Brillouin coupling constant [3]). Finally, the baseband transfer function (TF) is 
given by the ratio between the AC component of the pump wave intensity and 
the AC component of the input Stokes wave intensity at z = L, i.e. 
H m  = IP(L .W )lls (L ,m ).

3. Reconstruction technique

The model described in the previous Section can be employed in order to 
perform accurate reconstructions of temperature/strain profiles, by representing 
these latter as the sum of a finite number of harmonic components. A detailed 
description of the harmonic reconstruction technique can be found in [3]. Here 
we report briefly its operation. The profile to be determined is represented as:

/« (* )  = £ /„ « * " ' '  = A  + 2 R e ( £ / , e y"“’/ ! ) 0 < z < L  (3)
n o - t f  л - l

where L is the length of the fibre, ^  _ 2 ^ /  is the fundamental spatial frequency

and /= { /я } л =0 is ^ e  sequence of the unknown complex coefficients. The

algorithm searches for the complex coefficients fn which minimize a cost- 
function defined as the square norm, in the со space, of the difference between 
the measured signals and the model signals, that is:

~  (Model) * Vi ) “  H (M easured) { ® j »V l ) |  ^
/=1 j= \

where M is the number of processed signals and К is the number of modulation 
frequencies (O j. The model data are generated by numerically solving the model 
described in the previous Section. The number of harmonic components is 
progressively increased during the minimization procedure. The expansion is
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arrested when the norm of the profile estimate differs from the norm of the 
previous one, by a quantity less then a definite threshold.

4. Experimental measurements

Experimental measurements were performed in order to validate the harmonic 
reconstruction technique. To this aim, the experimental configuration shown in 
Fig. 1 was employed. The semiconductor laser was a pigtailed DFB module 
emitting at 1550 nm with an output power of about 40 mW. The output light was 
first split by a fiber-fused coupler, which directed the 1% of the power to a first 
electro-optic modulator (EOM1) for the AC-modulated pump signal generation, 
whereas the remaining 99% was launched into a second high-bandwidth electro- 
optic modulator (EOM2). This latter was employed for the generation of a CW 
light having an opportune frequency offset (around 10 GHz), by means of the 
sideband technique described in [4]. A pass-band optical filter (OF) is placed 
after the EOM in order to suppress one of the two generated sidebands. The 
polarization scrambler (PS) is used in order to eliminate the Brillouin gain 
fluctuations due to changes in the state of polarization (SOP) of the two beams. 
The measured input optical powers are Рго(0)=1 mW and Pso(L)=30 jiW. 
Measurements were taken by employing a modulation frequency ranging from 
40 KHz to 250 MHz. We compare the reconstruction provided by the harmonic 
approach, with the one achieved by local fitting of the Brillouin gain spectrum at 
each section along the fiber. In the latter case, Brillouin gain spectra are 
extracted by inverse-Fourier-transform of the frequency-domain data.

Figure 1. Experimental setup for Brillouin Optical Frequency-domain analysis

A standard single-mode 30-m long optical fiber has been employed for the 
measurements. The fiber had a nominal Brillouin frequency of 10865 MHz at 
room temperature. A 5-m long region of the sensing fiber was immerged in a 
water bath containing melting ice at T = 0°C. Two additional 40-cm long strands 
of fiber, separated by a central 2-m long strand of fiber, were also immerged in 
the same water bath. The mean Brillouin frequency shift measured along the 5-m
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long cold region is measured to be 10829 MHz. This latter value is used as a 
reference, in order to verify the capability of the sensor in measuring correctly 
the Brillouin shift in correspondence of the narrower perturbed regions. The 
profile provided by the proposed reconstruction algorithm, together with the 
profile provided by the local fitting approach, are shown in Fig. 2a. The two 
reconstructions are identical along the fiber, except for the fiber regions 
corresponding to the two narrower cold spots. The error on their peaks 
estimation is 1.5 MHz and 3.6 MHz for the harmonic reconstruction, against the 
values of 18.7 MHz and 20.7 MHz relative to the classical reconstruction. A 
zoom over the fiber length comprising the two narrower cold spots is shown in 
Fig. 2b.

(a) (b)

Figure 2 (a). Temperature profile reconstruction by the local fitting approach (dashed line) and the
harmonic approach (solid line), (b). Zoom of the reconstruction of Figure 2a over the narrower cold
spots.
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An aluminum prototype of the AMICA (Astro Mapper for Instrument Check of Attitude)
Star Tracker Support (ASTS) of the AMS02  (Alpha Magnetic Spectrometer) space 
experiment has been instrumented with Fiber Bragg Gratings (FBGs). In this work the 
use of FBGs in the acquisition of strains during a dynamic test on the ASTS prototype is 
reported. The excitation has been provided by an instrumented impact hammer, the 
response has been given by bonded FBGs and accelerometcrs nominally in the same 
location. All time histories have been recorded, transformed in the frequency domain to 
determine resonant frequencies and displacements (strain) shapes of the ASTS. 
Numerical simulations of this structure have been performed to predict the 
aforementioned dynamic features.

1. Introduction
AMS_02 is a particle detector in space [1]. The subsystem considered is the 
A m ig a  Star Tracker Camera (ASTC) developed by the Center for Advanced 
research in Space Optics, (CARSO), in Trieste (Italy) and the analysis is 
addressed to the mechanical support structure, the ASTS (designed by Italian 
National Institute for Nuclear Physics, INFN, of Rome). A  qualification process 
for space flight is required to check if modal characteristics of such a system are 
compatible with space environmental conditions. So, a critical aspect is 
represented by a proper choice of a sensing system. It must exhibits features like 
reliability, robustness, low complexity implementation. Fiber optic sensors 
seems to be a good candidate: they are able to measure static and dynamic 
strains when embedded or stuck on a structural component.
In this work, a particular class, FBGs, have been chosen: they codify strain 
variations in wavelength and they are able to retrieve the strain distribution of a 
structure. A proper interrogation system, exhibiting adequate features of passing 
band, reliability, robustness and low complexity implementation [2], has been 
utilized. To retrieve modal resonant frequencies and vibrational shapes the 
frequency response function (FRF) approach has been adopted. Instrumented 
hammer’s impacts or shakers are input signals, while displacements or

531



532

accelerations are the common output signals. Experimental results 
demonstrated than FBG strain sensors can be a valid alternative to the most 
useful sensing system for this application.

2. Methodology: frequency response function (FRF)

The FRF, H(jco), can be considered like a ratio between the FFT of the dynamic 
response of the system, typically expressed as displacements in the different 
directions, and the FFT of the excitation. This normalization o f the effect in 
comparison to the cause gives, for every frequency, an information in terms of 
amplitude and phase, relative to a proper characteristic of the system. It can be 
shown that natural frequencies can be evaluated from zero crossings o f the real 
part of FRF or, otherwise, from frequencies corresponding to peaks of its 
imaginary part. This latter component gives a second information: for each 
excitation point, the corresponding amplitude of the vibrational shape is 
proportional to it. The FRF can be expressed directly in terms of the modal 
parameters [3]

where: uk is the k-th modal displacement vector and A* the relative system 
pole, strongly related to the natural frequency of vibration.
In the common practice, responses of accelerometers are output signals and so 
the term FRF is adopted. Since FBGs are strain sensors, the response of the 
system is called strain frequency response (SFRF).

3. Fiber Bragg gratings as strain sensors

A Fiber Bragg Grating (FBG) is a periodic or semi-periodic permanent 
perturbation of the refractive index of the core of an optic fiber. So, when this 
structure is irradiated with a broadband optical source, a narrow band pass 
spectrum signal is reflected. The central wavelength of this signal, “Bragg 
wavelength”, XB, is related to the physical parameters of the grating by the 
relationship [2]:

A q = 2 n A ^

where: n is the effective refractive index of the mode propagating inside the 
fiber; A the pitch of FBG. Each external cause, like strain, able to modify right
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hand terms of eq. (2), causes a shift of the Bragg wavelength. Relative 
variation of the as a function of applied axial strain is:

в
хв

2

1 _ -7-^ 12  -•'G’n + P12)] (3)

where 8 is the applied strain, рп, P12 are two components of the strain optic 
matrix [4], v is the Poisson’s ratio. It results by eq. (3) that FBGs are linear 
strain transducers.

4. Experimental set up

Reported tests have been performed on a mock up of the ASTS made using an 
Al Alloy 5083. An experimental grid, constituted by 32 points, included 5 
points placed at the constrained edge of the sample, has been used to perform 
modal analysis. In Fig. 1 the protecting jackets of two optical fibers where 
FBGs are written are visible. Jackets are removed in correspondence of FBGs 
for a better bonding on the structure. Near to each FBG an accelerometer was 
placed as reference sensor so, nominally, the two different sensors are in the 
same location. FBGs measure strain component orthogonal to the plane of the 
constraint; accelerometers transduce the acceleration component perpendicular 
to the plane of the lower side of the ASTS. The exploited interrogation system 
relies on a low cost ratiometric technique based on optical filtering, realized in 
FBG technology, combined with broadband interrogation [2].

Fig. 1. Prototype structure with excitation grid

In light of the passive nature of the proposed technique, system bandwidth is 
only limited by the electronic circuitry involved in the receiving unit. Static and 
dynamic resolutions of 1pm and 40ne/(Hz)0.5 can be achieved up to 50KHz. 
For this application, the system bandwidth was limited to 400Hz. A Data 
Acquisition (DAQ) system is responsible for data storage and elaboration.
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In order to predict resonant frequencies and modal shapes of this structure, a 
numerical simulation was performed, for the first two flexural modes. Obtained 
resonance frequencies are 41.74 Hz and 120.14 Hz. Experimental modal 
analysis was performed by using instrumented impact hammer in each location 
of the excitation grid. Here, the results of FBG bonded on the left of the 
structure in Fig.l and of the accelerometer near located are reported. By 
applying the classical modal analysis techniques [3] from the SFRFs (FRFs) the 
strain (displacement) shapes for the first two flexural modes were obtained. The 
resonant frequencies for the first two detected modes were 38.33 Hz and 123.78 
Hz for both the sensors. Strain and displacement modal shapes can be observed 
with a suitable offset, in Fig. 2 and Fig. 3, respectively. Since the FBG sensor is 
subject to a purely axial strain field, such deformations are proportional to the 
curvature along the у axis and to the distance from the neutral plane. In other 
words they represent the second partial derivative of the vertical displacement 
with respect to the spatial coordinate. This circumstance is approximately 
verified in our results as can be seen in Fig. 2 and Fig. 3. The strain distribution 
for the first mode shape is approximately constant (Fig. 2) as one can expect 
from a deformed shape with approximately constant curvature.

5. Results and discussion

Fig. 2 .1 mode strain and displacement vibrational shapes 
On the other hand the second mode shape (Fig. 3) shows a variable curvature 
that reduces towards the tip until it becomes negative. A closer view to Fig. 2 
and Fig. 3 shows that the experimental grid used for displacement has five more 
points. Those points are relevant to the clamped end and cannot be reported for 
strain shapes because at the clamped end the values of this magnitude cannot be 
guessed while displacements along the vertical axis are null. Finally, these
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experimental results, both for resonant frequencies and for vibrational shapes, 
are in good agreement with numerical ones.

6. Conclusions

Experimental results obtained with FBG sensors and conventional 
accelerometers are in excellent agreement for the first two natural frequencies: 
the strain mode shapes (obtained by FBGs) exhibit a behavior like the second 
space derivative of the displacement modes obtained by accelerometers. A good 
level of agreement was obtained comparing experimental results with numerical 
ones. This means that FBG sensors can be exploited for modal analysis tests. As 
a future work, the measurement and analysis of the responses in all the external 
surfaces of the ASTS is planned. Also a Single-Input-Multi-Output (SIMO) test 
will be performed, exploiting the FBG multiplexing property and an automatic 
procedure for data acquisition and analysis will be prepared.
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We propose an innovative PSP formulation in which pressure sensitive element is nanostructured 
silicon obtained in two different approaches and the binder is a polysilsesquioxane. The first 
approach is named top-down and consists in the dimension reduction of porous silicon powders 

assisted by a stain etching step. The other is a bottom-up one and consists in synthesizing 
nanometric silicon by metatheses reaction between silicon dioxide and carbon black, conducted in a 
ball milling reactor. We describe powders fabrication methods, formulation of our PSP and 
characterize paints performance.
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1. Introduction

Pressure Sensitive Paints (PSP) play an important role in aerodynamic testing. 
They are polymeric formulations consisting of an oxygen permeable polymer 
matrix into which a photoluminescent material is either dispersed or dissolved. 
The photoluminescence of the material is quenched in presence of molecular 
oxygen and this quenching can determine the pressure through the Stern-Volmer 
equation. Detailed explanation of the principle of PSP have been previously 
presented in the literature [1]. Following the initial publication of the use of 
luminescent paint for pressure measurement, in connection with wind tunnel 
research, many different formulations of polymer with different luminophores 
have been tried [2]. Testing of these formulations, however, has led to discovery 
of a number of problems and limitation, e.g. photodegradation of the complexes, 
response time and temperature dependency [3]. In an attempt to eliminate these 
problems we propose an innovative formulation in which sensible element 
luminophore is nanostructured silicon obtained by two different methods and the 
binder is a polysilsesquioxane with nanosized cages, which could contain the 
luminophore. Performance of our PSP is compared to that of the paints realized 
in the work by Mclachlan and coworkers [4]. As we show in the following, our 
PSP formulation exhibits a strong response to pressure variation, with a response 
time suitable for aerodynamic testing.

2. Experimental
Nanostructured powders are obtained by the ball milling technique [5]. The ball 
milling is carried out in a planetary ball mill. In the bottom-up experiment 
Carbon black (Black Pearls Cabot, GP-2831) and pure silica (average particle 
size less than 0,5 mm) in equimolecular ratio are put in an hard steel jar of 25 
mL volume. The total weight of the powder is 1,13 g. The ball milling is 
performed with 5 hard steel balls. The rotation rate is 400 rpm. Time of reaction 
is 295 hours. The ball milled powder are characterized by X-ray diffraction, 
Raman scattering, FT-IR, SEM, micro-photoluminescence. In the bottom-up 
experiment ball milling of crystalline silicon wafer grossland fragmented is 
carried out in an agate jar. Single-crystal <100> p-type silicon wafers with
0,429* 102 Q. cm resistivity are used. Ball milling is performed in various 
conditions, up to a dimension of few hundreds of nanometers. Nanostructured 
powder samples are finally obtained by chemical etching, using an activated HF- 
HN 03 solution (50:1, wt %). After the etching, samples are rinsed and stored in 
pentane.
Poly [(propylmethacryl-heptaisobutyl-POSS)-co-(n-butylmethacrylate)] is
solubilized in toluene and cast on the test surface, where the selected powder is 
dispersed by means of spraying. PL quenching measurements are performed in a 
pressure chamber equipped with mass flow controller, turbomolecular vacuum
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pump and with an accurate pressure sensitive measurement system. Through a 
quartz window, PL is excited by He-Cd laser radiation (442 nm). Emission 
spectra are collected and recorded on a CCD spectrometer by an optical fiber.

3. Results and discussion

Silicon nanostructures, in dependence of their size confinement, could have a 
resonant level with respect to triplet state of oxygen [6]. This justifies the high 
oxygen quenching of their photoluminescence and represents the reason of our 
choice of nanosilicon powder as luminophore. Moreover, the 
photoluminescence of silicon nanostructures is stable at the low temperature, at 
difference of the organometallic complexes previously used in PSP. We obtain 
nanosilicon powders in two different approaches. The first one is a top-down 
approach, consisting in the dimension reduction of porous silicon powders suited 
by the stain etching method. The other is a bottom-up one, consisting in the 
synthesis of nanometric silicon by metatheses reaction between silicon dioxide 
and carbon black, conducted in a ball milling reactor [7].

Both approaches are based on the ball milling technique. They produce very 
different powders, as we show in SEM photograph of Fig 1. In the top-down 
approach we have a micrometric nanostructured powder, with average pores 
dimension of 60 A and a specific area of 3,18 m2/g. From the bottom-up 
approach derives a nano-powder whose average dimension is 100 nm. This 
powder is inhomogeneous, because methateses reaction proceeds with other 
secondary reactions to obtain silicon, silica and silicon carbide.

Figure 1. SEM photograph of top-down (a) and bottom-up (b) powders.

Powder obtained by the top-down approach exhibits an higher PL level 
more appropriate to construct an oxygen sensor. Starting from this powder we 
formulate our paint with a polysilsesquioxane as a binder. This polymer is 
permeable to oxygen, has a good transparence in the emission region of the 
nanostructured silicon and an high decomposition temperature, i.e. useful for 
aerodynamic applications. We obtain films of the binder and above we deposit 
the selected powder, to avoid diffusion time in the polymeric matrix. In an
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opportune pressure chamber we carry out our measurements. Our paint is 
sensible to variations of pressure. In Figure 2 we report the correlation between 
photoluminescence intensity and pressure: PL intensity decreases with an increase of 
pressure. This correlation enables us to the utilization of such paint in the PSP technique.

Figure 2. Diagram of correlation between photoluminescence intensity and pressure: PL intensity 
decreases with an increase of pressure in the range 0.1-1000 mmHg.

In another experiment, in which our paint is placed in vacuum and then in 
nitrogen, a response time of only 5 seconds could be estimated (10 s is the 
response time of the paints reported by McLachlan, [Cfr ref. 4]).
Figure 3 reports calibration characteristic of our paint in comparison to two 
paints obtained at NASA Ames Research Center from Me Lachlan and 
colleagues. In our case, calibration is not linear, probably because our system is 
inhomogeneous.

Figure 3. Calibration characteristic of our PSP in comparison to PSP1-PSP2 from a study of 
McLachlan et al fsee ref. 41.
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It is noticeable that we synthesize, at the moment, our paint far from test 
chamber, with unavoidable loss of sensing activity during transportation. Clearly 
we will tend to ameliorate this aspect, for example with the aid of gloves box and 
appropriate storage media. We are studying how to deposit an optimal polymeric 
shield over the paint, in order to face the problem of preserving performance 
before measurements.

4. Conclusion

In this study silicon nanostructures have been obtained by two approaches: top- 
down and bottom-up. The top-down approach conduces to a nanostructured 
micrometric powder, the bottom-up to a nanosized powder containing silicon. 
Moreover we show the complex pattern of nanosized byproducts of a simple 
methatesis reaction conducted in a ball milling reactor, in particular evidencing a 
possible synthesis of silicon carbide.

We formulate a new pressure sensitive paint based on a selected silicon 
nanostructured powder. Formulation we propose is very simple in making and 
cover a wide range of applications, responding in few seconds to oxygen 
concentrations variations.
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In this work, a new device based on non-uniform thinned Fiber Bragg Gratings (ThFBGs) 
for the simultaneous measurements of temperature and refractive index is presented. The 
proposed structure relies on the use of a single and partially thinned FBG. The 
perturbation leads to a wavelength-splitting of the unperturbed grating spectral response 
in two separate peaks dependent on the surrounding refractive index and the local 
temperature. The simultaneous measurements of the Bragg wavelengths of the two peaks 
allow the accurate measurements of the refractive index and the temperature by using a 
single sensing element, simultaneously. Here, wet chemical etching in a buffered 
hydrofluoric acid (HF) solution was used for sensor fabrication. Experimental 
characterization for a 7.6цт etched cladding sensor is presented.

1. Introduction

In the last years, the needs of reliable and robust sensors for chemical sensing 
applications have indicated in the fiber optic technology a valid alternative. 
Interesting configurations of fiber optic refractometers have been proposed 
including long period gratings [1], Fabry-Perot configurations [2] and thinned 
fiber Bragg gratings [3-4]. Among them, only ThFBGS and LPGs allow high 
sensitivity combined with easy multiplexing capability.

However, the in situ operation in typical control and diagnosis applications 
requires the compensation of the thermal changes especially when long time 
monitoring is necessary. In this work, the use of a single non-uniform ThFBG 
for the simultaneous measurements of refractive index and temperature is 
presented [5]. The structure relies on a standard grating: in part of the sensing 
element the cladding layer is partially or totally removed, while the remaining 
part is practically unchanged, as show the figure 1. The perturbation leads to a 
wavelength-splitting of the unperturbed spectral response in two separate peaks. 
The first one, related to the thinned region, exhibits a spectral response 
dependent on the local temperature and the surrounding refractive index (SRI),
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Fig. 1 (a) Schematic diagram of the structure under investigation (not in scale

while the other one responds only to the thermal changes. Here, numerical and 
experimental results on the use of a non-uniform ThJFBG for multi-parameter 
sensing are presented. A sensor prototype was fabricated by using standard 
SMF-28 optical fibers and wet chemical etching in a buffered hydrofluoric acid 
(HF) solution [3-5]. Experimental characterizations of the sensor response to 
external refractive index and temperature varying in the range 1.333-1.450 and 
15-50°C, respectively, are presented.

2. Principle of operation

In common optical fibers, the effective refractive index, neff, of the fundamental 
mode is practically independent of the SRI. However, according to ThFBG 
operation [4], if the cladding diameter is reduced, the effective refractive index 
neff of the fundamental mode will show a non linear dependence on the SRI. 
Here, a non-uniform ThFBG is considered, as shown in figure 1, where the 
cladding layer is partially or totally removed only in a part of the FBG. The key 
parameters of the device are the thinned region length Ljh, the unperturbed 
region length LU} the core diameter Dco, the cladding diameter DC|ad, the thinned 
diameter DTh and the SRI. The main effect of the perturbation is the splitting of 
the spectral response of the original grating in two peaks located at two distinct 
wavelengths depending on the etching features and SRI. The Bragg wavelengths 
of the two peaks are:

Л/=2'«с№А ATh=2-neffThA
where and A.™ are the Bragg wavelengths and n ^  and п^тъ are the effective 
refractive indices of the unperturbed and thinned grating region, respectively, 
and Л is the grating pitch. It’s worth to note that the Bragg wavelength related 
to the unperturbed region X-u is sensitive only to local thermal changes. 
Whereas, the Bragg wavelength related to the thinned region A/ph responds to 
thermal variation and surrounding refractive index changes [5]. The dependence 
of the nejj on the SRI is achieved through the interaction of the evanescent field
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Fig. 2 Reflcctcd spectra during the etching process

with the surrounding medium. Since the evanescent field in the surround,™ 
medium increases as the SRI increases and/or the cladding layer decreases 
maximum sensitivity are carried out when the SRI is close to the cladding one 
and the cladding layer is completely removed [4].

3. Experimental results

In this section, the sensor fabrication steps and the experimental results are 
reported. The thinned region was obtained by wet chemical etching using an 
aqueous hydrofluoric acid (HF) solution at 24% [3-5]. The optoelectronic set
up, involved for both fabrication process monitoring and for further refractive 
index measurements, comprises a broadband superluminescent diode (2mW), 
operating at 1550nm with 40nm FWHM (Full Width Half Maximum), a 
directional 3dB coupler and an optical spectrum analyzer, with resolution of 
10pm, for spectral measurements. A commercial 8mm long FBG demonstrating 
a central wavelength of 1549.8Inm and a bandwidth (FWHM) of 0.5lnm, was 
used. The holder for the etching step was realized with a plastic tube for fiber 
arrangement. In particular, the FBG is arranged in the etching holder positioning 
about half sensing element inside the plastic tube. Then it is filled up with epoxy 
resin to prevent the etching of the entire sensing element. Finally a test tube with 
dual functionalities pipes is arranged around the holder. Fig. 2 shows the 
spectral responses of the device during the etching process, compared to the 
original one. According to the theoretical analysis, during the etching process 
the Bragg reflected signal splits in two lobes. The peak at lower wavelengths 
corresponds to the thinned region and is sensitive to the SRI and the local 
temperature, while the peak at longer wavelength is related to the unperturbed 
structure and thus is dependent only on the local temperature. Then the sensor 
diameter was measured by using microscopic analysis revealing a residual 
diameter of approx. 7-8цт.
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Fig. 3 Experimental results: (a) Relative shift for the thinned and the unperturbed wavelengths 
versus the external refractive index; (b) Relative shift for the thinned and the unperturbed 
wavelengths versus the temperature;

In order to characterize the sensor sensitivities to SRI, aqueous-glycerine 
solutions at different concentrations and with known refractive index were used 
as surrounding media maintaining the holder in a thermo-stated bath. Fig. 3a 
shows the relative Bragg wavelength shifts of the two peaks induced by SRI 
changes at a temperature of 25°C. Centroid analysis was used for Bragg 
wavelength identification with a wavelength resolution less than 10pm over the 
whole investigated range. As expected, the wavelength corresponding to the 
etched region exhibits a non-linear behaviour versus SRI. Sensitivities of 7.8-10’ 
2 and 3.4* 10° have been obtained for SRI around 1.45 and 1.33, respectively. 
On the other side, no changes in the wavelength corresponding to the 
unperturbed grating region occur. Numerical analysis has been carried out by 
using the three layer fiber model and multiplayer approach [4-5] for а 7 .6ц т 
residual diameter, very close to the value obtained by the microscopic analysis. 
From these results and in the case of interrogation unit able to discriminate 
wavelength shifts with a resolution of 1pm at 1550nm, refractive index 
resolutions of «10 5 and «10-4 for SRI around 1.45 and 1.333, respectively, are 
possible. Finally, the thermal characterization has been carried out by using 
water as surrounding medium with a thermo-optic coefficient of about -10"V’C. 
Fig. 3b shows the thermal responses of the two peaks in the range 15-48°C. The 
thermal sensitivity of the thinned region is slightly lower than the unperturbed
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region one due to the negative thermo-optic coefficient of the water compared 
with the positive one of the cladding. In addition, in both cases, linear behaviour 
was found with sensitivities of 6.15-10*6/°C and 5.66-10'6/°C for the unperturbed 
and thinned regions, respectively. In this case, resolution of 0.1 °C can be 
obtained by using the same detection units with 1pm resolution. Based on the 
obtained results, the proposed configuration involving non-uniform ThFBGs 
demonstrated the potentiality to perform simultaneous and accurate 
measurements of refractive index and temperature.

4. Conclusions

A novel in fiber sensor based on non-uniform thinned fiber Bragg grating 
for simultaneous measurements of temperature and refractive index has been 
demonstrated. The principle of operation relies on the splitting of the original 
grating spectral response in two distinct peaks due to a selective etching over 
the grating length. A sensor prototype was realized by low cost technique based 
on wet chemical etching and epoxy resin masking procedure. The experimental 
characterization shows refractive index resolutions of «10‘5 and »10^ for the 
SRI around 1.45 and 1.333, respectively, and resolution in temperature of 0.1°C 
is possible by using easily available interrogation units.
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An organic, completely flexible strain gauge sensor based on a field effect devise has been 
fabricated. The proposed device consists in a “bottom contact” structure assembled on a flexible 
free standing insulating layer, without any substrate, with source, drain contacts and the active 
semiconductor layer on one side and the gate on the opposite side. The main advantage consists in 
avoiding the presence of a substrate thus allowing to apply a mechanical stimulus directly on the 
channel area. Thanks to the flexibility of the substrate and the low cost of the employed technology, 
this device opens up a new perspective for producing strain gauge devices from organic field effect 
transistors.

X. Introduction

Since late 70’s organic thin-film transistors based on conjugated oligomers 
and polymers have been fabricated since they are inherently flexible and ultralow 
in cost even for large area1. So far, great progress has been made in the field of 
optoelectronic devices, like Organic Light-Emitting Diodes (OLEDs)2 and for 
switching functions by means of Organic Field Effect Transistors (OFETs)3.

Organic semiconductors offer several advantages due to easy processing, 
good compatibility with a wide variety of substrates including flexible plastics, 
and great opportunities in terms of structural modifications. Nevertheless, only 
few examples of organic semiconductor based field effect strain sensors have 
been presented4,5 so far. The concept of the strain gauge sensor derived from a 
fied effect device is based on the reproducible variation in channel conductivity 
recorded when a mechanical stimulus is applied to the channel area of the 
device. The realization of flexible devices based on organic semiconductors is
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particularly interesting in this perspective, because these materials are inherently 
soft and can be assembled in a flexible structure that can be applied on whatever 
substrate to measure its mechanical deformation.

2. Experimental

2.1. Device Fabrication

Recently, a fully flexible structure for field effect devices has been 
produced6. The main advantage of this structure is that it is assembled starting 
from a flexible insulating film, but without any substrate. In this way, it is 
possible to apply a mechanical stimulation to the channel area of the device by 
directly contacting the gate side of the insulating film.

The basic structure of the device is shown in Figure 1

organic 
semiconductor

source i ------------- —2 ^-tlrain

insulating 
flexible film

Figure 1. Basic structure of the device

A 900 nm-thick MylarTM sheet (Du Pont), stuck to a plastic frame, works 
as insulator and, at the same time, as a free-standing surface for device 
assembling. The Mylar™ sheet has a dielectric constant close to that of silicon 
dioxide (3.3) and a dielectric rigidity of 105 V/cm that allows to apply a gate bias 
sufficiently high to induce a field-effect in the organic semiconductor

Bottom-contact Au source and drain electrodes have been patterned on one 
side of the dielectric using a standard photolithographic technique whilst the Au 
gate electrode has been thermally evaporated on the opposite side of the 
insulating layer. W/L ratio of 250 (W and L are the channel width and length, 
respectively), with L = 25 |лт, have been used.

Prior to organic deposition, the substrate has been cleaned with acetone, 
washed with deionized water, and dried with a Nitrogen flux.

Pentacene (Sigma Aldrich) has been used as received. Pentacene films have 
been grown by vacuum-sublimation at a nominal deposition flux of about 1 A/s.
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Measurements of drain-source current (Ids) versus drain-source and gate- 
source voltages have been carried out at room temperature in air, by means of a 
HP 4155 Semiconductor Parameter Analyzer.

In order to avoid ageing effects, all measurements have been performed 
immediately after pentacene deposition.

Mechanical stimulus has been applied by means of a step motor that bears a 
small metal sphere on top of it. The film with the device on it is suspended on a 
plastic frame and the sphere is in contact with the bottom (gate) side of the film. 
In this way by extending or retracting the step motor, it is possible to apply a 
variable mechanical pressure on the film.

2.2. Experimental Test

Figure 2 Scheme of the measurement setup.

3. Results and discussion

The device has the typical behaviour of organic p-type field effect 
transistors, working in accumulation mode, with increasing negative values of 
Ids with increasing negative Vds values and with a clear field effect induced by 
the Vgs voltage. Figure 3 shows the output characteristic of the unstrained 
device. Typical recorded values of hole mobilities are, in the range of 10 -10 
cm2/Vs, while threshold voltages are of the order of a few Volts.

Before applying the mechanical stress cycle, the devices were biased with a 
fixed value of VDS and VGS and left several minutes for complete stabilization of 
the electrical characteristics.
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Figure 3 Output characteristic of the unstrained device.

Figure 4 shows Ids versus time during a complete strain/unstrain cycle (at 
Yds = -80V and Vgs=-80V)

Tim e (s)

Figure 4 1^ versus time during a complete strain/unstrain cycle (bias conditions: 
Vds = -80 V, Vgs = -80 V). Arrows indicate the instant in which the strain was 
applied (or released). Initially the device was unstrained.
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When a mechanical stimulus (a pressure) is applied to the gate side of the 
device, there are modifications of the geometrical dimensions of the channel 
(W/L ratio) and a stretching of both insulating and semiconductor layers.

Altogether, these modifications reflect on the intensity of the current 
through the channel. As a matter of fact variation of W and L are similar, being 
Mylar an isotropous film. As a consequence the W/L ratio should not contribute 
to the current variation. The stretching of the insulating film should produce a 
thinning effect on the layer, thus producing an increase of capacitance. If this 
would happen we should observe a current increase, that is not verified. 
Therefore it seems more plausible that the observed effect of current decreasing 
after the application of the mechanical stimulus, is mainly due to the stretching 
of the semiconductor layer, that produces a reduction in the carrier mobility. A 
possible explanation of this phenomenon can be tempted: as pentacene layers 
have a granular morphology (that is known7 to strongly affect the mobility 
properties), it is likely that, by stretching the insulating layer, the grains are 
forced to separate, thus making more difficult the propagation of charge between 
adjacent grains.

4. Conclusions

In conclusion, we have proven the possibility of obtaining a strain gauge 
sensor completely flexible based on pentacene films grown on bottom-contact 
Au-pattemed on 900 nm-thick Mylar™ gate dielectric. The electrical 
characteristics indicate that the device behaves as a typical p-channel transistor 
working in accumulation mode. Output current is modulated by a mechanical 
stimulus applied on the gate side of the device. Taking advantage of the full 
mechanical flexibility of the insulating sheet, attractive developments of the 
device structure can be envisaged.(e.g “robot skin” applications).
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POROUS SILICON MATRICES FOR RADIOISOTOPIC 
PHANTOMS
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The feasibility of radioisotopic planar sources made by absorption of an active solution 
in Porous Silicon (PS) matrices has been studied. To this aim two PS samples, 
characterized by different pore dimension and shape, have been made and tested. The 
""ЧГс radiotracer, commonly used in nuclear medicine departments, has been loaded into 
the pores by immersion, and the radioactivity distribution over the porous areas has been 
measured by an Imaging Probe (IP). Using a solution with the low specific activity o f 5.8 
MBq/cc, counting rates of 96±3 and 36±2 counts/s per pixel (area 3.5x3.5 mm2) have 
been measured, showing good emission homogeneity for both PS samples. A mean 
activity ratio of 2.6+0.4 has been found between the two samples. Further studies are in 
progress to optimize matrices treatment and loading techniques and to design porous 
phantoms having appropriate surface areas, shapes and absorbance.

1. Introduction

Nuclear medicine imaging requires phantoms with standard patterns and 
geometries whose specific activity is known with adequate precision to perform 
detectors quality assurance tests [1,2,3]. A more recent request for precise small 
area patterns is emerging in techniques such as small-animal imaging and coded 
aperture imaging, mainly dedicated to radiopharmaceutical studies and to spatial 
resolution improvement, respectively [4,5]. Using PS matrices with particular 
structures, previously impregnated with 99mTc pertechnetate, it would be 
possible to make radio-emitting phantoms of different activity, shape and 
dimension.
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2. Materials and Methods
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2.1. Fabrication o f Porous Silicon matrices

Two PS samples have been fabricated by electrochemical etching, in a HF based 
solution, of p and n type <100> oriented crystalline silicon with a resistivity of 
10 QxCm and 1 П * ст  for P 10 and N1 samples respectively. Figure 1 shows 
SEM images of PS samples concerning 7xl0'3mm2 and 7xl0'5mm2 areas of P10 
and N1, respectively. Table 1 summarizes the etching condition and PS samples 
main specifications.

Figure 1. SEM images of PS samples concerning 7x10° mm2 and 7x1 O'5 mm2 areas of P10 (top) and 
N1 (bottom), respectively.
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Electrochemical anodization was performed using a typical cell 
arrangement [6]. To ensure good ohmic contact, the back side of P10 sample 
was coated using 5000 A  e-gun evaporated aluminum while N1 sample was 
coated by 900 A  e-gun evaporated Indium Thin Oxide.

Tabic 1. Etching conditions and PS samples main parameters.

Sample P10 N1

Etching Solution 2M HF/ 
acetonitrile/H20

HF (MOS, 50% in weight):IPA =7:3 
+ illumination by 250 W Hg Lamp

Current Density (mA/cm2) 7 40

Etching Time (min) 120 2

Sample diameter (mm) 45 47

Pore Shape Circular (Ф = 3.2 ц т ) Square (L = О.бцт)

Pore density (цт'2) 9.47 1.06

After the etching samples were rinsed in pentane and dried in air. Freshly 
prepared PS surface is hydrophobic so it has been immersed in a solution of 
10% NaOH in water to make the surface hydrophilic and to be able to absorb 
the radiotracer.

2.2. Radioisotope Loading

99mTc is the most popular radionuclide in diagnostic nuclear medicine 
departments and therefore " mTcO‘4 solution has been used for phantom loading. 
The 99mTc pertechnetate is sterile, without anti-microbe conserving, tested for 
apyrogenicity and with physiological pH. It can be obtained directly from a 
"M o - 99mTc generator ELUMATIC III which utilizes saline solution (NaCl at
0.9% in H20 ) for elution [1,7].

Figure 2. P10 sample soaked 
in WraTc04' solution.

Figure 3. Detector used for radioactivity
measurements.
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To perform measurements with a proper count rate, a 5.8 MBq/cc specific 
activity 99mT c0‘4 solution has been prepared. PS matrices have been loaded by 
immersion in the radioactive solution for two hours using a polystyrene non- 
pyrogenic dish (Figure 2). Thereafter each PS sample has been dried out with a 
lamp and coated with a thin plastic film to avoid detector contamination during 
measurements.

2.3. Radioactivity Measurements

Radioactivity spatial distribution has been analyzed using an IP [8] with a 
26x26mm2 field of view (FOV). The IP is characterized by an integrated 
collimator-scintillator matrix made of a tungsten parallel collimator with 49 
parallelepiped CsI(Tl) crystal pixels (by Hilger Crystals, UK) inserted in its 
square holes. Septa are 6mm height and 0.2mm thick and crystal pixels are 5mm 
thick. Each CsI(Tl) element has five faces fine machined, wrapped in a white 
carbon polymeric film, and the output face polished.

Light detection is performed through a Hamamatsu R8520-00-C12 position 
sensitive photomultiplier tube [9] coupled to the crystal array via a planar 
Perspex light guide. Charge multiplication is obtained with 11 metal channel 
dinodic stages and charge readout is performed through 12 crossed anode strips.

The experimental result consists of a 7x7 counts matrix corresponding to 49 
counters each measuring a 3.5x3.5mm2 sample area.

To analyze a PS surface more extended than the FOV, three experimental 
conditions have been studied: a) PS samples centered on the detector FOV; b) 
samples shifted 1cm along X axis; c) samples rotated by 90° on the XY plane 
(Figure 4). Activity measurements have been performed at the minimum 
applicable sample to detector distance. To compute the imager uniformity 
corrections a calibrated Co57 planar source has been used; its activity is 
uniformly distributed over a dish with a diameter of 50mm and 4mm height.

Figure 4. Schematic drawing of measurement geometry in three experimental conditions. The circle 
represents the PS sample and the square is the imager; the arrow symbolizes the sample orientation: 
a) sample centred on the FOV; b) sample shifted 1cm along X axis; c) sample rotated by 90° on the 
XY plane.
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In Figure 5 are reported images of the two PS samples obtained in experimental 
condition type a (Figure 4). In the images each pixel corresponds to a crystal 
element of the scintillation matrix.

3. Results and Conclusions

P10 Sample N1 Sample

Figure 5 Images obtained with PIO and N1 samples centered on the detector FOV. Each pixel 
represents a 3.5x3.5 mm2 sample area and the gray-scale corresponds to the measured counts in it.

Radioactivity emission measurements on PIO and N1 samples have been 
corrected for detector non homogeneity, radioactive decay and background. 
Mean counting rates per pixel and their standard deviations are reported on 
Table 2; counting ratio (P10/N1) is the same in the three experimental 
conditions within the uncertainties.

Table 2. Mean counting rates per pixel and standard deviations.

Position a) b) c)
Sample PIO N1 PIO N1 PIO N1

Mean ± St.Dev. (cps/pixel) 104±4 35±2 88±4 34±2 106±8 44±4

Counting ratio (P10/N1) 2.9±0.5 2.6±0.3 2.4±0.4

We have measured 96±3 and 36±2 cps/pixel mean counting rates, on PIO 
and N1 respectively, showing a good homogeneity within 2a. PS samples 
activity ratio has been evaluated as the mean counting ratio, giving a value of 
2.6±0.4.

Note that, even if the experimental setup could be optimized as below 
specified, the uncertainties on measured homogeneity are comparable to that of 
reference radioisotopic source used for calibration. The experimental setup for
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homogeneity measurements can be improved increasing: (a) the detector FOV 
to analyze a more extended area, (b) the collimator length to better select the 
source zones and (c) the detector lateral shielding.

Some theoretical parameters have been considered to relate this 
experimental value to pore geometry and a good agreement has been found with 
a parameter related to pore internal area. Further studies will be performed to 
confirm this hypothesis. Moreover, to understand the mechanism of radioisotope 
absorption, the very low absolute percentage by weight of Tc in the solution has 
to be taken into account. In fact, in the present experiment, 0.5ng of 99mTc were 
used corresponding to a 0.03 ppb concentration.

Acknowledgments

This work was supported by ENEA under project P466 “Functional Imaging in 
Nuclear Medicine and Biology”.

References

1. R.Chandra: “Nuclear Medicine Physics -  The basics” -  sixth edition, 
Lippincott Williams & Wilkins, Philadelphia (USA), pp.34-38, (2004).

2. International Commission on Radiological Units: “Medical Imaging - The 
Assessment o f Image Quality”, Report 54, Bethesda (USA), (1996) pp. 11- 
22.

3. A.Rose: “The Sensitivity Performance of the Human Eye on an Absolute 
Scale”, Journal of the Optical Society o f America, Vol.38, N.2 (1948), 
pp. 196-208.

4. J.R.English et al.: “Sub-Millimeter Technetium-99m Calibration Sources**, 
Molecular Imaging and Biology, Vol.4, N.5, pp.380-384, (2002).

5. R.Accorsi et al.: “Optimal coded aperture patterns for improved SNR in 
nuclear medicine imaging” Nucl. Instr. Meth. A 474 (2001) 273-284.

6. A.Halimaoui, In: Canham L. (Ed.), “Properties of Porous Silicon”, INSPEC 
Publisher, London (UK), pp. 12-22, (1997).

7. CIS bio international, Filiale di Schering S.A.: “ELUMATIC III® 
Generatore di Tecnezio [99mTc] - Istruzioni per l’uso”, (2001).

8. R.Massari et al.: “New Imaging Probe with Crystals Integrated in Square 
Holed Collimator”, 2004 IEEE NSS-MIC, Conf. Record, M l0-236 (2004).

9. Hamamatsu Photonics K.K.: “Position Sensitive Photomultiplier Tube 
R8520-00-C12”, Technical Data Sheet, Japan, (2000).



DESCRIPTION AND POSSIBLE APPLICATIONS OF A 
TABLETOP LASER SYSTEM

C. BELLECCI, P. CIUFFA, M. FRANCUCCI, P. G AUD IO , S. M ARTELLUCCI,
M. RICHETTA, A . RY DZY  

Dipartimento di Ingegneria delVlmpresa, Facolta di Ingegneria, Universita di Roma 
“Tor Vergata”, Via del Politecnico 1, 00133 Roma, Italy

S. BOLLANTI, F. FLORA, P. DI LAZZARO, D. M URR A  

ENEA, Dipartimento Innovazione, Settore Fisica Applicata, 00044 Frascati (Roma),
Italy

Tablctop pulsed laser systems have been demonstrated to be o f  great relevance in many 
applications and studies. They have been widely used in several fields. Among them one 
can mention: generation o f plasma on solid, liquid or gaseous targets; spectroscopic X 
rays analyses; imaging; microlithography; microscopy; radiographics (in particular o f  
biological samples); conversion efficiency studies (laser to X or UV radiation); radiation 
matter interaction studies; plasma parameter determination; astrophysical studies, and so  
on. In this article it is reported a description, characterization and performance study o f  
our Nd:YAG/Glass ultraintense tabletop pulsed laser system. It is located at University o f  
Rome “Tor Vergata” and it used to produce X and UV rays by means o f  laser induced 
plasma.

1.1. Introduction

The laser-plasma interaction is presently a subject of large and growing 
interest [1]. It attracts not only the attention of plasma physics community, but 
also o f others communities like those o f laser physics, spectroscopy, 
multiphoton physics and so on. This growing interest is due to the availability o f 
laser systems with unique properties [2, 3] and powerful computing means in 
many basic research laboratory, and its the perspective o f several new possible 
applications [4 — 7], besides the traditional area o f inertial confinement fusion 
[8, 9]. Nowadays laser plasma techniques are specializing in several branches 
concerning astrophysics [5, 6], inertial confinement fusion [8, 9], quantum 
electrodynamics and high energy physics [10 -  12], atomic physics [13] and 
solid state physics [14], X ray spectroscopy [15 -  20], radiographies [21] and 
imaging [22, 23].
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A high temperature plasma is created when an intense laser pulse is focused 
onto the surface o f a solid target. The intensity of the laser pulse must reach or 
exceed the threshold for plasma formation, which is typically of about 
107 Watt/cm2.

The intense laser light is absorbed initially in a thin layer o f material (of the 
order o f skin depth) which is heated, melted and vaporized. An expanding 
plasma cloud is then generated at the solid surface. Working with pulse width 
larger than lOps, the timescale o f plasma expansion is shorter than the pulse 
duration and the hydrodynamics effect becomes important. A gradient develops 
inside the plasma density and laser energy can be absorbed by this plasma while 
it propagates through the target when laser radiation reaches the critical surface. 
In this situation plasma frequency equals laser frequency. Laser induced 
plasmas emit visible, UV and X radiation due to line transitions, radiative 
recombination and bremmssthralung radiation [24, 25].

Radiative properties represent a classical example of non-interfering probe. 
Plasma information can be obtained directly from its emission spectrum as 
ionization balance, density, temperature and chemical composition.

Such consideration can explain the growing interest addressed to radiative 
properties o f hot and dense matter. X ray spectroscopy of multicharged ions 
appears as one o f most powerful techniques available for investigating high 
temperature plasmas.

For example, the X ray emission spectrum from He-like ions has been used 
as diagnostic for several type of hot plasmas (magnetically confined plasmas, 
laser induced plasmas, astrophysical plasma) [26 -  29].

The apparatuses described above are called ultraintense tabletop pulsed laser 
systems and have dimensions comparable with those of an optical table. In this 
paper a description, characterization and performance study of our laser facility, 
located at University of Tor Vergata, is reported. It is based on four solid state 
Nd:Y AG/Glass active mediums that produce an ultrain tense laser pulse. The 
system will be improved for obtaining an EUV ray source by laser induced 
plasma for microlithography applications.

1.2. Apparatus description

The apparatus is shown in figure 1 and consists of: a four-amplification stages 
nanosecond laser source emitting in the near infrared, a lens system that focuses 
the laser beam on the target and a two-stage vacuum chamber where plasma is 
generated.

The laser is a no commercial Q-switching solid-state source which can work 
at a maximum frequency of lshot/2min, to minimize thermal lens effects 
growing inside the various amplifier rods.
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The oscillator (type Nd:YAG) emits pulsed laser radiation with the following 
features:

1) wavelength X -  1064nm (infrared); 2) pulse width t  = 15ns; 3) energy Ep = 
36mJ; 4) TEMoo emission mode; 5) polarization (P) parallel to optical 
table; 6) maximum pulse repetition rate PRR = 10Hz.

The first and second amplifiers (#A) (type Nd:YAG) can work at a maximum 
pulse frequency of 10Hz and their output energy per pulse is o f about 220mJ 
and 780mJ respectively.

The third and fourth amplifier are made o f Nd:Glass. For this reason they 
must exceed 1 shot / 2 minutes as repetition rate, otherwise thermal lens effects 
will occur. The maximum output energy is about respectively 3.94J and 10J at 
the output o f the final stage.

The laser beam focusing system is made of a single convergent lens with a 
focal length of about 20cm and it is located inside the double vacuum chamber. 
The laser beam, after the forth amplifier, enters into the vacuum chamber 
passing through a glass flange and the single lens and it is focused onto the 
target (generally solid) to generate plasma. The spot dimension is o f about 
lOOjim.

Inside the vacuum chamber there are a spectrometer to analyze the plasma 
radiation and one or more detectors to measure soft X radiation emitted by 
plasma.

At the moment in our laser setup, there are also two optical isolators, the first 
of which is positioned between the oscillator and the 1°A, while the second one 
is set between the 1°A and the 2°A.

Figure 1. Setup of apparatus.
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Figure 2. Performance study o f four amplifiers o f our Nd:YAG/GIass laser source.

1.3. IR —► soft X  ray conversion efficiency estimation for different solid 
targets

A study concerning the conversion efficiency ц from infrared (IR) laser 
radiation to soft X rays emitted by various solid targets has been carried out to 
find targets with the better IR —> soft X ray conversion efficiency, results are 
reported in fig. 3. Soft X rays emitted in the region between 1.3keV and
1.55keV (8A + 9.56A) has been selected through an aluminium filter o f total 
thickness o f 45 ц т ,  placed in front of the detector, which consists in a PIN 
photodiode. The solid targets utilized in measurements were: Mg, Ti, Fe, Cu, 
Zn, Y. bNext figure shows the laser energy (Ejaser) and the laser intensity range, 
respectively (3.25J - 9.91J) and (2.76*10l2W/cm2 - 8.41*10l2W/cm2) for the 
lens located in the focus position.

Figure 3. IR —»soft X ray conversion efficiency estimation for six different solid targets.
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In this paper we have described the Tor Vergata NdrYAG/Glass ultraintense 
laser facility, that is an example o f ultraintense tabletop pulsed laser system. 
This apparatus is used to generate plasmas on solid targets with various 
conditions as different electron or ion temperatures, different electron density, 
different optical thickness and charge state, etc.

So we have demonstrated that our apparatus is able to produce soft X rays 
from laser induced plasma through the estimation o f  conversion efficiency (y\) 
from infrared (IR) laser radiation to soft X rays for six different solid targets in 
the X ray spectral region 1.3-1.55keV (that is 8 -9 .56A). In the future we intend 
to improve our setup for working with gas targets and produce EUV radiation 
(about 13 nm) for microlithography applications.
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TEMPERATURE-COMPENSATED FBG SENSOR FOR 
EXTENDED STRAIN RANGE MEASUREMENTS

RICCARDO FALCIAI, COSIMO TRONO  

Istituto di Fisica Applicata N. Carrara (IFAC) - CNR,
Via Panciatichi 64, 50127 Florence, Italy

In this work a temperaturc-compensated configuration for extending the working range of 
fiber Bragg grating (FBG) strain sensors has been proposed. This technique consists o f  the 
application of two FBGs to the opposite surfaces o f a straight clastic beam which was bent 
in a horizontal direction. Pushing nearer of beam ends produced the beam curvature 
variation measured by means of the two FBG wavelength difference The difference of the 
two FBG wavelengths depends on the beam curvature, while the mean value is taken in 
order to compensate for the temperature effects.
The sensitivity o f the system was obtained for different beam lengths. Decreasing the beam 
length increases the sensitivity, but decreases the working range.
The sensor proposed is less fragile than the bare fiber and constitutes a displacement sensor 
particularly suited for applications to breaks or separate elements o f structures where it is 
impossible to affix the bare fiber.

1. Introduction

Since the development of an efficient writing technique1, fiber Bragg 
gratings (FBG) have been considered excellent sensor elements, that are suitable 
for measuring temperature, strain or pressure2. Myriad applications have been 
discussed in the open literature: applications to civil engineering structural 
monitoring3, aircraft and aerospace4, and composite materials5, are only a few 
examples of FBG applications in sensing. Applications to the cultural heritage 
have also been reported recently, in particular for the monitoring o f 
deformations in wooden panel paintings6. The monitoring o f these wooden 
structures could be very difficult in certain situations, for example on breaks in 
the wood in which the deformations should be very large: greater than the range 
o f FBGs on a bare fiber. In such a situation, the fiber must be fixed in two 
points before and after the gratings, and should be pretensioned by taking into 
account the estimated break contraction. The measurement is limited by the 
FBG measurement range, which is approximately 8 mstrain (me).

We propose an original temperature-compensated configuration for 
extending the working range of fiber Bragg grating (FBG) strain sensors and 
particularly suited for application as displacement sensor.
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2. Working principle

Two gratings (FBGup and FBG|0) were glued in a central position to the 
opposite surfaces o f  a straight elastic beam, with length L and thickness A, 
which was bent in a horizontal direction (Figure 1).

Two gratings (FBGup and 
FBGio) were glued in a central 
position to the opposite 
surfaces of a straight elastic 
beam, with length L and 
thickness A, which was bent in 
a horizontal direction (Figure
1). If R is the curvature radius 
and в  the arc angle, the chord 
length D will be:

Figure I. Experimental setup. — —  . ( 0D = 2R-sin | — 

(})
If  # is  sufficiently small, it is possible to approximate th e j /л function with 

the first two terms o f the Taylor series:

• ( в \  в  03 ™  sinl — \ = ---------+... (2)
[ 2  2 48

and equation (1) becomes:

D = 2R
48

(3)

By writing the arc angle as a function of the beam length L and the 
curvature c=l/R  and by combining equations (1) and (2) it is possible to express 
the horizontal displacement as a function of the beam curvature:

L} (4)x = L -D  = -----c2
24

On the other hand, by measuring the strain e on the beam surface at a 
distance h/2  from the neutral axis, the curvature can be written as c~2 e/h and, 
by representing the Bragg wavelength shift as АЛвга&= к* e introducing the 
wavelength shift difference zU^/o between FBGup and FBG|0 and h ' (effective 
distance between the two fiber cores), it results:

x = L -D  = ----- K - t -AAL,' (5)
24 h" kl

and, by introducing coefficient a:

a = L3
24-h'1 кI

(6)
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we can write:
x = a • ЛЯ2ир-1о (7)

which means a quadratic relation between the horizontal displacement and the 
Bragg wavelength shift.

3. Experimental validation

For the experimental validation, two FBGs were glued in a central position 
on the upper and lower surfaces o f a 19 cm long and 0.3 mm tick bronze beam. 
The beam was bent by means of a micrometer translation stage (1 ц т  
precision), and the Bragg wavelengths were measured with a precision o f  1 nm. 
Afterwards the beam ends were cut symmetrically (two centimeters per side), 
obtaining a 15-cm-long beam with the grating glued in the same condition. The 
measurement was then repeated.

i, n [nm]

Figure 2. Calibration curves for 19 cm and 15 cm long beams.

The data from the two cases are reported in Figure 2 (symbols A and o, 
respectively) and fitted by least-square fit to a second order polynomial, which 
gives the most probable coefficient a. The obtained coefficients a is and я /p from 
the fits are:
aI5 (measured) = (0.2040±0.0004) mm*nm'2, 
a]9 (measured) -  (0.407±0.002) mm*nm"2 , 
respectively.

If  the beam length and thickness and the fiber diameter (250 jam) are 
known, it is also possible to calculate the theoretical value o f these coefficients
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from equation (6). With the following numerical values:Z,/5 = 15 cm, Lt9 = 19 
cm, h — 0.3 mm, h ‘ = 0.55 mm and kc = 1200 nm*8 I, we obtain: 
a is (calculated) = 0.33 mm*nm'2
a ,9 (calculated) = 0.67 mm*nm'2

These values are somewhat different from the fitted values. This is 
probably due to an error in the evaluation of the quantity h \  because of an 
unknown layer o f glue between the beam and the fibers. The same values would 
be obtained for h ’ -  0.7 mm, which means a 75 ц т  thick layer of glue between 
both the upper and lower fibers and the beam surface, which is plausible. A 
better validation o f equation (6) can be obtained by considering that the only 
difference between the two cases is the beam length L. This means that it should 
be:

I k  = 2.02 = ^ -  (8)
L 15 °1S

By replacing the measured values, we obtain:
^ = <Ш 7 = / Ш  
a„ 0.204

The experimental data are in good agreement with the theoretically 
predicted behavior, and confirm a cubic dependence on the beam length for the 
parabola coefficients.

The sensitivity o f the sensor is given by:

$  _  d {ДКр-ь) _______7_____ _ 1 2 'h' •kt
dx dx/d(AAup_l0) L3 -А Л ^

It is directly proportional to the square of the beam thickness and inversely 
proportional to the cube o f the beam length. For a given beam it depends on the 
inverse o f the Bragg difference shift AXup.|0W and, hence, on the beam curvature. 
For example, for the 19-cm-long beam, and for a starting curvature 
corresponding to x = 7 mm and D = 18.3 mm (A^p-io ~ 4.2 nm from equation 
(7)), the sensitivity for sufficiently small Ax variation, will be S = 0.29 р т * ц т  
\  By considering a minimum detectable wavelength shift o f 1 pm, the minimum 
detectable distance variation in this configuration is 3.4 ц т . We obtained a 
working range for the sensor of «14 mm, without damage, against a range o f «  2 
mm o f a linear FBG sensor o f the same length.

4. Temperature compensation

The proposed sensor configuration can make possible an automated 
temperature compensation. If the gratings are glued in the same position and at 
the same distance from the beam neutral axis, a curvature variation will produce 
the same Bragg wavelength shift but in opposite directions for the upper and 
lower gratings. If, moreover, the beam thermal expansion coefficient was zero,
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. In fact, if

the temperature effect would be only on the grating refractive indices and in the 
same way for the two gratings, and automatically compensated by taking the 
difference (AX„p-AXiJ. However, as the beam  thermal expansion is not 
negligible, a temperature variation will produce two effects: the same Bragg 
wavelength shift for the two gratings, due to the temperature effects on the 
fibers and to the expansion o f the beam, and, in the meanwhile, the physical 
elongation AL o f the beam which produces a curvature variation, following the 
equation (4), when replacing L with L+AL, By supposing that the variations in 
length are negligible with respect to the beam length L , i.e. A L « L , the 
dependence between AL and the square o f  the curvature c2 is linear. This means 
that a variation in distance AD (the parameter that we want to measure) and a 
thermal expansion AL produce the same effect on the curvature and, as a 
consequence o f equation (5), on the quantity A ^</7./0. In order to compensate this 
temperature-dependent shift, it is possible to measure the expansion AL by

_  f  X +X
means o f the Bragg wavelength mean value shift АЯ = A — — —

the two gratings are exactly symmetrical, AX will be linearly dependent on 
temperature T, and AL will be proportional to this quantity, so that:

a l (t ) = / 3 a X ( t ) (И )
In considering the thermal expansion, equation (7) can be modified as follows:

x + AL(T) = a-A^ p_l0 (12)
and, by combining equation (11) and equation (12), we can write:

* = a-AXlp_lo- p - A X ( T )  (13)
The idea is to use the same sensor proposed in this work to obtain 

parameter Д  The beam was heated in a oven and then affixed with a particular 
curvature on a glass support at room temperature (20 °C). In this way the 
quantity D, and hence x-L-D, in equation (13) remains constant and the 
variation AXup.i0 is produced only by the beam length decrease AL during the 
cooling.

The measurements were made on the 15 cm long beam. The calibration 
parameter aJ5 was already experimentally obtained above. By measuring the 
variation АЛи^ь, the quantity AL was obtained from equation (12), with x 
constant, and related to АЯ in order to obtain the correction coefficient P  
(equation (11)). Three different values for x (and thus for the beam curvature), 
were considered: 4.5 mm, 7.2 mm and 8.7 mm. The experimental results for 
x=4.5 mm are reported in Figure 3.

The obtained coefficients were 0.206 mm+nm'1, 0.213 mm*nm‘l and 0.210 
m m+nm1, respectively. This result confirms that p  is practically independent 
from the starting value of x=L-D) and that by considering at the same time the
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quantities AX,ip.i0 and АЯ , we can obtain from equation (13) m e a s u r e m e n ts  

directly compensated with respect to the temperature effect.

AX(nm)

Figure 3. Beam thermal expansion as a function of the FBGs mean value. 
Displacement (parameter x) at room temperature: 4.5 mm.

The mean value from the three coefficients can be calculated, obtaining: 
P — 0 .210±0.004 m m *nm '1, taking as error the maximum difference. 
Substituting this experimental value in equation (13), the sensor displacement 
response for the 15 cm long beam is given by equation (14):

x = 0.2040 ■ -0.210- Al(T). (14)

5. Conclusions

In this work an original configuration for extending the working range of 
FBG strain sensors was presented which is particularly suited or app ica 1 

displacement sensor. Two gratings were glued in a centra ends
opposite surfaces of a straight elastic beam. Pushing пеагегЛ  g Fg o  
produced the beam curvature variation measured by means

wavelength difference. al to t h e  square of the
The sensitivity o f the system was directly propo ion ^  jength, and 

beam thickness and inversely proportional to the cu e 0 beam length
depended on the inverse o f the beam curvature. .ecrf e, which was, for 
increases the sensitivity, but decreases the wor ^  15 cm long
example, —14 mm for the 19 cm long beam, an 
beam.
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A temperature compensation technique was also proposed. Compensation 
was possible by considering the variation o f the mean value o f the two Bragg 
grating wavelengths, which depends linearly only on the temperature.

The proposed sensor is particularly suited for structures in which it is 
impossible to affix the bare fiber, such as breaks or separate elements.
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HIGHLY SENSITIVE THERMOELECTRIC TRANSDUCERS 
WITH CMOS MATERIALS1

F. M ANCARELLA, A. RONCAGLIA, G.C. CARDINALI, G. P1ZZOCHERO,
S. GUERRI, M. SEVERI

IMM Sezione di Bologna, CNR, Via Gobetti 101,
Bologna, 1-40129, Italy

Thermoelectric transducers fabricated with both p and n-type heavily doped polysilicon 
thermoelements are presented. The devices are realized on front-side micromachined 
membranes obtained with typical CMOS passivation and intermetal dielectric layers, 
namely thermal silicon oxide, LPCVD silicon nitride and oxide. The polysilicon layers 
constituting the thermocouples are deposited on different interconnection levels and 
connected with Al/Si paths.

1. Introduction
In these last years, the demand of transducers which permit to convert a thermal 
radiation into an electrical signal has known a wide increase. Non-dispersive 
(NDER) infrared spectroscopy [1], AC-DC power converters and alarm systems 
are some examples of such applications. Moreover, the possibility to employing 
a CMOS technology in conjunction with post-process-micromachining makes 
these applications truly attractive. In such a context, we propose a low-cost 
CMOS-compatible infrared transducer employing thin heavily doped polysilicon 
films as active elements and typical CMOS passivation layers.

2. Device fabrication
The transducer is realized by means of thermocouples implemented onto a 
dielectric suspended membrane obtained as a stack of dielectric layers typically 
employed in CMOS technology as proposed in [3], [4] (in this case also LPCVD 
silicon nitride is used, differently than in the cited papers).

It is well-known that in bulk micromachining realizing a stress free or 
slightly tensile stressed membrane is one of the most important aims. In order to

1 This work is supported by Netgas project- EC V framework program, proposal IST-2001-37802
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obtain that, the thickness of the dielectric layers have been properly chosen. The 
low thermal conductivity and reduced thickness o f the membrane layers 
guarantees a good thermal isolation between the hot and the cold junctions of the 
thermocouples.

Fig 1. shows a schematic view of the thermal converter. As may be seen, the 
thermocouples are realized onto the legs o f an open membrane. The hot 
junctions are placed close to the center and the cold junctions, instead, are 
placed onto the silicon bulk, supposed at a constant temperature.

Figure 1. Schematic view o f the thermal converter.

Two materials combination have been used to form thermocouples: heavily 
doped polysilicon (n type and p type), and aluminum. Thin polysilicon layers 
(160 nm and 320 nm thick) are deposited by LPCVD technique at a temperature 
of 620 °C on different interconnection levels and doped by ion implant with 
phosphorus and boron. The doses have been activated by annealing at 900 °C in 
nitrogen atmosphere for about 60 minutes. The layers are patterned by 
photolithography and dry etched. The measured sheet resistances for n-type and 
p-type polysilicon were about 130 Q/sq and 200 QJsq respectively. The 
thermocouples are connected by means a 1 fim thick Al/Si layer deposited by 
sputtering and patterned by reactive ion etching. Low temperature oxide (LTO), 
deposited at a temperature of 420 °C, is used as a passivation layer.

Front-side bulk micromachining has been used to fabricate the suspended 
membrane, because removal of silicon underlying the dielectric stack is crucial 
for thermal insulation [2]. For such a purpose an anisotropic wet etchant has 
been employed. Besides, the lateral underetching of silicon below the membrane 
and the vertical etching of the underlying cavity has been carefully controlled. In 
order to guarantee a good compatibility with CMOS technology, a 5 wt% Tetra- 
Methyl-Ammonium-Hydroxide (TMAH)-water etching solution has been used.
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During front-side bulk post-processing, etching of aluminum pads needs to be 
prevented. The addition of silicon powder to the solution permits to passivate 
aluminum during the etching. Moreover, in order to avoid one troublesome 
property o f TMAH (formation of hillock), ammonium peroxydisulfate has been 
added to the etchant.

Fig 2. shows optical micrographs of a front-side etched thermoelectric 
transducer. The membrane of this device is roughly 1 mm2 wide but wider 
membranes have been realized also without any difficulty.

Figure 2. Front-side etched polysilicon/Al thermoelectric transducer (left) and a particularof the
spiral-shape heater (right).

3. Results

The performance of a thermopile can be evaluated by means of a few proper 
parameters. These are responsivity R, normalized detectivity D and noise 
equivalent power NEP. Concerning the latter parameter, Johnsson noise Vn has 
been considered as the main noise source (referred to a 1 Hz wide band).

The measurements have been earned out in air, without any type of 
atmosphere conditioning. The incident radiation has been substituted by heating 
the thermopile by a spiral-shaped heavily doped polysilicon heater placed at the 
center of the device (see Fig. 2). Heater and thermopile resistances had been 
previously measured using a wafer-level characterization apparatus.

Thermopiles with different kinds of thermoelements have been measured: 
n/p polysilicon, n-polysilicon/aluminum and p-polysilicon/aluminum. Tab 1. 
summarizes the most important figures of merit calculated for such devices. The 
measurements, as might be expected, confirm that the thermopile realized by 
means of heavily doped p/n polysilicon layers has the highest responsivity. On 
the other hand, the electrical resistance of such a thermopile is higher with 
respect to the polysilicon/Al one, increasing in such a way the electrical noise.
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However that is compensated by the much higher responsivity, as the NEP value 
demonstrates.

Table 1. Figures o f merit about different kinds o f  thermopiles

NEP [W]

D [cm Hz^/W]

Noise Voltage

R [V/W]

n/p polysilicon

6.8x10 -10

2x10a

6.4x10"

90

p-poly/Al

4 .9 x l0 '9

2xl07

3.9x10'

•7.8

n-poly/Al

3.8xl0'9

4xl07

3.3x10'

8.5

Figures 3a and 3b. show the thermopile output voltage versus current and 
power heater, respectively. The shape of the latter curve is fairly linear, as 
expected from theory. From the curves’ slope an estimation o f the transducer 
responsivity may be derived. Figure 3c shows a comparison among different 
thermopiles.
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Figures 3. (a) Thermopile output voltage measured against the heater current (b) and power 

dissipated by heater, (c) Comparison of test curves concerning n/p poly, n-poly/AI and p-poly/Al
thermopiles.
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CMOS-compatible thermoelectric transducers, realized onto a suspended 
dielectric membrane, have been presented. The devices are realized employing 
heavily doped polysilicon films of both p- and n-type. Several kinds of 
thermocouples have been used: p/n-polysilicon, p-polysilicon/Al and n- 
polysilicon/Al. Silicon micromachining is performed as a post-processing step, 
with a dual doped TMAH solution in order to preserve the aluminum pads and 
avoid hillock formation.

The thermopile voltage output has been measured by heating the devices 
by a spiral-shaped polysiiicon heater. The most important figures of merit 
(responsivity, normal detectivity and noise equivalent power) have been 
calculated by means of the V,p -  heating power measured dependence, by 
knowing the heater and thermoelements resistance from previously performed 
measurements. The achieved results confirm that the thermopile with the highest 
responsivity is the one realized by means of heavily doped p/n polysilicon layers. 
Despite this device also presents the highest voltage noise, the NEP is much 
lower with respect to the other thermopiles.
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WAFER-LEVEL MEASUREMENT OF THIN FILMS 
THERMOELECTRIC POWER1
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The possibility to perform wafer level probing measurement o f thin films thermoelectric 
power is demonstrated by using test structures realized with dielectric cantilevers 
suspended over a silicon substrate and equipped with heavily n-doped polysilicon heaters 
and thermistors. The measurements presented are performed on p and n-doped 
polysilicon thin films without the need of any atmosphere conditioning, and, 
consequently, in a fully automatic fashion. An ad hoc extraction procedure is proposed in 
order to compensate for instrumental offsets and sensitivity limits typically existing in a 
standard wafer-level test instrumentation.

1. Introduction

Infrared detectors are covering a growing range of applications, among which 
alarm systems and non-dispersive infrared spectroscopy are only two simple 
examples. A widely used type of such device, the thermopile detector, employs 
the well-know Seebeck effect to convert a temperature gradient into an electric 
signal. Other kinds of transducers and actuators also employ the thermoelectric 
(Seebeck) effect as a working principle, such as physical sensors based on heat 
exchange (flow sensors, temperature sensors), micro thermoelectric generators 
and Peltier cells. Heavily doped polycrystalline silicon films are well suited 
materials to realize thermoelements in these devices, for their high 
thermoelectric figure of merit and good compatibility with microelectronic 
processes (CMOS in particular). As a consequence of that, precise measurement 
of polysilicon thermoelectric properties is of concern in many sensor 
applications. The most important parameter, in this respect, is thermoelectric 
power, that can be defined as the ratio between the voltage arising across a 
sample of the considered material (polysilicon in this case) as a consequence of 
an imposed temperature difference on it and the temperature difference itself.

1 This work is supported by Netgas project-EU V framework program, proposal IST-2001-37802.
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The absolute thermoelectric power of a conductive material is, generally 
speaking, not straightforwardly measurable with simple methods, since the 
presence o f a reference layer is always necessary in order to realize a test 
thermocouple. In that case, what is measured is a relative thermoelectric power, 
or Seebeck coefficient, resulting from the sum of the thermoelectric powers of 
the individual layers. For polysilicon in particular, the use of a highly conductive 
reference layer as aluminum is advantageous because in that case the 
thermoelectric power of polysilicon is completely dominating in the 
measurement, so that the measured Seebeck coefficient is practically coincident 
with the absolute thermoelectric power.

Different methods have been proposed for thermoelectric power 
measurement of layers like doped silicon or polysilicon. The simplest one 
exploits a bulk sample that is heated at its extremes by two metal blocks (copper 
in example), whose temperature is controlled by a system that maintains a 
defined temperature difference between them [1]. By placing the test sample 
across the blocks, a temperature difference arises on it, as well, and the 
corresponding thermoelectric voltage can be measured by using a proper sample 
wiring and a voltmeter. This method is rather slow, requires a bulky equipment 
and, above all, does not allow to appreciate the local variation of the measured 
thermoelectric power at the microscale level, because of the sample size.

More evolved methods have also been proposed, based on micromechanical 
test structures in which the measured layer can be heated at one end [2]. The 
produced thermoelectric voltage and the temperature difference can be measured 
independently (with plain electrical measurements), and thermoelectric power 
quite straightforwardly calculated. In this case, however, the measurements 
shown in the literature are never performed at the wafer level, as the samples are 
always diced, bonded and placed in vacuum (often within a cryostatic 
apparatus), in order to well control their temperature and, at the same time, 
eliminate the influence of undesired convective heat exchange that may affect
the measurement precision.

We propose here a method to execute the above described measurement at 
the wafer level, without any atmosphere conditioning and with no strict 
temperature control of the samples. The described measurements are operated 
by means of a standard semiconductor device characterization apparatus, in a 
simple and fast fashion. In order to obtain a sufficiently precise result, an 
extraction procedure is proposed in order to overcome typical offset problems 
due to switching interconnections in automated probe stations.
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2. Test structure fabrication

The wafer-level measurement proposed is based on an appropriate 
micromachined test structure (see figures 1 and 2). The device is in essence a 
dielectric cantilever micromachined on a silicon substrate by anisotropic etching 
performed from the wafer front side. As can be observed in the figures, it 
consists o f a 75 ц т  wide and 190 ц т  long rectangle suspended over a 
micromachined cavity, with four narrow arms connected to the silicon bulk. 
Two resistors are integrated into the tip of the cantilever in order to execute the 
measurement. The resistor closest to the end is used as a heater, the second one, 
instead, as a temperature monitor (see the layout in figure 1). In order to 
determine polysilicon thermoelectric power, an Al/polysilicon thermocouple is 
also integrated on the beam, realized by superimposing an aluminum layer over 
a polysilicon one. The two layers are separated by an LPCDV oxide passivation. 
As may be seen in the figure, the hot junction is placed close to the heater, while 
the cold one is on the silicon bulk. Since aluminum thermoelectric power is 
negligible (less then 2 |iV/K) with respect to polysilicon one, the latter can be 
extracted from the thermocouple output voltage without introducing notable 
errors, as already explained in the introduction.

Both the resistors and the thermocouple have been realized employing 
heavily doped polysilicon layers. Thin undoped polysilicon has been deposited 
by LPCVD technique at a temperature of 620 °C and subsequently doped by ion 
implantation with boron and phosphorous (at a chemical concentration o f 2x10 
cm'3 roughly). The implantation has been followed by an annealing process at a 
temperature of 900°C in nitrogen atmosphere for about one hour. Then the 
layers have been photolithographically patterned and RIE etched using a SiCU 
based process.

Figure 1. Micromachined test structure layout (left) and device optical micrograph (right).

The interconnections are realized by a 1 ц т  thick, RIE etched Al/Si layer, that 
also enables a good electrical contact with heavily doped polysilicon. Moreover,
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in order to homogenize the temperature between the sensor and heater resistor, 
an integrated rectangular cover made of aluminum has been incnxiiiced on the 
polysilicon resistors present on the cantilever dp.

Figure 2. SEM image of the micromachined test structure

3. Results
The tests were carried out by driving current through the heater and. at the same 
time, measuring the consequent thermoelectric voltage across the poly/Al 
thermocouple and the thermistor resistance. In order to overcome the presence 
of the instrumental offset, which can introduce errors in the measurements, the 
thermistor current has been ramped up in order to extract a precise, ofiset- 
corrected value of the temperature resistance variation. By calculating the slope 
of the resulting УхазоДхшог) curve, the thermistor resistance (Rs-csor) can be 
extracted, thus eliminating the effect of the offset.

ŜENSOR IAI

Figure 3. Measurement of the thermistor resistance for different values o f the heater current.
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The procedure has been repeated for different values o f the heater current (see 
Figure 3) and, consequently, for different temperatures.

By knowing the n-type polysilicon temperature coefficient o f resistance 
(TCR), previously determined by wafer-level sheet resistance measurements, the 
temperature close to the thermocouple hot contact can be estimated by using the 
following formula:

I  * ( / 0) ) P

where (3 is the TCR of polysilicon and Д10 the current heater increment. 
Simultaneously, the thermoelectric voltage Уф o f the thermoelement has been 
measured for each current heater value. In such a manner, the trend o f Vtp vs. the 
temperature difference imposed on the thermocouple is extracted.

By knowing the temperature difference AT , the thermoelectric power a  can 
be calculated by means of the following simple expression:

Vlp= a A T

Figure 4 shows the thermoelectric power a (Iheater) plotted as a function of the 
heater current (therefore indirectly as function of the temperature) extracted by 
means the above explained procedure, on n-type and p-type heavily doped 
polysilicon layers. Typical obtained values are summarized in T ab .l; the 
measured values of the layer resistivity (obtained with van der Pauw test 
structures and thickness profilometry) is also reported. As may be seen, the 
absolute values are comparable, despite the difference in resistivity.

Table 1. Measured thermoelectric powers

Layer a  (\iVfK) p (|i£2cm)

n-polysilicon -230 2.1

p-polysilicon 235 6.4
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хНН

Figure 4. Thermoelectric power for p-type and n-type polysilicon vs. heater current

4. Conclusions

A wafer-level technique for the measurement of thermoelectric power on 
conductive thin films has been described. The method exploits micromachined 
test structures with a thermocouple containing the measured layer and placed 
over a suspended dielectric cantilever. In order to overcome the intrinsic offset 
voltage of the instrument that could affect the measurement precision, the 
thermistor resistance has been calculated by means of the slope of a V s e n so r  

(Isensor) curve. Thanks to the robust extraction method proposed, the 
measurement can be performed with a standard wafer-level device 
characterization apparatus without resorting to vacuum environment. The 
technique has been validated on heavily doped polysilicon layers. Its use enables 
quick and inexpensive measurement of thermoelectric power on whole wafers 
and, consequently, statistical evaluation of this parameter variation at the 
microscale level.
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This article presents a deformable poroelastic bidimensional clastomeric architecture 
that responds to deformations along various directions thanks to an integrated 
sensorized fabric. The sensors exploit the piezoresistivity o f the loaded rubbers as a 
principle of strain transduction. Using this architecture, sensors have been characterized 
in terms of their quasistatic and dynamic electromechanical transduction properties.

1. Introduction

Key points for biologically inspired artificial implementations are the materials, 
the sensing elements and the control.

Rigid structures are evolving toward flexible architectures characterized by 
redundant sensing and actuation nets. Development and selection o f materials is 
mandatory. The new breakthroughs made in the past few decades in material 
science in order to develop intelligent materials built in compliance, non- 
linearity and softness allow to mimic the multi-component and bi-phasic nature 
of biological tissues [1]. Moreover, intelligent algorithms allow dynamics to be 
effectively reconstructed [2,3,4]. In this work we present a electromechanical 
characterization and modelling of piezoresistive fabric-based elastomeric 
sensors which properties are suitable for applications in various sectors: health 
care, rehabilitation and biomimetic robotics [3,4].

2. Sensors

The artificial sensing skin is a 3D latex foam, under which lies a sensing layer.
The sensing layer responds to simultaneous deformations in different 

directions by means of a piezoresistive network which consists o f a Conductive 
Elastomers (CEs) composites rubber screen printed onto a cotton lycra fabric. 
CE composites show piezoresistive properties when a deformation is applied 
and can be easily integrated into fabric or other flexible substrate to be 
employed as strain sensors (figure 1). They are elastic and do not modify the 
mechanical behaviour of the fabric. CEs consist in a mixture containing graphite 
and silicon rubber. Resistance, Gauge Factor, Temperature Coefficient Ratio
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and Reactive Properties have been classified [3]. In the production process of 
sensing fabrics, a solution o f CE and trichloroethylene is smeared on a lycra 
substrate previously covered by an adhesive mask. The mask is designed 
according to the desired topology of the sensor network and cut by a laser 
milling machine. After the deposition, the cross-linking process of the mixture is 
obtained at a temperature o f 130°C. Furthermore, by using this technology, both 
sensors and interconnection wires can be smeared by using the same material in 
a single printing and manufacturing process.

Sensor 

Lycra

• л
iI'.jr

Figure 1 -  Transduction principle o f  the strain sensor

3. M ethods

From the technical viewpoint, a piezoresistive woven sensing fabric is a system 
whose local resistivity is a function of the local strain.

In a discrete way, it can be thought of as a two dimensional resistive 
network where single resistors have a non-linear characteristic that depends on 
the local strain. The integral impedance pattern is a function o f the overall shape 
o f the sensorised fabric and allows mapping between the electrical space and the 
shape space. For the characterisation of the sensors in terms of their quasi-static 
and dynamic electromechanical transduction properties sensors were serially 
connected. In this case, a current is superimposed in the circuit and high 
impedance differential voltages are acquired from each sensor. A block scheme 
o f the acquisition hardware is presented in figure 2. Two multiplexers allow a 
sensor to be selected and the relative signal is acquired by a differential 
amplifier. A microprocessor drives the whole system, performs the 
analogous/digital conversion and exchanges data via USB interface. The device 
is provided with an automatic calibration subsystem which allows gain and 
offset to be tailored to each sensor.

,  \ «  r

1 l t
ICKSOtf l |  /  I
AXUY }~ — /• ---
Ж

au* fo r rw u tf

Figure 2 -  Block schema o f the acquisition hardware
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A pushing punch driven by a stepper motor was used to apply alternate 
mechanical deformations (by indentation) to each fabric based sensor. Several 
tests were carried out, by using rectangular-wave mechanical stimulations 
(series o f pressure impulses). In order to model the electromechanical response 
o f each sensor, an equivalent circuit based on the equivalence between the 
electrical response (current variation) o f the circuit and the response (resistance 
variation) o f the sensor was proposed.

4. Results

Each sensor was tested by applying a series o f pressure impulses (figure 3a) and 
by acquiring the voltage drop across the sensor as its response (figure 3b).

Pressure impulses result in a typical differential voltage behaviour showed 
in figure 3b. Sensor response shows a peak in correspondence to every 
mechanical transition. Data acquired were filtered, peaks were detected and 
relative maximum and minimum, and time constants were selected as features 
(figure 3b).

a)

V V,
N ------ v « u « ( , « u

b )

i
------------------

\ \ U f t i iU  — ----------------—---------------------------  ^ . 1

*• b v * . r  r J ’•т вилт

Figure 3 -  a) A pressure impulse; b) sensor response a pressure impulse and selected
features

Sensor responses during constant pressure time intervals were 
approximated by decreasing exponentials, assuming the local minimum as the 
steady-state value. This approximation results as true as long is the pressure 
time interval. In order to remove the contribution o f high order exponentials, 
first order time constants were calculated discarding the first 5% o f  each curve. 
This choice allowed quantization errors introduced by the acquisition device in 
response to rapid transitions to be avoided and sensor steady state deformation, 
related to slower frequency components, to be maintained.

During a series of pressure impulses, the time constants o f the deformation 
phases presented an average value of 9.32 seconds, while the time constants 
during the deformation recovery showed an average value o f 4.72 seconds.
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Figure 4a shows the acquired signal during pressure deformations (continuous 
line) and the extracted exponential discharging law (dashed line); figure 4b 
shows the quadratic error. Close to the mechanical transitions the differences 
between the signal and the exponential law is high; during the constant pressure 
phases the differences are very low (< 3* 10'5 V).

V(t)

a) iv
4  4

i

error3(t)

4*10°V-

b)

2«10J V

/
U - J I

[

I ..tV i / i

У

I
0

Figure 4 -  a) acquired signal during pressure deformations (thin line) and extracted 
exponential law (bold dotted line); b) quadratic error

In order to model the first-order components of the sensor response 
(resistance variation) to a rectangular stimulation (applied deformation), the 
equivalent circuit represented in figure 5 was considered.

Figure 5 -  Proposed equivalent electric model o f  each sensor

The power supply V is the electrical analogous o f the imposed 
deformation. The switch TI (initially open) is closed and open in 
correspondence of, respectively, the beginning and the end o f the imposed 
deformation. The switch T2 (initially open) is closed when TI is open again. 
Following a simple analysis o f this circuit, it is easy to recognise that the 
variation o f the charging and discharging currents o f the circuit in consecutive 
phases o f stimulation are analogous to the variation o f the resistance o f the
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sensor during, respectively, its deformation and the following release. The 
circuit parameters Rt , R2f R3 and С can be derived by using the features, 
extracted from reference experimental signals, listed in Table 1.

Feature o f  the variation o f  the sensor 
resistance

Feature o f  the variation o f  the 
charging/discharging currents o f  the circuit

Symbol

Initial peak [Ш1 Initial peak [A] 1 , ( 0 )

Steady-state value for the deformation 
phase [Ш ]

Steady-state value for the charging phase 
[A]

I , (  C O )

Time constant o f  the first-order exponential 
components for the deformation phase [si

Time constant for the charging phase [s] Ti

Time constant o f  the first-order exponential 
components for the release phase [si

Time constant for the discharging phase [s] Ь

Table 1 -  Considered analogous features

A circuit voltage o f 1 V was assumed as the analogous o f a deformation of
1 mm, while a circuit current of 1 A was assumed to correspond to a variation o f 
the sensor resistance of 1 Ш . Values of the features listed above were extracted 
from ten cycles of a reference experimental signal and were used to derive the 
circuit parameters by means of the following system o f equations:

г, = ф , / / я 2) 

/ . ( • ) - £  

h i00)
R] +/?2 

t2 = C ( R 2 / / R 3)

The solution o f this system provided, for the considered ten cycles o f 
stimulation, the results reported in figure 6.
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Figure 6 -  Values of the parameters of the equivalent electric model extracted from 
ten cycles of a reference experimental signal
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In consideration o f the limited number o f tests considered so far, definitive 
assessments and interpretations of the trends reported in figure 6 are premature 
at the moment. Accordingly, we are approaching a second phase o f tests, in 
order to validate such an electrical equivalent model by subjecting each sensor 
to an extensive campaign of measurements, by applying deformations consisting 
o f rectangular-wave signals with variable amplitudes, frequencies and duty- 
cycles.

5. Conclusions

In this paper sensors exploiting the piezoresistivity o f the loaded rubbers as a 
principle o f strain transduction have been preliminarily characterized in terms of 
their quasistatic and dynamic electromechanical transduction properties. 
Moreover, in order to model the first-order components of the sensor response 
to a rectangular stimulation, an electrical equivalent circuit was proposed.
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In this work, the analysis of the phase response o f fiber Bragg gratings (FBGs) subjected 
to longitudinal ultrasonic (US) field has been carried out. Numerical results reveal high 
sensitivity o f the FBG phase response to US waves. The potentialities o f  the proposed 
approach to extend the sensing capability of fiber Bragg grating sensors as high 
frequency ultrasonic detectors are discussed with regard to new interrogation strategies 
based on time delay measurements.

1. In troduction

Fiber Bragg gratings have been widely investigated as temperature and 
strain sensors in many applications. They have unique advantages over classical 
sensors, by intrinsic features of fiber optic sensors, electromagnetic interference 
immunity, low mass and volume, stability in harsh environments. M oreover, the 
spectral encoding of the sensor output provides measurements free of intensity 
fluctuations. The employment of FBGs as detectors in ultrasonic measurements 
is potentially advisable for many application areas, including the non-destructive 
evaluation of materials by ultrasonic inspection technique, and medical 
applications.

In spite of this, there are only few studies concerning the response o f a 
FBGs under fast-varying perturbations. Theoretical and experimental results 
demonstrated the capability of this class of sensors to detect ultrasonic fields if 
the US wavelength is larger than the grating length in order to avoid the 
generation of dynamic US dependent chirping along the sensor [1-4]. In all the 
investigated cases, intensity based measurements based on narrowband
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interrogation and edge operation have been proposed. Here, for the first time, the 
analysis of the FBG phase response to longitudinal US fields in the high 
frequency regime has been carried out. The changes induced on the phase 
spectrum and thus on the time delay due to US waves with different amplitudes 
and frequency have been investigated. Results indicate that for particular optical 
wavelengths, the phase spectrum and thus the time delay exhibit a significant 
sensitivity to the high frequency US wave in the low amplitude regime (few 
micro-strains). The interesting results here reported indicate the possibility to 
develop new interrogation strategies in order to extend the sensing capability of 
this class of sensors for applications where only few technologies can compete.

2. FBG U ltrasonic Wave Interaction

In this section, the interaction between a uniform FBG of length L, written into 
the core of a standard single-mode fiber, and a ultrasonic wave, with the acoustic 
wavefront normal to optical fiber, is theoretically analyzed [4]. The unperturbed 
FBG is described by a modulation of the effective refractive index of the 
fundamental guided mode along the fiber axis z

n[z)= *0j l  + ̂ 4 l  + cos(tf0z)]J (1)

where n0 is the fiber core refractive index, Ко=2я/Ло is the reference Bragg 
wavevector (A0 is the reference Bragg period) and Sn  ̂ is the peak to peak

amplitude of the index modulation. The time dependence of the strain field, 
associated to the us field, is assumed to be sinusoidal and can be modelled
as:e(zyt) = em cos(ks z -c os / ) ,
where, denotes the strain wave amplitude, C0s its angular frequency and ks its 
wavenumber related to its wavelength by ks=2n/As. We evaluate the new 
effective refractive index n’ of the Bragg grating under the ultrasonic wave 
action as the sum of two contributions. The first one is a mechanical 
contribution, due to the modulation of the grating pitch under the strain wave, 
the second one is an optical contribution due to the change in refractive index via 
the elasto-optic effect. The Bragg effective refractive index profile under the 
ultrasonic wave action can be expressed as

л'(Л/)=n„ j l + | p - ( y j f o + рЛ £.  cos (Ksz'-<ust)+ (2)

+ ^ - c o s f K , z - K 0 sm(Ks z'-cost ) + s i n ^ X , y + a y j
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Were Pу are the stress-optic coefficients and Ws the Poisson ratio.

3. FBG Ultrasonic Wave Interaction

The effective refractive index profile of the FBG under ultrasonic excitation, 
n'(z)> can be used to determine the FBG spectral characteristics, by means of the 
transfer matrix approach. This latter performs a sampling of n'(z)> allowing to 
model any non-uniformities along the grating with high accuracy[4]. In 
particular, we refer to a FBG having a length L=lm m , a pitch Ao=535nm, and 
<fr̂  = 2xl0"3- The attention of our analysis has been focused on the intensity

spectrum, indicated with Г(Х), and the phase spectrum, Ф(Х), reflected form the 
grating. Figure l.a  shows the amplitude spectrum of the reflected signal for a 
FBG subjected to US waves in the range 10-100j!£ in the case L=XS- The spectra 
here reported are referred to the time t=0s. As expected, the time dependent non 
uniform distribution of the strain field along the grating length is responsible for 
a shape distortion of the amplitude spectra, in this case the wavelength shift can 
not be considered as a proper parameter for the US detection.

Figure 1. Complex reflectivity of US perturbed grating, (a) reflectivity (b) phase.

Fig. l.b  shows the phase spectrum of the sensing grating in the same operative 
conditions. In the investigated case interesting US sensitivity can be observed in 
two spectral regions corresponding to the first nulls of the main lobe o f the 
reflected spectrum. This result could be explained on the basis of the theory 
developed by Sipe et al [5]. The reflectance nulls can be interpreted as the 
resonances of an equivalent Fabry-Perot cavity in which the light is trapped in 
and thus a relevant interaction with the US wave occurs. Fig.2 shows the time 
delay response for various value of Xs and £„. The behaviour of the phase 
spectrum is emphasized in the time delay plot, due to the derivative based 
relation between the two functions expressed as:

t / a _ ЛФ. А2 d<& (3)
d(o 2л -c dX
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Another important feature is the notch character of the high sensitivity regions as 
function of the optical wavelength.

Л
11*1 Ш IIUMnm]
(<*)

Figure 2. Group delay response as function of the optical wavelength for different strain amplitudes 
in the cases: (a) L= Xs, (b) L=2Xs and (c) L=3XS and (d) L=4Xs.

This aspect play an important role in the design of interrogation systems 
employing the time delay sensitivity as discussed later. Figure 3.a shows the 
time delay-US strain sensitivity defined as dt/de in correspondence of the two 
high sensitivity wavelengths in the case L=XS. Numerical results indicate an 
extremely high US sensitivity in terms of time delay especially for low 
amplitudes US waves, that drops to low values as the US strain approaches the 
value of 50це. Figure 3.b shows, as previously mentioned, that the sensitivity 
regions exhibit a notch like behaviour, decaying significantly as the optical 
wavelength differs from the null-reflectivity ones. Based on the analysis here 
reported, the choice of the time delay as key parameter for US detection in the 
high frequency and low amplitude regime seems to be promising. The key point 
is the choice of the operating wavelength, the power budget and the detection 
technique[6,7] in order to obtain the required sensitivity.

4. Conclusions

In this work, the investigation of the fiber Bragg grating phase response to 
ultrasonic waves in the high frequency and low amplitude regime is reported.
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Figure 3. Sensitivity o f US perturbed grating: (a) time delay-US strain sensitivity, (b) sensitivity as 
function of the optical wavelength with the amplitude spectrum of the grating.

Numerical results show that high US sensitivity is obtained at well defined 
optical wavelengths dependent on the US wavelength but located in 
correspondence of the nulls in the amplitude spectrum of the reflected light. In 
conclusions, this analysis indicate in the time delay the proper parameter to be 
used in the high frequency and low amplitude regime. This means that a proper 
choice of the operating wavelength and the time delay based interrogation 
strategy would enable this class of sensors to be used in applications where the 
US detection is required, including non destructive testing, structural health 
monitoring, medical and biomedical fields.
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The calibration o f contact surface temperature probes greatly depends on the interaction 
between the sensor and the reference measurement surface. A dedicated calibration 
system for such probes has been developed at IMGC. It enables the calibration on a 
temperature-controlled reference surface in the temperature range from ambient to 
350°C. The paper describes the prototype, its main metrological features as well as the 
thermal-fluid-dynamic model of the system for simulating the impact of the various 
influence parameters on the measurement. The preliminary results o f the comparison 
between the numerical predictions and the experimental values, as obtained from the 
metrological characterisation of the system, are also reported.

1. Introduction

Contact temperature probes are convenient and practical means for measuring 
the surface temperature of solid bodies1. However, measurement results obtained 
with such probes are reliable only if they have been previously subjected to a 
traceable calibration. Different methods and facilities are used for the calibration 
of contact surface thermometers 2'4. A widely used reference calibration system 
is based on a temperature controlled hot plate, which provides a stable and 
reproducible temperature. The actual surface temperature is calculated by 
extrapolation of the temperatures measured through two or more calibrated 
thermometers, which are embedded in the plate at different depths. In other 
calibration systems the reference block is partially immersed in a thermostatic 
bath - the level of the liquid is maintained under the block’s surface - in order to 
ensure a uniform temperature field. In this case the surface temperature is 
measured by means of a calibrated thermometer embedded into the block just 
behind the calibration surface 5. When the above mentioned facilities are not 
available, contact thermometers are calibrated by total immersion in a 
thermostatic bath 2. This calibration procedure completely elude contact probe 
operating conditions, i.e., its direct application to the body under test, and makes
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it almost impossible to correlate the calibration results with the subsequent 
measurements.

At present, the best measurement capability for surface temperature 
measurements available at European NMI facilities varies between 0.2 °C and 
2 °C in the range from ambient temperature to about 300 °C 3'5. An EUROMET 
comparison of European reference standards for surface temperature, in the 
range between 50 °C and 300 °C, has been recently carried out for the mutual 
recognition of national standards 6.

In order to meet industrial traceability needs, a dedicated system for the 
calibration of contact temperature probes was designed and constructed at 
IMGC. It was subjected to a detailed characterisation in order to evaluate the 
temperature uniformity of the reference surface.

The design of a calibration system must take into account the problems 
related to surface temperature measurements, i.e., the interactions which occur 
between the sensor, the surface and the surrounding fluid as well as the 
measurement errors due to the perturbation of the temperature field from the 
sensor. These errors depends on different parameters (measurement conditions, 
geometric and physical properties of the surface, technical features o f the sensor, 
etc.) and have been widely investigated; nevertheless, their experimental 
evaluation is quite difficult 7*10. At present, several mathematical model are 
available in literature; but most of them are based on simplified assumptions and 
don’t allow an accurate evaluation of the whole range o f phenomena involved.

This paper describes the main features of the calibration system prototype as 
well as the thermo-fluid-dynamic model that has been developed for simulating 
the impact of the various influence parameters on the measurement. The 
preliminary results of the comparison between the numerical model predictions 
and the experimental values, as obtained from the metrological characterisation 
of the system, are also reported.

2. Design of the calibration system

A block diagram of the calibration system designed at IMGC is shown in Figure
1. It is based on a temperature controlled aluminium block (25 mm thick, 
100 mm in diameter), whose upper surface acts as reference surface. At present, 
it covers the range from ambient temperature up to 350 °C. The block is 
mounted on a flat round heater and is surrounded by thermal insulation. In this 
configuration a quasi-linear temperature gradient is obtained across the block. 
Three calibrated thermometers, which are radially inserted at different depths,



enable the measurement of the temperature profile as i 
the surface temperature. We 1 as the extrapolation of

The temperature of the block is controlled by an a t‘ 
consists o f a separate PtlOO sensor, a PID controller and C° mr°* system which 
The reference block is also fitted with a guard ring heater ^  ^°Wer suPPty* 
radial heat loss and to ensure an even surface temperature ^  Ш *° reduce

3. Num erical model

A numerical model of a calibration system, based on the finite element method, 
has been implemented in order to simulate the heat transfer mechanisms 
involved in contact surface temperature measurements. From a physical point of 
view, the heat transfer phenomena to be considered are:

convection between the surrounding fluid and the measurement surface and
between the fluid and the sensor;
heat conduction through the measurement surface;
radiative and convective heat transfer in the measurement region.

The experimental apparatus was modelled as a bi-dimensional domain. It 
was divided into sub-domains for taking into account the presence of materials 
with different thermal conductivities. The grid, which consists of about 20,000 
triangular elements, was obtained by using an auto-adaptative procedure. The 
mesh resolution was increased where the temperature gradients are higher, as can
be seen in Figure 2.

In order to simulate the operating conditions the following assumption were 
also made: i) the lateral surface of the apparatus exchanges heat with the 
surrounding environment by convection and radiation, ii) the temperature of the
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ambient air and the surrounding surfaces is at 23°C, iii) the thermal contact 
resistance between the reference block and the heater is constant; iv) the heater 
can be approximated by a disk with an internal heat generation.

Figure 2: Grid used for the thermal modelling of the reference calibration system.

4. Numerical and experimental results

The simulation of the experimental apparatus was performed at several 
temperatures in the range from ambient temperature to 400°C. Figure 3a shows 
the surface temperature profile along the radial direction A A \ from the center to 
the edge (point A is at *=0), as obtained from the numerical simulation. The 
temperatures of the surface are plotted with reference to the edge point A ’ (at 
jc=50mm, y=0). A surface temperature uniformity over the whole reference 
surface to within 0.34°C at 400°C was predicted from the model.

The thermal profile across the aluminium reference block was also 
investigated, both theoretically and experimentally, through the temperatures 
measured by three thermometers embedded into the cylindrical aluminium block 
at different depths. The comparison of numerical and experimental results along 
the AE axis of the block is plotted in Figure 3b. In this case, point В (at x=0, 
y=6.25 mm in Figure 2 was used as reference point. Experimental data and 
numerical simulation showed a good agreement, within the experimental 
uncertainty, up to 200°C; for higher temperatures they disagreed.

A characterisation of the system prototype was also performed in order to 
evaluate the surface temperature uniformity. To this end, fluorescent film 
thermometry was exploited. A two-dimensional matrix of fluorescent point 
sensors was deposited on the reference surface. An optical fibre, which was 
placed near to the surface but not in contact with it, was used for the sensor 
excitation and for the gathering of the fluorescent signal in correspondence to the



various point sensors, thus scanning the whole reference surface 
uniformity o f better than 0.15°C was obtained over the whni« A temPerature

temperature range.
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axis o f the cylindrical aluminium block.

Further investigations, using a commercial contact surface temperature sensor 
and the fluorescent point sensor array described above, were carried out for the 
evaluation of its impact on the surface itself. The effect of the contact sensor on 
the surface reference temperature was evaluated as a function of the radial 
position. The temperatures in correspondence to the fluorescent point sensors 
were measured before (7^) and after (TJ applying the contact probe in the centre 
of the reference block. Figure 4 shows the variation DT = Ta - Tb measured at 
several temperatures. As expected, the perturbating effect of the contact probe 
on the surface temperature uniformity is maximum near the probe (at x=0) and 
decreases with distance.

Radial position /mm

Figure 4: Surface temperature variation due to contact-probe applied in the centre of reference 
block at various temperatures.
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The paper describes the design and modelling of a reference calibration system 
for contact surface temperature sensors developed at IMGC. The system is based 
on a high thermal capacity block, whose surface can be controlled in the 
temperature range between ambient temperature to about 350 °C. A dedicated 
numerical model for simulating the operating conditions o f the system has been 
implemented, with the aim of improving the features of the unit and identifying 
the critical points during the actual operation. A mechanical design was 
performed on the basis of the numerical calculations and a prototype was 
constructed. Numerical simulation and experimental data were also compared.

The vertical thermal profile across the cylindrical aluminium block, as 
obtained from the numerical simulation, was compared to experimental values 
measured by three thermometers embedded into the block, showing a good 
agreement up to 200°C; for higher temperatures the agreement was lower. This 
discrepancy is probably due to the approximations and simplifications used for 
simulating the calibration system and can be reduced with a more detailed 
model. The numerical simulation also predicted a temperature uniformity to 
within 0.34°C at 400°C over the whole reference surface. Fluorescent film 
thermometry was used for measuring the actual surface uniformity. An array of 
fluorescent point sensors was placed on the reference surface and a remote fibre 
optic system was used for gathering the excitation and the fluorescence signals. 
An experimental temperature uniformity of better than 0.15°C was obtained over 
the investigated temperature range (25°C to 350°C). The change in surface 
temperature uniformity was also investigated as a function o f the working 
temperature when a contact sensor was loading the surface. The peak-to-peak 
changes amounted to 0.3°C at 200°C and about 0.4°C at 400°C.
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MULTI-FREQUENCY ICE DETECTION SYSTEM
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This paper presents the design and performance evaluation of a new sensor system for 
detecting the presence of water or ice films on its surface. The system is based on a multi
frequency capacitive measurement and the effect that water and ice have different dielectric 
constants. Accumulation of ice or water on the electrodes of the sensor leads to a change of 
the effective capacitance value of the sensor. This change is measured using a sophisticated, 
high-sensitive, differential capacitance measurement circuit.

1. Introduction

In many fields, exact and fast information about the specific environmental 
conditions are required so as to initiate an appropriate response to the detected 
environmental conditions. For instance, an adequate assessment of the 
environmental conditions on road surfaces may significantly contribute to 
enhanced traffic safety, since corresponding decisions made by road 
administrators may be based on this information. In particular, any information 
on road sections having ice or moisture formed thereon may help to 
significantly improve traffic safety.

Thus, one of the key components of modern road information systems 
(RIS) is the monitoring of the current road surface conditions, wherein the 
detection of the presence of water, snow, ice and the beginning formation of 
ice, is one of the most important pieces of information for traffic safety. [1]

We provide an enhanced sensor system and methods for detecting a 
capacitive change of a sensor element, for instance in view of surface 
monitoring, with enhanced accuracy and reliability, especially with regard to 
water, snow, and ice detection on exposed surfaces and the detection of ice 
formation at an early stage. The measurement techniques and the sensor circuit 
are explained in section two. Some interesting experimental results are 
presented in section three.
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The dielectric constant of H2O (including water and ice) changes dependent on 
the actual temperature and the measurement frequency [3, 4], as shown in 
figure 1.

2. Device Description

V------------------
1 T.OC

--------- T.25C
--------- T.SOC

b v ,
■ T.7SC

\ ^  \ \ \
\ \V

100

IM 80

8
0
О 60

1
Ф
О 40

|
a
a> 20 -

CL

0 -

1 ■
-TV) с

--------- Т-ЭС
--------- T-SC

---------1
1.E»tO

Frequency, Hertz
l.E-03 1.&04

Frequency, Hertz

(a) (b)
Fig. 1. Relative dielectric constant of H20  as a function of temperature 
and measurement frequency,(a) water, (b) ice.

Small amounts of contaminations such as dirt, fuel or salt can quiet easily 
modify the dielectric constant of the substance [2, 5]. Further on, the effective 
dielectric constant depends strongly on the thickness of the water or ice layer 
on the surface of the sensor. Therefore, at low frequencies the dielectric 
constant of water and ice can be similar and at high frequencies that of ice and 
air. For this reason, a capacitive measurement at a single frequency is obviously 
not sufficient. For an exact classification of the material on the sensor, 
distinguishing among ice, water or air (in our case clean sensor), it is necessary 
to measure the dielectric constant of the material on the surface of the sensor in 
the frequency domain. An enhanced system performs measurements at two 
frequencies, namely below 1 kHz and in a range of 10 kHz to 10 MHz. This 
ensures that the measurements are performed above and below the relaxation 
time and therefore water and ice can be detected accurately. To allow a more 
accurate system, we implemented a multi-frequency measurement system able 
to classify the substance on the surface of the sensor in the complete interesting 
frequency domain, namely in the range of 50 Hz to several MHz.

2.1. Basic Measurement Circuit

The sensor system comprises a pair of exposed conductive electrodes, which are 
the sensing device, a frequency generator and a charge detector (see figure 2). 
In our case the frequency generator is realized by a reference voltage source V r



604

and a controllable switch Si for periodically connecting the reference voltage 
source with the electrode assembly to provide different frequencies.

s,
0-

n .
Charge
Detector

Fig. 2. Schematic layout of capacitance measurement circuit connected 
to the sense electrode (Cx, Rx)-

In the basic measurement circuit the charge detector comprises only a 
capacitance Cs of value well known that is connected after each charge cycle 
towards the sensors electrodes by closing switch S2.

C x « C s (1)

In this way, part of the charge Qx stored in the electrode assembly may be 
transferred to the sense capacitor.

Q x =  C x x V r =  ( C x + C s) x V s ( 2 )

Anyhow, from (1) and (2) follows that nearly all charge is transferred 
towards the larger detection capacitance Cs:

Qx = CxxV r = Cs xV s (3)

In order to increase accuracy, the charge transfer process can be repeated n 
times (without considering saturation effects), and therefore, the value of the 
sensor’s electrodes Cx can be evaluated easily by counting the number of pulses 
and measuring the voltage level of the detection capacitance.

Cx = Cs x (Vs / Vr) / n (4)

An associated microcontroller evaluates the voltage level Vs reached by the 
detection capacitance, after several charge-transfer cycles between the sensor 
and the detector. This measurement is performed by an analog to digital 
converter (ADC) of the microcontroller in order to allow for further data 
processing

2.2. Differential Capacitance Measurement

The sensitivity of the capacitance measurement can be extended if a differential 
capacitance measurement with afterwards amplification is used. This could be
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done e.g. if  another pair of electrodes with the same geometrical parameters 
like those of the sensor’s electrodes is added, on that no material disposition 
can occur. If this reference capacitance is now charged with the same pulses, 
the resulting voltage level can be subtracted from that of the sensor, resulting in 
a differential voltage signal. The drawback of this solution is that also wires 
add additional capacitances to the sensor, rendering the compensation not 
exact, and further space and power consumption is required.

Therefore, we perform a different method. We extend the charge detector 
only by a differential operation amplifier and a digital to analog converter 
(DAC). During a calibration phase we charge the clean sensor electrodes (no 
material disposition) like mentioned above and monitor the occurring voltage 
levels Vs after certain amounts of pulses. During later measurements we can 
then provide only this calibration information to the differential amplifier in 
order to allow a differential measurement with higher resolution (see figure 3).

Fig. 3. Schematic layout of the differential capacitance measurement 
circuit connected to the detection capacitance.

This solution significantly reduces both space and power consumption, 
because a reference capacitor is not necessary, saving respectively the power 
that should be used to charge it at every measurement cycle.

3. Experimental Results

Experimental results reveal that the system can successfully detect ice and 
water films on the surface. Figure 4 (a) shows a typical cycle, starting from the 
surface under test being clean (T0), then with water (Ti) and finally with ice 
(T3). In this experiment only two frequencies of measurement are used (100 Hz 
and 22 kHz), so the curves in the graphs represent the values acquired by the 
system at those frequencies.
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(a) (b)
Fig. 4. Experimental results, (a) change of dielectric constant during a 
typical measurement cycle and (b) test sensor system

As can be seen in figure 4 (a) the presence of water causes a great variation 
of both measured values, indicating the presence of water. Until the sensor’s 
situation changes the measured values remain constant. Then the temperature 
of the sensor is decreased (T2) and the changing of water in ice is suddenly 
revealed (T3). In fact the upper track doesn’t present variation, because both 
water or ice relative dielectric constant at the frequency of 100 Hz is not 
appreciated, but the lower track changes drastically, because the relative 
dielectric constant of ice is very different from that of water (between 1 and 5 
instead of 80) as shown in figure 1.

4. Conclusion

The paper describes a sensor system able to detect different substances, by 
means of a characterization of the dielectric constant at different frequencies. 
This application shows good performances in detecting water and ice on a road 
surface. But in future, increasing the number of frequencies the same sensor 
could be used in other fields.

References

1. N.S.T. Lee, H.A. Karimi, E J . Krakiwsky, Vehicle Navigation and 
Information Systems Conference, Canada, 1989.

2. V.V. Tikhonov, International Geoscience and Remote Sensing Symposium, 
Firenze, Italy, July 10-14, 1995.

3. C.bL Collie, J.B. Hasted, R.M. Ritson, Proc. Physical Society Vol. 60 
(1948) 145-160.

4. A. von Hippel, IEEE Trans. Electrical Insulation Vol. 23 (1988) 817-823.
5. C.D. Lu and J.W. Yu, Chinese Journal of Physics Vol. 40 (2002) 60-68



USE OF ELECTRIC TRANSDUCERS FOR CONTINUOUS 
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This paper concerns the application of electric transducers for studying the instability of 
peri-urban slopes in Caramanico Terme, a hilltop town located in the Apennine 
Mountains o f  the Abruzzi region (Central Italy). We describe the functioning of three 
types o f  piezometers located within different geologic materials and their response to the 
variations o f  the slope boundary conditions in terms of lime lag and data reliability. The 
Caramanico area is characterised by a long record of historical landsliding activity 
typical o f a high mountainous setting subjected to a relatively high average rainfall and 
seismic activity. Following previous landslide surveys and a careful evaluation of slope 
movements case records, we argue that a systematic and periodic monitoring o f both 
ground deformation and causal factors of instability using integrated ground-based 
techniques, including subsurface monitoring, is necessary to advance the understanding 
o f recurrent landslide hazards. In particular, electric transducers installed within both an 
oper-pipe piezometer and a Casagrande cell, together with electric piezometers, have 
been recognised as useful to gain a deeper insight on local groundwater variations. A 
very small acquisition timestep (6 hours) o f the data-logging is aimed at obtaining nearly 
continuos pore water pressure measurements during intense rainfall and future 
earthquake events.

1. Introduction
Caramanico is a small but important thermal center and holiday resort located in 
the Abruzzi region (Central Italy). It is surrounded by steep slopes reaching over 
30 degrees.
Following previous landslide surveys [1] [2] and a careful evaluation of slope 
movements case records, we argue that systematic ground monitoring is now 
necessary to advance the understanding of recurrent landslide phenomena in this 
and other peri-urban hilltop settings [3]. In addition to such field observations, 
aerial photography and new EO techniques such as Synthetic Aperture Radar 
(SAR) interferometry and other image processing, which employs ground 
surface change, can also provide an useful contribution by: 1) detecting and

• This work was supported in part by European Community (Contract No. EVGI 2001-00055)
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measuring ground deformations and 2) monitoring the on-surface and sub
surface slide causal factors.
This paper addresses these problems and presents some results from an EU 
funded R&D project (LEWIS), which is aimed at integrating ground-based 
techniques and Earth-Observation methods to provide warning o f potential slope 
instabilities at selected test sites. From preliminary results o f this project, it 
comes out that in peri-urban areas landslides are more likely to occur due to 
extreme rainfalls, seismic events or anthropogenic interference at locations 
which have experienced a permanent reduction of the limit equilibrium factors of 
safety in the past. Here we outline the functioning and the first results o f in situ 
ground monitoring at one of the test sites of LEWIS project. In particular, we 
discuss the significance of groundwater level/pore pressure monitoring for 
hazard assessment at slope-specific scale.

2. Geological and hydrogeological characteristics

The lithologies shown in Fig. 1 which can be classified from a geotechnical point 
of view as rocks have been divided into three main groups: stratified and highly 
fractured limestones; marly mudstones including sandstone intercalations; 
carbonate megabreccias which form the caprock of the Caramanico hillslopes. 
There are three groups of Quaternary/Holocene age sediments, which can be 
classified as soils, i.e.: a shallow layer of heterogeneous carbonate clasts with or 
without a clayey-silty-sandy “matrix” which mantle large portions of the 
hillslope areas, a mixture of cohesionless and cohesive materials made o f eluvial 
sediments and a layer of artificial ground in some urbanized areas.
The widespread instabilities of the Caramanico hillslopes seem to be broadly 
related to the spatial distribution of these geological units and their 
hydrogeological properties. From the hydraulic point of view, three important 
units can be distinguished, i.e.:
1) A low hydraulic conductivity mudstone substratum with local sandstone beds, 
intensely fractured horizons, shear zones and folding;
2) A highly-permeable megabreccia slopecaprock which acts as an aquifer;
3) A medium to low hydraulic conductivity shallow deposit also acting as an 
aquifer. The rapid lateral and vertical changes of lithofacies/porosity in these 
loose deposits imply that the groundwater flow pattern is locally complex.
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Fig.l - Geological outline o f the Caramanico area. Explanation: Lm = carbonate succession made 
mainly o f stratified and fractured limestones - Miocene; Mp = marly mudstones, including rare 
sandstone intercalations - Early Pliocene; Bq = carbonate megabreccias -  Quaternary (?); Sh = soils, 
represented mainly by thick colluvial materials including talus and landslide deposits, and 
secondarily by water-laid and elluvial sediments and artificial ground - Holocene; b = two major 
bodies o f carbonate breccias (Quaternary); 1 = overthrust front of the Morrone Mt; 2 = fault 
(concealed or probable when dashed); 3 = steep scarp of the megabreccia caprock; 4 = lithological 
limit; 5 = spring.

3. In situ monitoring

Three continuous recording piezometers were installed in two boreholes (Fig. 2) 
to investigate the local groundwater level and pore water pressure variations. 
Borehole CMS (Case Mancini Site), which is located upslope an active landslide 
area, was instrumented with an open pipe piezometer equipped with an electric 
transducer at a fixed depth of 44 m to investigate groundwater table fluctuations 
within a 47 m thick limestone megabreccia caprock. An electric piezometer was 
also installed in the same borehole at 51.5 m depth to monitor pore pressure 
changes within the upper weathered part of the underlying mudstone substratum. 
Borehole CPS (Case Pastore Site), located within an apparently inactive deep- 
seated landslide, was equipped with a Casagrande piezometer. The cell, which 
contains an electric transducer, was positioned at 14 m depth to measure 
piezometric level data in a remoulded landslide material (silty clay containing 
limestone clasts) which is characterised by medium permeability.
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All the instruments, whose technical features are reported in Table 1, are 
recording with an acquisition timestep of 6 hours and the data are transferred to 
data-loggers located at ground surface.
The electric signal (in mA) is converted into a pressure value using the 
conversion factor (mA/kPa or mA/m). The measured data are then processed by 
plotting a pressure-time or water head-time diagram, which shows the variation 
of pore pressures (kPa) or water level (m) with time.

Tab. 1 - Technical features o f instruments

Instruments Measure field Precision Filter type

Electric transducer 0 -  200 kPa < 0, 3% F.S Sintered polyethylene

Electric piezometer 0 -  500 kPa < 0, 3% F.S Sintered steel

Casagrande piezometer 0 -  200 kPa < 0, 3% F.S Sintered polyethylene

The preliminary results of the monitoring campaign carried out by means o f the 
piezometers above described are shown in Fig. 2. Although limited to a short 
observation period, the piezometric data are offering some indications on the 
local hydraulic boundary conditions. In particular, the data recorded by the 
electric piezometer in borehole CMS indicate a higher piezometric level (of 
about 1 m) respect to that revealed by the open pipe electric transducer, this 
suggests that there may be confined flow in the mudstone stratum. The 
Casagrande piezometer in borehole CPS, which is located in a shallow 
remoulded clay stratum, reveals piezometric head variations that can be related 
directly to rainfall events, thus suggesting unconfined hydraulic conditions. 
Moreover the data logged by the CMS electric piezometer, which is installed in 
very-low permeability clays, confirm that these instruments need long time (up to 
6 months) to reach the equilibrium value in such materials; the end o f this lag
time can be considered as the real initial value of the data representative of the 
pore pressures in the soil mass.
The CMS electric piezometer data suggest that the pore water pressure regime in 
the slopes seems to follow a seasonal trend, with an increase of groundwater 
pressures during rainy winter and a decrease during the dry seasons (Fig. 3). 
Relatively low variations of water level have been observed in the megabreccia 
debris cover at Case Mancini, probably as a consequence of the presence of a 
well-functioning horizontal drain downslope; low variations o f pore pressure 
have also been noticed for the electric piezometer. On the contrary, higher 
fluctuations of the piezometric level have been recorded by the Casagrande 
piezometer at Case Pastore. This indicates a more direct influence of rainfalls on 
the piezometric regime of this slope.
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Fig.2 Lithological characteristics of two boreholes in t h e n ’сГгЬотагГшеЁаЬгесс^, 2) 
monitoring piezometric/groundwater level trends; wi ^  5) e,ectlic transducer, 6)
remoulded clay. 3) stratified clay substratum. 4) casagrande p.ezometer, i)
electric piezometer.
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Fig.3 - Relationship between electric transducer data and monthly rainfall, in the "Case Mancini" 
site.

4. Conclusions

Nowadays the use of electric transducers for continuous monitoring of pore 
water pressure regime within slopes susceptible to landsliding is becoming 
indispensable in order to understand the hydraulic behaviour o f slopes with time 
and to relate the pore pressure variations to the changes of slope boundary 
conditions (natural or anthropic). Furthermore, when also used for investigation 
and modelling of seismic slope stability, continuous-logging electric transducers 
are fundamental to provide informations on possible pore water pressure 
variations induced by earthquakes, both during shaking and afterwards. At 
Caramanico, preliminary data acquired by means of continuous-logging 
piezometers are considered to be reliable and consistent with the geometry o f the 
slopes and the hydraulic boundary conditions.
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In this paper a comparison between performances o f optic sensors based on fiber Bragg 
gratings and electric strain-gauges has been carried out. Both sensing systems are used to 
measure strains on strengthening reinforced concrete beams with fiber reinforced plastic 
laminates, an innovative and effective technique to increase loading capacity of already 
existing structural elements. Fiber Bragg gratings represent an alternative solution for 
strain measurements in the field o f civil engineering to strain gauges, widely exploited 
and well assessed for these applications. Advantages o f optic sensors in multi-point 
sensing systems for great numbers of sensors will be evidenced in terms of costs and 
performances.

1. Introduction

Actually, the use of fiber reinforced plastic (FRP) laminates externally bonded to 
reinforced concrete (RC) elements is a very common technique for 
strengthening, rehabilitation and seismic assessment of civil structures. FRPs 
materials are usually made by fibers (carbon, glass, aramid) with high 
mechanical properties (tensile strength and elastic modulus) and by an epoxy 
matrix that impregnates fibers and bonds them to concrete surface. RC elements 
strengthened with FRP can have a typical failure due to the detachment of 
laminate from concrete surface and is generally due to a stress concentration [1]. 
Since the modality of this failure is strictly related to the bond behavior 
developed at the concrete-adhesive-laminate interface [1], an adequate 
monitoring is required. This task can be accomplished by a rugged and in situ 
sensing system. In the common practice strain-gauges are exploited. A good 
alternative can be represented by a particular class fiber optic sensors: fiber 
Bragg gratings (FBGs). They are optical strain transducers and have several 
good features like low intrusivity, good mechanical robustness, electromagnetic 
interferences immunity and high multiplexing capability [2]. Here the 
performances of FBGs are compared with the ones of electric strain-gauges for
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monotonic and cyclic load tests performed on reinforced concrete beams 
externally bonded with FRP layers.

2 Strain Sensors

A FBG is a periodic permanent perturbation of the refractive index of the core of 
an optic fiber. It reflects, when irradiated by an optical broad band source, a 
narrow band pass spectrum centered at “Bragg’s wavelength”, XB, related to the 
physical parameters of the grating by Eq. 1 [2]:

where n is the effective refractive index of the propagating mode of the fiber; Л 
the spatial period of the FBG. The axial strain sensitivity of these devices is 
reported in Eq.2 [2]

where e is the applied strain, рц, Р12 are two components of the strain optic 
matrix, v is the Poisson’s ratio [2]. Whereas strain-gauges (SGs) are electric 
devices, they change their resistance as a consequence of geometric variation 
induced by strain application. Equation (3) relates the relative resistance 
variation for an uni-axial SG to the applied strain [2]:

where R is the resistance of the device and К is a calibration factor. This 
expression is formally very similar to Eq.(2).

3. Experimental Set Up

Monotonic and cyclic load tests require the utilization of two set up. For the 
monotonic one, a RC beam with a rectangular section (100mm x 180mm), 
2400mm long and with asymmetrical internal steel reinforcement is exploited. 
External reinforcement is made by two high strength superimposed carbon fibers 
layers bonded with an epoxy resin on the bottom side of the beam. This sample 
is placed on two supports at the ends and vertically loaded in two points 300mm 
spaced respect to the midspan. Bending loads are applied by pressing the middle 
section of the top side of the beam with a mechanical system connected to a load 
cell. To check the strain distribution on the FRP laminate on the bottom face 
thirteen strain gauges are placed along carbon fiber strip: one at the central 
section (where maximum normal stress is reached in the laminate), six at left and 
right ends. Wheatstone bridge circuits, internal to three commercial HBM Spider 
8 digital acquisition boards, are exploited to interrogate strain-gauges. This 
system has a resolution of 1цг.

Яв = 2  n A (1)

АЛв J (2)
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A FBG, with a central wavelength, XB> free at 1549.9nm, a 0.2nm FWHM 
passing bandwidth, oriented along the beam’s length direction is applied aside 
the central strain - gauge, in order to sense the same strain. The exploited 
interrogation systems for this sensor has an optic filter, realized with a chirped 
and strongly apodized FBG [3], with a nominal linearity range of lOnm, centered 
at 1550 nm, A static resolution of 1це is achieved with this system [3]. FBG 
sensors responses are acquired, as SGs signals, by the same digital acquisition 
systems.
The beam utilized for the cyclic load test has the same features as the one 
exploited for previous one. In this case two reinforcement fibers layers (carbon 
fiber with epoxy resin) are placed on the top and on the bottom side of the beam, 
symmetric respect to the midspan. The excitation mechanism is modified in 
order to apply a bi-directional load. On this sample seven strain-gauges are 
placed on the top and seven on the bottom side. The FBG, (0.43nm FWHM 
passing bandwidth @ A,B=1549.8nm) is located aside the central SG of the 
bottom side.

4. Results and Discussion

A proper calibration procedure is carried out in order to obtain the FBG 
response expressed as applied strain. A preliminary step is devoted to the 
measurements of the relative wavelength shift - strain sensitivity referred to the 
free FBG, obtaining a value of 0.75* IO’V e'1, and the conversion between 
the wavelength shift and the normalized output provided by the interrogation 
systems.

S t r a i n  [це]

Figure 1. Load - strain diagram for the monotonic test. The inset on the right side represent the 
transmictivity of the linear filter exploited to interrogate the FBG.
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A second step is devoted to the conversion between the wavelength shift and the 
normalized output provided by the interrogation systems. In Figure 1 the load - 
strain curve for the monotonic test is reported. For low load values a small 
disagreement is obtained between the results of FBG and reference SG. Probably 
this is due to the strong inhomogeneities of the material, which cause the two 
device to sense a different strain. FBG data for very high strain exhibit a slope 
smaller than SG’s ones. This is a consequence of the great right shift of the FBG, 
leading it outside the linearity range of the adopted filter (see the inset of Figure
1, representing the transmittivity of the filter). This drawback can be overcame 
by using a filter with a greater linear range. The failure of the beam in this case is 
caused by the delamination of laminate at one end at a load of 53.0kN.
For the second test, the breaking of the sample happens after nine cycles of bi
directional load application. The preliminary strain characterization for the 
exploited FBG leads to a sensitivity of 0.77*lO'Ve'1. The time history of the two 
sensors is reported in Figure 2. Also in this case, for both compressive and 
tensile load, a good level of agreement can be observed for the two sensors 
during each performed cycle. The failure of the beam is caused by delamination 
at a load of 31.3kN.

T i m e  [ s e c ]
Figure 2. Time history of both SG and FBG sensors for the cyclic test

The good results obtained comparing both SGs and FBGs responses witness the 
potentialities of these latter devices in this field. Real systems for civil 
engineering applications need a great number of sensors. Strain-gauges are 
cheap, but require delicate Wheatstone bridge based interrogation systems. They 
are electrical, their wires are not shielded from electromagnetic interferences. 
Moreover, at the rising up of the number of sensors, a great amount of electric 
wires, cumbersome for the structure, is necessary.
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Whereas, for the FBG based sensor, at the rising up of the number of sensors a 
narrow band tunable laser can be used to interrogate several sensors multiplexed 
on the same fiber instead of a broad band interrogation system by using an only 
photodetector [3]. Such a system can achieve a resolution of 1це. A comparison 
between two commercial SG based systems (HBM Spider 8, Vishay 5100) and a 
FBG one has been performed. Costs at the rising up of the number of sensing 
systems are reported in Figure 3: FBG based one, for 41 devices become more 
convenient than SGs ones.

5. Conclusions

Performances of SG, a traditional sensing system for strain measurement, and 
FBG based ones for the monitoring of reinforcement composite bars application 
on concrete beams have been presented. The two sensors exhibit a good 
agreement both for the monotonic and the cyclic test, except for some 
discrepancies due to the inhomogeneities of the material. Moreover, a 
comparison of the costs of SG and FBG sensing systems has been made. At the 
rising of the number of sensors, FBG results as more competitive. This, in union 
with other good features of these sensors, makes them ideal candidates for this 
application.

Num ber  of Sensors  

Figure 3. Cost of multi-point sensing systems at the rising up of channels number
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The paper reviews the techniques employed for non destructive testing (NDT) on Carbon 
Fiber Reinforced Plastic (CFRP) materials from the perspective of the sensors 
characteristics and compares the different methods, even the most recently developed by 
the authors, based on guided acoustic waves generated/detected with piezopolymer 
intergitated transducers (piezo-IDT). These devices transmit and receive ultrasonic 
guided waves traveling inside the material and are able to detect any accidental defect or 
damage occurred to the material itself. New application of piezopolymer ЮТ for NDT on 
different types of composites will be presented and the very good defect detection 
capability will be demonstrated by exciting a symmetric mode So at 350 kHz.

1. Introduction

The importance of composite materials for designing and manufacturing high- 
tech products is a matter a fact. Nowadays we find composite materials 
employed in the space, avionic, transport and sport equipment industry as parts 
of vehicles (cars, motorbikes and bicycles), of boats, skis and snowboards etc.
In the applications where material health and safety is of great concerns (parts of 
spacecrafts or airplanes) non destructive testing methods are necessary for 
quality control and monitoring during service.
Several methods are commonly used for NDT on CFRP and recently authors
[1][2], developed a method, based on guided acoustic waves generated/detected 
with piezopolymer intergitated transducers (piezo-IDT). The first objective is to 
use these sensors in ultrasonic non-destructive testing for defect detection on 
composite spacecraft parts [3]. One of the key advantages of this technology 
with respect to a traditional piezoceramic sensor is the conformability of such 
devices - based on the soft piezoelectric polymer material -  to non-planar
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surfaces of complex shaped products. The sensor manufacturing technology is 
rather new and is based on a laser microfabrication (laser ablation of gold layer) 
of electrodes over metallized PVDF film. The results of the study demonstrate 
the feasibility of using the piezo-polymer sensors for NDT of carbon fiber 
reinforced plastic (CFRP) composites.
The flexibility of the design and use of piezo-IDT has stimulated some other 
applications as the measurement of the stress. Recent results on 4 mm thick 
cross-ply CFRP are presented and compared with expected values from theory of 
acoustoelasticity [4]. Another application under development is the health 
monitoring of sandwich composites that require piezo-IDT operating at lower 
frequency (50 -  100) kHz.

2. Comparison of different NDT techniques

The results of NDT state of the art research is summarize in the table shown in 
Figure 1, where standard and new techniques are compared. In particular we 
observe that there are two candidate methods for devising in-service NDT 
system that are the ultrasonic Lamb wave and Optical fibers with a Bragg 
grating. Both are currently explored by many research groups.

3. Lamb waves NDT ultrasonic methods based on PVDF interdigital 
transducers

The first objective of the design of an IDT is the definition of the electrode 
pattern, which under certain hypothesis defines the frequency response, and the 
selection of a propagation mode according to the laminate dispersion curves [5]. 
The ЮТ interlaced electrodes geometry has been adopted. This transducer 
configuration is differential, because the two series of electrodes (also called 
fingers) are driven with opposite phase signals (V+ and V-) and they have the 
same reference ground electrode (GND). The basic transducer design parameters 
are: width (W), length (L), piezopolymer film thickness (t), fingers separation 
(S) and number of fingers (N). The interlaced configuration requires that finger 
separation S, must be half of the wavelength X relative to the selected guided 
wave mode [2].
The material used for the sensors design is a commercial copolymer P(VDF- 
TrFE) film (PiezoTech s.a., St. Louis, France) with thickness t = 100 pm and a 
gold metallization with approximate thickness of 0.1 pm, mass density 1780 
kg/m, and longitudinal velocity 2200 m/s. For electrodes design on the PVDF 
film we have used a fast manufacturing process based on laser ablation of the 
thin film metallization on both film surfaces.
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Main advantages using PVDF instead of commercial piezoceramic (PZT) 
material are:
• Conformable to non planar surfaces.
• Potentially to be embedded inside the composite material.
• Low-cost (material and design).
The interaction between guided (Lamb) waves and an embedded defect can be 
simulated by Finite Element Methods [6][7] and the main effects that can be 
measured experimentally are:
• Phase velocity variation
• Reflection, Refraction and diffraction of waves from damaged area.

4. New applications of piezopolymer IDT for NDT on CFRP

There are several NDT applications for piezopolymer IDT that has been 
experimented by the authors [3][4][8]:
• Defect detection in CFRP laminates
• Joint breakage.
• Traveling waves around a CFRP cylinder.
• Surface perturbation on propagation velocity
• Stress measurements
• Applications to marine reinforced composites.
Some examples of signals acquired by the diagnostic system formed by some 
couples of Transmitter/Receiver piezopolymer transducers excited with sine 
wave burst at 350 kHz are shown in section 6 and described below.
Figure 2 shows the acquired signal of a failure induced in a bonding between an 
aluminum and a composite laminate. The couple of sensors are installed on the 
aluminum plate. The first signal on the left corresponds to the excitation signal 
received by Rx, the centered one is the signal reflected by the aluminum edge 
and reduced (in amplitude) by the presence of the composite laminate bonded on 
the aluminum. After the debonding this signal increases in amplitude because 
there is no more energy transfer to the composite laminate. The last signal (on 
the right) represents the reflection from the opposite edge of aluminum plate that 
and remains unchanged in the two cases.
The Figure 3 shows the condition of signal acquired both across a not damaged 
and a damaged area in the delamination presence; as foreseen in the literature 
[7], there is an evident shift in phase and a decrease of amplitude of the signal.
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5. Conclusions

The research activity focused on the development of piezopolymer interdigital 
transducers has produced a design and manufacturing process which is 
repeatable and easy to be adapted for different NDT applications. It is of interest 
now to investigate the capability of new NDT diagnostics for composites based 
on a network of these transducers. In the short term the research will be 
addressed to avionic and hi-tech marine composites.

6. Figures

Method Strengths Limitations Structural Health 
Monitoring potential

Ultrasonic (C-scan) Portable Mechanical movement Currently noneCO
Q Sensitive to small Specialized software
О damage

ui X-radiography Small defects with Expensive equipment Currently none
5 penetrant Safety hazard
D No data analysis
СС < Acoustic emission Surface mountable Very complex results Lightweight
О
2 Sensitive to small Specialized software Results for large area
< damage
СО Thermography Sensitive to small Expensive equipment Currently none

damage Specialized software
Optical fibers Inexpensive equipment Expensive to Lightweight
(Bragg grating) Embeddable implement Large area coverage

Quick scan of large area Specialized software Must be embedded

(/) Accuracy in defect Requires laser source
о localization
о
X Ultrasonic Inexpensive equipment Very complex results Lightweight
1-
ш (Lamb waves) Inexpensive to implement Specialized software Comformable
2 Surface mountable Continuous/frequent Medium power draw

Portable monitoring Linear scan results
ш
2 Sensitive to different (single-twin probe)

damages Triangulation possible
Quick scan of linear (multi probe)
space

1(No probe movement)

Figure 1. Comparison of NDT techniques for CFRP.
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CFRP

Figure 2. Acquired signal before and after a debonding action induced by debonding a piece of 
Aluminum glued to a composite laminate.

-------No damaged area
-------Damaged area

Time plot of So mode mode Hanning window»

-------No damaged area
-------Damaged area

Spectrum of So mode mode Hanning window

Figure 3. Signal acquired both across a not damaged and a damaged area in a delamination presence 
and relative frequency spectra.
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Abstract
The PAIS system, based on DR technology, was developed by SMA (Sistemi per la Meteorologia e 
l’Ambiente) for forest fire detection.
The application of a new adaptive filter is here presented, in order to allow an optimal recognition of 
emergency situations, avoiding not really dangerous alarms due to sudden disturbances of the 
environment.
A variable threshold is computed, based on the Hyperbolic filter algorithm, which is inversely 
proportional to the mean value obtained by moving a selected window through the matrix derived as 
two contiguous acquisitions difference.
The main advantages of this filter are a reduction of the response time and the threshold 
independence on the variability of meteorological conditions.
The results show that this filter is able to significantly reduce the number of false fire alarms inside 
the investigated area.

1 Introduction
In the field of devices for Environmental Monitoring, the PAIS (Prevenzione 
Antincendio e Salvaguardia) system has developed by S.M.A. S.p.A. to allow an 
efficient fight against forest fire.

PAIS Systerr

Forest fire

CDL
Infrarec detector

UPR COR

Figure 1: PAIS architecture

PAIS consists of three fundamental blocks.
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• a peripheral device for detecting forest fires named U.P.R.. (Unite
Periferica di Rilevamento);

• a local operational centre named C.O.L. (Centro Operativo Locale);
• a regional operational centre named C.O.R. (Centro Operativo

Regionale).
U.P.R. is the principal component of PAIS system and is composed of

• a sensing element (PbSe) ranging from 3,3 to 5 ц т ;
• a motion system which allows a 360° azimuthal rotation (with steps of

0,3°) and 30° zenithal rotation (with steps of 1°);
• A video device working in the visible spectral region.

All the data and images related to the zone under surveillance are collected by 
the local center (C.O.L.) operators and regularly analysed so that, actually, a 
maximum delay of about 3 minutes is achieved between the fire start and the 
system-alarm.

2 The Hyperbolic Adaptive Filter
All the elements composing the U.P.R.. system are shown in fig. 2 in a block 
diagram form.

Figure 2: U.P.R. architecture

The target, the object of main interest, is usually the incoming fire. The system 
detects the presence of the target and tracks it as it moves.
The operational range of the system (3,3-5) assure a lower water vapour 
absorption [1] so that a realistic signal processing can be performed in spite of 
the very small part of the radiation emitted by the target reaching the sensible 
element of the system.
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Even though a very small part of the radiation emitted by the target is able to 
reach the sensible element of the system, both because of its transverse direction 
of propagation with respect to the direction of maximum emission and because 
of the travelling across different layers of earth’s atmosphere characterized by 
different moisture contents causing differential attenuations of it, a realistic 
signal processing can be performed thanks to the operational range of the 
system (3,3-5) assuring a lower water vapour absorption [1]
The optical receiver collects some of the radiation coming from the target and 
delivers it to the detector which converts it into an electrical signal. The 
electrical signal from the detector is transmitted to the processor where it is 
amplified and the coded target information is extracted. The purpose of signal 
processing is not only recognizing fires against the background but, above all, 
discriminating real fires from not real dangerous alarms (figure 3).

Figure 3: Analogic signal

The application of an adaptive filter is here presented, in order to allow an 
optimal recognition of emergency situations, not due to sudden disturbances of 
the environment. This new algorithm is especially designed for maximizing fire 
detection probability against false alarms.
Because IR level, shown in fig., is not constant a variabile threshold is 
computed based on the Hyperbolic Filter Algorithm, which is inversely 
proportional to the mean values obtained by moving a two-dimensional selector 
window applied to two contiguous acquisitions difference. The window has to 
be correctly selected depending on the particular features of the fire (form, 
dimensions, developing, vegetation cover...).
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This filter can be performed using the following procedure
• storage of numeric voltage values recorded during the first acquisition

into a reference matrix (RM);
• storage of numeric voltage values recorded during the next acquisition

into a current matrix (CM);
• computation of the difference between the current scene (CM) and the

reference scene (RM);
• threshold computation by

where
к is the variable gain factor;
N is the instrument full scale value;
M is the mean value of observation window.

• comparison between the threshold and the difference matrix.
The algorithm shows that every time the window selects a sample of low IR 
values, the filter produces a consequently low mean value causing a high value 
of the threshold, and vice versa.
The real advantage of this filter is that, even when the sample of IR values 
selected by the moving window contains a few higher values (corresponding to 
spurious sources) respect to the background, the mean value is not affected and 
the threshold is kept high; in these conditions the system does not produce any 
alarm condition.

3 Results and Conclusions
The results obtained by applying the Hyperbolic adaptive filtering show an 
increased U.P.R.'s stability, in the sense that the system is able to detect a 
significantly reduced number of false alarms.
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In particular, the experience shows that this technique presents the following 
advantages

• 67% reduction of false alarms
• 81% delay time reduction (actual filtering delay time is 850 ms, whereas

Hyperbolic filtering’s delay time is 150 ms)

The pictures below show the difference between the number of the not real 
alarms produced by the actual filtering (a) and the hyperbolic filtering(b).

—  False alarm  

-----True alarm

Figure 5: Difference between old filter (a) and Hyperbolic filter (b) answer

The Hyperbolic filtering is able to improve significantly the recognition of 
emergency situations, avoiding not really dangerous alarms.
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Abstract
The PAIS system, developed by SMA (Sistemi per la Meteorologia e l’Ambiente) for forest fire 

detection, mainly uses Digital Terrain Model in trying to determine the exact position of the fire site. 

A theoretic study is here proposed, based on a new technique for determining the distance between 

the IR sensor and the target. The distance is computed by using both the hypothesis o f black body 

with spherical emissivity in free space and the Bourget-Lambert-Beer law which takes the 

attenuation related to the atmospheric variability into consideration.

The computed distance is then used to determine UTM coordinates o f the target. The real 

advantages o f this technique are a reduction of the main memory and a more precise fire target 

localization.

1 Introduction
The PAIS is an automatic vegetation fire detection system which has been 
developed by SMA. It is, at present, one of the most validated and reliable 
detection systems, since it became operational in different sites in Sicilia, 
Puglia, Toscana, Basilicata, Campania, where the places present particularly 
severe vegetation fire problems. PAIS consists of an operational console and a 
computer set with an embedded territorial database for topological and thematic 
information retrivial and suitable software programs for overall fire risk 
evaluation and evolution forecasting.
The principal features of the PAIS are
• High sensitivity: the sensor can detect fire developing over small areas 
typically 5 m2 at a distance of 10 Km;
• Wide sectorial coverage of areas 30x30 km using infrared detectors and 
cameras in visible spectral region;
• The system can work day and night in a fully automatic way;
• The detected fire can be localised on the ground with a precision of 0.5 
degree.
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Figure 1: PAIS detector

2 Fire Localization
The main problem for the control of forest fire is to discover fire as soon as 
possible and locate it with good precision on the ground. Experience confirms 
that the efficiency of fire suppression procedures is highly dependent on the 
delay time of the intervention. PAIS computes the position of the fires sites 
using Digital Terrain Model for the zones under surveillance.

Figure 2: Fire localization

A theoretic study is here proposed, based on a technique for determining the 
distance between the IR sensor and the target. The distance is computed by 
using both the hypothesis of blackbody with spherical emissivity in free space 
and the Bourget-Lambert-Beer law which takes the attenuation related to the 
atmospheric variability into consideration.
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The spectral distribution of the radiation emitted by a fire is the same as the one 
of a blackbody at 800 K, so it is perfectly known thanks to Planck’s . Integrating 
Planck’s law over a wavelength range extending from 3.3 to 5 micrometers (the 
operative sensor range) we obtain an expression for the radiant emittance, the 
flux radiated into a hemisphere above a fire extending over an area of 1 cm2. 
Since the radiation emitted by the fire is obliged to travel across different layers 
of the atmosphere, with different moisture contents, it will be partially 
attenuated depending on a particular meteorological conditions.
Moreover before reaching the infrared sensor, the radiant energy flux from the 
fire may be reflected, scattered or absorbed according to the Bouguer-Lambert- 
Beer's la w .

P = P0 e*<rx
where:
Pa is the flux entering dispersive medium;

P is the flux remaining after the beam traversed a distance x; 
a the extinction coefficient including the effect of scattering and the absorption 
of the atmosphere; its values are experimentally determined by dependence on 
meteorological parameters.
The optical receiver collects some of the radiation from the target-fire and 
delivers it to a detector which converts it into an electrical signal. The data 
acquired are sampled, digitized and processed.

Figure 3: The elements of the infrared sensor

The target-fire distance is determined by:



where:
P0 is the flux remaining after the target beam has traversed D;

P is the flux entering the atmosphere;
ifov is the istantaneus view of the detector (angular amplitude); ;
R is the detector responsivity;
G is the voltage gain; 
k is the digital factor;
о is the extinction coefficient.
The computed distance is then used to determine Universal Transverse 
Mercatore coordinates of the target in an appropriate coordinate system.

Qw»r

x_alarm = x_al_upr + x_upr 
- y_alarm = x_al_upr + x_upr 

z_alarm = x_al_upr + x_upr
l

3 Conclusion
This method is particulary interesting for the improvement introduced in 

localizing fire’s site.
The real advantages of this technique are represented by

• a fire target localization carried out avoiding the problems related to 
DTM use;

• a more precise localization performed by taking into account local 
weather conditions.
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In this paper we present an integrated wide-range resistance-to-time converter. The 
circuit in transistor level simulations achieves a precision of about 0.5% over a range of  
5 decades (1Ш -100М П ) without requiring any calibration or autoranging. The presented 
technique exploits an integrator-based controlled oscillator, whose main time constant is 
function of the applied resistance value, named R^n<?. The state o f the art [1] o f this 
measurement method has been improved by separating the oscillator circuit from the 
sensing device, leading to higher linearity performance. Indeed, the sensor response takes 
advantage o f  the fact that the device is biased between a fixed buffered reference voltage 
Vref=1V and ground. A couple o f high-linearity сигтеШ mirrors replicate the current 
Vref/Rscik and alternately push it into or pull it from the virtual ground o f a resettable 
Miller integrator. The output o f this block is connected to a couple o f comparators which 
compare V out  with two fixed boundary voltages V h and V l  (V h- V l= 1 V ), producing the 
control signals for the switches that shunt the mirrored current. A small logic grants that 
the comparators switch alternately; furthermore it feeds an internal counter whose 
transition period is proportional to the value o f Rsou- In the resistance range o f interest 
the internal oscillator frequency will vary between fnM=50Hz and fnB*=5MHz if  the 
integrator feedback capacitance is set to lOpF and the mirrored current is scaled by a 
factor o f 1:10 in order to reduce the operational amplifier output current, leading also to 
a lower total power consumption. The ratio between a reference counter, whose clock 
frequency is fixed at the midrange value fmd=(fnM fnBx)w= 16kHz and the resistance 
dependent one represents the digitized value of Rsc,. The measurement ends when the 
slower o f the two counters reaches a fixed value N* which is enough to achieve the 
desired accuracy, i.e. 8 equivalent bits (N*=256). The maximum conversion time is 5 
seconds, when sensing the highest resistance values, i.e. Rsens=100M fl, while for the 
lower half-range values conversion (Rsens<320kQ) requires only 16ms.

1. Introduction

The proposed resistance-to-time converter can be used either as a wide-range 
portable ohmmeter or as a smart front-end circuit for resistive sensor read-out. 
Regarding this second application the device will be optimized as electronic 
interface for gas sensor arrays for indoor monitoring purpose. In this case the
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digitized outputs of the several different unitary elements of the sensor array will 
be properly processed with suitable digital pattern recognition algorithms. If the 
aim is to design a low-cost and wide-range integrated interface, a successful 
solution may be a partially re-configurable circuit without a complex calibration 
system. In the case of this work, considering an array of N different sensors, a 
strong cost reduction is guaranteed if a single front-end circuit is able to process 
the analog information from all sensor types included in the array, thus requiring 
a wide dynamic range circuit and multiplexing technique. Indeed, even if each of 
the N sensing devices is optimized to detect a particular kind of gas, they 
provide important information also on the concentration of other gas types which 
are then used by traditional and dynamic pattern recognition techniques [2]. The 
latter technique, which gathers information also from the derivative of the sensor 
response, requires an electronic interface which must be fast enough, i.e. that 
provides at least 10 accurate samples of the resistance value for every element of 
the array per second (overall system sample rate >10 Hz). Moreover, wide 
dynamic range performance is needed because the sensors resistance value 
(Rsens) may vary through several decades, being the combination of three variable 
components: the baseline Rbj (which mainly depends on the fabrication 
technique), the deviation from the baseline ARbi, due to technological and aging 
spread and temperature as well as the resistance variation ARgas, which depends 
on gas concentration, negative for most gas types. Its value can be as large as a 
couple of decades from the actual baseline value. At the present state of art in 
sensors manufactory, depending on device type, technology spread and sensor 
age, the baseline usually varies from a very low value [3], i.e. 10Ш , to a very 
high one, i.e. 100МЛ and the sensor resistance has to be measured with a 0.5% 
precision in order to be sure to detect every gas type presence with enough 
accuracy for indoor gas monitoring purposes. The dynamic range required for 
the front-end circuit is then 5 decades [1Ш-100МЛ]. The large baseline 
variation together with the large measurement accuracy would require, without 
any range compression, to use a linear front-end circuit with a resolution so high 
to be unpractical. For this reason alternative read-out structures have to be 
developed [4]. For example, an oscillator approach can be tried [1]. In this case 
the circuit main time constant is function of sensor impedance: this technique 
allows the measurement of higher resistance values with respect to traditional 
interfaces, but it is slower and of course affected by the parasitic capacitance of 
the sensor layers. Furthermore, linearity may be reduced by the fact that the 
sensor is exposed to the large voltage variation of the oscillating circuit itself. In 
fact, in Figure 1, it is shown that the sensor (R^ns) is biased by a voltage which
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may vary of a quantity 2 |Vref| when the oscillator output crosses the threshold 
voltage Ута.

Figure 1 - Example (simplified circuit) of possible oscillator approach for R** estimation

Figure 2, instead, shows an example of logarithmic compression [5] of the 
value. The current ISens=VRHF/Rscns flowing trough the sensor is mirrored into the 
diode D l, while a reference current Iref flows through a matched diode D2. Due 
to exponential behavior of these devices the difference between the two voltage 
drops across the diodes is:

leading to desired logarithmic compression of the value. This circuit 
measures resistance values with a precision up to 1% over 5 decades using a 
single scale.

{ >

(1)

Figure 2 - Example of logarithmic compression of Rs«a* and 1*м* values

2. The resistance-time converter with decoupled oscillator approach

In this paper we present an improved oscillator approach for resistive gas sensors 
read-out, whose simplified schematic is shown in Figure 3.
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figure 3 -  Simplified schematic of the proposed enhanced oscillator approach

The resistive sensor, R ^ ,  is biased with a fixed buffered voltage Vref» which is 
set to IV. A couple of high-linearity cascoded current mirrors (reported as 
regular mirrors for simplicity) replicate the current V^p/Rso* and alternately 
push it into or pull it from the virtual ground of a resettable Miller integrator. 
The output of this block is connected to a couple of comparators which compare 
V0ut with two fixed boundary voltages VH and VL (AV=Vh-V l= 1V), producing 
the control signals for the switches that shunt the mirrored current. A small logic 
grants that the comparators switch alternately; furthermore it feeds a counter 
whose transition period is proportional to the value of R ^ .  Thus the triangular 
oscillator frequency is given by:

f =
5 V,REF

2C-AV-R.
(2)

where 5 is the scaling ratio of the current mirrors, that in this circuit is set to 1:10 
in order to moderate the bandwidth requirements for the integrator operational 
amplifier and the overall power consumption. Setting the capacitance value of 
the integrator to C=10pF, in the resistance range of interest, the oscillator 
frequency will vary between ^ = 5 0 Н г  and ^ = 5 М Н г . Behavioral and 
transistor level simulations in 0.35}im technology show that, in this context, an 
acceptable bandwidth for the integrator amplifier is B=50MHz. The ratio 
between a reference counter, whose clock frequency is fixed at the midrange 
value fmid=(fmin'fmax)V4= 16kHz and the resistance dependent one represents the 
A/D converted value of R ^ .  The measurement ends when the slower of the two 
counters reaches a fixed value N* which is enough to achieve the desired 
accuracy, i.e. N*=256 for a 8-bit equivalent accuracy. Thus the absolute 
measured resistance value is given by:

Rmtt,=CtRmkl
N (ref)
N

(3)
(osc)



641

where N(ref) and N(osc) indicate respectively the reference and the oscillator 
frequency dependent counters register values at the end of conversion, while a 
and p represent front-end circuit gain-error and offset-error terms. If the end-user 
is not interested in absolute measurements of the Rscns value, as happens in gas 
sensing, there is no need to compensate these kind of non-idealities since they do 
not affect linearity in gas concentration extraction. Of course, if the applied 
value is lower than midrange Rmid=(Rmin Rmax)W=320kI2, the slower of the two 
counters reaching N will be the reference one, while, for Rsens>Rmid» the slower 
counter will be the oscillator controlled by Rsens, as shown in Table 1. Then, the 
minimum number of bits for each of the two registers is given by:

N bit > log2
 ̂ R ^14 max 

V R n*J J

. lOOMQ̂
= log, 256----------->16 (4)

521 3 2 0 Ш J
RnominaJ, applied N(rtf) N(osc) Rmeasured (sim) Lin. Error

1 кЛ 256 80448 1.0183 кП - 0.30881 %
2кЛ 256 40261 2.0347 кП - 0.40381 %
5 Ш 256 16008 5.1175 кП + 0.21120 %
10 кЛ 256 8031 10.201 кП - 0.12878 %
20 кЛ 256 4003 20.466 кЛ + 0.19125 %
50 кЛ 256 1597 51.296 кЛ + 0.45333 %

100 кЛ 256 801 102.27 кЛ + 0.13148 %

200 кЛ 256 399 205.31 кЛ + 0.51676 %

500 кЛ 409 256 511.25 кЛ + 0.11263 %

1 МП 817 256 1.0212 МЛ - 0.01593 %

2 МП 1634 256 2.0425 МЛ - 0.00806 %

5 МП j 4082 256 5.1025 МЛ - 0.07443 %

10 МП 8165 256 10.206 МП - 0.05005 %

20 МП 16320 256 20.400 МП ! - 0.08129 %

50 МП 40778 256 50.972 МП - 0.05101 %

100 МП 81520 256 101.90 МЛ - 0.04878 %

Table 1 — Enhanced (decoupled from sensor) oscillator approach simulation results summary for 
Rsens measurement. Rmeasund column values have been reported as given by counter registers, while 
Lin. Error column data have been calculated canceling offset and gain error contributions

From the values reported in Table 1 it is evident that the conversion time is 5 
seconds when sensing maximum resistance values, while for low resistances 
(Rscns<320kfl), using the proposed measurement technique, the conversion time 
will be fixed and equal to 16ms. Therefore, for using dynamic pattern 
recognition techniques (assuming a sensor array consisting of 5 elements) it is
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necessary that sensors have moderated baseline value, i.e. Rb|<lM Q. For using 
dynamic pattern recognition with higher resistance values programmability in the 
integrator capacitance value have to be introduced to increase the oscillation 
frequency and reduce the measurement time (Bdyn>50MHz).

3. Conclusions

In Figure 4 the relative error in Rscns estimation obtained with transistor level 
simulations, based on the data summarized in Table 1, is plotted. Unfortunately 
the very long time needed by each parametric simulation (varying applied Rscns 
value) limited the number of examined discrete Rscns points (16). Observing the 
plot appears that, for resistance values higher than midrange (Rsens>320kf2), the 
relative precision for R ^  estimation is better than 0.1%, while, for lower values, 
the accuracy goes down to 0.5%. This is caused by the non-idealities introduced 
by the higher oscillation frequency of the circuit. Furthermore, in the last decade, 
the growing of inaccuracy is due to the leakage current of the switches that shunt 
the mirrored current, that is not any longer negligible. The circuit anyway shows 
a worst-case accuracy of 0.5% over a range of 5 decades (1Ш -100М Л), while 
the RMS error is lower than 0.2%.

x  10~3  Linearity Error of Resistance to Time C onvert»

Figure 4 -  Relative error in R*» estimation at transistor simulation level
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Quartz crystals are used for a variety of applications; in particular, if the quartz is coated 
by a chemically interactive material, it behaves as a microbalance and may be used as a 
chemical sensor. Since the properties of quartz crystals and of chemically interactive 
materials strongly depend on temperature, it is often necessary to control the temperature 
of quartz microbalances. Furthermore, during the measurement, it may be important to 
measure the speed of the flow to which the microbalance is exposed. Here we present a 
new I A interface for controlling the temperature of the microbalance and measuring the 
flow speed when an auxiliary terminal is properly added to one electrode of the quartz.

1. Introduction

Quartz crystals covered by chemically interactive materials may be used as 
chemical sensors; depending on the molecules adsorbed by the chemically 
interactive material, the mass of the “microbalance” is modified, resulting in 
variations of the oscillating frequency of the oscillator comprising the quartz. 
Quartz microbalances generally have significant cross-sensitivities toward the 
temperature of the microbalance itself; furthermore it may be important to 
measure the flow speed. For these reasons the measurement and control of the 
temperature and of the flow speed are very important. Here we present a simple 
technological solution and a novel electronic interface which allow both an 
accurate measurement and control of the microbalance temperature and the 
measurement of the flow speed.

Figure 1 shows the modified microbalance; the auxiliary terminal allows to 
use the top electrode as a resistor, which may be used both as a temperature 
sensor and as an heater. Furthermore, the power required for generating a given 
overheat depends on the flow speed, according to King’s law; as a result the 
measurement of the overheat and of the average heating power can also give the 
flow speed. In conclusion, the top electrode of the quartz crystal is used as the 
temperature sensor, heater, flow sensor and electrical contact for the resonator 
(to be included in the oscillator).
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Fig. 1. Quartz microbalance with an auxiliary terminal. The electrodes are constituted by a 
gold/chromium film whose thickness is about 1500 A. The gold/chromium top electrode is used as 
a temperature sensor, heater, flow sensor and electrical contact for the resonator.

The traditional approach for controlling the temperature of a temperature 
dependent resistor (hot wire anemometer) requires the control of a non linear 
system; such problem may be circumvented by applying thermal LA modulation
[2], which also provides a digital signal related to the flow speed. The basic 
principle of thermal LA modulation is shown in figure 2. The comparator 
compares the output voltages of two temperature to voltage transducers (TSi and 
TS2) which are in thermal contact with, respectively, the heated object and the 
environment. Depending on the output of the comparator, the D type flip flop 
enables or disables the heater. The thermal filter (RTH, CTh) acts as the integrator 
in the LA modulator (noise shaping). The desired temperature may be fixed by 
applying a proper voltage to the non inverting input of the comparator. Since the 
thermal resistance RTH depends on the flow, flow speed may be deduced from the 
(digital) output of the flip flop.

Fig. 2. Thermal IA  modulation: Rth and Cm are the thermal resistance and the thermal 
capacitance.
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2.1 Characterization o f  the microbalance

In order to determine the thermal resistance and capacitance of the 
microbalance, first the temperature sensor constituted by the gold-chromium top 
electrode has been calibrated; afterwards, an heating current has been injected 
into the heater, resulting in an overheat which may be measured by means of the 
(calibrated) temperature sensor. If both the heating current and the voltage 
developed across the top electrode are measured, the ratio between the overheat 
and the heating power (in absence of flow) gives the thermal resistance (in 
absence of flow).

After the thermal resistance has been obtained, the thermal capacitance has 
been estimated by extracting the time constant z -  R тн С Th  of the free cooling 
after the heating power is removed. For our microbalance, we have found CTH = 
58,3 m J / °C and RTH = 270 °C/W.

Fig. 3. Measurements for the evaluation of the thermal capacitance and resistance. On the left it is 
shown the voltage across the temperature sensor when three different heating currents are used. On 
the right it is shown the heater resistance ( RHeaur) during free cooling.

2.2 Electronic interface design and simulation

Traditional circuits for hot-wire anemometers require the control of a non-linear 
feedback loop; here we propose a novel electronic interface which removes this 
complication by means of thermal EA modulation. Figure 4 shows how thermal
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ZA modulation may be applied to an hot-wire anemometer; the feedback loop 
will try to equate the ratios RA /RB and Rref /ЯИешеп After the system is 
calibrated, this corresponds to keep a desired temperature of the quartz 
microbalance. In practice, if VSj > V$2, the output of the comparator is low and, 
therefore, М/ is switched on by the flip-flop D, thus heating the quartz, so that 
RHeater increases (metal resistors have positive TCs). On the contrary, if VSj < 
V52, the output of the comparator is high and, therefore, Mj is switched off by 
the flip-flop D; ideally, under these circumstances, the free cooling of the 
microbalance is desired; although this could be done by a more complex circuit, 
it is more simple to add a (large) resistance RAUX which allows a reliable start up 
and, also, a reliable comparison when Mj is off; these advantages are obtained at 
the cost of a non-zero current flowing through the top electrode even when the 
temperature is higher than the desired temperature; this is not an issue if this 
current is enough small (i.e. if the resistance RAUX is enough large).

An equivalent electric circuit of the thermal system has been developed in 
order to perform SPICE simulations; figure 5 shows these simulations, showing a 
very small ripple around the set point (see figure 5). In this case we had T Set point 

= 65,3°C  and the ripple was as low as ± 6m°C (neglecting the input equivalent 
noise voltage of the comparator).

Fig. 4. Proposed ZA interface for the hot-wire anemometer. The (digital) output of the FF-D allows 
to extract the flow speed.
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Time,[s]

Fig. 5. SPICE simulation. The temperature o f the quartz microbalance shows a small ripple around 
the set value (as it is typical in thermal ZA modulation systems).

2.3 Measurements

The circuit has been fabricated and tested; figure 6 shows the output voltage 
of a thermocouple in thermal contact with the top electrode. After the 
equilibrium is reached, the temperature fluctuations are very small (i.e. good 
precision). In order to achieve a good accuracy, the system must be calibrated; 
since the reference resistor and the heater resistors have low resistances, a 4- 
wires technique must be used, as shown in figure 7; a proper use of chopper 
switches allows to reduce the effects of the input offset voltage of the 
instrumentation amplifier.

1.5

0.5

65°C

55°C

45°C

35 °C
30°C

M
■°'50 500 1000 1500 2000 2500

Time, [°C]

Fig. 6. Thermocouple 
output voltage; the 
thermocouple is in 
thermal contact with the 
quartz microbalance.
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Fig. 7. System for 4-wire auto-calibration.

3. Conclusions

In this work we have introduced a new ZA interface for the thermal control 
of an hot-wire anemometer; the technique has been used for the temperature 
control of a quartz microbalance, having a modified top electrode which is used 
as temperature sensor, heater, flow sensor and electrical contact for the 
resonator (to be included in the oscillator). In comparison with traditional 
electronic interfaces for how-wire anemometer, there is no need for controlling a 
non-linear system. As an additional advantage, the thermal EA modulation 
approach also provides a digital signal related to the flow speed. The system has 
been fabricated and tested and show correct operation.
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In this paper we present a CMOS integrated system for the temperature control of 
resistive gas sensor array. The circuit has been designed in AMS 0.35цт CMOS 
integrated technology. The general solution proposed performs the heating control 
exploiting a signal provided from a resistance-to-frequency converter. The sensor 
interface signal, by a digital conditioning sub-system, manages the heater circuit. The 
structure allows high sensibility and precision and performs good stability in 
temperature, power supply drift and low power characteristics so it can be used also in 
portable applications.

1. Introduction

In sensor system research, there is actually a great demand in micro-systems 
and technologies which combine a low power consumption with excellent 
general performance. The main fields of applications are the following: 
environment, medicine, biotechnology, automotive, consumer electronics, etc..

In particular, chemical sensor array targets are the detection of the presence 
of odours or gases, among which the most common pollutants, such as the 
sulphur dioxide (S02), nitrogen oxides (NO and N 02), the carbon oxide (C02) 
and volatile organic compounds like toluene, chloride of methylene etc..

The interfacing of the sensitive element with a suitable integrated circuit is a 
fundamental characteristic. CMOS technology is widely used, because it allows 
to match the reduction of costs of the silicon technology with the possibility of 
designing new low voltage low power interface circuits.

An important problem is the accurate control of the sensor operating 
temperature. The sensor, which typically operates at temperatures ranging from 
150 to 300°C, is heated through a use of the circuit, which fixes the sensor

* E-Mail: ferri@ing.univaq.it. tel. +39 0862 434446, fax: +39 0862 434403.

649

mailto:ferri@ing.univaq.it


650

temperature at about 200°C, by a constant power supply. The feedback control is 
completed by a digital sub-system, that provides more free grades to the user for 
custom applications.

2. Temperature control system

The basic principle of the temperature control is shown in fig.l.

The problem of the system temperature control through the heater has been 
here reduced to the control of a resistance. The current (or more generally) the 
power delivered to the heater resistance must be such that the temperature has to 
remain constant. This task is made easy thanks to the presence of a second 
resistance, close to the heater one, which remains at the same temperature. 
Finally the insertion of a third resistance also close to the heater and the 
thermometer resistance allows, through a “resistance to frequency” (R/f) 
conversion, the measurement and control of the resistance and therefore of the 
temperature. A suitable control logic evaluates the frequency (and, consequently, 
the resistance) and generates a feedback signal to maintain the sensor at the 
desired temperature. The power delivered to the heater is electrically controlled 
by the digital sub-system. This solution has been demonstrated to be the most 
interesting and affordable in front of the 3.3V available power supply. The 
implemented topology only maintains the power delivered to the heater 
resistance constant and controls it by a suitable loop (see fig.2). In this figure, 
the Logic Control allows pointing out and processing the temperature value.

RTD
sensor Voltage detector

Display

Figure 1. A typical resistive gas sensor temperature control scheme.
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Desired
Temperature

Figure 2. Basic block control system.

3. RJf conversion

The proposed R/f converter [1] is based on phase shifters (fig.3) [2] in 
oscillator configuration (In and Out terminals are connected in short circuit).

In fig.3, capacitance С is loaded and unloaded at a constant current, 
implemented through traditional current mirrors. An inverter stage (MpOut, 
MnOut) gives a squared output wave.

Figure 3. Phase shifter basic block.

The delay at the output of the shifter is proportional to the С/I ratio, as 
follows:

Delay i v  C-
2 DD I



Fig.4 shows the complete shifter topology, formed by a cascade of three 
basic shifters. This allows to obtain a phase shift up to 360°.

Figure 4. The complete shifter topology.

When In and Out terminals are connected together, the phase shifter 
becomes an oscillator, having as output signal a periodic waveform whose period 
is proportional to the sensor resistance.

The R/f converter (fig.5) is formed by a voltage to current circuit which 
gives the current to the shifter-based oscillator.

V dd

Figure 5. R/f converter scheme.

For this circuit we have:
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For the following values of the components we obtain a frequency 
oscillation of 3.17MHz: RSENS = 1КП; С = lOpF; R, = 8КЯ; R2 = 2КГХ The 
signal is shown in fig.6.

Figure 6. Output squared wave signal of R/F converter.

4. Heater

The power generator (heater), shown in fig.7, allows the control of the 
power in the circuit. The heating resistance is represented by R heater- Fig.8 
shows the power vs. heater resistance at different temperatures. Typical R heater 

value is 100 П, while power, which gives the required heating level to the 
sensor, is 25 mW. Fig.9 shows the power furnished by the heater vs. heater 
resistance value at different reference currents Iref (see fig.7). The typical Iref 
value is 8.2|jA.

figure 7. Heater schematic.
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Figure 8. Power vs. R h e a te r  (a t different temperatures, power level 25mw).
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Figure 9. Power level vs. R h e a te r  (at different references currents).
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Resonators are proven to be interesting transducers for sensing applications especially in 
the chemical sensor domain. The sensors have been represented by capacitors/inductors 
in a ladder network formed from a cascade of n identical elementary cells in a mono 
dimensional arrangement or in a N x N array, once the type of cell impedances and the 
number of cells are known.. This work considers these two kinds of networks and for 
each of them calculates the resonant frequencies generated in each node. This study 
demonstrates the existence of interesting frequency distributions which have remarkable 
characteristics.

1. Introduction
Much attention has been paid to ladder networks (LN) as they represent good 
equivalent models for numerous mechanical, chemical and thermal systems, 
interconnection networks, analogue neural networks and distributed high- 
frequency amplifiers [l]-[4].

In order to determine the electrical characteristics of these networks, 
numerous methods, based upon known circuits, are applied. These methods 
give, in general, the network solution through processes that are strictly and 
univocally related to the type of the components of the elementary cell and they 
become particularly onerous, from both a symbolic and numerical point of view, 
as the number of cells increases.

Some ad hoc methods that exploit the intrinsic network symmetry has also 
been developed [5], but they have a recursive structure that severely limits the 
symbolic elaboration or, from the numerical point of view, have a slow response 
time.
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2. Mono-Dimensional Network

The general form of a ladder network consists of n L-sections in cascade, 
each consisting of series resistance R1 and parallel resistance R2. (Fig.l)

Zo Zo Zo Zo Zo

Figure 1. General form of a ladder network with equal L-sections.

It is possible to describe the network transfer characteristics of 
impedance and attenuation by means of a constant K, defined as the ratio of Zo 
and Zv, K= Zo/Zv. From Zo = K*Zv, the parallel arm Zv may be normalized to 
unity. It has been found possible to describe the output impedance in a 
generalized form as a function of K, thus: Zoutput(n) = 1/1, Ъх/ Вь b2/B2, Ьэ/В3, 
b4/B4...where any term in the series b,/Bn is defined in terms of the previous 
terms bn_i and as:

bn = К Bn_i + bn.i Bn = (K+l) Bn_j + bn.! ( 1 )
It follows that the series of output impedance may be evaluated directly in 

terms of K, using the values of bn and Bn given; thus:

1 K + l K2+3K + 1 К 3 + 5K 2 + 6K + 1 
1' К + 2 ’ К2 + 4K + 3 ’ K3 + 6K2 +1 OK +1 ’

(2)

Also for the Transfer Function the solutions are represented by polynomials 
fraction in the form of:

7K3 +PK2 + aK + l 
whose coefficients are reported in Table 1:

(3)

n a P Y
1 1 1
2 1 3 1
3 1 6 5 1
4 1 10 15 7 1
5 1 15 35 28 9 1
6 1 21 70 84 45 11 1
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These numbers are not casual but came from Tartaglia’s Triangle, in particular 
from even columns of the triangle:

:\

0 < i  < n

(4)

Р(п) = £ с г К ‘
i=0

Then the tension in every node of the ladder network is calculated with the 
following formula:

P ( n - i )
0 P(n) 0

2.1. Resistive Networks and Fibonacci Numbers

An interesting mathematical relationship is demonstrated between the 
transfer characteristics of ladder networks and the Fibonacci series of numbers. 
This relationship, apart from possible academic interest, has been found to 
simplify network analysis by enabling the network transfer functions to be stated 
in the form of a simple arithmetic series. Examination of the transfer function of 
the network can be carried out by assuming a network constructed of one-ohm 
resistors (i.e., Zo=Zv =1, K=l) and by varying the number, n, of L-sections.

Table 2: Fibonacci numbers in ladder network.

n v , v 2 v 3 v 4 v 3 v D

1 1/2
2 2/5 1/5
3 5/13 2/13 1/13
4 13/34 5/34 2/34 1/34

5 34/89 13/89 5/89 2/89 1/89

N F2N-1/F2N+1 F2N-3/F2N+I IW fiN fl F2N-7/F2N*! F2N-9/F2N+1 Fi/Fjn*!

2.2. Resonant Networks

Utilizing the results showed in the first paragraph, we can write node tensions 
with equation (5):
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(6 )

To find the resonance frequencies of the circuit, we can analyze, for a n-L 
network, the polynomial p(n). These frequencies can be expressed in the closed 
form:

It is possible to graph the complex unitary 
circle and to show how it is mapped from the 
resonance frequencies. For every N there will 
be a different polygon circumscribed ( for 
example: n=l triangle, for n=3 eptagon ) with 
odd late number. In the case of N=2 they form 
a pentagon with solutions proportional to gold 
number:

The periodicity of frequencies is determined by superimposition of polygons 
and is represented in the following table, where [co„] represent classes of со, 
which cardinality is equal to N.

networks (Fig. 3) and LC networks (Fig. 4).

0 < i < n - 1 (7)

f (0) = f 0 /<t> 

f O)=f0-<t>
(9) -I

Figure 2: Unitary circle and pentagon ( n -2  ).

Nearby to Table 3 there are the distribution of frequencies (normalized ) for CL
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Table 3: resonant frequencies periodicity with N.

[оси] N = 1 N=4 N=7 N = 1+ 3h

[Ы2] z II Ю N=7 Z и —b
 

N) N =2+ 5h

[Шз] N=3 N = 10 N = 17 N =3+ 7h

[0)4] N=4 N=13 N = 2 2 N =4+ 9h

[U)5] N =5 N=16 N =27 N = 5+ 11h

[We] N =6 N=19 N =32 N = 6+ 13h

[U)o] N=n .... N =n +(2n+1 )h

Figure 3: f® for Low-pass Network. Figure 4 :1® for High-pass Network

2.3. Element Variation in Resonant Networks

___ ^  • *■
s. \

1 r "w

1 V ©  IF  = :

1 H 1 H

1 F

1 H

1 F

№  Celle 1
15

Figure 5: Chain of changing elements in mono-dimensional Network.
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Under Capacitance or Inductance change of only one network cell, 
whatever the position of it may be, the sum of all Af, detected in each node, is a 
constant and equal to 0.5. In the case of simultaneous changes AC-AL the sum is 
equal to 1.
Regarding the sign of variations, a positive change of one element shifts all 
frequencies to a smaller value, while a negative change makes all frequencies 
bigger.
The position of the varied element determinates the number of maximum 
variations between old and new frequencies.

3. Bi-dimensional Network

Definition of a bi-dimensional ladder network is a problem with multiple 
answers. The realization of different electrical outlines can be obtained by two 
steps: adding other impedances to branches and nodes of mono-dimensional 
network and growing the circuit with the repetition of the new elementary cell in 
two directions; in this way, the quotient between the cross-sectional impedances 
number (Na) and the longitudinal impedances number (Nb) is different from 1. 
The grid in figure 6, geometrically half of a square of side n cells divided along 
diagonal, represent a first example that follows precedent rules, in fact for 
symmetry a grid which elementary cell is a square, can be reduced to this one 
applying Miller Theorem.

figure 6: Development of two dimensional grid.

Figure 7:f® for 2-D LC Networks.
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Figure 8: f® for 2-D CL Networks.

The results of electrical simulation for bi-dimensional grid show interesting 
values analogous to one dimensional curves. As seen in figure we can evidence:

• Frequencies distribute on straight lines (LC) or hyperboles (CL);
• Many values tend on repeating;
• Two values are always present: fj/2 in LC arrangement and 2f0 in the 

dual one;
• The resonance has an inferior limit for LC configuration, while is a 

superior limit for the other one. The limit is f(/2V2 in CL arrangement 
and 2V2/f0 in the dual one.
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Appendix

FIBONACCI NUMBERS
The Fibonacci series of numbers’ may be defined, in general terms, in the form 
of an infinite sequence, thus: where Fi and F2 may be given any value and each 
successive term is the sum of the two previous terms. It follows that there are an 
infinite number of possible Fibonacci series.
Possibly the most interesting Fibonacci series, often called the basic Fibonacci 
numbers, is that, in which Fj = 1 and F2 = 2, thus:

1 ,1 ,2 ,3 ,5 ,8 ,1 3 ,2 1 ,3 4 ,5 5 ,8 9 , ;

this series has quite remarkable arithmetic properties. Development gives:

1/1, 2/3, 5/8, 13/21, 34/55, 89/144, etc.,

consisting of successive terms of series (2) expressed as a ratio. It is of interest 
that each successive term in the series rapidly approaches a maximum value; it
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can be shown that the value of the nth term is (^5 - l)/2: it is given as the value 
of “a” in the quadratic equation ал2 + a = 1.
A study of this number, 0.618, and of its Fibonacci derivation, has received 
considerable attention in the field of pure mathematics for some hundreds of 
years.
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In physical activity monitoring often only one parameter at a time is detected, since 
otherwise patient movement capabilities would be compromised. This is unsatisfactory 
since correlation among parameters is neccssary to reject parameters alteration due to 
everyday life, but also it is necessary to detect correlated parameter alteration due to 
medical causes. Let’s think about how everyday activities could modify heart rhythm and 
body temperature. We stress the importance of multi-sensor continuous data acquisition 
in biomedical studies also for the importance of correlated parameter changes coming 
from medical causes.
Our group has developed a new system for acquiring simultaneously a group of 
parameters which are strongly correlated: breathing rate, heart electrical activity, kinetic 
activity. Preliminary results on the prototypes are encouraging.
We should avoid to transform this measurement in a torture for the patient, so we need to 
pay attention to the non-invasivity and comfortable wearability o f the sensors. To reduce 
device's weight we are developing a remote logger that gets signal from smaller on-body 
board.

1. Introduction

We are developing an apparatus for medical monitoring, consisting in a 
wearable multi sensors attached to a small board which is connected via the 
GPRS net to a computer in the hospital. This system would allow 24 hours 
logging and warning dispatching, for home diagnostic and in intensive care unit.

But while monitoring devices are very effective in intensive care units, they 
are quite oppressive and difficult to apply to 24 hours home monitoring for 
diagnostic purposes. Heart rate monitoring requires sensors attached on the skin, 
but there are more oppressive sensors such some of those used for breath 
sensing and those for energetic expenses measuring. For hearth rate monitoring 
we use the standard method, for breathing sensing we use an already known 
methods involving a belt to sense the thorax dilatation, but we apply a new kind
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of belt dilatation sensor on the belt. For physical activity monitoring we use an 
accelerometer.

Signals from these sensors are amplified filtered and elaborated and feed to 
the ADC of a micro-controller. Since our complete system architecture is widely 
discussed in [1], and since hearth rate monitoring is a standard application, here 
we present the breathing sensor and the physical activity sensor.

2. Breathing monitoring

Breathing monitoring is an important parameter to study patient’s health. 
Between the methods suggested by literature [2-6], we select the breast elastic 
belt method: sensing the belt stress it is possible to sense the breathing.

2.1. Sensor

Aside from several stress sensor we found interesting conductive rubbers 
sensors since it is quite cheap and could be easy tailored. Conductive rubbers 
have been applied as flexible conductors and as pressure sensors, but we did not 
found application as dilatation sensors. Conductivity of these rubbers are 
sensitive to stress, but among the large kind of conductive rubbers available, not 
all are suited for this application.

We describe more detail about our dilatation sensor for breathing 
monitoring application in [2] from the same authors, so here we summarize the 
results.

We took a sample of conductive rubber 120mm long, 20mm large and
0.3mm thick that was fit in the breast belt. Since the sample was not capable to 
stand all the belt stress, a non conductive rubber was added in parallel to our 
conductive rubber. It is not feasible a full belt made only with this kind of 
conductive rubber since it is not strong enough.

Two couples of small iron plates where tightened to each end o f the rubbers 
sandwich to ensure the electrical connection.

2.2. Experimental results

The conductive rubber resistance is measured with the four wires method, two 
to inject a constant current, two to sense voltage. We did not used the Weston 
bridge method because of the sensor resistance drift due to the ageing.

Since breathing rate ranges from 0.1Hz to 3Hz and breast movement 
spectrum is impulsive with frequency in the range coming from 0.4Hz to 3Hz,
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our front end amplifier was connected to the sensor through a capacitor with a 
low frequency cut off at 0.4Hz, the upper cut off is set at 3Hz.

The amplified signal is sent to a peak detector (tuned for breathing rate 
frequencies) whose output pulses are sent to a peak shaper to have standard 
length pulses.

This output is already a good signal for breathing rate measurement, but 
since we preferred to measure a voltage than a frequency, we feed the pulses in 
a frequency/voltage converter.

To have a faster conversion we used a simple circuit whose key element are 
a exponential-pulse generator and a sample and hold. For each pulses coming 
from the previous circuit the exponential pulse generator is triggered, then the 
tail o f this pulses is sampled just before the generator is re-triggered. The 
synchronization between the S&H and the generator is controlled by a negative 
edge triggered pulse generator which sends delayed pulses to the exponential 
generator. Since the exponential pulse is sampled before the reset, the voltage 
held to the output o f the S&H is one to one function of the time length of the 
last breath act, that is, in our case, a map from [0Hz;ooHz] to [OV; 2.5V].

As benefit no average between consecutive pulses is done, while the 
drawbacks are the staircase waveform of the output and the impossibility of 
warning in case of breathing stop. Whether this warning would be needed, the 
output of the pulse shaper (or output of exponential generator) would be used.

Using exponential generator, the map between the frequency and the 
voltage is nonlinear. This is not so bad, since nonlinearity could be corrected on 
the remote computer display and the exponential allows to map any time length 
to a finite voltage. Furthermore, since the output voltage is fed to an ADC, and 
because of the nonlinearity, the best resolution would be given at the most 
common breathing rate, while the uncommon rates would have lower resolution.

Of course, noise and time delay would cut off the far ends of the interval 
[0Hz; ooHz] from the map, but the remaining interval is still wide: the system 
has been tested on the wide interval [0.05Hz; 6Hz].

For signal diagrams please look at [2], by the same authors.

2.3. Perspectives

The system has been successfully test on a wide rates interval, but ageing 
problems still remain.

Indeed the rubber resistivity raised tenfold after few hour of usage, when 
the rubber was fit in the belt with the dilatation method. While this could be
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compensated with an automatic gain control at the front end amplifier, better 
would be to measure compression effects on rubber conductivity.

A second problem is the sensibility to the arms movements, which could 
trigger false breathing pulses. This is intrinsic to the belt method, but the effect 
is not so frequent compared to the breathing rate.

In conclusion, our sensor has been successfully tested, the remaining 
problems are minor. We still are looking for other kind of conductive rubbers, 
cheaper or with better ageing.

3. Physical activity sensor monitoring

The physical activity is important per se, but also to understand the medical 
meaning of heart rate dynamics. For example consider how could be different 
the meaning of an high heart rate whether the subject is running or standing.

Physical activity is useful to understand objectively the lifestyle of a 
patient, and to evaluate his daily energetic expenses.

3.1. Sensor

We observed that r.m.s. values of acceleration (passed through a high pass 
filter) is fully correlated with walking speed. Experimental data collected in 
previous experiences with other accelerometer, shows that vertical acceleration 
on the shoulder of a running patient peaks from -lg  to 2g, while power spectrum 
spans up to 20Hz. Peaks comes from each impact of foots on ground.

This signal includes a contribute coming from the gravity that is gcosO 
where в  is the angle between the sense direction of the accelerometer and the 
gravity. The variable в  is not constant at all when the accelerometer is fixed on 
the clothes of a patient, and varies widely when a subject bows or stand up. 
Fortunately the power spectrum of 9 is concentrated at frequency below 1Hz 
(typical), much lower than the frequencies of the acceleration of a walking 
(running) patient. In conclusion it's necessary and also enough to use a high pass 
filter to cut off the gravity.

We chose the accelerometer ADXL103 (by Analog Devices) whose 
characteristics are ideal for our application. While the band is much larger than 
what we need (but this is not a problem), the noise density is low, lO^g/Hz7’, 
useful for good measurements. Its power dissipation is low, it takes 0.7mA at 
5 V, very useful since our system is battery powered. It is also quite cheap, 10$.

A particular explanation should be deserved to our interest in the sensitivity 
range: ±1.1 g. This is a bit lower than maximum measurement on a running 
patient, so this would cause accelerometer signal clipping and would create a
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progressive saturation of our circuit output signal. We do not foresee a 
complete saturation, since this would happen only patients runs in a very heavy 
way.

This is not a real limitation, since a running patients could be statistically 
marginal and signal partial saturation would be marginal, furthermore for 
athletic application would be necessary a new device with larger sensitivity 
range. On the other hand, the cut at ±1.7g is interesting since it cut off the high 
acceleration peaks coming from collisions of accelerometer with the 
environment where acceleration peaks could reach several tens of g. In absence 
of clipping, high g peaks would severely ruin the 24 hour averages of r.m.s. 
acceleration.

3.2. Electronic interface

The signal chain is quite simple, it requires a band pass filter to cut off low 
frequencies at 0.7Hz (related to gravity) and high frequencies at 20Hz to clean 
unforeseen unwanted signal outside the signal band, output signal is shown in 
figure 1, upper part.

The filtered signal pass to a cheap and effective r.m.s. converter, the 
AD737, whose precision is enough for our purposes. The r.m.s. converter output
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is filtered to cut off frequencies over 0.1Hz to kill off the residual ripple 
observed on running patients, this signal is shown in figure 1, lower part.

The signal is clean and spanned voltage range is matched to input span of 
the ADC of our wearable unit.

3.3. Tests and perspectives

This kinetic sensor has been tested on several subjects, for each patient it was 
clearly possible to recognized whether the subject was standing, walking or 
running.

The observed signal is correlated to the physical activity but also to the 
weight of the subject, and (we suppose) also the way subject walks. For simple 
qualitative analysis this is not a problem, if a quantitative analysis were required 
then a subject by subject calibration would be used, or more simply a statistical 
parametrization of calibration on some biological parameter (weight, height, 
sex, age).

With this calibration, we hope that this physical activity measurement 
would allow a also good quantitative estimator of the energetic expenses to what 
concern walking and running, and we hope that (using also other biological 
parameters to evaluate basic metabolism) could be possible to estimate the daily 
energetic expenses.

This would be very interesting since available method that measure the 
C02 (with mouth and nose tubing, see [6]) and the heat production (in a 
calorimetric box) are not suited for 24 hour measurements.
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In this paper we describe the structure of a multiprocessor control system for a gas 
sensing array. After a brief illustration of the sensor structure, a system overview will be 
given. Then, preliminary experimental results will be described.

1. Introduction

Nowadays microsystems based on gas sensing arrays with suitable electronic 
interfaces are being increasingly adopted for monitoring the presence of 
pollutant gases in the air (e.g. СО, Q H 6, N 02). The system described in this 
paper controls and acquires data from a gas sensor which exploits an array of 
four metal-oxide thin films deposited on thin dielectric membranes. The system 
is based on a microcontroller local network. An advantage of this architecture is 
the modularity of the system. A multisensor system is preferred because a single 
sensor does not react selectively to a singular target gas inside a mixture, but also 
to other interfering gases, therefore sensor redundancy helps in improving the 
performance of the gas detector.

2. Sensor structure

In each sensor the heater, the sensing layer and the contacts are deposited on a 
membrane of silicon nitride (S13N4). The structure of the sensor is shown in 
Fig. 1.

The sensing layer changes its electric conductivity, and so its resistance, 
when it reacts with gas molecules. The heater function is to maintain the sensing
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layer at the operating temperature (Top) where the sensor features its maximum 
sensitivity and selectivity, typically in the temperature range between 100°C and 
450°C.

Substrate (Silicon)

Figure 1. Sensor structure.

3. System architecture

The system architecture (Fig. 2) has been conceived by exploiting a modular 
approach: a central controller is connected via I2C (Inter-IC bus) interface to 
four “monosensor” subsystems [1,2].

Figure 2. Block diagram of the system.

The management of the system follows the IEEE 1451 directives that are 
specially designed for the control of a transducer network. The controller 
manages the subsystem network and acts as an interface between the sensors
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array and a host user PC which emulates the Network Capable Application 
Processor (NCAP) of the 1451.1 standard [3].

The controller is a microcontroller (цС) Microchip PIC16F876A which 
implements a Smart Transducer Interface Module (STIM) as defined in the 
IEEE 1451.2 [4] directive. It includes a Transducer Electronic Data Sheet 
(TEDS), i.e. an electronic datasheet permanently stored in the PIC Flash memory 
that contains information and parameters of the system. However, differently 
from the IEEE 1451.2, the interface between the STIM module and the NCAP 
(the so-called Transducer Independent Interface Til), in this project is replaced 
by a RS-232 serial interface. In particular, the TII hardware signals (e.g. NINT) 
have been replaced by simple messages running on the RS-232 interface.

The NCAP module emulator is realized through a LabView Virtual 
Instruments (VI) on a personal computer. It presently allows the user to control 
and monitor the sensors system through a local PC. In the future we plan to 
connect the system to the Internet with Ethernet protocol.

3.1. M onosensor subsystem

Each monosensor subsystem (shown in Fig. 3) is composed by a sensor and a 
satellite.

A satellite can be further divided into the following blocks:
• а цС featuring I2C interface; In this project a Microchip PIC16F873 jiC is 

used to manage all the operations.
• a Temperature Control Circuit;
• a DAC block which provides a reference voltage (Vre/) for the control of the 

temperature Top\
•  a Conditioning Circuit for translating the resistance of the Sensing Layer 

into a voltage suitable for the A/D conversion of the jiC.

The I2C interface, managed by the цС, allows the satellite to communicate 
with the controller. The controller sends the commands and the operating 
parameters to the satellites and they reply accordingly.

The Temperature Control Circuit is in charge of maintaining a uniform 
temperature Top of the sensing layer. The Heater is characterized by a calibration 
curve between the heater resistance (/?#) and Top. So the Top can be kept constant 
by comparing the value of Rh (or, equivalently, Vh) with a reference resistance 
Rref  (or, equivalently, a Vref) which corresponds to the chosen Top in the 
calibration curve.
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In the satellite the output of a PWM module of the }iC is filtered by a low 
pass filter in order to emulate a DAC, providing the Vref voltage to the 
Temperature Control Circuit.

The resistance of the Sensing Layer (Rs) is measured with a potentiometric 
method. Suitable analog components are adopted in the Conditioning Circuit for 
the pre-elaboration of the acquired signal before the A/D conversion and the 
subsequent calculation of the Rs value. A wide dynamic measurement range 
(5Ш , 15M£2) of Rs was obtained using two ranging resistors. The appropriate 
ranging resistor is chosen through an auto-range procedure managed by the цС.

Two kinds of temperature control are provided: “continuous” when the 
temperature Top of the sensing layer is kept constant, “pulsed” when heating 
periods of the Sensing Layer (at temperature Top) are interleaved with cooling 
periods at ambient temperature ( 7 ^ ) .  The choice of the temperature control 
depends on the particular sensor material and on the particular type of gas to be 
detected.

The Rs value, after appropriate elaborations, provides the concentration of a 
particular kind of gas we want to detect.

The electrical behavior of the system is influenced by device tolerances and 
drift of parameters with respect to nominal values. In order to compensate for the 
effects of these variations, an automatic self-calibration procedure has been 
implemented, managed by the |J.C firmware.

4. Results

The system has been debugged and tested in suitable environmental chambers.
For example with a continuous operating temperature of 250°C, a 300 seem 

(standard cubic centimeters per minute) flow and a gas sequence of 5 ppm of 
Benzene, 30 ppm of CO and 0.5 ppm of N 0 2, when the duration of the injections



673

is 10 minutes, with 20 minutes of synthetic air between two subsequent 
injections, we obtained the resistance values shown in Fig. 4. The peak 
corresponds to the N 0 2 injection.

Figure 4. Sensor resistance in continuous temperature mode.

5. Conclusions

This paper describes a multiprocessor control system based on a microcontroller 
local network that detects ambient pollutant species through metal-oxide 
chemical gas sensors.

Thanks to its modularity, the system can be expanded including additional 
monosensor subsystems while keeping the same architecture.

The system, realized following the IEEE 1451 directives, is presently 
composed by a controller and four satellites. Each satellite acquires resistance 
values from a single gas sensor.

After debugging, the system has been tested in environmental chambers 
under a known gas sequence. Promising results were obtained.
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