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ABSTRACT: Absorption and magnetic circular dichroism
(MCD) spectroscopies are powerful and simple methods to
discriminate among various compounds. Polycyclic aromatic
hydrocarbons provide particularly strong signal, which, for
example, facilitates their detection in the environment.
However, interpretation of the spectra is often based on
quantum-chemical simulations, providing a limited precision
only. In the present work, we use time-dependent density
functional theory and complete active space second-order
perturbation theories to understand spectral features observed
in a series of naphthalene, anthracene, phenanthrene, and three larger compounds. The electronic computations provided
reasonable agreement with the experiment for the smaller molecules, while a large error persisted for the bigger ones. However,
many discrepancies could be explained by vibrational splitting of the electronic transitions across the entire spectral range.
Compared to plain absorption, MCD spectral bands and their vibrational splitting were more specific for each aromatic molecule.
The computational tools allowing simulations of detailed vibrational features in the electronic spectra thus promise to open a
qualitatively new chapter in the spectroscopy of aromatic compounds.

■ INTRODUCTION

Polycyclic aromatic hydrocarbons (PAHs) are omnipresent in
chemistry and industry. As such, they are also principal
environmental pollutants, and serious concerns have been
expressed regarding their effect on human health.1,2 This brings
about the need to detect and identify them quickly and
efficiently. A wide range of methods is traditionally used for this
purpose including nuclear magnetic resonance, mass spectros-
copy, and high-performance liquid and gas chromatography.3−5

Because some of these methods are destructive, require
extraction using toxic organic solvents, or require long
operating times, faster and more environmentally friendly
optical spectroscopic techniques are explored. For example,
fluorescence and multiphoton microscopy have been proposed
to determine PAH content in plants.3,6 Absorption and
fluorescence spectroscopies also established as simpler methods
for PAHs’ characterization as these molecules exhibit rich
spectral features within the wavelength range accessible to the
spectrometers.7

By definition, the amount of structural information obtained
from the low-resolution spectral techniques is limited.
However, it can be increased if complemented by magnetic
circular dichroism (MCD) spectroscopy. MCD measures
differences in absorption of left- and right-circularly polarized
light in a static magnetic field. The differential spectra are in
principle more variable and more sensitive to the chemical
structure than total absorption.8−10 PAHs are ideal systems to
be studied by this technique as they provide strong and variable

MCD signal, depending on molecular structure including
chemical substitution or replacement of an aromatic carbon by
heteroatom.8,11−13 This is also the case for other frequent
carbon “nanomaterials”, fullerenes, where we and others
applied this technique to discriminate otherwise chemically
very similar species.14−16

Modern molecular applications of MCD started in 1960s
when appropriate instrumentation was broadly available.9 At
about the same time, Stephens’ quantum-mechanical MCD
theory provided expressions readily usable in spectral
simulations, which in turn could be used as a solid basis for
interpretation of the spectra.10,17,18 Yet many problems needed
to be overcome, such as the need to work with imaginary wave
function and the dependence of calculated MCD intensities on
coordinate origin. Suitable computer programs available to a
broader public appeared thus only in the past decade. Typically,
they are based on the response theory;19−22 other implementa-
tions include the complex polarization propagator23 and real-
time propagation of the wave function.24

In the present study we use the sum over state (SOS)
method25,26 and time-dependent density functional theory
(TDDFT) wave functions for generation of MCD intensities.
This approach makes it possible to include a big number of
excited electronic states and calculate large molecules in a
reasonable time. Alternatively, computationally more costly but
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parameter-free complete active space second-order perturba-
tion theory (CASPT2)27 and explicit inclusion of the magnetic
operator to the Hamiltonian28 are used to generate excited
electronic states and absorption and MCD intensities. These
methods have recently been capable of providing theoretical
predictions even for larger PAHs studied herein due to the
dramatic efficiency improvements achieved by the density
matrix renormalization group (DMRG)29 theory. In our case,
they also provide precious feedback on both the accuracy of
TDDFT and reliability of MCD simulations, at least for the π-
transitions that could be fully included in the CASPT2
Hamiltonian.
In spite of the advances of computational chemistry, a band-

to-band comparison of calculated and experimental spectra is
still problematic, especially for larger PAHs. As shown below,
however, many discrepancies can be explained by electronic−
vibrational interactions. In fact, vibrational splitting of the
electronic bands is a typical feature encountered in spectra of
PAHs and aromatic molecules in general.9,30−33 This
phenomenon was relatively difficult to interpret in the past.32

Fortunately, modern computational tools including efficient
algorithms for computation of the Franck−Condon factors
allow to simulate vibrational features at the same level as the
electronic ones.34−39

Owing to these theoretical advances, the vibrational
“distortion” of the spectra becomes a welcome spectroscopic
mark often allowing better distinguishing of various molecular
species. The vibrational patterns can also be used to confirm
assignment of experimental and calculated transitions, which
can be particularly difficult for larger molecules. For example, a
systematic TDDFT error dependent on polarization of the
transitions was observed for long polycenes.40 In the present
study, a series of six compounds of variable size is included that
allows for a detailed computational analysis and assessment of
the advantages but also the limits of the spectroscopic and
computational approaches.

■ METHODS

The samples were obtained from the Institute of Chemical
Process Fundamentals (Prague). Experimental MCD and
absorption spectra of the compounds (Figure 1) were
measured in n-hexane solutions on a JASCO J-815 (Japan)
spectrometer equipped with permanent magnet (1.5 T). Five
PAHs were available as a racemic mixture, only PAH 6
([6]helicene) was in a pure P-enantiomeric form. The nonpolar
solvent was chosen to minimize the effect of environment on
the spectra. Used path lengths and concentrations are
summarized in Table S1 in the Supporting Information.
Scanning speed was set to 20 nm/min, temperature 20 °C,
accumulation time 8 s per point; averages of three scans are
plotted.
Geometries of all compounds were optimized by energy

minimization at the B3LYP/6311++G** approximation level,
using the Gaussian program.41 For some simulations the
polarizable continuum model (PCM)42 with n-hexane param-
eters was used to account for the environment. Note
nevertheless that solvent effects in PAHs’ electronic spectra
are rather minor;43 our vacuum and PCM results were also
quite similar. The TDDFT computations of electronic
transition energies and intensities were performed in Gaussian
using three DFT functionals (B3LYP, ωB97XD, and LC-
BLYP) and the 6-311++G** basis set. With other functionals
(CAM-B3LYP and ωB97X), standard and simplified Tamm−
Dancoff approximations44 were also tested, using the sTD
program (https://www.chemie.uni-bonn.de/pctc/mulliken-
center/software/stda/stda). B3LYP and other hybrid func-
tionals were applied because of their previous good perform-
ance for similar problems;45 on LC-BLYP we wanted to
document the effect of the GGA approximation,46 and the sTD
approach was explored as a way to allow treating of larger
molecules.44

MCD spectra were generated from TDDFT excited states
(not only the orbitals). The Faraday B-term for each n → j
electronic transition was calculated as26

μ ε= α αβγ βγB TIm nj nj, , (1)

Figure 1. Studied compounds.
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μnj,α = ⟨n|μα|j⟩ is the α-coordinate of the transition dipole
moment element, similarly for the magnetic dipole moment m
and the gradient ∇; εαβγ is the antisymmetric tensor, Ekn = Ek −
En is difference of electronic energies; and Ne is the number of
electrons. Einstein summation convention is followed; i.e.,
Cartesian coordinate index occurring twice in a product is
summed over all possible values, and atomic units are used. In
eq 2 we used the origin-independent “LORG” (localized
orbital/local origin)26 expression of the “MCD tensor”35 Tnj.
Note that enantiomers provide the same MCD: the coordinate
inversion changes only signs of the electric dipole moments or
gradients, which always multiply to unity in the expression for
B. Degenerate electronic levels, conventionally giving rise to

Faraday A-terms, were included as a limit of close-lying states,47

i.e., by replacing expressions
E
1

ab
by

+ Γ
E

E
ab

ab
2 2 , where Γ = 0.01 au.

The GUVCDE program25,26 interfaced to Gaussian and sTD
was used for the MCD simulations.
Alternatively to TDDFT, single- and multistate complete

active space second-order perturbation theories (SS-CASPT227

and MS-CASPT2,48 respectively) were used to obtain the
ground and excited electronic states. MCD intensities were
calculated using the method of Ganyushin and Neese.28 The
ANO-L-VTZP basis set was employed;49 complete active space
self-consistent field (CASSCF)50 reference wave functions were
calculated in localized ground-state CASSCF orbitals. Active
spaces (CAS)/number of electronic states included were
(10,10)/15 (naphthalene), (14,14)/17 (anthracene), (14,14)/
22 (phenanthrene), (18,18)/25 (PAH4), (22,22)/24 (PAH5),
and CAS(26,26)/25 (PAH6). CASs comprised all π-electrons
and orbitals. The density matrix renormalization group
(DMRG) algorithm29,51 was used as a solver for the
configuration interaction (CI) part of CASSCF, and cumulant
approximation to the four-electron reduced density matrices
was used.52 The number of DMRG renormalized basis
functions was set to 512 in all cases. Ionization potential and
electron affinity53 and imaginary54 level shifts of 0.25 and i0.2,
respectively, were applied to avoid the intruder-state problem in
CASPT2. These calculations were performed using program

Table 1. Experimental and Calculated Band Positions in Naphthalenea

B3LYP vacuum B3LYP CPCM ωB97XD CPCM LC-BLYP CPCM CASPT2 vacuum

E f E f E f E f E f lit. this work

1 B3u 4.35 0.06 4.32 0.08 4.64 0.11 4.87 0.12 4.39 0.11 4.068 (4.34)
(3.95)

2 B2u 4.44 0.00 4.44 0.00 4.61 0.00 4.72 0.00 4.20 0.00 4.4568 (3.94)
(4.23)

3 Au 5.25 0.00 5.30 0.00 5.99 0.00 6.22 0.00 5.668

(5.13)
4 B1g 5.50 0.00 5.67 0.00 6.39 0.00 6.65 0.00 6.02 0.00 5.2269

(5.25)
5 B2g 5.57 0.00 5.63 0.00 6.44 0.00 6.70 0.00

(5.43)
6 B3g 5.60 0.00 5.49 0.00 6.08 0.00 6.28 0.00

(5.53)
7 B2u 5.85 1.25 5.63 1.46 5.83 1.54 6.01 1.60 5.87 1.46 6.068

(6.37)
8 B3u 6.00 0.01 6.00 0.26 6.26 0.00 6.45 0.46 5.96 0.29 5.8968 (5.62)
9 B1u 6.06 0.19 6.05 0.02 6.76 0.04 7.00 0.04

(5.51)
10 Ag 6.11 0.00 6.11 0.00 6.43 0.00 6.71 0.00 6.01 0.00 5.5269

(6.19)
11 B1u 6.17 0.02 6.24 0.02 7.05 0.02 7.35 0.02
12 Au 6.17 0.00 6.24 0.00 7.02 0.00 7.31 0.00
13 B1g 6.18 0.00 6.14 0.00 6.55 0.00 7.24 0.00 6.63 0.00 5.868

14 B3g 6.30 0.00 6.36 0.00 6.99 0.00 7.46 0.00
15 B2g 6.38 0.00 6.46 0.00 7.21 0.00 7.65 0.00
16 B3g 6.66 0.00 6.64 0.00 7.19 0.00 7.48 0.00
17 Au 6.70 0.00 6.68 0.00 7.24 0.00 7.47 0.00
18 B3g 6.79 0.00 6.87 0.00 7.70 0.00 8.06 0.00
19 Ag 6.80 0.00 6.80 0.00 7.56 0.00 7.95 0.00 6.61 0.00 6.0569

20 B2g 6.84 0.00 6.84 0.00 7.31 0.00 7.66 0.00
Δ 0.37 0.42 0.75 1.02 0.44 0

aEnergies E are in eV, oscillator strengths f are dimensionless. The numbers in parentheses relate to transitions between vibrational ground states in
the electronic ground and excited states (0 → 0′); Δ is average absolute deviation from the experimental energies.
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ORZ and Block DMRG routines (https://github.com/sanshar/
Block). The MS-CASPT2 method was used for the three
smaller molecules (naphthalene−phenanthrene), while only the
computationally cheaper SS-CASPT2 procedure could be used
for the larger PAHs.
Vibrational substructure of selected electronic transitions was

calculated within TDDFT and harmonic approximation.55,56

The transition electric dipole moment38 and MCD tensor35

were expanded to the first order with respect to nuclear
coordinates

∑= + ∂
∂

Δ
λ α α

λ α
λX R X

X
R

R( ) (0)
, (3)

where ΔRα
λ is deviation of α-coordinate of atom λ from its

equilibrium position. The Cartesian tensor derivatives ∂
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λ
X

R
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obtained numerically by a two-step differentiation (0.01 Å in
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at , where S is the

Cartesian-normal mode transformation matrix. The default
Gaussian differentiation step (0.001 Å) produced nearly the
same results. B-terms corresponding to transitions among
vibrational levels of the electronic ground and excited states
were calculated as

ν ν ν μ ν ε ν ν→ = ⟨ | | ⟩ ⟨ | | ⟩α αβγ βγB T( ) Imn j n nj j n nj j, , (4)

Only transitions from the vibrational ground state (vn = 0)
were considered. As pointed out earlier,57 this approach
provides a reasonable basis for reproducing the MCD
vibrational structure including both the Franck−Condon and
Herzberg−Teller contributions.35

■ RESULTS AND DISCUSSION
TDDFT and CASPT2 Performance. Transition energies

and oscillator strengths calculated by the B3LYP (vacuum),
B3LYP/CPCM, ωB97XD,/CPCM, LC-BLYP/CPCM, and
CASPT2 (vacuum) methods are compared to experimental
data in Tables 1 and 2. For naphthalene (Table 1) all 20 lowest-
energy transitions are included. For the larger systems (Table
2) experimentally assignable or lowest-energy ones are listed
only; other TDDFT transitions are listed in Table S2 in the
Supporting Information. In general, the accuracy of TDDFT
and CASPT2 energies is similar as in the previous
studies.40,58−61 For naphthalene, the CASPT2 gives a small
average absolute deviation of energies (Δ = 0.44 eV), and the
B3LYP functional provides very close results (Δ = 0.37 eV). As
expected, the solvent represented by PCM brings about only
very minor changes of the vacuum results. The more modern
ωB97XD functional62 with Δ = 0.75 eV gives spectral
parameters rather inferior to those obtained by the older

Table 2. Experimental and Calculated Band Positions in Larger PAHsa

B3LYP vacuum B3LYP CPCM ωB97XD CPCM LC-BLYP CPCM CASPT2

E f E f E f E f E f lit. this work

Anthracene
1 B1u 3.21 (2.90) 0.06 3.18 0.08 3.53 0.12 3.79 0.15 3.26 0.11 3.3870 (3.31)
2 B2u 3.84 0.00 3.84 0.00 4.04 0.00 4.13 0.00 3.73 0.00 3.5770

9 B2u 5.14 1.99 4.89 2.26 5.14 2.38 5.33 2.47 5.23 2.08 4.8670 4.92
13 B1u 5.73 0.08 5.71 0.13 6.06 0.22 6.25 0.30 5.73 0.20 5.82

Phenanthrene
1 A1 3.94 (3.70) 0.00 3.94 0.00 4.25 0.00 4.45 0.00 3.96 0.00 3.6370 (3.59)
2 B2 4.19 (3.87) 0.06 4.17 0.11 4.51 0.14 4.71 0.11 4.43 0.09 4.2370 (4.24)
3 A1 4.68 0.10 4.64 0.15 5.20 0.28 5.65 0.36 4.75 0.30 4.9370 4.82
4 B2 4.88 0.62 4.76 0.89 5.14 1.20 5.36 1.29 5.21 1.26 5.3059 4.94

PAH4
1 B 3.61 (3.37) 0.00 3.61 0.00 3.94 0.00 4.16 0.00 3.73 0.00 3.3870

2 A 3.70 (3.49) 0.02 3.69 0.03 4.09 0.03 4.32 0.02 3.95 0.03 3.8470

3 B 4.35 (4.02) 0.82 4.23 1.07 4.61 1.31 4.90 1.44 4.59 1.09 4.4870 4.42
4 A 4.40 0.10 4.37 0.16 4.84 0.05 5.03 0.01 4.63 0.00 4.58
7 B 4.85 0.09 4.83 0.07 5.66 0.02 6.06 0.07 4.80 0.28 4.75

PAH5
1 A 3.35 (3.11) 0.00 3.35 0.00 3.71 0.00 3.94 0.00 3.65 0.00 3.20
2 B 3.57 (3.31) 0.01 3.56 0.01 3.97 0.02 4.17 0.02 4.36 0.01 3.78
3 B 3.83 (3.67) 0.34 3.76 0.50 4.22 0.78 4.53 0.87 4.42 0.73 4.12
8 B 4.49 0.36 4.45 0.42 5.13 0.52 5.58 0.68 4.73 0.14 4.75
11 B 4.93 0.08 5.47 0.20 5.38

PAH6
1 B 3.21 (2.99) 0.00 3.21 0.01 3.58 0.00 3.81 0.00 3.62 0.00
2 A 3.36 (3.06) 0.00 3.35 0.00 3.80 0.00 4.03 0.00 3.90 0.01
3 B 3.63 (3.48) 0.34 3.57 0.45 4.01 0.58 4.32 0.64 4.14 0.58 3.59
4 A 3.74 0.05 3.73 0.09 4.23 0.02 4.48 0.01 4.22 0.01 3.99
18 B 5.00 0.20 4.88 0.18 4.90
25 A 5.27 0.13 6.03 0.19 5.40
Δ 0.21 0.21 0.34 0.58 0.23

aSelected transitions only (cf. Table S1 for complete list); the same layout as in Table 2 is used. Transition numbering corresponds to the B3LYP
TD DFT computation.
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B3LYP. The simpler GGA LC-BLYP method gives the largest
error of 1.02 eV.
For the larger molecules (Table 2) statistical performances of

B3LYP and CASPT2 are comparable (Δ of 0.21 versus 0.23
eV). The smaller values of the errors may be caused by a
smaller number of experimental states available for comparison.
The relative improvement of the B3LYP results may be partially
caused by the fact that only π−π* transitions could be included
within CASPT2, which is not sufficient for higher-energy
transitions. On the other hand, this CASPT2 limitation does
not seem to be critical within the spectral interval of interest
(∼200−400 nm), where it provides a reasonable overall
agreement with the best TDDFT computations. One should

also be aware that experimental results may vary across different
studies; for example seven (!) different energy values for the
first naphthalene transition were compiled in ref 63. This is
caused by different measurement conditions (vacuum versus
solvent, etc.) and varying experimental accuracy, and some
assignment uncertainties are related to the vibrational
substructure of the bands discussed below.

MCD and Absorption Spectral Intensities. The
experimental and calculated spectra are plotted in Figures 2
(naphthalene, five computational levels) and 3 (other
molecules, sTD, B3LYP, and CASPT2). The experiment is
consistent with previous works, such as MCD studies on
naphthalene,64 anthracene,11 phenanthrene,11 and absorption

Figure 2. Naphthalene, experimental (A and B) absorption (ε) and MCD (Δε) spectra, and theoretical curves obtained by five different methods (C
and D), i. e., Tamm−Dancoff approximations44 (sTD, with ωB97X), CASPT2, ωB97XD, LC-BLYP, and B3LYP functionals.

Figure 3. (a) Experimental (left) and calculated (right) absorption spectra of anthracene-PAH6. (b) Experimental (left) and calculated (right) MCD
spectra of anthracene-PAH6.
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spectra of PAHs 4−6.59 For PAH6, where a pure enantiomer
was available, the electronic (natural) circular dichroism
spectrum was measured and is plotted in Figure S1. It is not
analyzed further as this can be found in ref 59.
The experimental naphthalene absorption spectrum in the

region accessible to the spectrometer is relatively simple, with a
strong band at 220 nm and a weaker signal within 250−300 nm
(Figure 2). This is more or less reproduced by all the
computational methods. The MCD spectrum is dominated by a
+/− (if seen from left to right) couplet around 200 nm,
reproduced by all methods except sTD, although the theoretical
intensities vary significantly. Within 250−300 nm the MCD
signal is very structured and mostly negative. CASPT2 thus
provides perhaps the best agreement, including a weak positive
signal above 300 nm.
Computed absorption spectra of other molecules reproduce

the principal experimental features, too, although resemblance
to the experiment deteriorates with molecular size (Figure 3a).
For example, the most intense band, experimentally at ∼250
nm for anthracene and phenanthrene, shifts right to longer
wavelength, and its intensity significantly diminishes for
PAH5−6. This is reproduced by the theory, although the
B3LYP method overestimates the shift, predicting transition
number 3 at 350 nm for PAH6, while the experimental
maximum occurs at ∼320 nm. Also, as pointed out previously,
TDDFT provides rather uneven precision in energies for
various types of transitions, such as those polarized along the
shorter and longer molecular axis (referred to as “La” and “Lb”,
respectively).65 This complicates the assignment particularly in
the short-wavelength region where the density of the states is
large. The CASPT2 method gives a smaller shift of the main
band, closer to experiment, but underestimates its wavelength.
It also predicts rather unrealistic PAH4−6 spectral shapes
below 250 nm.
Similarly as for the absorption, the simulations reasonably

well reproduce experimental MCD spectra (Figure 3b) of
anthracene and phenanthrene, while for PAH4−6 a band-to-
band assignment of calculated and measured curves is
impossible. PAH4 and 5 are perhaps the worst examples,
whereas at least some correspondence between theory and
experiment (e.g., for bands 3 and 12) exists for PAH6. We
explain the modest agreement by a higher sensitivity of MCD
to computational error; for example, close-lying bands of
opposite MCD signs dramatically change the resultant
spectrum even for a small change in their position. Another
source of the discrepancies may be the vibrational splitting
discussed below.
Vibrational Structure of Lowest-Energy Electronic

Transitions. The vibrational splitting of electronic bands is
documented on naphthalene, anthracene, and phenanthrene,
where the lowest-energy transitions are not overlapped and can
be calculated with affordable computational cost. Note that
computation of vibrationally resolved MCD intensities requires
computationally demanding numerical differentiation of the
transition (MCD) tensor.35 Vibrationally resolved absorption
alone can be calculated much faster owing to the analytical
implementation66 available in Gaussian lately.67

The simulation methodology for the vibrational structure is
feasible for cases when the geometries of the electronic ground
and excited states are similar.38 This is true for the π−π*
excitations in PAHs; the extent of the geometric changes is
documented for the S1 and S2 states of naphthalene in Table 3.
Indeed, the C−H bond lengths remain virtually the same. The

C−C bond lengths become both shorter and longer, but the
relative changes do not exceed 4%. Behavior of the other
molecules is similar (Table S3) and corresponds to changes
previously seen in excited states of benzene45 or PAH6 ([6]
helicene).39

In naphthalene, for example, we can identify vibrational
structure of the first and second lowest-energy electronic bands
(Figure 4). Although the energy ordering of these two

transitions (B3u and B2u, Table 2) is predicted by different
methods differently, it can be well-established on the basis of
characteristic vibrational patterns. The B3u band is covering a
wide range of about 240−290 nm. Vibrational sub-bands of the
weaker B2u transition are observed on its shoulder, within a
narrower interval of ∼290−310 nm. The vibrational absorption
structure is reasonably well predicted by the simulation
allowing to assign the strongest vibrational bands (Figure 4,
right). Not surprisingly, they comprise ring vibrations (e.g.,
modes 10 and 9′ involving bond length changes), both
symmetric (Ag) and asymmetric (e.g., B1g), relevant to the
geometry variations (Table 3, selected vibrational transitions
are also listed in Table S4). Correspondence of the simulated
MCD patterns to the experiment is less obvious, and the
positive signal of the 0−0′ transition (number 1 in the figure) is
not predicted at all. Other signs and overall patterns do agree,
and most of the MCD bands can also be related to the
absorption ones.
Similarly spectacular is the vibrational pattern of the S0 → S1

(B1u) transition in anthracene plotted in Figure 5. The

Table 3. Naphthalene Bond Lengthsa in Three Lowest-
Energy Singlet States

state d1,2 d2,3 d1,8a d4a,8a CH1 CH2

S0, ground 1.375 1.415 1.420 1.432 1.085 1.084
S1 1.428 1.376 1.414 1.438 1.085 1.083
S2 1.400 1.426 1.413 1.486 1.085 1.083

aAtom numbering as in Table S3.

Figure 4. Vibrational structure in absorption and MCD spectra of
naphthalene, experiment and computation. For easier comparison
calculated spectra are shifted left by 29 nm (B3u, blue) and 22 nm (B2u,
red). In the table on the right-hand side, dominant transitions are
listed; for example, 32′2 means two excitations in the 32nd vibrational
mode of the second (primed) electronic excited state. Normal-mode
displacements are displayed for vibrational modes 10 and 9′.
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electronic transition occurs for higher wavelength, and the
visible vibrational splitting is wider than for naphthalene,
approximately within 300−380 nm. The calculation fairly well
reproduces the absorption, allowing assigning of all of the eight
most intense vibrational sub-bands. Also the negative character
of the MCD signal is well-reproduced. However, as pointed out
in ref 11, around 350 nm another transition (S0 → S2, B2u)
interferes in MCD. Its bisigned MCD signal is even more
intense than for S0 → S1, although it is not visible in the

absorption. The simulation predicts this only qualitatively:
while the calculated dissymmetry factor (ratio of MCD to
absorption) is rather low for S0 → S1, ∼1.4 × 10−3, it is much
larger for S0 → S2, ∼1.5 × 10−2. Therefore, MCD of the second
transition is much more pronounced than the absorption.
Vibrational resonance between the two electronic states may
further boost the MCD signal,57 but this is currently not
implemented in the simulations.
For the S0 → S1 transition of phenanthrene (Figure 6a), we

see again a reasonable agreement between the simulation and
theory. Minor signals predicted between bands 1 and 2 and 3
and 4 are not resolved experimentally. A positive MCD
experimental signal between bands labeled as 3 and 4 is not
reproduced; otherwise, the simulation well captures the overall
negative character of the observed spectrum.
Vibrational structure of the second S0 → S2 absorption and

MCD phenanthrene band is analyzed in Figure 6b. This band
strongly overlaps with the S0 → S1 signal; nevertheless, about
four vibrational sub-bands can be recognized. They are more
resolved in the experimental absorption spectrum, whereas the
experimental MCD is quite noisy.

Vibrational Structure in Larger PAHs. Similar analysis of
vibrational features in MCD spectra of the largest PAHs was
prevented by a high density of mutually overlapping electronic
states. Theoretical simulations were somewhat hampered by
extensive computational time and numerical instabilities.
Nevertheless, the computations indicate the importance of
the vibrational splitting for reproduction of the experimental
patterns. For PAH4 and naphthalene we computed the
vibrational−electronic absorption spectra across a wider range
of wavelengths as shown in Figure 7. Ten and fifteen electronic
excited states were included for naphthalene and PAH4,
respectively, and their contributions are plotted individually.
Although some states may be missing due to the lack of
convergence, the spectra involving vibrational splitting do
reproduce the experiment much better than the electronic ones

Figure 5. Vibrationally resolved absorption and MCD spectra of
anthracene S0 → S1 electronic transition. The dominant vibrational
contributions are listed using the same notation as in Figure 4.
Different wavelength scales are used for the experiment (black) and
computation (blue). Around 358 nm (experimentally) the second
electronic excited state interferes in the MCD spectrum.11

Figure 6. (a) Phenanthrene absorption and MCD spectra of the S0 → S1 transition; experiment is plotted in black (a polynomial baseline was
subtracted from the absorption) and the computation in blue. Dominant vibrational contributions are listed using the same notation as in Figure 3.
Calculated wavelengths are shifted by 10 nm to the right. (b) Phenanthrene absorption and MCD spectra of the S0 → S2 transition; experiment is
plotted in black and the computation in blue. Dominant vibrational contributions are listed using the same notation as in Figure 6a; calculated
spectra are shifted by 29 nm to the left.
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alone (cf. Figures 2 and 3a). For higher-excited electronic states
(e.g., number 9 in naphthalene, see Figure S2 for its MCD, and
4 in PAH4), we can also observe a more “classical” absorption
profiles than for the lower-energy ones. That means that the
“0−0” transition between vibrational ground states is the most
intense one, and intensity of the others monotonically
decreases with higher energy (shorter wavelength).

■ CONCLUSIONS
We have explored several theoretical approaches to simulate
absorption and MCD spectra of model polycyclic aromatic
hydrocarbons, with a long-term objective to make spectroscopic
detection of these compounds more reliable. Hybrid density
functionals were in general found capable to reproduce the
main spectral features, but the accuracy varied, in particular for
absorption and MCD intensities. The CASPT2 results were
consistent with those obtained with the hybrid functionals.
Thus, although the wave function method is technically more
advanced, it did not bring a qualitatively better agreement with
experiment for the studied system. However, a large part of the
discrepancies between the experiment and theory could be
explained by vibrational splitting of the electronic bands. This
was rather ignored in previous studies, sometimes even leading
to erroneous assignment of electronic bands. The present study
shows that the vibrational structure can be to a large extent
rationalized by the simulations and that it is necessary to
involve for understanding PAHs’ spectroscopic responses. Then
individual compounds give quite specific vibrational MCD and
absorption features that can be used for their identification. Yet
the computational tools need to be improved in the future to be
able to tackle large molecules more reliably.
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