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## Preface

During the last two decades the following volumes containing the proceedings of the Israel Seminar in Geometric Aspects of Functional Analysis appeared

> 1983-1984 Published privately by Tel Aviv University

1985-1986 Springer Lecture Notes, Vol. 1267
1986-1987 Springer Lecture Notes, Vol. 1317
1987-1988 Springer Lecture Notes, Vol. 1376
1989-1990 Springer Lecture Notes, Vol. 1469
1992-1994 Operator Theory: Advances and Applications, Vol. 77, Birkhauser
1994-1996 MSRI Publications, Vol. 34, Cambridge University Press
1996-2000 Springer Lecture Notes, Vol. 1745.
Of these, the first six were edited by Lindenstrauss and Milman, the seventh by Ball and Milman and the last by the two of us.

As in the previous volumes, the current one reflects general trends of the Theory. The connection between Probability and Convexity continues to broaden and deepen and a number of papers of this collection reflect this fact. There is a renewed interest (and hope for solution) in the old and fascinating slicing problem (also known as the hyperplane conjecture). Several papers in this volume revolve around this conjecture as well as around some related topics as the distribution of functionals, regarded as random variables on a convex set equipped with its normalized Lebesgue measure. Some other papers deal with more traditional aspects of the Theory like the concentration phenomenon. Finally, the volume contains a long paper on approximating convex sets by randomly chosen polytopes which also contains a deep study of floating bodies, an important subject in Classical Convexity Theory.

All the papers here are original research papers and were subject to the usual standards of refereeing.

As in previous proceedings of the GAFA Seminar, we also list here all the talks given in the seminar as well as talks in related workshops and conferences. We believe this gives a sense of the main directions of research in our area.

We are grateful to Ms. Diana Yellin for taking excellent care of the typesetting aspects of this volume.
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# A Note on Simultaneous Polar and Cartesian Decomposition 

F. Barthe ${ }^{1 \star}$, M. Csörnyei ${ }^{2 \star \star}$ and A. Naor ${ }^{3 \star \star *}$<br>${ }^{1}$ CNRS-Université de Marne-la-Vallée, Equipe d'analyse et de Mathématiques appliquées, Cité Descartes, Champs-sur-Marne, 77454, Marne-la-Vallée, Cedex 2, France barthe@math.univ-mlv.fr<br>${ }^{2}$ Department of Mathematics, University College London, Gower Street, London, WC1E 6BT, United Kingdom mari@math.ucl.ac.uk<br>${ }^{3}$ Institute of Mathematics, Hebrew University, Jerusalem 91904, Israel naor@math.huji.ac.il

Summary. We study measures on $\mathbb{R}^{n}$ which are product measures for the usual Cartesian product structure of $\mathbb{R}^{n}$ as well as for the polar decomposition of $\mathbb{R}^{n}$ induced by a convex body. For finite atomic measures and for absolutely continuous measures with density $d \mu / d x=e^{-V(x)}$, where $V$ is locally integrable, a complete characterization is presented.

## 1 Introduction

A subset $K \subset \mathbb{R}^{n}$ is called a star-shaped body if it is star-shaped with respect to the origin, compact, has non-empty interior, and for every $x \neq 0$ there is a unique $r>0$ such that $x / r \in \partial K$. We denote this $r$ by $\|x\|_{K}\left(\|\cdot\|_{K}\right.$ is the Minkowski functional of $K$ ). Note that $\|x\|_{K}$ is automatically continuous (if $x_{n}$ tends to $x \neq 0$, then for every subsequence $x_{n_{k}}$ such that $\left\|x_{n_{k}}\right\|_{K}$ converges to $r$, the compactness ensures that $x / r \in \partial K$, so that $r=\|x\|_{K}$ by the uniqueness assumption). Any star-shaped body $K \subset \mathbb{R}^{n}$ induces a polar product structure on $\mathbb{R}^{n} \backslash\{0\}$ through the identification

$$
x \mapsto\left(\|x\|_{K}, \frac{x}{\|x\|_{K}}\right) .
$$

In this note we study the measures on $\mathbb{R}^{n}, n \geq 2$ which are product measures with respect to the Cartesian coordinates, and the above polar decomposition.

In measure theoretic formulation, we will be interested in the measures $\mu$ on $\mathbb{R}^{n}$ which are product measures with respect to the product structures

[^1]$\mathbb{R}^{n}=\mathbb{R} \times \cdots \times \mathbb{R}=\mathbb{R}^{+} . \partial K$. Here $\times$ is the usual Cartesian product and for $R \subset \mathbb{R}^{+}, \quad \Omega \in \partial K$, the polar product is by definition $R \cdot \Omega=\{r \omega ; r \in$ $R$ and $\omega \in \Omega\}$. We adopt similar notation for product measures: $\otimes$ will be used for Cartesian-product measures and $\odot$ for polar-product measures. With this notation, we say that $\mu$ has a simultaneous product decomposition with respect to $K$ if there are measures $\mu_{1}, \ldots \mu_{n}$ on $\mathbb{R}$ such that $\mu=\mu_{1} \otimes \cdots \otimes \mu_{n}$, and there is a measure $\tau$ on $\mathbb{R}^{+}$and a measure $\nu$ on $\partial K$ such that $\mu=\tau \odot \nu$ (in what follows, all measures are Borel). Notation like $A^{k}$ or $\prod_{i} A_{i}$ always refers to the Cartesian product.

For probability measures one can formulate the notion of simultaneous product decomposition as follows. A measure $\mu$ on $\mathbb{R}^{n}$ has a simultaneous product decomposition with respect to $K$ if and only if there are independent real valued random variables $X_{1}, \ldots, X_{n}$ such that if we denote $X=\left(X_{1}, \ldots, X_{n}\right)$ then $\mu(A)=P(X \in A)$ and $X /\|X\|_{K}$ is independent of $\|X\|_{K}$.

The standard Gaussian measure on $\mathbb{R}^{n}$ is obviously a Cartesian product. A consequence of its rotation invariance is that it is also a polar-product measure for the usual polar structure induced by the Euclidean ball. Many characterizations of the Gaussian distribution have been obtained so far. The motivations for such characterizations arise from several directions. Maxwell proved that the Gaussian measure is the only rotation invariant product probability measure on $\mathbb{R}^{3}$, and deduced that this is the distribution of the velocities of gas particles. The classical Cramer and Bernstein characterizations of the Gaussian measure, as well as the numerous related results that appeared in the literature arose from various probabilistic and statistical motivations. We refer to the book $[\mathrm{Br}]$ and the references therein for a detailed account. The more modern characterization due to Carlen [C] arose from the need to characterize the equality case in a certain functional inequality.

To explain the motivation for the present paper, we begin by noting that the Gaussian density is in fact one member of a wider family of measures with simultaneous product decomposition, involving bodies other than the Euclidean ball. They will be easily introduced after setting notation. The cone measure on the boundary of $K$, denoted by $\mu_{K}$ is defined as:

$$
\mu_{K}(A)=\operatorname{vol}([0,1] \cdot A)
$$

This measure is natural when studying the polar decomposition of the Lebesgue measure with respect to $K$, i.e. for every integrable $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, one has

$$
\int_{\mathbb{R}^{n}} f(x) d x=\int_{0}^{+\infty} n r^{n-1} \int_{\partial K} f(r \omega) d \mu_{K}(\omega) d r .
$$

For the particular case $K=B_{p}^{n}=\left\{x \in \mathbb{R}^{n} ;\|x\|_{p} \leq 1\right\}$, where $\|x\|_{p}=$ $\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}$, a fundamental result of Schechtman and Zinn [SZ1] (see also Rachev and Rüschendorff [RR]), gives a concrete representation of $\mu_{K}$ :

Theorem 1. Let $g$ be a random variable with density $e^{-|t|^{p}} /(2 \Gamma(1+1 / p))$, $t \in \mathbb{R}$. If $g_{1}, \ldots, g_{n}$ are i.i.d. copies of $g$, set:

$$
S=\left(\sum_{i=1}^{n}\left|g_{i}\right|^{p}\right)^{1 / p}
$$

and consider the random vector:

$$
Z=\left(\frac{g_{1}}{S}, \ldots, \frac{g_{n}}{S}\right) \in \mathbb{R}^{n}
$$

Then the random vector $Z$ is independent of $S$. Moreover, for every measurable $A \subset \partial B_{p}^{n}$ we have:

$$
\frac{\mu_{B_{p}^{n}}(A)}{\operatorname{vol}\left(B_{p}^{n}\right)}=P(Z \in A) .
$$

The independence of $Z$ and $S$, that is the simultaneous product decomposition, turns out to be very useful for probabilistic as well as geometric purposes ([SZ2],[NR],[N],[BN]). One might hope that such a statement holds true for other norms and other densities. The aim of this note is to show that the $\ell_{p}^{n}$ norm is in fact characterized by this property, although we will show that such an independence result holds for other measures. Section 2 is devoted to absolutely continuous measures. Section 3 presents a classification for finite atomic measures, when $K$ is convex. As the reader will see there are more examples. Some of them, however, are not interesting and we will discard them by suitable assumptions. For example: a constant random variable is independent of any other. This observation allows us to produce several measures with simultaneous product decomposition. Any random variable $X$ with values in the half-line $\left\{x ; x_{1}>0\right\}$ works. Its law is clearly a Cartesian product measure, and $X /\|X\|_{K}$ is constant regardless of $K$, so it is independent of $\|X\|_{K}$. Similarly, if $X$ has independent components and takes values in only one sphere $r \partial K$ it has a simultaneous product decomposition.

Let $\lambda$ and $\lambda_{0}$ denote the Lebesgue measure and the counting measure on $\mathbb{R}^{n}$, respectively. For any (not necessarily finite) measure $\mu$ on $\mathbb{R}^{n}$ with a simultaneous product decomposition with respect to a star-shaped body $K$, $\mu=\mu_{1} \otimes \cdots \otimes \mu_{n}=\tau \odot \nu$ and a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, we say that $f$ has a simultaneous product decomposition with respect to $\mu$ and $K$, if there are some functions $f_{j} \in L_{1}\left(\mu_{j}\right), g \in L_{1}(\nu)$ and $h \in L_{1}(\tau)$ such that

$$
f(x)=\prod_{i=1}^{n} f_{i}\left(x_{i}\right)=g\left(\frac{x}{\|x\|_{K}}\right) \cdot h\left(\|x\|_{K}\right)
$$

$\mu$ almost everywhere. It is immediate to see that for any countable set $S \subset \mathbb{R}^{n}$ an atomic measure $f \mathbf{1}_{S} d \lambda_{0}$ has a simultaneous product decomposition with respect to $K$ if and only if $f$ has a simultaneous product decomposition with
respect to $\lambda_{0}$ and $K$. Analogously (see Lemma 2 below), an absolutely continuous measure $f d \lambda$ has a simultaneous product decomposition with respect to $K$ if and only if its density function $f$ has a simultaneous product decomposition with respect to $\lambda$ and $K$. From this it is immediate to see that if $f_{1} d \lambda$ and $f_{2} d \lambda$ (resp. $f_{1} d \lambda_{0}$ and $f_{2} d \lambda_{0}$ ) have simultaneous product decompositions with respect to $K$ and $f_{1} f_{2} \in L_{1}(\lambda)$ then $f_{1} f_{2} d \lambda$ (resp. $f_{1} f_{2} d \lambda_{0}$ ) has a simultaneous product decomposition with respect to $K$. Similarly, if $f d \lambda$ (resp. $f d \lambda_{0}$ ) has a simultaneous product decomposition with respect to $K$ and $f^{\alpha} \in L_{1}(\lambda)$ (resp. $f^{\alpha} \in L_{1}\left(\lambda_{0}\right)$ ) then $f^{\alpha} d \lambda$ (resp. $f^{\alpha} d \lambda_{0}$ ) has a simultaneous product decomposition with respect to $K$.

If $K$ is not assumed to be convex, many different examples may be produced: take two sets of positive numbers $\left\{x_{1}, \ldots, x_{N}\right\}$ and $\left\{y_{1}, \ldots, y_{N}\right\}$ and consider $\mu_{1}=\sum \delta_{x_{i}}$ and $\mu_{2}=\sum \delta_{y_{i}}$. If one assumes that the numbers $y_{i} / x_{j}$ are all different then the measure $\mu_{1} \otimes \mu_{2}$ is supported on points $\left(x_{j}, y_{i}\right)$ all having different directions. So there are several origin-star-shaped bodies $K$ such that $\mu_{1} \otimes \mu_{2}$ is supported on the boundary of $K$. For such $K$ 's, $\mu_{1} \otimes \mu_{2}$ admits a polar decomposition.

Finally, if $\mu$ has simultaneous product decomposition, and $\epsilon_{1}, \ldots, \epsilon_{n} \in$ $\{-1,1\}$ then the restriction of $\mu$ to $\left\{x ; x_{i} \epsilon_{i}>0\right\}$ still has this property. This remark allows us to restrict the study to the positive orthant $(0,+\infty)^{n}$ (and one has to glue pieces together at the end). For some positive numbers $a_{1}, a_{2}, \ldots, a_{n}$ let $T=T_{a_{1}, \ldots, a_{n}}:(0,+\infty)^{n} \rightarrow(0,+\infty)^{n}$ denote the linear bijection $\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(x_{1} / a_{1}, \ldots, x_{n} / a_{n}\right)$. If $\mu$ is supported in the positive orthant and it has a simultaneous product decomposition with respect to $K$, then $\mu \circ T$ has a simultaneous product decomposition with respect to $T(K)$. We will show that if $\mu$ is an absolutely continuous measure with density of the form $e^{-V(x)}$ where $V$ is locally integrable, and if $\mu$ has a simultaneous product decomposition with respect to a star-shaped body $K$, then there are some positive numbers $a_{1}, \ldots, a_{n}$ and there is a $p>0$ such that $K \cap$ $(0, \infty)^{n}=T\left(B_{p}^{n} \cap(0, \infty)^{n}\right)$. We will also show that if an atomic measure has a simultaneous product decomposition with respect to a convex body $K$, and it is not supported on a sphere $r K$ for some $r>0$, then for some $a_{1}, a_{2}, \ldots, a_{n}$ we have $K \cap(0, \infty)^{n}=T\left(B_{\infty}^{n} \cap(0, \infty)^{n}\right)$.

## 2 Absolutely Continuous Measures

As in the classical characterizations of the Gaussian measure, the assumption that the measure is absolutely continuous reduces the characterization problem to a solution of a functional equation which holds almost everywhere (with respect to the Lebesgue measure). Unless we add some smoothness assumptions on the densities, the next step is to apply a smoothing procedure. Of course, after "guessing" the family of solutions of the equations, we must come up with a smoothing procedure which sends each member of this family to another member of the family. The classical Cramer and Bernstein
characterizations use Fourier transform techniques (see $[\mathrm{Br}]$ ), while Carlen [C] applies the heat semi-group. The particular form of the equation we will derive will force us to use yet another smoothing procedure.

When $\mu$ is absolutely continuous the following (easy) characterization holds:

Lemma 2. Assume that $\mu$ is an absolutely continuous measure on $\mathbb{R}^{n}$. Then it has a simultaneous product decomposition with respect to $K$ if and only if there are locally integrable non-negative functions $f_{1}, \ldots, f_{n}$ defined on $\mathbb{R}, g$ defined on $\partial K$ (locally integrable with respect to $\mu_{K}$ ) and $h$ on $(0, \infty)$ such that

$$
\frac{d \mu}{d x}(x)=\prod_{i=1}^{n} f_{i}\left(x_{i}\right)=g\left(\frac{x}{\|x\|_{K}}\right) \cdot h\left(\|x\|_{K}\right)
$$

is Lebesgue almost everywhere.
Proof. Assume that $\mu$ has a simultaneous product decomposition with respect to $K$. In the above notation, write $\mu=\mu_{1} \otimes \cdots \otimes \mu_{n}=\tau \odot \nu$. For every measurable $B \subset \partial K$ :

$$
\begin{aligned}
\nu(B) & =\mu\left(\mathbb{R}^{+} \cdot B\right)=\int_{R^{+\cdot B}} \frac{d \mu}{d x}(x) d x \\
& =\int_{B}\left(\int_{0}^{\infty} n \cdot r^{n-1} \frac{d \mu}{d x}(r \omega) d r\right) d \mu_{K}(\omega)
\end{aligned}
$$

Similarly, for every measurable $A \subset \mathbb{R}^{+}$

$$
\tau(A)=\mu(A \cdot \partial K)=\int_{A} n \cdot\left(\int_{\partial K} \frac{d \mu}{d x}(r \omega) d \mu_{K}(\omega)\right) d r
$$

This shows that both $\tau$ and $\nu$ are absolutely continuous. Similarly $\mu_{1}, \ldots, \mu_{n}$ are absolutely continuous.

Now, for every measurable $A \subset \mathbb{R}^{+}, B \subset \partial K, C_{1}, \ldots C_{n} \subset \mathbb{R}$ :

$$
\begin{aligned}
\mu(A \cdot B) & =\tau(A) \nu(B)=\int_{0}^{\infty} \int_{\partial K} \frac{d \tau}{d r}(r) \cdot \frac{d \nu}{d \mu_{K}}(\omega) d r d \mu_{K}(\omega) \\
& =\int_{A \cdot B} \frac{1}{n \cdot\|x\|_{K}^{n-1}} \cdot \frac{d \tau}{d r}\left(\|x\|_{K}\right) \cdot \frac{d \nu}{d \mu_{K}}\left(\frac{x}{\|x\|_{K}}\right) d x
\end{aligned}
$$

and

$$
\mu\left(C_{1} \times \ldots \times C_{n}\right)=\int_{C_{1} \times \ldots \times C_{n}} \prod_{i=1}^{n} \frac{d \mu_{i}}{d x_{i}}\left(x_{i}\right) d x
$$

Since the product Borel $\sigma$-algebras on $\mathbb{R}^{+} . \partial K$ and $\mathbb{R} \times \ldots \times \mathbb{R}(n$ times $)$ coincide, this shows that:

$$
\frac{d \mu}{d x}(x)=\prod_{i=1}^{n} \frac{d \mu_{i}}{d x_{i}}\left(x_{i}\right)=\frac{1}{n \cdot\|x\|_{K}^{n-1}} \cdot \frac{d \tau}{d r}\left(\|x\|_{K}\right) \cdot \frac{d \nu}{d \mu_{K}}\left(\frac{x}{\|x\|_{K}}\right)
$$

is Lebesgue almost everywhere. The reverse implication is even simpler.

Fix some $p>0, b_{1}, \ldots b_{n}>-1$ and $a_{1}, \ldots a_{n}>0$. Let $X_{1}, \ldots, X_{n}$ be independent random variables, such that the density of $X_{i}$ is:

$$
\frac{p a_{i}^{\left(b_{i}+1\right) / p}}{2 \Gamma\left(\frac{b_{i}+1}{p}\right)} \cdot|t|^{b_{i}} e^{-a_{i}|t|^{p}}
$$

Note that:

$$
\begin{gathered}
\prod_{i=1}^{n}\left|x_{i}\right|^{b_{i}} e^{-a_{i}\left|x_{i}\right|^{p}}= \\
=\left(\sum_{i=1}^{n} a_{i}\left|x_{i}\right|^{p}\right)^{\frac{1}{p} \sum_{i=1}^{n} b_{i}} \cdot e^{-\sum_{i=1}^{n} a_{i}\left|x_{i}\right|^{p}} \prod_{i=1}^{n}\left[\frac{\left|x_{i}\right|}{\left(\sum_{j=1}^{n} a_{j}\left|x_{j}\right|^{p}\right)^{1 / p}}\right]^{b_{i}} .
\end{gathered}
$$

Hence, if we denote $X=\left(X_{1}, \ldots, X_{n}\right)$ then by Lemma 2, $X /\left(\sum_{i=1}^{n} a_{i}\left|X_{i}\right|^{p}\right)^{1 / p}$ and $\left(\sum_{i=1}^{n} a_{i}\left|X_{i}\right|^{p}\right)^{1 / p}$ are independent. Moreover, if $b_{1}=\ldots=b_{n}=0$ and $a_{1}=\ldots=a_{n}=1$ then it follows from the proof of Lemma 2 that $X /\|X\|_{p}$ generates the cone measure on the sphere of $\ell_{p}^{n}$. We have therefore obtained a generalization of Theorem 1 .

The main goal of this section is to prove that the above densities are the only way to obtain a measure with a simultaneous product decomposition with respect to a star-shaped body $K \subset \mathbb{R}^{n}$ (and that $K$ must then be a weighted $\ell_{p}^{n}$ ball). In solving the functional equation of Lemma 2 we will require a smoothing procedure. Clearly, we require a way to smooth a function such that a function of the form $c|t|^{b} e^{-a|t|^{p}}$ is transformed to a function of the same form. Let $\psi: \mathbb{R} \rightarrow \mathbb{R}$ be locally integrable. For any infinitely differentiable $\rho:(0, \infty) \rightarrow[0, \infty)$ which is compactly supported in $(0, \infty)$ define:

$$
(\rho \star \psi)(x)=\int_{0}^{\infty} \rho(t) \psi\left(\frac{x}{t}\right) d t=\int_{0}^{\infty} x \rho(s x) \psi\left(\frac{1}{s}\right) d s
$$

It is easy to verify that $\rho \star \psi$ is infinitely differentiable on $(-\infty, 0) \cup(0, \infty)$. Fix some $\epsilon<1 / 2$ and let $\rho_{\epsilon}:(0, \infty) \rightarrow[0,1 /(2 \epsilon)]$ be any infinitely differentiable function such that $\rho_{\epsilon}(t)=1 /(2 \epsilon)$ when $|t-1| \leq \epsilon$ and $\rho_{\epsilon}(t)=0$ when $|t-1|>\epsilon+\epsilon^{2}$. Now, for $x>0$ (and similarly when $x<0$ ):

$$
\begin{gathered}
\left|\left(\rho_{\epsilon} \star \psi\right)(x)-\frac{1}{2 x \epsilon} \int_{x /\left(1+\epsilon+\epsilon^{2}\right)}^{x /\left(1-\epsilon-\epsilon^{2}\right)} \psi(u) d u\right|= \\
=\frac{1}{x} \int_{x /\left(1+\epsilon+\epsilon^{2}\right)}^{x /\left(1-\epsilon-\epsilon^{2}\right)}\left|\frac{1}{2 \epsilon}-\left(\frac{x}{u}\right)^{2} \rho_{\epsilon}\left(\frac{x}{u}\right)\right||\psi(u)| d u \leq \\
\leq \frac{1}{x} \int_{x /(1+\epsilon)}^{x /(1-\epsilon)}|\psi(u)| d u+\frac{1}{2 \epsilon x}\left[\int_{x /\left(1+\epsilon+\epsilon^{2}\right)}^{x /(1+\epsilon)}|\psi(u)| d u+\int_{x /(1-\epsilon)}^{x /\left(1-\epsilon-\epsilon^{2}\right)}|\psi(u)| d u\right],
\end{gathered}
$$

which, by the Lebesgue density theorem, implies that $\lim _{\epsilon \rightarrow 0} \rho \star \psi=\psi$ almost everywhere. Since, $\lim _{\epsilon \rightarrow 0} \int_{0}^{\infty} \rho_{\epsilon}(t) d t=1$, the same holds for $\beta_{\epsilon}=\rho_{\epsilon} / \int_{0}^{\infty} \rho_{\epsilon}$.

Since for every function of the form $f(t)=c|t|^{b} e^{-a|t|^{p}}$, the function $\exp \left(\rho_{\epsilon} \star(\log f)\right)$ has the same form, and the above smoothing procedure allows us to prove our main result. In what follows $\varepsilon(x) \in\{-1,1\}$ denotes the sign of $x$ (any convention for the sign of zero will do).

Theorem 3. Let $K \subset \mathbb{R}^{n}$ be a star-shaped body. Assume that $\mu$ is an absolutely continuous probability measure on $\mathbb{R}^{n}$ which has a simultaneous product decomposition with respect to $K$. Assume in addition that $\log \left(\frac{d \mu}{d x}\right)$ is locally integrable. Then there is some $p>0$ and there are $b_{1}, \ldots, b_{n}>-1$ and $r, a_{1}(1), a_{1}(-1), c_{1}(1), c_{1}(-1) \ldots, a_{n}(1), a_{n}(-1), c_{n}(1), c_{n}(-1)>0$ such that:

$$
K=\left\{x \in \mathbb{R}^{n} ; \sum_{i=1}^{n} a_{i}\left(\varepsilon\left(x_{i}\right)\right)\left|x_{i}\right|^{p} \leq r\right\}
$$

and

$$
d \mu(x)=\prod_{i=1}^{n} c_{i}\left(\varepsilon\left(x_{i}\right)\right)\left|x_{i}\right|^{b_{i}} e^{-a_{i}\left(\varepsilon\left(x_{i}\right)\right)\left|x_{i}\right|^{p}} d x_{i} .
$$

Conversely, for $K$ and $\mu$ as above, $\mu$ has a simultaneous product decomposition with respect to $K$.

We will require the following elementary lemma:
Lemma 4. Fix $\alpha, \alpha^{\prime}>0$. Let $f:(0, \infty) \rightarrow \mathbb{R}$ be a continuous function such that for every $x>0$,

$$
f(\alpha x)=2 f(x) \quad \text { and } \quad f\left(\alpha^{\prime} x\right)=\frac{3}{2} f(x)
$$

Then for every $x>0, f(x)=f(1) x^{\frac{\log 2}{\log \alpha}}($ if $\alpha=1, f(x)=0$ for all $x)$.
Proof. We may assume that $f$ is not identically zero. Then $\alpha \neq \alpha^{\prime}$ and $\alpha, \alpha^{\prime} \neq 1$. Consider the set
$P=\left\{\beta>0 ;\right.$ there is $c_{\beta}>0$ s.t. $f(\beta x)=c_{\beta} f(x)$, for all $\left.x>0\right\}$.
It is a multiplicative subgroup of $(0, \infty)$. By classical results, $P$ is either dense in $(0, \infty)$ or discrete. Assume first that it is dense. Fix some $x_{0}$ such that $f\left(x_{0}\right) \neq 0$. For any $\beta \in P, c_{\beta}=f\left(\beta x_{0}\right) / f\left(x_{0}\right)$. By continuity of $f$ and by the density of $P$ it follows that for every $x, \beta>0$ one has

$$
f(\beta x)=\frac{f\left(\beta x_{0}\right)}{f\left(x_{0}\right)} f(x)
$$

So, if for some $\beta, f\left(\beta x_{0}\right)=0$ then $f$ is identically zero. Therefore, $f$ does not vanish. We can choose $x_{0}=1$ and setting $g=f / f(1)$, we have that for every
$x, y>0, g(x y)=g(x) g(y)$. It is well known that the continuity of $g$ ensures that it is a power function.

To finish, let us note that $P$ cannot be discrete. Indeed, if $P$ is discrete, since it contains $\alpha$ and $\alpha^{\prime} \neq \alpha$, it is of the form $\left\{T^{h} ; h \in \mathbb{Z}\right\}$ for some positive $T \neq 1$. So there are $k, k^{\prime} \in \mathbb{Z} \backslash\{0\}$ such that $\alpha=T^{k}$ and $\alpha^{\prime}=T^{k^{\prime}}$. Our hypothesis is that for all $x>0$

$$
\begin{aligned}
& 2 f(x)=f(\alpha x)=f\left(T^{k} x\right)=c_{T}^{k} f(x) \\
& \frac{3}{2} f(x)=f\left(\alpha^{\prime} x\right)=f\left(T^{k^{\prime}} x\right)=c_{T}^{k^{\prime}} f(x)
\end{aligned}
$$

For an $x$ such that $f(x) \neq 0$ we get $2=c_{T}^{k}$ and $\frac{3}{2}=c_{T}^{k^{\prime}}$. It follows that $3^{k}=2^{k+k^{\prime}}$. This is impossible because $k \neq 0$.

Proof of Theorem 3. Using the notation and the result of Lemma 2,

$$
\frac{d \mu}{d x}(x)=\prod_{i=1}^{n} f_{i}\left(x_{i}\right)=g\left(\frac{x}{\|x\|_{K}}\right) \cdot h\left(\|x\|_{K}\right)
$$

For $i=1, \ldots, n$ denote $F_{i}=\log f_{i}$. Denote also $G=\log g$ and $H=\log h$. Let $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a compactly supported continuous function. For every $t>0$ :

$$
\sum_{i=1}^{n} \int_{\mathbb{R}^{n}} \varphi(t x) F_{i}\left(x_{i}\right) d x=\int_{\mathbb{R}^{n}} \varphi(t x) G\left(\frac{x}{\|x\|_{K}}\right) d x+\int_{\mathbb{R}^{n}} \varphi(t x) H\left(\|x\|_{K}\right) d x
$$

Changing variables this translates to

$$
\sum_{i=1}^{n} \int_{\mathbb{R}^{n}} \varphi(y) F_{i}\left(\frac{y_{i}}{t}\right) d y=\int_{\mathbb{R}^{n}} \varphi(y) G\left(\frac{y}{\|y\|_{K}}\right) d y+\int_{\mathbb{R}^{n}} \varphi(y) H\left(\frac{\|y\|_{K}}{t}\right) d y
$$

Fix some $\epsilon>0$. Multiplying by $\beta_{\epsilon}$ and integrating, we get,

$$
\begin{aligned}
\sum_{i=1}^{n} \int_{\mathbb{R}^{n}} \varphi(y)\left(\beta_{\epsilon} \star\right. & \left.F_{i}\right)\left(y_{i}\right) d y \\
& =\int_{\mathbb{R}^{n}} \varphi(y) G\left(\frac{y}{\|y\|_{K}}\right) d y+\int_{\mathbb{R}^{n}} \varphi(y)\left(\beta_{\epsilon} \star H\right)\left(\|y\|_{K}\right) d y
\end{aligned}
$$

Denote $\phi_{i}=\beta_{\epsilon} \star F_{i}$ and $\eta=\beta_{\epsilon} \star H$. By the above identity for almost every $y \in \mathbb{R}^{n}$ :

$$
\sum_{i=1}^{n} \phi_{i}\left(y_{i}\right)=G\left(\frac{y}{\|y\|_{K}}\right)+\eta\left(\|y\|_{K}\right)
$$

Since $\phi_{i}$ and $\eta$ are continuous on $\mathbb{R} \backslash\{0\}$, we can change $G$ on a set of measure zero such that the latter identity holds for every $y \in \mathbb{R}^{n}$ with nonzero coordinates.

Fix some $y \in \mathbb{R}^{n}$ with non-zero coordinates. For every $\lambda>0$, one has

$$
\sum_{i=1}^{n} \phi_{i}\left(\lambda y_{i}\right)=G\left(\frac{y}{\|y\|_{K}}\right)+\eta\left(\lambda\|y\|_{K}\right)
$$

Since both sides of the equation are differentiable in $\lambda$, taking derivatives at $\lambda=1$ yields:

$$
\begin{equation*}
\sum_{i=1}^{n} \chi_{i}\left(y_{i}\right)=\zeta\left(\|y\|_{K}\right) \tag{1}
\end{equation*}
$$

where for simplicity, we write $\chi_{i}(t)=t \phi_{i}^{\prime}(t)$ and $\zeta(t)=t \eta^{\prime}(t)$. From this, we shall deduce that $\zeta, \chi_{i}$ are power functions. This can be proved by differentiation along the boundary of $K$, under smoothness assumptions. Since we want to deal with general star shaped bodies, we present now another reasoning.

Note that $\lim _{t \rightarrow 0} \chi_{i}(t)$ exists. Indeed since $\eta$ is smooth on $(0, \infty)$ and $\|\cdot\|_{K}$ is continuous, the above equation for $y^{t}=\sum_{j \neq i} e_{j}+t e_{i}$ gives

$$
\lim _{t \rightarrow 0} \chi_{i}(t)=\zeta\left(\left\|\sum_{j \neq i} e_{j}\right\|_{K}\right)-\sum_{j \neq i} \chi_{i}(1)
$$

Similarly, $\zeta$ may be extended by continuity at 0 . Hence, (1) holds on $\mathbb{R}^{n}$. Applying (1) to $\lambda e_{i}$, gives

$$
\chi_{i}(\lambda)=\zeta\left(|\lambda| \cdot\left\|\varepsilon(\lambda) e_{i}\right\|_{K}\right)+\gamma_{i}
$$

for some constant $\gamma_{i}$. Plugging this into (1) for $y_{i} \geq 0$ we obtain an equation in $\zeta$ only:

$$
\sum_{i=1}^{n} \zeta\left(y_{i}\left\|e_{i}\right\|_{K}\right)+\gamma_{i}=\zeta\left(\|y\|_{K}\right)
$$

Choosing $y=\lambda y_{1} e_{1} /\left\|e_{1}\right\|_{K}+\lambda y_{2} e_{2} /\left\|e_{2}\right\|_{K}$, with $\lambda, y_{1}, y_{2}>0$, we get

$$
\zeta\left(\lambda y_{1}\right)+\zeta\left(\lambda y_{2}\right)+\sum_{i=1}^{n} \gamma_{i}+(n-2) \zeta(0)=\zeta\left(\lambda\left\|y_{1} \frac{e_{1}}{\left\|e_{1}\right\|_{K}}+y_{2} \frac{e_{2}}{\left\|e_{2}\right\|_{K}}\right\|_{K}\right)
$$

Differentiating in $\lambda$ at $\lambda=1$ and setting $f(t)=t \zeta^{\prime}(t), \quad t>0$,

$$
\begin{equation*}
f\left(y_{1}\right)+f\left(y_{2}\right)=f\left(\left\|y_{1} \frac{e_{1}}{\left\|e_{1}\right\|_{K}}+y_{2} \frac{e_{2}}{\left\|e_{2}\right\|_{K}}\right\|_{K}\right) \tag{2}
\end{equation*}
$$

For $y_{1}=y_{2}=t>0$, we obtain $2 f(t)=f(\alpha t)$, with $\alpha=\left\|\frac{e_{1}}{\left\|e_{1}\right\|_{K}}+\frac{e_{2}}{\left\|e_{2}\right\|_{K}}\right\|_{K}$. Combining this relation with (2) gives

$$
\frac{1}{2} f\left(y_{1} \alpha\right)+f\left(y_{2}\right)=f\left(\left\|y_{1} \frac{e_{1}}{\left\|e_{1}\right\|_{K}}+y_{2} \frac{e_{2}}{\left\|e_{2}\right\|_{K}}\right\|_{K}\right)
$$

For $y_{1}=t / \alpha$ and $y_{2}=t>0$ we get $\frac{3}{2} f(t)=f\left(t \alpha^{\prime}\right)$, with $\alpha^{\prime}=\| \frac{1}{\alpha} \frac{e_{1}}{\left\|e_{1}\right\|_{K}}+$ $\frac{e_{2}}{\left\|e_{2}\right\|_{K}} \|_{K}$. Lemma 4 ensures that $f(t)=f(1) t^{p}$ with $p=\log 2 / \log \alpha \neq 0$, and with the convention that $p=0$ if $\alpha=1$ (in this case $f(1)=0$ ). It follows that

$$
\zeta(t)=\zeta^{\prime}(1) t^{p} / p+\zeta(0)
$$

if $p \neq 0$ and $\zeta(t)=\zeta(0)$ otherwise. Integrating again, we get an expression for $\eta=\beta_{\epsilon} \star \log h$. Letting $\epsilon$ tend to zero shows that there are constants $a, b, c \in \mathbb{R}$ such that for a.e. $t>0, h(t)=c t^{b} e^{-a t^{p}}$ (this is valid even if $p=0$ ).

Next we find an expression of the functions $f_{i}$. We start with the relation

$$
t \phi^{\prime}(t)=\chi_{i}(t)=\zeta\left(|t| \cdot\left\|\varepsilon(t) e_{i}\right\|_{K}\right)+\gamma_{i}=a_{i}(\varepsilon(t))|t|^{p}+b_{i}
$$

for some constants $a_{i}(1), a_{i}(-1), b_{i}$. Thus for $t \neq 0, \phi^{\prime}(t)=a_{i}(\varepsilon(t))|t|^{p-1} \varepsilon(t)+$ $b_{i} / t$. Integrating (with different constants on $(-\infty, 0)$ and on $\left.(0, \infty)\right)$ and taking the limit $\epsilon \rightarrow 0$ as before we arrive at $f_{i}(t)=c_{i}(\varepsilon(t))|t|^{b_{i}} e^{-a_{i}|t|^{p}}$, for almost every $t$ and for some constants $c_{i}(1), c_{i}(-1)$. For $f_{i}$ to have a finite integral, $p$ has to be non-zero. Our initial equation reads as: for a.e. $x$,

$$
\prod_{i=1}^{n} c_{i}\left(\varepsilon\left(x_{i}\right)\right)\left|x_{i}\right|^{b_{i}} e^{-a_{i}\left|x_{i}\right|^{p}}=c\|x\|_{K}^{b} e^{-a\|x\|_{K}^{p}} g\left(\frac{x}{\|x\|_{K}}\right) .
$$

By continuity this holds on $\mathbb{R}^{n} \backslash\left\{x ; \prod_{i=1}^{n} x_{i}=0\right\}$. For such an $x$ and $\lambda>0$, the equation becomes

$$
\begin{gathered}
\prod_{i=1}^{n} c_{i}\left(\varepsilon\left(x_{i}\right)\right) \lambda^{\sum_{i=1}^{n} b_{i}} e^{-\lambda^{p} \sum_{i=1}^{n} a_{i}\left(\varepsilon\left(x_{i}\right)\right)\left|x_{i}\right|^{p}} \prod_{i=1}^{n} c_{i}\left|x_{i}\right|^{b_{i}} \\
=c \lambda^{b}\|x\|_{K}^{b} e^{-a \lambda^{p}\|x\|_{K}^{p}} g\left(\frac{x}{\|x\|_{K}}\right) .
\end{gathered}
$$

This clearly implies that $a\|x\|_{K}^{p}=\sum_{i=1}^{n} a_{i}\left(\varepsilon\left(x_{i}\right)\right)\left|x_{i}\right|^{p}$. Since $\mu$ is a probability measure, necessarily $a, a_{i}(1), a_{i}(-1)>0$ and $b_{i}>-1$. Thus $K$ is determined. The boundedness of $K$ forces $p>0$. The proof is complete.

We now pass to the case of $\mu$ being an infinite measure. In this case, every star-shaped body gives rise to a measure with a simultaneous product decomposition. Indeed, for every $b_{1}, \ldots, b_{n}>-1$ in $\mathbb{R}$, and every star-shaped body $K$, the measure $d \mu(x)=\prod_{i=1}^{n}\left|x_{i}\right|^{b_{i}} d x$ admits such a decomposition, due to the identity:

$$
\prod_{i=1}^{n}\left|x_{i}\right|^{b_{i}}=\prod_{i=1}^{n}\left(\frac{\left|x_{i}\right|}{\|x\|_{K}}\right)^{b_{i}} \cdot\|x\|_{K}^{\sum_{i=1}^{n} b_{i}} .
$$

We can however prove that the above example is the only additional case. For simplicity we work with measures on $(0, \infty)^{n}$.

Theorem 5. Let $K \subset \mathbb{R}^{n}$ be a star-shaped body. Assume that $\mu$ is an absolutely continuous measure on $(0, \infty)^{n}$ which has a simultaneous product decomposition with respect to $K$. Assume in addition that $\log \left(\frac{d \mu}{d x}\right)$ is locally integrable. Then one of the following assertions holds:

1) There are $p, r>0, b_{1}, \ldots, b_{n} \in \mathbb{R}, c \geq 0$ and $a_{1}, \ldots, a_{n} \neq 0$ all having the same sign such that:

$$
K \cap(0, \infty)^{n}=\left\{x \in(0, \infty)^{n} ; \sum_{i=1}^{n}\left|a_{i}\right| \cdot\left|x_{i}\right|^{p} \leq r\right\}
$$

and

$$
d \mu=c \prod_{i=1}^{n}\left(x_{i}^{b_{i}} e^{-a_{i} x_{i}^{p}} \mathbf{1}_{\left\{x_{i}>0\right\}} d x_{i}\right) .
$$

2) $K$ is arbitrary and there are $b_{1}, \ldots, b_{n} \in \mathbb{R}$ and $c>0$ such that

$$
d \mu=c \prod_{i=1}^{n}\left(x_{i}^{b_{i}} \mathbf{1}_{\left\{x_{i}>0\right\}} d x_{i}\right) .
$$

Conversely if $K$ and $\mu$ satisfy 1) or 2 ) then $\mu$ has a simultaneous product decomposition with respect to $K$.

Proof. This result follows from the proof of Theorem 3. The writing is simpler since we work on $(0, \infty)^{n}$. We present the modifications. If in the argument $p=0$, then $f_{i}(t)=c_{i} t^{b_{i}}$ and we are done. If $p \neq 0$ then the argument provides $a, a_{1}, \ldots, a_{n}$ such that whenever $x_{i}>0$

$$
a\|x\|_{K}^{p}=\sum_{i=1}^{n} a_{i} x_{i}^{p} .
$$

If $a=0$ then $a_{i}=0$ for all $i$ 's, $f_{i}(t)=c_{i} t^{b_{i}}$ and there is no constraint on $K$. If $a \neq 0$ then the previous relation gives $a_{i}=a\left\|e_{i}\right\|_{K}^{p}$, so the $a_{i}$ 's are not zero and have same sign. Since $\|x\|_{K}=\left(\sum_{i=1}^{n} \frac{a_{i}}{a}\left|x_{i}\right|^{p}\right)^{1 / p}$, the set $K \cap(0, \infty)^{n}$ is a weighted $\ell_{p}^{n}$-ball. By boundedness $p>0$. As before $f_{i}(t)=c_{i} t^{b_{i}} e^{-a_{i} t^{p}}$. This ends the proof.

## 3 Atomic Measures

In this section we focus on finite atomic measures $\sum_{P \in S} \alpha_{P} \delta_{P}$, where $\delta_{P}$ is the Dirac measure at $P$ and $S \subset \mathbb{R}^{n}$ is countable. For convenience, we write $\mu(P)$ for $\mu(\{P\})$. We also restrict ourselves to convex sets $K$. The following result deals with measures which are not supported on a sphere. Measures which concentrate on a sphere, when $K$ is convex are much easier to classify and we leave this to the reader (one of the $\mu_{i}$ 's has to be a Dirac mass).

Theorem 6. Assume that $K \subset \mathbb{R}^{n}$ is convex, symmetric and contains the origin in its interior, and that $\mu$ is a finite (and non-zero) atomic measure on $(0, \infty)^{n}$, which admits a simultaneous polar and Cartesian decomposition with respect to $K: \mu=\mu_{1} \otimes \cdots \otimes \mu_{n}=\tau \odot \nu$. Assume in addition that $\tau$ is not a Dirac measure. Then the following assertions hold:
a) There are $\lambda_{1}, \ldots, \lambda_{n}>0$ such that $K \cap[0, \infty)^{n}=\prod_{i=1}^{n}\left[0, \lambda_{i}\right]$.
b) There are $c, r, \alpha_{1}, \ldots \alpha_{n}>0,0<q<1$ and $D=\prod_{i=1}^{n}\left\{r \lambda_{i} q^{k} ; k \in \mathbb{N}\right\}$ such that:

$$
\mu(x)= \begin{cases}c \prod_{i=1}^{n} x_{i}^{\alpha_{i}} & \text { if } x \in D \\ 0 & \text { if } x \notin D\end{cases}
$$

Conversely, if $K$ and $\mu$ satisfy a) and b) then $\mu$ has a simultaneous product decomposition with respect to $K$.

As a matter of illustration, we check that conditions $a$ ) and $b$ ) ensure simultaneous Cartesian and polar product decompositions. Let $x \in(0, \infty)^{n}$. Since the set $D$ is a Cartesian product, it is clear that $\mu$ defined in $b$ ) is a Cartesian-product measure. Next, write $x=\rho \omega$ with $\rho>0$ and $\omega \in \partial K$; then

$$
\mu(x)=\mu(\rho \omega)=c \rho^{\sum_{i=1}^{n} \alpha_{i}} \prod_{i=1}^{n} \omega_{i}^{\alpha_{i}} \delta_{D}(\rho \omega),
$$

so we just need to check that $D$ is a polar product set in order to show that the latter is the product of a quantity depending only on $\rho$ times a quantity depending on $\omega$. But this is easy: if $x \in D$ then for each $i$, one has $x_{i}=r \lambda_{i} q^{k_{i}}$. By $a),\|x\|_{K}=r q^{\min _{i} k_{i}} \in T=\left\{r q^{k} ; k \in \mathbb{N}\right\}$ and

$$
\frac{x}{\|x\|_{K}}=\left(\lambda_{i} q^{k_{i}-\min _{j} k_{j}}\right)_{i=1}^{n} \in \Omega=\left\{\left(\lambda_{i} q^{h_{i}}\right)_{i=1}^{n} ; h_{i} \geq 0 \quad \text { and } \prod_{i} h_{i}=0\right\}
$$

This shows that $D \subset T \cdot \Omega$. The converse inclusion is easily checked. Hence $\mu$ has a simultaneous product decomposition.

The rest of this section is devoted to the proof of the necessary condition in Theorem 6. From now on we assume that $\mu$ and $K$ satisfy the assumption of the theorem. We begin with some notation. If $\lambda$ is a measure on a measurable space $(\Omega, \Sigma)$, let $\mathcal{M}_{\lambda}=\left\{x \in \Omega ; \lambda(x)=\sup _{\omega \in \Omega} \lambda(\omega)\right\}$. Clearly, if $\lambda$ is a finite measure then $\left|\mathcal{M}_{\lambda}\right|<\infty$. We also put

$$
\mathcal{M}_{\lambda}^{2}=\left\{x \in \Omega ; \lambda(x)=\sup _{\omega \in \Omega \backslash \mathcal{M}_{\lambda}} \lambda(\omega)\right\} .
$$

When $\lambda$ is countably supported we define $\operatorname{supp}(\lambda)=\{\omega \in \Omega ; \lambda(\omega)>0\}$.
Returning to the setting of Theorem 6, we clearly have that $\operatorname{supp}(\mu)=$ $\operatorname{supp}\left(\mu_{1}\right) \times \cdots \times \operatorname{supp}\left(\mu_{n}\right)=\operatorname{supp}(\tau) \cdot \operatorname{supp}(\nu)$ and $\mathcal{M}_{\mu}=\mathcal{M}_{\mu_{1}} \times \cdots \times \mathcal{M}_{\mu_{n}}=$ $\mathcal{M}_{\tau} \cdot \mathcal{M}_{\nu}$.

The next lemma will be used for a measure other than $\mu$ of the main theorem. This is why the fact that $\tau$ in the product decomposition is not Dirac is specifically stated as an hypothesis there.

Lemma 7. Define the slope function $s_{1}(x)=\frac{x_{1}}{\left\|\left(x_{2}, \ldots, x_{n}\right)\right\|_{2}}$. If $\tau$ is not a Dirac measure, then $s_{1}$ does not attain its minimum on $\operatorname{supp}(\mu)$.

Proof. Assume that $\mu(x)>0$. Then $\mu_{1}\left(x_{1}\right), \ldots \mu_{n}\left(x_{n}\right)>0, \nu\left(x /\|x\|_{K}\right)>0$ and $\tau\left(\|x\|_{K}\right)>0$. Since $\tau$ is not a Dirac measure, there is $r>0, r \neq\|x\|_{K}$ such that $\tau(r)>0$. Let $y=\frac{r}{\|x\|_{K}} x$. Then $\mu(y)=\tau(r) \nu\left(x /\|x\|_{K}\right)>0$, so that for every $i=1, \ldots, n, \mu_{i}\left(\frac{r}{\|x\|_{K}} x_{i}\right)>0$. Therefore for

$$
\begin{aligned}
u & =\left(\frac{r}{\|x\|_{K}} x_{1}, x_{2}, \ldots, x_{n}\right) \\
v & =\left(x_{1}, \frac{r}{\|x\|_{K}} x_{2}, \frac{r}{\|x\|_{K}} x_{3}, \ldots, \frac{r}{\|x\|_{K}} x_{n}\right),
\end{aligned}
$$

$\mu(u)>0$ and $\mu(v)>0$. But $s_{1}(u)=\frac{r}{\|x\|_{K}} s_{1}(x), s_{1}(v)=\frac{\|x\|_{K}}{r} s_{1}(x)$ and either $\frac{r}{\|x\|_{K}}<1$ or $\frac{\|x\|_{K}}{r}<1$.
Corollary 8. Under the assumptions of Theorem 6, $|\operatorname{supp}(\mu)|=\infty$ and $\left|\mathcal{M}_{\tau}\right|=1$.

Proof. The first assertion is obvious, and the second assertion follows since $\left.\mu\right|_{\mathcal{M}_{\mu}}$ has a simultaneous product decomposition. Indeed $\left.\mu\right|_{\mathcal{M}_{\mu}}$ also has a finite support, and therefore $s_{1}$ attains its minimum on it. It follows that the radial measure $\left.\tau\right|_{\mathcal{M}_{\mu}}$ has to be a Dirac measure.

$$
\text { Put } \mathcal{M}_{\tau}=\{r\}
$$

Lemma 9. $\operatorname{supp}(\mu) \subset\left\{x ;\|x\|_{K} \leq r\right\}$.
Proof. If $\operatorname{supp}(\mu) \not \subset\left\{x ;\|x\|_{K} \leq r\right\}$ then since $\tau$ is a finite measure there is $R>r$ such that $\tau(R)>0$ is maximal on $(r, \infty)$. For every $i=1, \ldots, n$, let $M_{i}=\max \mathcal{M}_{\mu_{i}}>0$. Now, $x=\left(M_{1}, M_{2}, \ldots, M_{n}\right) \in \mathcal{M}_{\mu}$, so that $\|x\|_{K}=r$. Put $y=\frac{R}{r} x$. Clearly $\mu(y)=\tau(R) \nu\left(x /\|x\|_{K}\right)$ is maximal on the set $\left\{x ;\|x\|_{K}>r\right\}$. For every $i=1, \ldots, n$ define

$$
x^{i}=\left(M_{1}, \ldots, M_{i-1}, \frac{R}{r} M_{i}, M_{i+1}, \ldots, M_{n}\right)
$$

Note that for every $j=1, \ldots, n, M_{j}=\max \mathcal{M}_{\mu_{j}}<\frac{R}{r} M_{j}=y_{j}$ so that $y_{j} \notin \mathcal{M}_{\mu_{j}}$. It follows that for every $i=1, \ldots, n, \mu\left(x^{i}\right)>\mu(y)$, so that $\left\|x^{i}\right\|_{K} \leq r$. Now, using the convexity of $K$ we have

$$
\begin{aligned}
r & =\|x\|_{K}=\left\|\frac{1}{n-1+\frac{R}{r}} \sum_{i=1}^{n} x^{i}\right\|_{K} \\
& \leq \frac{1}{n-1+\frac{R}{r}} \sum_{i=1}^{n}\left\|x^{i}\right\|_{K} \leq \frac{n r}{n-1+\frac{R}{r}}<r
\end{aligned}
$$

which is a contradiction.

Since $\tau$ isn't Dirac, there is some $r^{\prime} \in \mathcal{M}_{\tau}^{2}$. By Lemma $9, r^{\prime}<r$.
Lemma 10. For every $i=1, \ldots, n$, $\inf \operatorname{supp}\left(\mu_{i}\right)=0$.
Proof. As in Lemma 7, we will study the function:

$$
s_{i}(x)=\frac{x_{i}}{\left\|\sum_{j \neq i} x_{j} e_{j}\right\|_{2}}
$$

Since Lemma 9 implies in particular that $\operatorname{supp}(\mu)$ is bounded, our claim will follow once we show that $\inf _{x \in \operatorname{supp}(\mu)} s_{i}(x)=0$. Let $\sigma_{i}=\inf _{x \in \operatorname{supp}(\mu)} s_{i}(x)$ and assume that $\sigma_{i}>0$. For every $\epsilon>0$ there is $x \in \operatorname{supp}(\mu)$ such that $s_{i}(x) \leq(1+\epsilon) \sigma_{i}$. From the proof of Lemma 7 it follows that for every $\rho \in \operatorname{supp}(\tau)$ there are $u, v \in \operatorname{supp}(\tau)$ such that $s_{i}(u)=\frac{\rho}{\|x\|_{K}} s_{i}(x)$ and $s_{i}(v)=\frac{\|x\|_{K}}{\rho} s_{i}(x)$. Hence, $\min \left\{\frac{\rho}{\|x\|_{K}}, \frac{\|x\|_{K}}{\rho}\right\} \geq \frac{1}{1+\epsilon}$. If $\|x\|_{K}=r$ take $\rho=r^{\prime}$. Otherwise, $\|x\|_{K} \leq r^{\prime}$, in which case take $\rho=r$. In both cases we get that $r \leq(1+\epsilon) r^{\prime}$, which is a contradiction when $\epsilon$ is small enough.

In what follows we will continue to use the notation $M_{i}=\max \mathcal{M}_{\mu_{i}}$, and we will also put $m_{i}=\min \mathcal{M}_{\mu_{i}}$. Let $x=\left(M_{1}, \ldots, M_{n}\right), x^{\prime}=\left(m_{1}, \ldots, m_{n}\right)$.

Corollary 11. For every $J \subset\{1, \ldots, n\}$ :

$$
\left\|\sum_{i \in J} M_{i} e_{i}\right\|_{K} \leq r .
$$

Proof. By Lemma 10 for every $\epsilon>0$ and $i=1, \ldots, n$ there is $z_{i} \in \operatorname{supp}\left(\mu_{i}\right)$ with $z_{i}<\epsilon$. Now:

$$
\sum_{i \in J} M_{i} e_{i}+\sum_{i \notin J} z_{i} e_{i} \in \operatorname{supp}(\mu)
$$

so that by Lemma 9 we get:

$$
\left\|\sum_{i \in J} M_{i} e_{i}+\sum_{i \notin J} z_{i} e_{i}\right\|_{K} \leq r .
$$

The result follows by taking $\epsilon \rightarrow 0$.
Corollary 12. $\prod_{i=1}^{n}\left[0, M_{i}\right] \subset r K$.
Lemma 13. Let $J$ be a non-empty subset of $\{1, \ldots, n\}$. Then:

$$
\left\|\sum_{i \in J} M_{i} e_{i}+\sum_{i \notin J} \frac{r^{\prime}}{r} m_{i} e_{i}\right\|_{K}=r
$$

Proof. Denote $y=\frac{r^{\prime}}{r} x^{\prime}$. Since $x^{\prime} \in M_{\mu},\left\|x^{\prime}\right\|_{K}=r$. Now, $\mu(y)=\tau\left(r^{\prime}\right) \nu\left(x^{\prime} /\right.$ $\left\|x^{\prime}\right\|_{K}$ ), and because $r^{\prime} \in M_{\tau}^{2}$ and $x^{\prime} /\left\|x^{\prime}\right\|_{K} \in M_{\nu}$ we deduce that $\mu(y)$ is maximal on the set $\left\{x ;\|x\|_{K} \neq r\right\}$. But since $r^{\prime}<r$, for any $j=1, \ldots, n$ one has $y_{j}=\frac{r^{\prime}}{r} m_{j}<m_{j}=\min M_{\mu_{j}}$, so that $y_{j} \notin M_{\mu_{j}}$. It follows that since $J \neq \emptyset$,
$\mu\left(\sum_{i \in J} M_{i} e_{i}+\sum_{i \notin J} \frac{r^{\prime}}{r} m_{i} e_{i}\right)=\left(\prod_{i \in J} \mu_{i}\left(M_{i}\right)\right)\left(\prod_{i \notin J} \mu_{i}\left(y_{i}\right)\right)>\prod_{i=1}^{n} \mu_{i}\left(y_{i}\right)=\mu(y)$,
so that $\left\|\sum_{i \in J} M_{i} e_{i}+\sum_{i \notin J} \frac{r^{\prime}}{r} m_{i} e_{i}\right\|_{K}=r$.
We can now prove the first part of Theorem 6:
Proposition 14. $K \cap[0, \infty)^{n}=\prod_{i=1}^{n}\left[0, \frac{M_{i}}{r}\right]$.
Proof. We set $Q=\prod_{i=1}^{n}\left[0, M_{i}\right]$. Let $1 \leq i \leq n$. Since $0<m_{i} r^{\prime} / r<M_{i}$ the point

$$
P_{i}=M_{i} e_{i}+\sum_{j \neq i} \frac{r^{\prime}}{r} m_{j} e_{j}
$$

lies in the interior of the facet $Q \cap\left\{x ; x_{i}=M_{i}\right\}$ of $Q$. It is also a boundary point of $r K$ by Lemma 13. As guaranteed by Corollary $12, Q \subset r K$, so that any supporting hyperplane of $r K$ at $P_{i}$ is a supporting hyperplane of $Q$ at this point. Therefore at $P_{i}$ the convex set $r K$ admits $\left\{x ; x_{i}=M_{i}\right\}$ as a (unique) supporting hyperplane. It follows that $r K \subset\left\{x ; x_{i} \leq M_{i}\right\}$. This is true for every $1 \leq i \leq n$ and the proof is complete.

We now pass to the proof of the final assertion of Theorem 6. We have proved that there are real numbers $t_{i}=r / M_{i}>0, i=1 \ldots n$ such that for every $x \in[0, \infty)^{n},\|x\|_{K}=\max _{1 \leq i \leq n} t_{i} x_{i}$. Moreover for every $x \in \operatorname{supp}(\mu)$, $\|x\|_{K} \leq r$ and $\mu\left(r / t_{1}, \ldots, r / t_{n}\right)>0$. By replacing $K$ with $r K$ we may assume that $r=1$. Moreover, as we remarked in Section 1, for any $a_{1}, \ldots, a_{n}>0, \mu$ admits a simultaneous product decomposition if and only if $\mu \circ T_{a_{1}, \ldots, a_{n}}$ admits a simultaneous product decomposition. Therefore, by composing $\mu$ with a suitable $T_{a_{1}, \ldots, a_{n}}$, we can assume that $M_{1}=\cdots=M_{n}=1$ and $t_{1}=\cdots=$ $t_{n}=1$. In addition, by replacing the measures $\mu, \mu_{i}, \nu, \tau$ by $\mu / \mu(1, \ldots, 1)$, $\mu_{i} / \mu_{i}(1), \nu / \nu(1, \ldots, 1), \tau / \tau(1)$ we can assume that $\mu(1, \ldots, 1)=\mu_{i}(1)=$ $\nu(1, \ldots, 1)=\tau(1)=1$.

Lemma 15. If $p, q \in \operatorname{supp}(\tau)$ and $q>p$ then $\frac{p}{q}, p q \in \operatorname{supp}(\tau)$.
Proof. By the product property

$$
0<\tau(p)=\mu(p, \ldots, p)=\prod_{i=1}^{n} \mu_{i}(p),
$$

so that for every $i=1, \ldots, n, p \in \operatorname{supp}\left(\mu_{i}\right)$. Similarly, $q \in \operatorname{supp}\left(\mu_{i}\right)$. Hence, since $p<q$ :

$$
0<\mu(p, q, \ldots, q)=\tau(q) \nu\left(\frac{p}{q}, 1, \ldots, 1\right)
$$

so that $\nu\left(\frac{p}{q}, 1, \ldots, 1\right)>0$. Now, using again the fact that $p<q$ we have:

$$
\mu_{1}\left(\frac{p}{q}\right)=\mu\left(\frac{p}{q}, 1, \ldots, 1\right)=\nu\left(\frac{p}{q}, 1, \ldots, 1\right)>0 .
$$

This shows that $\frac{p}{q} \in \operatorname{supp}\left(\mu_{1}\right)$. Similarly, for every $i, \frac{p}{q} \in \operatorname{supp}\left(\mu_{i}\right)$. Hence,

$$
0<\prod_{i=1}^{n} \mu_{i}\left(\frac{p}{q}\right)=\mu\left(\frac{p}{q}, \ldots, \frac{p}{q}\right)=\tau\left(\frac{p}{q}\right)
$$

This shows that $\frac{p}{q} \in \operatorname{supp}(\tau)$. Now, since the remark preceding Lemma 15 implies that $p \leq 1$,

$$
\begin{aligned}
\mu_{1}(p q) \prod_{i=2}^{n} \mu_{i}(q) & =\mu(p q, q, \ldots, q)=\tau(q) \nu(p, 1, \ldots, 1) \\
& =\tau(q) \mu(p, 1, \ldots, 1)=\tau(q) \mu_{1}(p)>0
\end{aligned}
$$

Hence, $p q \in \operatorname{supp}\left(\mu_{1}\right)$. Similarly, for every $i, p q \in \operatorname{supp}\left(\mu_{i}\right)$, so that:

$$
0<\mu(p q, \ldots, p q)=\tau(p q)
$$

which shows that $p q \in \operatorname{supp}(\tau)$.
Lemma 16. For every $i=1, \ldots, n, \operatorname{supp}\left(\mu_{i}\right)=\operatorname{supp}(\tau)$.
Proof. In the proof of Lemma 15 we have seen that $\operatorname{supp}(\tau) \subset \operatorname{supp}\left(\mu_{i}\right)$. We show the other inclusion. First, note that $\inf \operatorname{supp}(\tau)=0$. Indeed for every $\epsilon>0$, Lemma 10 ensures the existence of $x_{i} \in \operatorname{supp}\left(\mu_{i}\right)$ such that $x_{i}<\epsilon$. Now,

$$
0<\prod_{i=1}^{n} \mu_{i}\left(x_{i}\right)=\tau\left(\max _{1 \leq i \leq n} x_{i}\right) \nu\left(\frac{x}{\|x\|_{K}}\right) .
$$

So $\inf \operatorname{supp}(\tau) \leq \epsilon$.
Take any $p \in \operatorname{supp}\left(\mu_{i}\right)$. There is some $q \in \operatorname{supp}(\tau)$ such that $q<p$. By the proof of Lemma 15 , for every $j, q \in \operatorname{supp}\left(\mu_{j}\right)$; therefore:

$$
0<\mu_{i}(p) \prod_{j \neq i} \mu_{j}(q)=\mu\left(p e_{i}+\sum_{j \neq i} q e_{j}\right)=\tau(p) \nu\left(e_{i}+\sum_{j \neq i} \frac{q}{p} e_{j}\right)
$$

so that $p \in \operatorname{supp}(\tau)$.

Lemma 17. For every $i=1, \ldots, n$ and for every $p, q \in \operatorname{supp}\left(\mu_{i}\right)$,

$$
\mu_{i}(p q)=\mu_{i}(p) \mu_{i}(q)
$$

Proof. Note that since $p \in \operatorname{supp}(\tau), p \leq 1$. Hence, using the fact that $q \in$ $\operatorname{supp}\left(\mu_{j}\right)$ we have:

$$
\begin{aligned}
0 & <\mu_{i}(p q) \prod_{j \neq i} \mu_{j}(q)=\mu\left(p q e_{i}+\sum_{j \neq i} q e_{j}\right)=\tau(q) \nu\left(p e_{i}+\sum_{j \neq i} e_{j}\right) \\
& =\tau(q) \mu_{i}(p)=\mu_{i}(p) \mu(q, \ldots, q)=\mu_{i}(p) \mu_{i}(q) \prod_{j \neq i} \mu_{j}(q)
\end{aligned}
$$

Lemma 18. Assume that $A \subset(0,1], A \neq\{1\}, A \neq \emptyset$, has the property that $x y$ and $x / y$ are in $A$ whenever $x, y \in A$ and $x \leq y$. Let $f: A \rightarrow(0, \infty)$ be a function such that if $x, y \in A$ then $f(x y)=f(x) f(y)$ and:

$$
\sum_{a \in A} f(a)<\infty
$$

Then there are $\alpha>0$ and $0<q<1$ such that $f(a)=a^{\alpha}$ and $A=\left\{q^{n}\right\}_{n=0}^{\infty}$.
Proof. For any $a \in A \backslash\{1\}$ and $n \in \mathbb{N}, a^{n} \in A$ and $f\left(a^{n}\right)=f(a)^{n}$. Since $\sum_{n=1}^{\infty} f\left(a^{n}\right)<\infty, f(a)<1$. Now, if $a, b \in A \backslash\{1\}$ and $\frac{a^{n}}{b^{m}}<1, \frac{a^{n}}{b^{m}} \in A$, so that $1>f\left(\frac{a^{n}}{b^{m}}\right)=\frac{f(a)^{n}}{f(b)^{m}}$. We have shown that for every $n, m \in \mathbb{N}$ and $a, b \in A \backslash\{1\}:$

$$
\frac{n}{m}>\frac{\log b}{\log a} \Longrightarrow \frac{n}{m}>\frac{\log f(b)}{\log f(a)}
$$

Hence, $\frac{\log b}{\log a} \geq \frac{\log f(b)}{\log f(a)}$ for every $a, b \in A \backslash\{1\}$. By symmetry, there is $\alpha \in \mathbb{R}$ such that for every $a \in A, \frac{\log f(a)}{\log a}=\alpha$. This proves the first assertion $(\alpha>0$ since $f(a)<1)$.

Put $B=\{-\log a ; a \in A\}$. Clearly:

$$
a, b \in B \Longrightarrow a+b,|a-b| \in B
$$

Since $f(a)=a^{\alpha}$ and $\sum_{a \in A} f(a)<\infty$, for every $x>0$ there are only finitely many $a \in A$ with $a \geq x$. In other words, for every $x>0$ there are only finitely many $b \in B$ with $b \leq x$. In particular, if we let $p=\inf B \backslash\{0\}$ then $p>0$ and $p \in B$. Now, for every $n=0,1,2, \ldots, n p \in B$. We claim that $B=\{0, p, 2 p, 3 p, \ldots\}$. Indeed, if $x \in B \backslash\{0, p, 2 p, 3 p, \ldots\}$ then there is an integer $n$ such that $0<|x-n p|<p$. But, $|x-n p| \in B$, and this contradicts the definition of $p$. Finally, for $q=e^{-p}, A=\left\{1, q, q^{2}, \ldots\right\}$.

Remark. All the assumptions in Lemma 18 are necessary. Apart from the trivial examples such as $A=(0,1]$ and $A=(0,1] \cap \mathbb{Q}$ we would like to point out the more interesting example $A=\left\{2^{n} 3^{m} ; m, n \in \mathbb{Z}\right.$ and $\left.2^{n} 3^{m} \leq 1\right\}$, $f\left(2^{n} 3^{m}\right)=2^{\alpha m} 3^{\beta m}$ where $\alpha$ and $\beta$ are distinct real numbers (of course in this case the condition $\sum_{a \in A} f(a)<\infty$ is not satisfied).
Proof of Theorem 6. Assertion $a$ ) is given by Proposition 14. To prove $b$ ) fix some $1 \leq i \leq n$ and define: $A=\operatorname{supp}\left(\mu_{i}\right)$. By Lemma 16 and Lemma 9, $A=\operatorname{supp}(\tau) \subset(0,1]$. Additionally, Lemma 15 implies that if $x, y \in A$, $x \leq y$ then $x y, \frac{x}{y}=\in A$. Clearly for every $x \in A, \mu_{i}(x)>0$ and since $\mu_{i}$ is a finite measure, $\sum_{a \in A} \mu_{i}(a)<\infty$. An application of Lemma 17 gives that for every $x, y \in A, \mu_{i}(x y)=\mu_{i}(x) \mu_{i}(y)$. Now, Lemma 18 implies that there are $\alpha_{i}>0$ and $0<q<1$ such that $\mu_{i}(a)=a^{\alpha_{i}}$ and $A=\left\{q^{n}\right\}_{n=0}^{\infty}$. So, $\operatorname{supp}(\tau)=\left\{q^{k} ; k \in \mathbb{N}\right\}$ and by Lemma 16, one gets $\operatorname{supp}\left(\mu_{i}\right)=\left\{q^{k} ; k \in \mathbb{N}\right\}$. Moreover, $\mu_{i}\left(q^{k}\right)=q^{k \alpha_{i}}$. This concludes the proof of the theorem.

## 4 Concluding Remarks

In this section we list some remarks and open problems that arise from the results of the previous two sections.

1) There are examples when $K$ is allowed to be unbounded (of course in this case it is no longer a body). Indeed the "unit ball" of $\ell_{p}^{n}$ for non-positive $p$ gives such a decomposition with $f_{i}(t)=|t|^{b_{i}} \exp \left(-|t|^{p}\right)$.
2) Theorem 3 does not cover the case of the uniform measure on $B_{\infty}^{n}=$ $[-1,1]^{n}$, which clearly has simultaneously the Cartesian and the polar decomposition with respect to $K=B_{\infty}^{n}$. It is the natural limit case of the examples with the densities $\exp \left(-|t|^{p}\right)$. Under strong conditions on the density and its support, results can be obtained which encompass measures supported on the cube. It would be very nice to get rid of the conditions. It seems that one of the necessary steps would be to understand the structure of sets in $\mathbb{R}^{n}$ which are products with respect to the Cartesian structure and for the polar structure generated by a convex set $K$. This is a problem of independent interest.
3) The classification of simultaneous product measures, without additional hypothesis, is a very challenging problem. Note that our results may be used. Indeed if $\mu$ has simultaneous product decomposition, then its absolutely continuous part has it too. Similarly, if a singular measure has the property, then its atomic part has it too, so Theorem 6 applies. The main obstacle seems to be dealing with singular continuous measures.
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Summary. We prove that for any norm $\|\cdot\|$ in the $d$-dimensional real vector space $V$ and for any odd $n>0$ there is a non-negative polynomial $p(x), x \in V$ of degree $2 n$ such that

$$
p^{\frac{1}{2 n}}(x) \leq\|x\| \leq\binom{ n+d-1}{n}^{\frac{1}{2 n}} p^{\frac{1}{2 n}}(x) .
$$

Corollaries and polynomial approximations of the Minkowski functional of a convex body are discussed.

## 1 Introduction and the Main Result

Our main motivation is the following general question. Let us fix a norm $\|\cdot\|$ in a finite-dimensional real vector space $V$ (or, more generally, the Minkowski functional of a convex body in $V$ ). Given a point $x \in V$, how fast can one compute or approximate $\|x\|$ ? For example, various optimization problems can be posed this way. As is well known (see, for example, Lecture 3 of [B]), any norm in $V$ can be approximated by an $\ell_{2}$ norm in $V$ within a factor of $\sqrt{\operatorname{dim} V}$. From the computational complexity point of view, an $\ell_{2}$ norm of $x$ is just the square root of a positive definite quadratic form $p$ in $x$ and hence can be computed "quickly", that is, in time polynomial in $\operatorname{dim} V$ for any $x \in V$ given by its coordinates in some basis of $V$. Note that we do not count the time required for "preprocessing" the norm to obtain the quadratic form $p$, as we consider the norm fixed and not a part of the input. It turns out that by employing higher degree forms $p$, we can improve the approximation: for any $c>0$, given an $x \in V$, one can approximate $\|x\|$ within a factor of $c \sqrt{\operatorname{dim} V}$ in time polynomial in $\operatorname{dim} V$. This, and some other approximation results follow easily from our main theorem.

Theorem 1.1. Let $V$ be a d-dimensional real vector space and let $\|\cdot\|: V \longrightarrow$ $\mathbb{R}$ be a norm in $V$. For any odd integer $n>0$ there exists a homogeneous polynomial $p: V \longrightarrow \mathbb{R}$ of degree $2 n$ such that $p(x) \geq 0$ (in fact, $p$ is the sum of squares of homogeneous polynomials of degree n) and

$$
p^{\frac{1}{2 n}}(x) \leq\|x\| \leq\binom{ n+d-1}{n}^{\frac{1}{2 n}} p^{\frac{1}{2 n}}(x)
$$

for all $x \in V$.

[^2]We observe that the approximation factor $\binom{n+d-1}{n}^{1 / 2 n}$ approaches 1 as long as $n / d \longrightarrow \infty$, see also Section 2.2.

We prove Theorem 1.1 in Section 3. In Section 2, we discuss some corollaries of Theorem 1.1. In Section 4, we show how to extend Theorem 1.1 to Minkowski functionals of arbitrary convex bodies.

### 1.1 Best Approximating Polynomials

Let us fix a norm $\|\cdot\|$ in a finite-dimensional vector space $V$ and a positive integer $n$. One can ask what is the smallest possible constant $C=C(\|\cdot\|, n)$ for which there exists a polynomial $p$ of degree $2 n$ such that

$$
\begin{equation*}
p^{\frac{1}{2 n}}(x) \leq\|x\| \leq C p^{\frac{1}{2 n}}(x) \text { for all } \quad x \in V \tag{1.1.1}
\end{equation*}
$$

Moreover, what is the value of

$$
C(d, n)=\sup _{\substack{\|\cdot\| \text { is a norm in } \\ \text { and } \operatorname{dim} V=d}} C(\|\cdot\|, n)
$$

Theorem 1.1 asserts that $C(d, n) \leq\binom{ n+d-1}{n}^{1 / 2 n}$ for odd $n$. It is not known whether the equality holds except in the case of $n=1$ when indeed $C(d, 1)=$ $\sqrt{d}$ (see, for example, Lecture 3 of $[\mathrm{B}]$ ). The following simple observation can be useful to determine what a best approximating polynomial may look like.

Suppose that there is a set of finitely many non-negative polynomials $p_{i}$ with $\operatorname{deg} p_{i}=2 n$ which satisfy (1.1.1). Thus we have

$$
\begin{equation*}
p_{i}(x) \leq\|x\|^{2 n} \leq C^{2 n} p_{i}(x) \quad \text { for all } \quad x \in V \quad \text { and for every } \quad p_{i} . \tag{1.1.2}
\end{equation*}
$$

Then any convex combination $p$ of polynomials $p_{i}$ satisfies (1.1.2) and hence (1.1.1). Suppose now that the normed space $V$ possesses a compact group $G$ of linear isometries. If a polynomial $p$ satisfies (1.1.1) then, for any $g \in G$, the polynomial $p_{g}(x)=p(g x)$ satisfies (1.1.1) with the same constant $C$ and hence, by averaging over $G$, we can choose a $G$-invariant polynomial $p$ which satisfies (1.1.1). Hence if a norm $\|\cdot\|$ is invariant under the action of a compact group, we can always choose an invariant best approximating polynomial.

## 2 Corollaries and Remarks

### 2.1 Approximation by Polynomials of a Fixed Degree

Let us fix an $n$ in Theorem 1.1. Then, as $d$ grows, the value of $p^{1 / 2 n}(x)$ approximates $\|\cdot\|$ within a factor of $c_{n} \sqrt{d}$, where $c_{n} \approx(n!)^{-1 / 2 n} \approx \sqrt{e / n}$. Since for any fixed $n$, computation of $p(x)$ takes a $d^{O(n)}$ time, for any $c>0$ we obtain a polynomial time algorithm to approximate $\|x\|$ within a factor
of $c \sqrt{d}$ (again, we do not count the time required for preprocessing, that is, to find the polynomial $p$ ).

One may wonder whether a significantly better approximation factor, for example $C(d, n)=O\left(d^{1 / 2 n}\right)$, can be achieved in Theorem 1.1 (that would also agree with the $\sqrt{d}$ bound in the classical case of $n=1$ ). This, however, does not seem to be the case as the following example shows. Let $\|\cdot\|$ be the $\ell_{1}$ norm in $\mathbb{R}^{d}$, that is

$$
\|x\|=\sum_{i=1}^{d}\left|\xi_{i}\right| \quad \text { for } \quad x=\left(\xi_{1}, \ldots, \xi_{d}\right)
$$

The norm $\|\cdot\|$ is invariant under signed permutations of the coordinates

$$
\left(\xi_{1}, \ldots, \xi_{d}\right) \longmapsto\left( \pm \xi_{i_{1}}, \ldots \pm \xi_{i_{d}}\right)
$$

and hence, as discussed in Section 1.1, we can choose an invariant best approximating polynomial $p$. Hence $p$ is a symmetric polynomial in $\xi_{1}^{2}, \ldots, \xi_{d}^{2}$. In particular, for $n=3$, we have

$$
p(x)=\alpha_{d} \sum_{i=1}^{d} \xi_{i}^{6}+\beta_{d} \sum_{1 \leq i \neq j \leq d} \xi_{i}^{2} \xi_{j}^{4}+\gamma_{d} \sum_{1 \leq i<j<k \leq d} \xi_{i}^{2} \xi_{j}^{2} \xi_{k}^{2}
$$

for some real $\alpha_{d}, \beta_{d}$ and $\gamma_{d}$. Since we must have $0 \leq p(x) \leq\|x\|^{6}$, by substituting $x=(1,0, \ldots, 0), x=(1,1,0, \ldots, 0)$ and $x=(1,1,1,0, \ldots, 0)$ we get

$$
\begin{gathered}
0 \leq \alpha_{d} \leq 1, \quad 0 \leq 2 \alpha_{d}+2 \beta_{d} \leq 64 \quad \text { and } \quad 0 \leq 3 \alpha_{d}+6 \beta_{d}+\gamma_{d} \leq 729 \\
\text { which implies that } \alpha_{d} \leq 1, \quad \beta_{d} \leq 32 \quad \text { and } \quad \gamma_{d} \leq 735
\end{gathered}
$$

Substituting $x=(1, \ldots, 1)$, we observe that $\|x\|=d$ and that $p(x)=O\left(d^{3}\right)$. Therefore, we must have $C(d, 3) \geq C\left(\ell_{1}, 3\right) \geq c \sqrt{d}$ for some absolute constant $c>0$.

### 2.2 Linear Growth of the Degree

If we allow $n$ to grow linearly with $d$, we can get a constant factor approximation. Indeed, if we choose $n=\gamma d$ for some $\gamma>0$ in Theorem 1.1, for large $d$ we have

$$
\begin{equation*}
C_{0}(\gamma)=\binom{n+d-1}{n}^{\frac{1}{2 n}} \approx \exp \left\{\frac{1}{2} \ln \frac{\gamma+1}{\gamma}+\frac{1}{2 \gamma} \ln (\gamma+1)\right\} \tag{2.2.1}
\end{equation*}
$$

Thus $p^{1 / 2 n}(x)$ approximates $\|\cdot\|$ within a factor of $C_{0}(\gamma)$ depending on $\gamma$ alone. In particular, if $\gamma \longrightarrow \infty$, the approximation factor approaches 1 . Since for any fixed $\gamma>0$, computation of $p(x)$ takes $2^{O(d)}$ time, for any constant
$c>1$ we can get an algorithm of $2^{O(d)}$ complexity approximating the value of $\|x\|$ within a factor of $c$.

The anonymous referee noticed that a different constant factor approximation can be achieved via the following construction. Let $V^{*}$ be the dual space and let

$$
B^{*}=\left\{f \in V^{*}: \quad f(x) \leq 1 \quad \text { for all } \quad x \in V \quad \text { such that } \quad\|x\| \leq 1\right\}
$$

be the unit ball of the dual norm in $V^{*}$. As is known, (see, for example, Lemma 4.10 of $[\mathrm{P}])$, for any $0<\delta<1$ one can choose a set $N$ of $|N| \leq(1+2 / \delta)^{d}$ points in $B^{*}$ which form a $\delta$-net (in the dual norm). Given an integer $n$, let us define the polynomial $p$ by

$$
p(x)=\frac{1}{|N|} \sum_{f \in N} f^{2 n}(x)
$$

Let us fix a $\gamma>0$. It is not hard to show that if $\delta=\delta(\gamma)$ is chosen in the optimal way, as long as $n=\gamma d$, the value of $p^{1 / 2 n}(x)$ approximates $\|x\|$ within a constant factor $C_{1}(\gamma)$. Interestingly, for $\gamma \longrightarrow \infty$, the asymptotics of (2.2.1) and $C_{1}(\gamma)$ coincide:

$$
C_{0}(\gamma), C_{1}(\gamma)=1+\frac{\ln \gamma}{2 \gamma}(1+o(1)) \quad \text { as } \quad \gamma \longrightarrow \infty
$$

However, for small $\gamma$, the bound $C_{0}(\gamma)$ of (2.2.1) is substantially better than the one obtained for $C_{1}(\gamma)$ using this construction. We have

$$
\begin{aligned}
& C_{0}(\gamma)=\sqrt{e / \gamma}(1+o(1)) \quad \text { for } \quad \gamma \longrightarrow 0 \quad \text { as opposed to } \\
& C_{1}(\gamma)=3^{\frac{1}{2 \gamma}}(1+o(1)) \quad \text { for } \quad \gamma \longrightarrow 0 .
\end{aligned}
$$

### 2.3 Approximating by Other Computable Functions

It is possible that one can achieve a better approximation by employing a wider class of computable functions. For example, the $\ell_{1}$ norm which appears to be resistant to polynomial approximations (cf. Section 2.1) is very easy to compute. A natural candidate would be the class of functions which are sums of $p_{i}^{1 / 2 n}$ for different polynomials $p_{i}$. In particular, the $\ell_{1}$ norm itself is a function of this type.

## 3 Proof of Theorem 1.1

Let $B$ be the unit ball of $\|\cdot\|$, so

$$
B=\{x \in V:\|x\| \leq 1\} .
$$

Hence $B$ is a convex compact set containing the origin in its interior and symmetric about the origin.

Let $V^{*}$ be the dual space of all linear functions $f: V \longrightarrow \mathbb{R}$ and let $B^{*} \subset V^{*}$ be the polar of $B$ :

$$
B^{*}=\left\{f \in V^{*}: f(x) \leq 1 \quad \text { for all } \quad x \in B\right\}
$$

Hence $B^{*}$ is a convex compact set symmetric about the origin. Using the standard duality argument, we can write

$$
\begin{equation*}
\|x\|=\max _{f \in B^{*}} f(x) \tag{3.1}
\end{equation*}
$$

Let

$$
W=V^{\otimes n}=\underbrace{V \otimes \ldots \otimes V}_{n \text { times }} \quad \text { and } \quad W^{*}=\left(V^{\otimes n}\right)^{*}=\underbrace{V^{*} \otimes \ldots \otimes V^{*}}_{n \text { times }}
$$

be the $n$-th tensor powers of $V$ and $V^{*}$ respectively.
For vectors $x \in V$ and $f \in V^{*}$ let

$$
x^{\otimes n}=\underbrace{x \otimes \ldots \otimes x}_{n \text { times }} \quad \text { and } \quad f^{\otimes n}=\underbrace{f \otimes \ldots \otimes f}_{n \text { times }}
$$

denote the $n$-th tensor power $x^{\otimes n} \in W$ and $f^{\otimes n} \in W^{*}$ respectively.
By (3.1), we can write

$$
\begin{equation*}
\|x\|^{n}=\max _{f \in B^{*}}(f(x))^{n}=\max _{f \in B^{*}} f^{\otimes n}\left(x^{\otimes n}\right) . \tag{3.2}
\end{equation*}
$$

Let $D$ be the convex hull of $f^{\otimes n}$ for $f \in B^{*}$ :

$$
D=\operatorname{conv}\left\{f^{\otimes n}: f \in B^{*}\right\}
$$

Then $D$ is a convex compact subset of $W^{*}$, symmetric about the origin (we use that $n$ is odd). From (3.2) we can write

$$
\begin{equation*}
\|x\|^{n}=\max _{f \in B^{*}} f^{\otimes n}\left(x^{\otimes n}\right)=\max _{g \in D} g\left(x^{\otimes n}\right) \tag{3.3}
\end{equation*}
$$

Let us estimate the dimension of $D$. There is a natural action of the symmetric group $S_{n}$ in $W^{*}$ which permutes the factors $V^{*}$, so that

$$
\sigma\left(f_{1} \otimes \ldots \otimes f_{n}\right)=f_{\sigma^{-1}(1)} \otimes \ldots \otimes f_{\sigma^{-1}(n)}
$$

Let $\operatorname{Sym}\left(W^{*}\right) \subset W^{*}$ be the symmetric part of $W^{*}$, that is, the invariant subspace of that action. As is known, the dimension of $\operatorname{Sym}\left(W^{*}\right)$ is that of the space of homogeneous polynomials of degree $n$ in $d$ real variables (cf., for example, Lecture 6 of $[\mathrm{FH}])$. Next, we observe that $f^{\otimes n} \in \operatorname{Sym}\left(W^{*}\right)$ for all $f \in V^{*}$ and, therefore,

$$
\begin{equation*}
\operatorname{dim} D \leq \operatorname{dim} \operatorname{Sym}\left(W^{*}\right)=\binom{n+d-1}{n} \tag{3.4}
\end{equation*}
$$

Let $E$ be the John ellipsoid of $D$ in the affine hull of $D$, that is the (unique) ellipsoid of the maximum volume inscribed in $D$. As is known, (see, for example, Lecture 3 of [B])

$$
E \subset D \subset(\sqrt{\operatorname{dim} D}) E
$$

Combining this with (3.3), we write

$$
\max _{g \in E} g\left(x^{\otimes n}\right) \leq\|x\|^{n} \leq(\sqrt{\operatorname{dim} D}) \max _{g \in E} g\left(x^{\otimes n}\right)
$$

and, by (3.4),

$$
\begin{equation*}
\max _{g \in E} g\left(x^{\otimes n}\right) \leq\|x\|^{n} \leq\binom{ n+d-1}{n}^{\frac{1}{2}} \max _{g \in E} g\left(x^{\otimes n}\right) \tag{3.5}
\end{equation*}
$$

Let

$$
q(x)=\max _{g \in E} g\left(x^{\otimes n}\right)
$$

We claim that $p(x)=q^{2}(x)$ is a homogeneous polynomial in $x$ of degree $2 n$. Indeed, let us choose a basis $e_{1}, \ldots, e_{d}$ in $V$. Then $W$ acquires the basis

$$
e_{i_{1} \ldots i_{n}}=e_{i_{1}} \otimes \ldots \otimes e_{i_{n}} \quad \text { for } \quad 1 \leq i_{1}, \ldots, i_{n} \leq d
$$

Geometrically, $V$ and $V^{*}$ are identified with $\mathbb{R}^{d}$ and $W$ and $W^{*}$ are identified with $\mathbb{R}^{d^{n}}$. Let $K \subset W^{*}$ be the Euclidean unit ball defined by the inequality

$$
K=\left\{h \in W^{*}: \sum_{1 \leq i_{1}, \ldots, i_{n} \leq d} h^{2}\left(e_{i_{1} \ldots i_{n}}\right) \leq 1\right\}
$$

Since $E$ is an ellipsoid, there is a linear transformation $T: W^{*} \longrightarrow W^{*}$ such that $T(K)=E$. Let $T^{*}: W \longrightarrow W$ be the conjugate linear transformation and let $y=T^{*}\left(x^{\otimes n}\right)$. Hence the coordinates $y_{i_{1} \ldots i_{n}}$ of $y$ with respect to the basis $\left\{e_{i_{1} \ldots i_{n}}\right\}$ are polynomials in $x$ of degree $n$. Then

$$
\begin{aligned}
q(x) & =\max _{g \in E} g\left(x^{\otimes n}\right)=\max _{h \in K} T(h)\left(x^{\otimes n}\right)=\max _{h \in K} h\left(T^{*}\left(x^{\otimes n}\right)\right) \\
& =\max _{h \in K} h(y)=\sqrt{\sum_{1 \leq i_{1}, \ldots, i_{n} \leq d} y_{i_{1} \ldots i_{n}}^{2}} .
\end{aligned}
$$

Hence we conclude that $p(x)=q^{2}(x)$ is a homogeneous polynomial in $x$ of degree $2 n$, which is non-negative for all $x \in V$ (moreover, $p(x)$ is a sum of squares). From (3.5), we conclude that

$$
p^{\frac{1}{2 n}}(x) \leq\|x\| \leq\binom{ n+d-1}{n}^{\frac{1}{2 n}} p^{\frac{1}{2 n}}(x)
$$

as claimed.

## 4 An Extension to Minkowski Functionals

There is a version of Theorem 1.1 for Minkowski functionals of convex bodies which are not necessarily symmetric about the origin.
Theorem 4.1. Let $V$ be a d-dimensional real vector space, let $B \subset V$ be a convex compact set containing the origin in its interior and let $\|x\|=\inf \{\lambda>$ $0: x \in \lambda B\}$ be its Minkowski functional. For any odd integer $n>0$ there exist a homogeneous polynomial $p: V \longrightarrow \mathbb{R}$ of degree $2 n$ and a homogeneous polynomial $r: V \longrightarrow \mathbb{R}$ of degree $n$ such that $p(x) \geq 0$ and

$$
(r(x)+\sqrt{p(x)})^{\frac{1}{n}} \leq\|x\| \leq\left(r(x)+\binom{n+d-1}{n} \sqrt{p(x)}\right)^{\frac{1}{n}}
$$

for all $x \in V$.
Proof. The proof follows the proof of Theorem 1.1 with some modifications. Up to (3.4) no essential changes are needed (note, however, that now we have to use that $n$ is odd in (3.2)). Then, since the set $D$ is not necessarily symmetric about the origin, we can only find an ellipsoid $E$ (centered at the origin) of $W^{*}$ and a point $w \in D$, such that

$$
E \subset D-w \subset(\operatorname{dim} D) E
$$

see, for example, Lecture 3 of [B]. Then (3.5) transforms into

$$
\max _{g \in E} g\left(x^{\otimes n}\right) \leq\|x\|^{n}-w\left(x^{\otimes n}\right) \leq\binom{ n+d-1}{n} \max _{g \in E} g\left(x^{\otimes n}\right) .
$$

Denoting

$$
p(x)=\left(\max _{g \in E} g\left(x^{\otimes n}\right)\right)^{2} \quad \text { and } \quad r(x)=w\left(x^{\otimes n}\right)
$$

we proceed as in the proof of Theorem 1.1.
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Summary. For non-correlated random variables, we study a concentration property of the distributions of the weighted sums with Bernoullian coefficients. The obtained result is used to derive an "almost surely version" of the central limit theorem.

Let $X=\left(X_{1}, \ldots, X_{n}\right)$ be a vector of $n$ random variables with finite second moments such that, for all $k, j$,

$$
\begin{equation*}
\mathbf{E} X_{k} X_{j}=\delta_{k j} \tag{1}
\end{equation*}
$$

where $\delta_{k j}$ is Kronecker's symbol. It is known that, for growing $n$, the distribution functions

$$
F_{\theta}(x)=\mathbf{P}\left\{\sum_{k=1}^{n} \theta_{k} X_{k} \leq x\right\}, \quad x \in \mathbf{R}
$$

of the weighted sums of $\left(X_{k}\right)$, with coefficients $\theta=\left(\theta_{1}, \ldots, \theta_{n}\right)$ satisfying $\theta_{1}^{2}+\ldots+\theta_{n}^{2}=1$, form a family possessing a certain concentration property with respect to the uniform measure $\sigma_{n-1}$ on the unit sphere $S^{n-1}$. Namely, most of $F_{\theta}$ 's are close to the average distribution

$$
F(x)=\int_{S^{n-1}} F_{\theta}(x) d \sigma_{n-1}(\theta)
$$

in the sense that, for each $\delta>0$, there is an integer $n_{\delta}$ such that if $n \geq n_{\delta}$ one can select a set of coefficients $\Theta \subset S^{n-1}$ of measure $\sigma_{n-1}(\Theta) \geq 1-\delta$ such that $d\left(F_{\theta}, F\right) \leq \delta$, for all $\theta \in \Theta$. This property was first observed by V.N. Sudakov [S] who stated it for the Kantorovich-Rubinshtein distance $d\left(F_{\theta}, F\right)=\int_{-\infty}^{+\infty}\left|F_{\theta}(x)-F(x)\right| d x$, with a proof essentially relying on the isoperimetric theorem on the sphere. A different approach to this result was suggested by H. von Weizsäcker [W] (cf. also [D-F]). V.N. Sudakov also considered "Gaussian coefficients" in which case, as shown in [W], there is a rather general infinite dimensional formulation. An important special situation where the random vector $X$ is uniformly distributed over a centrally symmetric convex body in $\mathbf{R}^{n}$ was recently studied, for the uniform distance

[^3]$\sup _{x}\left|F_{\theta}(x)-F(x)\right|$, by M. Antilla, K. Ball, and I. Perissinaki [A-B-P], see also [B] for refinements and extensions to log-concave distributions. One can find there quantitative versions of Sudakov's theorem, while in the general case, the following statement proven in [B] holds true: under (1), for all $\delta>0$,
\[

$$
\begin{equation*}
\sigma_{n-1}\left\{L\left(F_{\theta}, F\right) \geq \delta\right\} \leq 4 n^{3 / 8} e^{-n \delta^{4} / 8} \tag{2}
\end{equation*}
$$

\]

Here $L\left(F_{\theta}, F\right)$ stands for the Lévy distance defined as the minimum over all $\delta \geq 0$ such that $F(x-\delta)-\delta \leq F_{\theta}(x) \leq F(x+\delta)+\delta$, for all $x \in \mathbf{R}$. As well as the Kantorovich-Rubinshtein distance $d$, the metric $L$ is responsible for the weak convergence, and there is a simple relation $d\left(F_{\theta}, F\right) \leq 6 L\left(F_{\theta}, F\right)^{1 / 2}$ (so one can give an appropriate estimate for $d$ on the basis of (2)).

The aim of this note is to show that a property similar to (2) still holds with respect to very small pieces of the sphere. As a basic example, we consider coefficients of the special form $\theta=\frac{1}{\sqrt{n}} \varepsilon$ where $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$ is an arbitrary sequence of signs $\pm 1$. Thus, consider the weighted sums

$$
S_{\varepsilon}=\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \varepsilon_{k} X_{k}
$$

together with their distribution functions $F_{\varepsilon}(x)=\mathbf{P}\left\{S_{\varepsilon} \leq x\right\}$ and the corresponding average distribution

$$
\begin{equation*}
F(x)=\int_{\{-1,1\}^{n}} F_{\varepsilon}(x) d \mu_{n}(\varepsilon)=\frac{1}{2^{n}} \sum_{\varepsilon_{k}= \pm 1} \mathbf{P}\left\{\frac{\varepsilon_{1} X_{1}+\ldots+\varepsilon_{n} X_{n}}{\sqrt{n}} \leq x\right\} \tag{3}
\end{equation*}
$$

Here and throughout, $\mu_{n}$ stands for the normalized counting measure on the discrete cube $\{-1,1\}^{n}$. We prove:

Theorem 1. Under (1), for all $\delta>0$,

$$
\begin{equation*}
\mu_{n}\left\{\varepsilon: L\left(F_{\varepsilon}, F\right) \geq \delta\right\} \leq C n^{1 / 4} e^{-c n \delta^{8}} \tag{4}
\end{equation*}
$$

where $C$ and $c$ are certain positive numerical constants.
Note that the condition (1) is invariant under rotations, i.e., it is fulfilled for random vectors $U(X)$ with an arbitrary linear unitary operator $U$ in $\mathbf{R}^{n}$. Being applied to such vectors, the inequality (4) will involve the average $F=F^{U}$ which of course depends on $U$. However, under mild integrability assumptions on the distribution of $X$, all these $F^{U}$ (not just most of them) turn out to be close to the one appearing in Sudakov's theorem as the typical distribution for the uniformly distributed (on the sphere) or suitably squeezed Gaussian coefficients. In particular, one can give an analogue of (4) with a certain distribution $F$ not depending on the choice of the basis in $\mathbf{R}^{n}$. On the other hand, some additional natural assumptions lead to the following version of the central limit theorem. We will denote by $\mu_{\infty}$ the canonical infinite product measure $\mu_{1} \otimes \mu_{1} \otimes \ldots$ on the product space $\{-1,1\}^{\infty}$.

Theorem 2. Let $\left\{X_{n, k}\right\}_{k=1}^{n}$ be an array of random variables satisfying (1) for all $n$ and such that in probability, as $n \rightarrow \infty$,
a) $\frac{\max \left\{\left|X_{n, 1}\right|, \ldots,\left|X_{n, n}\right|\right\}}{\sqrt{n}} \rightarrow 0$,
b) $\frac{X_{1,1}^{2}+\ldots+X_{n, n}^{2}}{n} \rightarrow 1$.

Then, for $\mu_{\infty}$-almost all sequences $\left\{\varepsilon_{k}\right\}_{k \geq 1}$ of signs,

$$
\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \varepsilon_{k} X_{n, k} \rightarrow N(0,1), \quad \text { as } \quad n \rightarrow \infty
$$

If we consider the $\operatorname{sum} \frac{1}{\sqrt{n}} \sum_{k=1}^{n} \varepsilon_{k} X_{n, k}$ with $\varepsilon_{k}$ regarded as independent Bernoullian random variables which are independent of all $X_{n, k}$, then the above statement will become much weaker and will express just the property that the average distribution $F$ defined by (3) for the random vector $\left(X_{1,1}, \ldots, X_{n, n}\right)$ is close to $N(0,1)$ (here is actually a step referring to the assumptions a) and b)). In addition to this property, we need to have a sufficiently good closeness (in spaces of finite dimension) of most of $F_{\varepsilon}$ 's to $F$ and thus to the normal law.

Both the assumption a) and b) are important for the conclusion of Theorem 2. Under a), the property b) is necessary. To see that a) cannot be omitted, assume that the underlying probability space $(\Omega, \mathbf{P})$ is non-atomic and take a partition $A_{n, 1}, \ldots, A_{n, n}$ of $\Omega$ consisting of the sets of $\mathbf{P}$-measure $1 / n$. Then, the array $X_{n, k}=\sqrt{n} 1_{A_{n, k}}, 1 \leq k \leq n$, satisfies (1), and

$$
\frac{\max \left\{\left|X_{n, 1}\right|, \ldots,\left|X_{n, n}\right|\right\}}{\sqrt{n}}=1, \quad \frac{X_{1,1}^{2}+\ldots+X_{n, n}^{2}}{n}=1
$$

so, the property b) is fulfilled, while a) is not. On the other hand, for any sign sequence $\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$, the random variable $\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \varepsilon_{k} X_{n, k}$ takes only the two values $\pm 1$, so it cannot be approximated by the standard normal distribution. Note, however, that Theorem 1 still holds in this degenerate case, with the $\mu_{n}$-typical distribution $F$ having two equal atoms at $\pm 1$.

It might be worthwhile also noting that in general it is not possible to state Theorem 2 for any prescribed coefficients, say, for $\varepsilon_{k}=1$ - similarly to the case of independent variables, even if, for each $n,\left\{X_{n, k}\right\}$ are bounded, symmetrically distributed and pairwise independent. For example, start from a sequence of independent Bernoullian random variables $\xi_{1}, \ldots, \xi_{d}$ (with $\left.\mathbf{P}\left\{\xi_{k}= \pm 1\right\}=\frac{1}{2}\right)$ and construct a double index sequence $X_{n,(k, j)}=\xi_{k} \xi_{j}$, $1 \leq k<j \leq d$. The collection $\left\{X_{n,(k, j)}\right\}$, of cardinality $n=d(d-1) / 2$, satisfies the basic correlation condition (1), and since $\left|X_{n,(k, j)}\right|=1$, both the assumption a) and b) are fulfilled. Nevertheless, in probability, as $d \rightarrow \infty$,

$$
\frac{1}{\sqrt{n}} \sum_{1 \leq k<j \leq d} X_{n,(k, j)}=\frac{1}{2 \sqrt{n}}\left(\sum_{k=1}^{d} \xi_{k}\right)^{2}-\frac{d}{2 \sqrt{n}} \longrightarrow \frac{\zeta^{2}-1}{\sqrt{2}}
$$

where $\zeta \in N(0,1)$.
We turn to the proof of Theorem 1. To this task, we first study the concentration property of the family $\left\{F_{\varepsilon}\right\}$ on the level of their characteristic functions

$$
f_{\varepsilon}(t)=\mathbf{E} e^{i t S_{\varepsilon}}, \quad t \in \mathbf{R} .
$$

Concentration of $\left\{f_{\varepsilon}\right\}$ around its $\mu_{n}$-mean

$$
f(t)=\int f_{\varepsilon}(t) d \mu_{n}(\varepsilon)=\int_{-\infty}^{+\infty} e^{i t x} d F(x)
$$

can be then converted, with the help of standard facts from Fourier analysis, into the concentration of distributions in the form (4). This route somewhat different than that of $[\mathrm{A}-\mathrm{B}-\mathrm{P}]$ or $[\mathrm{B}]$ has apparently to be chosen in view of a specific form of concentration on the discrete cube.

With every complex-valued function $f$ on $\{-1,1\}^{n}$, we connect the length of the discrete gradient $|\nabla f|$ defined by

$$
|\nabla f(\varepsilon)|^{2}=\sum_{k=1}^{n}\left|\frac{f(\varepsilon)-f\left(s_{k}(\varepsilon)\right)}{2}\right|^{2}, \quad \varepsilon \in\{-1,1\}^{n}
$$

where $s_{k}(\varepsilon)$ is the neighbour of $\varepsilon$ along $k$ th coordinate, i.e., $\left(s_{k}(\varepsilon)\right)_{j}=\varepsilon_{j}$ for $j \neq k$, and $\left(s_{k}(\varepsilon)\right)_{k}=-\varepsilon_{k}$. Set $\|\nabla f\|_{\infty}=\max _{\varepsilon}|\nabla f(\varepsilon)|$.
Lemma 1. For every $f$ such that $\|\nabla f\|_{\infty} \leq \sigma$,

$$
\mu_{n}\left\{\left|f-\int f d \mu_{n}\right| \geq h\right\} \leq 4 e^{-h^{2} /\left(4 \sigma^{2}\right)}, \quad h>0
$$

This Gaussian bound is standard. It can be obtained using the so-called modified logarithmic Sobolev inequalities, see e.g. [B-G], [L]. In fact, for realvalued $f$, a sharper estimate holds true,

$$
\mu_{n}\left\{\left|f-\int f d \mu_{n}\right| \geq h\right\} \leq 2 e^{-h^{2} /\left(2 \sigma^{2}\right)}
$$

while in general the latter can be applied separately to the real and the imaginary part of $f$ to yield the inequality of Lemma 1.

Lemma 2. Under (1), for every $t \in \mathbf{R}$,

$$
\left\|\nabla f_{\varepsilon}(t)\right\|_{\infty} \leq \frac{|t|+t^{2}}{\sqrt{n}}
$$

Proof. Using the equality $f_{\varepsilon}(t)-f_{s_{k}(\varepsilon)}(t)=\mathbf{E} e^{i t S_{\varepsilon}}\left(1-e^{-2 i t \varepsilon_{k} X_{k} / \sqrt{n}}\right)$, we may write

$$
\begin{aligned}
\left|\nabla f_{\varepsilon}(t)\right| & =\sup \left|\mathbf{E} e^{i t S_{\varepsilon}} \sum_{k=1}^{n} a_{k} \frac{1-e^{-2 i t \varepsilon_{k} X_{k} / \sqrt{n}}}{2}\right| \\
& \leq \sup \mathbf{E}\left|\sum_{k=1}^{n} a_{k} \frac{1-e^{-2 i t \varepsilon_{k} X_{k} / \sqrt{n}}}{2}\right|
\end{aligned}
$$

where the supremum runs over all complex numbers $a_{1}, \ldots, a_{n}$ such that $\left|a_{1}\right|^{2}+\ldots+\left|a_{n}\right|^{2}=1$. Using the estimate $\left|e^{i \alpha}-1-i \alpha\right| \leq \frac{1}{2} \alpha^{2}(\alpha \in \mathbf{R})$ and the assumption $\mathbf{E} X_{k}^{2}=1$, we can continue to get

$$
\begin{aligned}
\left|\nabla f_{\varepsilon}(t)\right| & \leq \frac{|t|}{\sqrt{n}} \sup \mathbf{E}\left|\sum_{k=1}^{n} a_{k} \varepsilon_{k} X_{k}\right|+\frac{t^{2}}{n} \sup \mathbf{E} \sum_{k=1}^{n}\left|a_{k}\right| X_{k}^{2} \\
& =\frac{|t|}{\sqrt{n}} \sup \mathbf{E}\left|\sum_{k=1}^{n} a_{k} \varepsilon_{k} X_{k}\right|+\frac{t^{2}}{\sqrt{n}} .
\end{aligned}
$$

It remains to note that, by Schwarz' inequality and (1), (E| $\left.\sum_{k=1}^{n} a_{k} \varepsilon_{k} X_{k} \mid\right)^{2} \leq$ $\mathbf{E}\left|\sum_{k=1}^{n} a_{k} \varepsilon_{k} X_{k}\right|^{2}=1$.

We also need the following observation due to H. Bohman [Bo].
Lemma 3. Given characteristic functions $\varphi_{1}$ and $\varphi_{2}$ of the distribution functions $F_{1}$ and $F_{2}$, respectively, if $\left|\varphi_{1}(t)-\varphi_{2}(t)\right| \leq \lambda|t|$, for all $t \in \mathbf{R}$, then, for all $x \in \mathbf{R}$ and $a>0$,

$$
F_{1}(x-a)-\frac{2 \lambda}{a} \leq F_{2}(x) \leq F_{1}(x+a)+\frac{2 \lambda}{a}
$$

The particular case $a=\sqrt{2 \lambda}$ gives an important relation

$$
\begin{equation*}
\frac{1}{2} L\left(F_{1}, F_{2}\right)^{2} \leq \sup _{t>0}\left|\frac{\varphi_{1}(t)-\varphi_{2}(t)}{t}\right| \tag{5}
\end{equation*}
$$

Proof of Theorem 1. Fix a number $h>0$. For $0<t \leq \frac{2}{h}$, by Lemma 2, $\left\|\nabla f_{\varepsilon}(t)\right\|_{\infty} \leq \frac{t+t^{2}}{\sqrt{n}} \leq \frac{t}{\sqrt{n}}\left(1+\frac{2}{h}\right)$, so that, by Lemma 1 applied to the function $\varepsilon \rightarrow f_{\varepsilon}(t)$, we get

$$
\begin{equation*}
\mu_{n}\left\{\varepsilon:\left|\frac{f_{\varepsilon}(t)-f(t)}{t}\right| \geq h\right\} \leq 4 e^{-n h^{4} / 4(h+2)^{2}} \tag{6}
\end{equation*}
$$

In the case $t>\frac{2}{h}$, this inequality is immediate, since $\left|f_{\varepsilon}(t)-f(t)\right| \leq 2<t h$, for all $\varepsilon$. Thus, we have the estimate (6) for all $t$ separately, but in order to apply Lemma 3, we need a similar bound holding true for the supremum over all $t>0$. To this end, apply (6) to the points $t_{r}=r h^{2}, r=1,2, \ldots, N=\left[\frac{2}{h}\right]+1$, to get

$$
\begin{equation*}
\mu_{n}\left\{\varepsilon: \max _{1 \leq r \leq N}\left|\frac{f_{\varepsilon}\left(t_{r}\right)-f\left(t_{r}\right)}{t_{r}}\right| \geq h\right\} \leq 4 N e^{-n h^{4} / 4(h+2)^{2}} \tag{7}
\end{equation*}
$$

Since $\mathbf{E} S_{\varepsilon}=0, \mathbf{E} S_{\varepsilon}^{2}=1$, we have $\left|f_{\varepsilon}^{\prime}(t)\right| \leq 1, f_{\varepsilon}^{\prime}(0)=0,\left|f_{\varepsilon}^{\prime \prime}(t)\right| \leq 1$, and similarly for $f$. Therefore, $\left|f_{\varepsilon}(t)-f(t)\right| \leq t^{2} \leq t h$, for all $\varepsilon$, as soon as $0 \leq t \leq h$. In case $h \leq t \leq \frac{2}{h}$, since $t_{N} \geq \frac{2}{h}$, one can pick an index $r=1, \ldots, N-1$ such that $t_{r}<t \leq t_{r+1}$. Assuming that $\left|\frac{f_{\varepsilon}\left(t_{r}\right)-f\left(t_{r}\right)}{t_{r}}\right|<h$, and recalling that $t_{r+1}-t_{r}=h^{2}$, we may write

$$
\begin{aligned}
\left|f_{\varepsilon}(t)-f(t)\right| & \leq\left|f_{\varepsilon}(t)-f_{\varepsilon}\left(t_{r}\right)\right|+\left|f_{\varepsilon}\left(t_{r}\right)-f\left(t_{r}\right)\right|+\left|f\left(t_{r}\right)-f(t)\right| \\
& <2\left|t-t_{r}\right|+t_{r} h \leq 2 h^{2}+t_{r} h<3 t h .
\end{aligned}
$$

Consequently, (7) implies

$$
\begin{aligned}
\mu_{n}\left\{\sup _{t>0}\left|\frac{f_{\varepsilon}(t)-f(t)}{t}\right| \geq 3 h\right\} & \leq 4 N e^{-n h^{4} / 4(h+2)^{2}} \\
& \leq 4\left(\frac{2}{h}+1\right) e^{-n h^{4} / 4(h+2)^{2}}
\end{aligned}
$$

Therefore, by (5),

$$
\mu_{n}\left\{\frac{1}{2} L\left(F_{\varepsilon}, F\right)^{2} \geq 3 h\right\} \leq 4\left(\frac{2}{h}+1\right) e^{-n h^{4} / 4(h+2)^{2}}
$$

Replacing $6 h$ with $\delta^{2}$ and noticing that only $0<\delta \leq 1$ should be taken into consideration, one easily arrives at the estimate $\mu_{n}\left\{L\left(F_{\varepsilon}, F\right) \geq \delta\right\} \leq$ $\frac{C}{\delta^{2}} e^{-c n \delta^{8}}$ with some positive numerical constants $C$ and $c$. On the other hand, in the latter inequality, we may restrict ourselves to values $\delta>c_{1} n^{-1 / 8}$ which make the bound $\frac{C}{\delta^{2}} e^{-c n \delta^{8}}$ less than 1 , and then we arrive at the desired inequality (4).

Theorem 1 has been proved, and we may state its immediate consequence:
Corollary 1. Under (1), for at least $2^{n-1}$ sequences $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$ of signs, $L\left(F_{\varepsilon}, F\right) \leq C\left(\frac{\log n}{n}\right)^{1 / 8}$, where $C$ is a universal constant.

Let us now turn to the second task: approximation of the $\mu_{n}$-typical $F$ by more canonical distributions. Namely, denote by $G$ the distribution function of the random variable $\zeta \frac{|X|}{\sqrt{n}}$ where $\zeta$ is a standard normal random variable independent of the Euclidean norm $|X|=\left(X_{1}^{2}+\ldots+X_{n}^{2}\right)^{1 / 2}$. Clearly, $G$ represents a mixture of a family of centered Gaussian measures on the line and has characteristic function

$$
\begin{equation*}
g(t)=\mathbf{E} e^{-t^{2}|X|^{2} /(2 n)}, \quad t \in \mathbf{R} \tag{8}
\end{equation*}
$$

while $F$ has characteristic function

$$
\begin{equation*}
f(t)=\mathbf{E} \prod_{k=1}^{n} \cos \left(\frac{t X_{k}}{\sqrt{n}}\right) \tag{9}
\end{equation*}
$$

In order to bound the Lévy distance $L(F, G)$, the following general elementary observation, not using the condition (1), can be applied.

Lemma 4. Assume $\mathbf{E}|X|^{2} \leq n$. For all $\alpha>0$ and $|t| \leq \frac{1}{2 \alpha}$,

$$
|f(t)-g(t)| \leq \frac{1}{9} \alpha^{2} t^{4}+2 \mathbf{P}\left\{\frac{\max \left\{\left|X_{1}\right|, \ldots,\left|X_{n}\right|\right\}}{\sqrt{n}}>\alpha\right\}
$$

Proof. By Taylor's expansion, in the interval $|s| \leq \frac{1}{2}$, we have $\cos (s)=$ $e^{-\frac{s^{2}}{2}-u(s)}$ with $u$ satisfying $0 \leq u(s) \leq \frac{s^{4}}{9}$. Therefore, provided that $\left|\frac{X_{k}}{\sqrt{n}}\right| \leq \alpha$, for all $k \leq n$, and $\alpha|t| \leq \frac{1}{2}$,

$$
\prod_{k=1}^{n} \cos \left(\frac{t X_{k}}{\sqrt{n}}\right)=\exp \left\{-\frac{t^{2}|X|^{2}}{2 n}-\sum_{k=1}^{n} u\left(\frac{t X_{k}}{\sqrt{n}}\right)\right\}
$$

with $0 \leq \sum_{k=1}^{n} u\left(\frac{t X_{k}}{\sqrt{n}}\right) \leq \frac{1}{9} \max _{k}\left|\frac{t X_{k}}{\sqrt{n}}\right|^{2} \sum_{k=1}^{n}\left|\frac{t X_{k}}{\sqrt{n}}\right|^{2} \leq \frac{\alpha^{2} t^{4}}{9} \frac{|X|^{2}}{n}$. So,

$$
e^{-\frac{t^{2}|X|^{2}}{2 n}} \geq \prod_{k=1}^{n} \cos \left(\frac{t X_{k}}{\sqrt{n}}\right) \geq e^{-\frac{t^{2}|X|^{2}}{2 n}-\frac{\alpha^{2} t^{4}}{9} \frac{|X|^{2}}{n}}
$$

Taking the expectations and using $\left|\prod_{k=1}^{n} \cos \left(\frac{t X_{k}}{\sqrt{n}}\right)-e^{-t^{2}|X|^{2} /(2 n)}\right| \leq 2$ for the complementary event $\frac{\max \left\{\left|X_{1}\right|, \ldots,\left|X_{n}\right|\right\}}{\sqrt{n}}>\alpha$, we thus get

$$
|f(t)-g(t)| \leq 2 \mathbf{P}\left\{\frac{\max \left\{\left|X_{1}\right|, \ldots,\left|X_{n}\right|\right\}}{\sqrt{n}}>\alpha\right\}+\mathbf{E} e^{-\frac{t^{2}|X|^{2}}{2 n}}\left(1-e^{-\frac{\alpha^{2} t^{4}}{9} \frac{|X|^{2}}{n}}\right)
$$

The last term is bounded by $\mathbf{E}\left(1-e^{-\frac{\alpha^{2} t^{4}}{9} \frac{|X|^{2}}{n}}\right) \leq 1-e^{-\frac{\alpha^{2} t^{4}}{9} \frac{\mathbf{E}|X|^{2}}{n}} \leq \frac{\alpha^{2} t^{4}}{9}$ where we applied Jensen's inequality together with the assumption $\mathbf{E}|X|^{2} \leq n$.

Lemma 4 follows.
Via the inequality of Lemma 4, with mild integrability assumptions on the distribution of $X$, one can study a rate of closeness of $F$ and thus of $F_{\varepsilon}$ to the distribution function $G$. One can start, for instance, with the moment assumption

$$
\begin{equation*}
\mathbf{E}\left|X_{k}\right|^{4} \leq \beta, \quad 1 \leq k \leq n \tag{10}
\end{equation*}
$$

implying $\mathbf{P}\left\{\frac{\max \left\{\left|X_{1}\right|, \ldots,\left|X_{n}\right|\right\}}{\sqrt{n}}>\alpha\right\} \leq \frac{\beta}{\alpha^{4} n}$, so that, by Lemma 4,

$$
|f(t)-g(t)| \leq \frac{1}{9} \alpha^{2} t^{4}+\frac{2 \beta}{\alpha^{4} n}, \quad \text { as soon as } \quad|t| \leq \frac{1}{2 \alpha}
$$

Minimizing the right-hand side over all $\alpha>0$, we obtain that

$$
|f(t)-g(t)| \leq \frac{\beta^{1 / 3}|t|^{16 / 3}}{3 n^{1 / 3}}, \quad \text { provided that }|t| \leq \frac{n^{1 / 4}}{24 \beta^{1 / 2}}
$$

Now apply Zolotarev's estimate, $[\mathrm{Z}],[\mathrm{P}]$, to get

$$
\begin{aligned}
L(F, G) & \leq \frac{1}{\pi} \int_{0}^{T}\left|\frac{f(t)-g(t)}{t}\right| d t+2 e \frac{\log T}{T} \quad(T>1.3) \\
& \leq \frac{\beta^{1 / 3} T^{16 / 3}}{16 \pi n^{1 / 3}}+2 e \frac{\log T}{T}, \quad \text { if } \quad 1.3<T \leq \frac{n^{1 / 4}}{24 \beta^{1 / 2}}
\end{aligned}
$$

Taking $T=\frac{n^{1 / 19}}{\beta^{1 / 19}}$ and using $\beta \geq 1$, we will arrive at the estimate of the form

$$
L(F, G) \leq C \frac{\beta^{1 / 19}+\log n}{n^{1 / 19}}, \quad n \geq C \beta^{37 / 15}
$$

up to some numerical constant $C$. Higher moments or exponential integrability assumption improve this rate of convergence, but it seems, with the above argument, the rate of Corollary 1 cannot be reached.

On the other hand, the closeness of $G$ to the normal distribution function $\Phi$ requires some additional information concerning the rate of convergence of $\frac{X_{1}^{2}+\ldots+X_{n}^{2}}{n}$ to 1 . For example, the property $\operatorname{Var}\left(|X|^{2}\right) \leq O(n)$ guarantees a rate of the form $L(G, \Phi)=O\left(n^{-c}\right)$ with a certain power $c>0$. Thus, together with the moment assumption (10), one arrives at the bound $L(F, \Phi)=O\left(n^{-c}\right)$.

Finally, let us note that $G$ is determined via the distribution of the Euclidean norm $|X|$, so it is stable under the choice of the basis in $\mathbf{R}^{n}$. The condition (10) is stated for the canonical basis in $\mathbf{R}^{n}$, and the appropriate basis free assumption may read as

$$
\begin{equation*}
\sup _{\theta \in S^{n-1}} \mathbf{E}|\langle\theta, X\rangle|^{p} \leq \beta_{p}, \quad p>2 \tag{11}
\end{equation*}
$$

Then, at the expense of the rate of closeness, one may formulate an analogue of Theorem 1 for the distribution $G$ in the place of $F$ and with respect to an arbitrary basis in $\mathbf{R}^{n}$. The inequality (11) includes many interesting classes of distributions such as log-concave probability measures satisfying (1), for example.

Proof of Theorem 2. Denote by $f_{n}$ and $g_{n}$ the characteristic functions defined for the random vectors $\left(X_{n, 1}, \ldots, X_{n, n}\right)$ according to formulas (9) and (8), respectively. Also, according to (3), denote by $F^{(n)}$ the corresponding average distribution functions.

In view of the assumption a), one can select a sequence $\alpha_{n} \downarrow 0$ such that $\mathbf{P}\left\{\frac{\max \left\{\left|X_{1,1}\right|, \ldots,\left|X_{n, n}\right|\right\}}{\sqrt{n}}>\alpha_{n}\right\} \rightarrow 0$, as $n \rightarrow \infty$. Then, by Lemma 4, for all $t \in \mathbf{R},\left|f_{n}(t)-g_{n}(t)\right| \rightarrow 0$, as $n \rightarrow \infty$. On the other hand, the condition b) readily implies $g_{n}(t) \rightarrow e^{-t^{2} / 2}$, so $f_{n}(t) \rightarrow e^{-t^{2} / 2}$. Thus, $L\left(F^{(n)}, \Phi\right) \rightarrow 0$.

Now, given an infinite sequence $\varepsilon \in\{-1,1\}^{\infty}$, denote by $T_{n}(\varepsilon)$ its projection $\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$. It remains to show that $L\left(F_{T_{n}(\varepsilon)}, F^{(n)}\right) \rightarrow 0$, for $\mu_{\infty}$-almost all $\varepsilon$. Fix any small number $p>0$, and take a sequence $\delta_{n} \rightarrow 0^{+}$such that

$$
\sum_{n=1}^{\infty} C n^{1 / 4} e^{-c n \delta_{n}^{8}} \leq p
$$

where $C$ and $c$ are numerical constants from Theorem 1 ( $\delta_{n}$ may depend on $p$ ). Then the application of (4) yields

$$
\begin{aligned}
& \mu_{\infty}\left\{\varepsilon: L\left(F_{T_{n}(\varepsilon)}, F^{(n)}\right)>\delta_{n}, \text { for some } n \geq 1\right\} \\
\leq & \sum_{n=1}^{\infty} \mu_{\infty}\left\{L\left(F_{T_{n}(\varepsilon)}, F^{(n)}\right)>\delta_{n}\right\} \\
= & \sum_{n=1}^{\infty} \mu_{n}\left\{\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right): L\left(F_{\varepsilon}, F^{(n)}\right)>\delta_{n}\right\} \leq p
\end{aligned}
$$

Therefore, $L\left(F_{T_{n}(\varepsilon)}, F^{(n)}\right) \leq \delta_{n}$, for all $n \geq 1$ and for all $\varepsilon$ except for a set of $\mu_{\infty}$-measure at most $p$. That is,

$$
\begin{equation*}
\mu_{\infty}\left\{\varepsilon: \sup _{n \geq 1}\left(L\left(F_{T_{n}(\varepsilon)}, F^{(n)}\right)-\delta_{n}\right) \leq 0\right\} \geq 1-p \tag{12}
\end{equation*}
$$

But since $\delta_{n} \rightarrow 0$,

$$
\begin{aligned}
\sup _{n \geq 1}\left(L\left(F_{T_{n}(\varepsilon)}, F^{(n)}\right)-\delta_{n}\right) & \geq \limsup _{n \rightarrow \infty}\left(L\left(F_{T_{n}(\varepsilon)}, F^{(n)}\right)-\delta_{n}\right) \\
& =\limsup _{n \rightarrow \infty} L\left(F_{T_{n}(\varepsilon)}, F^{(n)}\right) .
\end{aligned}
$$

Consequently, (12) implies $\mu_{\infty}\left\{\limsup _{n \rightarrow \infty} L\left(F_{T_{n}(\varepsilon)}, F^{(n)}\right)=0\right\} \geq 1-p$. The probability on the left does not depend on $p$, and letting $p \rightarrow 0$ finishes the proof.
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## Spectral Gap and Concentration for Some Spherically Symmetric Probability Measures*
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Summary. We study the spectral gap and a related concentration property for a family of spherically symmetric probability measures.

This note appeared in an attempt to answer the following question raised by V. Bogachev: How do we effectively estimate the spectral gap for the exponential measures $\mu$ on the Euclidean space $\mathbf{R}^{n}$ with densities of the form $\frac{d \mu(x)}{d x}=a e^{-b|x|}$ ?

By the spectral gap, we mean here the best constant $\lambda_{1}=\lambda_{1}(\mu)$ in the Poincaré-type inequality

$$
\begin{equation*}
\lambda_{1} \int_{\mathbf{R}^{n}}|u(x)|^{2} d \mu(x) \leq \int_{\mathbf{R}^{n}}|\nabla u(x)|^{2} d \mu(x) \tag{1}
\end{equation*}
$$

with $u$ being an arbitrary smooth (or, more generally, locally Lipschitz) function on $\mathbf{R}^{n}$ such that $\int u(x) d \mu(x)=0$. Although it is often known that $\lambda_{1}>0$, in many problems of analysis and probability, one needs to know how the dimension $n$ reflects on this constant. One important case, the canonical Gaussian measure $\mu=\gamma_{n}$, with density $(2 \pi)^{-n / 2} e^{-|x|^{2} / 2}$, provides an example with a dimension-free spectral gap $\lambda_{1}=1$. This fact can already be used to recover a dimension-free concentration phenomenon in Gauss space.

To unite both the Gaussian and the exponential cases, we consider a spherically symmetric probability measure $\mu$ on $\mathbf{R}^{n}$ with density

$$
\frac{d \mu(x)}{d x}=\rho(|x|), \quad x \in \mathbf{R}^{n}
$$

assuming that $\rho=\rho(t)$ is an arbitrary log-concave function on $(0,+\infty)$, that is, the function $\log \rho(t)$ is concave on its support interval. In order that $\mu$ be log-concave itself (cf. [Bor2] for a general theory of log-concave measures), $\rho$ has also to be non-increasing in $t>0$. However, this will not be required.

It is a matter of normalization, if we assume that $\mu$ satisfies

$$
\begin{equation*}
\int_{\mathbf{R}^{n}}\langle x, \theta\rangle^{2} d \mu(x)=|\theta|^{2}, \quad \text { for all } \theta \in \mathbf{R}^{n} . \tag{2}
\end{equation*}
$$

[^4]As usual, $\langle\cdot, \cdot\rangle$ and $|\cdot|$ denote the scalar product and the Euclidean norm, respectively. Since $\mu$ is symmetrically invariant, this normalization condition may also be written as $\int x_{1}^{2} d \mu(x)=1$, or $\int|x|^{2} d \mu(x)=n$. We prove:
Theorem 1. Under (2), the optimal value of $\lambda_{1}$ in (1) satisfies $\frac{1}{13} \leq \lambda_{1} \leq 1$.
Returning to the exponential measure $d \mu(x)=a e^{-b|x|} d x, b>0$, we thus obtain that $\lambda_{1}$ is of order $b^{2} / n$.

Using Theorem 1 and applying Gromov-Milmans's theorem on concentration under Poincaré-type inequalities, one may conclude that all the considered measures share a dimension-free concentration phenomenon:

Theorem 2. Under (2), given a measurable set $A$ in $\mathbf{R}^{n}$ of measure $\mu(A) \geq$ $\frac{1}{2}$, for all $h>0$,

$$
\begin{equation*}
1-\mu\left(A^{h}\right) \leq 2 e^{-c h} \tag{3}
\end{equation*}
$$

where $c$ is a certain positive universal constant.
Here, we use $A^{h}=\left\{x \in \mathbf{R}^{n}: \operatorname{dist}(A, x)<h\right\}$ to denote an $h$ neighborhood of $A$ with respect to the Euclidean distance.

Note that, in polar coordinates, every spherically symmetric measure $\mu$ with density $\rho(|x|)$ represents a product measure, i.e., it may be viewed as the distribution of $\xi \theta$, where $\theta$ is a random vector uniformly distributed over the unit sphere $S^{n-1}$, and where $\xi>0$ is an independent of $\theta$ random variable with distribution function

$$
\begin{equation*}
\mu\{|x| \leq t\}=n \omega_{n} \int_{0}^{t} s^{n-1} \rho(s) d s, \quad t>0 \tag{4}
\end{equation*}
$$

( $\omega_{n}$ is the volume of the unit ball in $\mathbf{R}^{n}$ ). For example, one can take ( $\mathbf{R}^{n}, \mu$ ) for the underlying probability space and put $\xi(x)=|x|, \theta(x)=\frac{x}{|x|}$. It is a classical fact that $\lambda_{1}\left(S^{n-1}\right)=n-1$. To reach Theorems 1-2, our task will be therefore to estimate $\lambda_{1}(\xi)$ from below and to see in particular that the values of $\xi$ are strongly concentrated around its mean $\mathbf{E} \xi$ which is of order $\sqrt{n}$. When $\rho$ is log-concave, the density $q(t)=n \omega_{n} t^{n-1} \rho(t)$ of $\xi$ is log-concave, as well. Of course, this observation is not yet enough to reach the desired statements, since it "forgets" about an important factor $t^{n-1}$. As a first step, we will need the following one-dimensional:

Lemma 1. Given a positive integer $n$, if a random variable $\xi>0$ has density $q(t)$ such that the function $q(t) / t^{n-1}$ is log-concave on $(0,+\infty)$, then

$$
\begin{equation*}
\operatorname{Var}(\xi) \leq \frac{1}{n}(\mathbf{E} \xi)^{2} \tag{5}
\end{equation*}
$$

As usual, $\operatorname{Var}(\xi)=\mathbf{E} \xi^{2}-(\mathbf{E} \xi)^{2}$ and $\mathbf{E} \xi$ denote the variance and the expectation of a random variable $\xi$.

For $\xi(x)=|x|$ as above, with distribution given by (4), in view of the normalization condition (2), we have $\mathbf{E} \xi^{2}=n$, so the bound (5) yields a dimension-free inequality

$$
\begin{equation*}
\operatorname{Var}(\xi) \leq 1 \tag{6}
\end{equation*}
$$

Lemma 1 represents a particular case of a theorem due to R.E. Barlow, A.W. Marshall, and F. Proshan (cf. [B-M-P], p. 384, and [Bor1]) which states the following: If a random variable $\eta>0$ has a distribution with increasing hazard rate (in particular, if $\eta$ has a log-concave density), then its normalized moments $\lambda_{a}=\frac{1}{\Gamma(a+1)} \mathbf{E} \eta^{a}$ satisfy a reverse Lyapunov's inequality

$$
\begin{equation*}
\lambda_{a}^{b-c} \lambda_{c}^{a-b} \leq \lambda_{b}^{a-c}, \quad a \geq b \geq c \geq 1, \quad c \text { integer. } \tag{7}
\end{equation*}
$$

Indeed, putting $a=n+1, b=n, c=n-1(n \geq 2)$, we get

$$
\begin{equation*}
\mathbf{E} \eta^{n+1} \mathbf{E} \eta^{n-1} \leq\left(1+\frac{1}{n}\right)\left(\mathbf{E} \eta^{n}\right)^{2} \tag{8}
\end{equation*}
$$

If the random variable $\xi$ has density $q(t)=t^{n-1} p(t)$ with $p$ log-concave on $(0,+\infty)$, and $\eta$ has density $p(t) / \int_{0}^{+\infty} p(t) d t$, the above inequality becomes $\mathbf{E} \xi^{2} \leq\left(1+\frac{1}{n}\right)(\mathbf{E} \xi)^{2}$ which is exactly (5).

When $n=1$, the latter is equivalent to the well-known Khinchine-type inequality $\mathbf{E} \eta^{2} \leq 2(\mathbf{E} \eta)^{2}$. More generally, one has

$$
\mathbf{E} \eta^{a} \leq \Gamma(a+1)(\mathbf{E} \eta)^{a}, \quad a \geq 1
$$

which is known to hold true in the class of all random variables $\eta>0$ with log-concave densities. This fact cannot formally be deduced from (7) because of the assumption $c \geq 1$. It was obtained in 1961 by S. Karlin, F. Proshan, and R.E. Barlow [K-P-B] as an application of their study of the so-called totally positive functions (similar to [B-M-P] - with techniques and ideas going back to the work of I.J. Schoenberg [S]).

To make the proof of Theorem 1 more self-contained, we would like to include a different argument leading to the inequality (7) for a related function:

Lemma 2. Given a log-concave random variable $\eta>0$, the function $\lambda_{a}=$ $\frac{1}{a^{a}} \mathbf{E} \eta^{a}$ is log-concave in $a>0$. Equivalently, it satisfies (7), for all $a \geq b \geq$ $c>0$.

Again putting $a=n+1, b=n, c=n-1$, we obtain $\mathbf{E} \eta^{n+1} \mathbf{E} \eta^{n-1} \leq$ $C_{n}\left(\mathbf{E} \eta^{n}\right)^{2}$ with constant $C_{n}=\frac{(n+1)^{n+1}(n-1)^{n-1}}{n^{2 n}}$ which is a little worse than that of (8). On the other hand, one can easily see that $C_{n} \leq 1+\frac{1}{n}+\frac{1}{n^{3}}$, so, we get, for example, the constant $\frac{2}{n}$ in Lemma 1 (and this leads to the lower bound $\frac{1}{25}$ in Theorem 1).

Finally, it might also be worthwhile to mention here the following interesting immediate consequence of Lemmas 1-2. Given an integer $d \geq 1$ and
an arbitrary sequence of probability measures $\left(\mu_{n}\right)_{n \geq d}$ on $\mathbf{R}^{n}$ (from the class we are considering), their projections to the coordinate subspace $\mathbf{R}^{d}$ must converge, as $n \rightarrow \infty$, to the standard Gaussian measure on $\mathbf{R}^{d}$.

A second step to prove Theorem 1 is based on the following statement ([B1], Corollary 4.3):
Lemma 3. If a random variable $\xi$ has distribution $\nu$ with log-concave density on the real line, then

$$
\frac{1}{12 \operatorname{Var}(\xi)} \leq \lambda_{1}(\nu) \leq \frac{1}{\operatorname{Var}(\xi)}
$$

Together with (6) for $\xi(x)=|x|$, we thus get

$$
\begin{equation*}
\lambda_{1}(\nu) \geq \frac{1}{12} \tag{9}
\end{equation*}
$$

Proof of Theorem 1. We may assume that $n \geq 2$. As before, denote by $\nu$ the distribution of the Euclidean norm $\xi(x)=|x|$ under $\mu$, and by $\sigma_{n-1}$ the normalized Lebesgue measure on the unit sphere $S^{n-1}$. To prove the Poincaré-type inequality (1), take a smooth bounded function $u$ on $\mathbf{R}^{n}$ and consider another smooth bounded function $v(r, \theta)=u(r \theta)$ on the product space $(0,+\infty) \times \mathbf{R}^{n}$. Under the product measure $\nu \times \sigma_{n-1}, v$ has the same distribution as $u$ has under $\mu$.

By (9), the measure $\nu$ satisfies the Poincaré-type inequality on the line,

$$
\operatorname{Var}_{\nu}(g) \leq 12 \int_{0}^{+\infty}\left|g^{\prime}(r)\right|^{2} d \nu(r)
$$

where $g=g(r)$ is an arbitrary absolutely continuous function on $(0,+\infty)$. In particular, for $g(r)=v(r, \theta)$ with fixed $\theta \in S^{n-1}$, we get

$$
\int_{0}^{+\infty} v(r, \theta)^{2} d \nu(r) \leq\left(\int_{0}^{+\infty} v(r, \theta) d \nu(r)\right)^{2}+12 \int_{0}^{+\infty}\left|\frac{\partial v}{\partial r}\right|^{2} d \nu(r)
$$

Now, $\frac{\partial v}{\partial r}=\langle\nabla u(r \theta), \theta\rangle$, so $\left|\frac{\partial v}{\partial r}\right| \leq|\nabla u(r \theta)|$. Integrating the above inequality over $\sigma_{n-1}$, we get

$$
\begin{equation*}
\int_{\mathbf{R}^{n}} u(x)^{2} d \mu(x) \leq \int_{S^{n-1}} w(\theta)^{2} d \sigma_{n-1}(\theta)+12 \int_{\mathbf{R}^{n}}|\nabla u(x)|^{2} d \mu(x) \tag{10}
\end{equation*}
$$

where $w(\theta)=\int_{0}^{+\infty} v(r, \theta) d \nu(r)$. For this function, which is well-defined and smooth on the whole space $\mathbf{R}^{n}$, the average over $\sigma_{n-1}$ is exactly the average of $u$ over $\mu$. Hence, by the Poincaré inequality on the unit sphere,

$$
\begin{equation*}
\int_{S^{n-1}} w(\theta)^{2} d \sigma_{n-1}(\theta) \leq\left(\int_{\mathbf{R}^{n}} u(x) d \mu(x)\right)^{2}+\frac{1}{n} \int_{S^{n-1}}|\nabla w(\theta)|^{2} d \sigma_{n-1}(\theta) \tag{11}
\end{equation*}
$$

(The classical Riemannian version of the Poincaré inequality is formulated for the "inner" gradient $\nabla_{S^{n-1}} w(\theta)$ on the unit sphere which is the projection of the usual gradient $\nabla w(\theta)$ onto the subspace orthogonal to $\theta$. In this case the constant $\frac{1}{n}$ in (11) should be replaced with $\frac{1}{n-1}$.)

Since $\nabla w(\theta)=\int_{0}^{+\infty} r \nabla u(r \theta) d \nu(r)$, we have $|\nabla w(\theta)| \leq \int_{0}^{+\infty} r|\nabla u(r \theta)| d \nu(r)$. Hence, by the Cauchy-Bunyakovski inequality,

$$
|\nabla w(\theta)|^{2} \leq \int_{0}^{+\infty} r^{2} d \nu(r) \int_{0}^{+\infty}|\nabla u(r \theta)|^{2} d \nu(r)=n \int_{0}^{+\infty}|\nabla u(r \theta)|^{2} d \nu(r)
$$

where we used the normalization condition $\mathbf{E} \xi^{2}=n$. Together with (10) and (11), this estimate yields

$$
\int_{\mathbf{R}^{n}} u(x)^{2} d \mu(x) \leq\left(\int_{\mathbf{R}^{n}} u(x) d \mu(x)\right)^{2}+13 \int_{\mathbf{R}^{n}}|\nabla u(x)|^{2} d \mu(x)
$$

that is, the Poincaré-type inequality (1) with the lower bound $\lambda_{1} \geq 1 / 13$.
The upper bound is trivial and follows by testing (1) on linear functions. This finishes the proof.

As already mentioned, the fact that (1) implies a concentration inequality, namely,

$$
\begin{equation*}
1-\mu\left(A^{h}\right) \leq C e^{-c \sqrt{\lambda_{1}} h}, \quad h>0, \quad \mu(A) \geq \frac{1}{2} \tag{12}
\end{equation*}
$$

where $C$ and $c$ are certain positive universal constants, was proved by M. Gromov and V.D. Milman, see [G-M]. They formulated it in the setting of a compact Riemannian manifold, but the assertion remains to hold in many other settings, e.g., for an arbitrary metric space (see e.g. [A-S], [B-L], [L]). The best possible constant in the exponent in (12) is $c=2$ ([B2]), but this is not important for the present formulation of Theorem 1.

Remark. We do not know how to adapt the argument in order to prove, for all smooth $u$ with $\mu$-mean zero, a stronger inequality in comparison with (1),

$$
\begin{equation*}
c \int_{\mathbf{R}^{n}}|u(x)| d \mu(x) \leq \int_{\mathbf{R}^{n}}|\nabla u(x)| d \mu(x), \tag{13}
\end{equation*}
$$

called sometimes a Cheeger-type inequality. On the shifted indicator functions $u=1_{A}-\mu(A),(13)$ turns into an equivalent isoperimetric inequality for the $\mu$ perimeter, $\mu^{+}(A) \geq 2 c \mu(A)(1-\mu(A))$. One deep conjecture ([K-L-S]) asserts that, for some universal $c>0$, this isoperimetric inequality holds true under the isotropic condition (2) in the class of all log-concave measures $\mu$. However, the hypothesis remains open even in the weaker forms such as Poincaré and concentration inequalities. And as we saw, already the particular case of a symmetrically log-concave measure leads to a rather sophisticated onedimensional property such as Lemma 1.

Proof of Lemma 2. Let $p$ be the probability density of $\eta$ on $(0,+\infty)$. We apply the one-dimensional Prékopa-Leindler theorem (see [Pr1-2], [Le], or [Pi] for a short proof): given $t, s>0$ with $t+s=1$ and non-negative measurable functions $u, v, w$ on $(0,+\infty)$ satisfying $w(t x+s y) \geq u^{t}(x) v^{s}(y)$, for all $x, y>$ 0 , we have

$$
\begin{equation*}
\int_{0}^{+\infty} w(z) d z \geq\left(\int_{0}^{+\infty} u(x) d x\right)^{t}\left(\int_{0}^{+\infty} v(y) d y\right)^{s} \tag{14}
\end{equation*}
$$

Let $a>b>c>0$ and $b=t a+s c$. Since

$$
\sup _{t x+s y=z} x^{a} y^{c}=a^{t a} c^{s c}\left(\frac{z}{t a+s c}\right)^{t a+s c}
$$

the inequality (14) applies to $u(x)=\left(\frac{x}{a}\right)^{a} p(x), v(y)=\left(\frac{y}{c}\right)^{c} p(y)$, and $w(z)=$ $\left(\frac{z}{b}\right)^{b} p(z)$. This is exactly what we need.

Remark. The multidimensional Prékopa-Leindler theorem yields a similar statement: For any random vector $\left(\eta_{1}, \ldots, \eta_{n}\right)$ in $\mathbf{R}_{+}^{n}$ with log-concave distribution, the function $\varphi\left(a_{1}, \ldots, a_{n}\right)=\mathbf{E}\left(\frac{\eta_{1}}{a_{1}}\right)^{a_{1}} \ldots\left(\frac{\eta_{n}}{a_{n}}\right)^{a_{n}}$ is log-concave on $\mathbf{R}_{+}^{n}$.
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Summary. For isotropic convex bodies $K$ in $\mathbf{R}^{n}$ with isotropic constant $L_{K}$, we study the rate of convergence, as $n$ goes to infinity, of the average volume of sections of $K$ to the Gaussian density on the line with variance $L_{K}^{2}$.

Let $K$ be an isotropic convex body in $\mathbf{R}^{n}, n \geq 2$, with volume one. By the isotropy assumption we mean that the baricenter of $K$ is at the origin, and there exists a positive constant $L_{K}$ so that, for every unit vector $\theta$,

$$
\int_{K}\langle x, \theta\rangle^{2} d x=L_{K}^{2}
$$

Introduce the function

$$
f_{K}(t)=\int_{S^{n-1}} \operatorname{vol}_{n-1}\left(K \cap H_{\theta}(t)\right) d \sigma(\theta), \quad t \in \mathbf{R}
$$

expressing the average ( $n-1$ )-dimensional volume of sections of $K$ by hyperplanes $H_{\theta}(t)=\left\{x \in \mathbf{R}^{n}:\langle x, \theta\rangle=t\right\}$ perpendicular to $\theta \in S^{n-1}$ at distance $|t|$ from the origin (and where $\sigma$ is the normalized uniform measure on the unit sphere).

When the dimension $n$ is large, the function $f_{K}$ is known to be very close to the Gaussian density on the line with mean zero and variance $L_{K}^{2}$. Being general and informal, this hypothesis needs to be formalized and verified, and precise statements may depend on certain additional properties of convex bodies. For some special bodies $K$, several types of closeness of $f_{K}$ to Gaussian densities were recently studied in [B-V], cf. also [K-L]. To treat the general case, the following characteristic $\sigma_{K}^{2}$ associated with $K$ turns out to be crucial:

$$
\sigma_{K}^{2}=\frac{\operatorname{Var}\left(|X|^{2}\right)}{n L_{K}^{4}}
$$

Here $X$ is a random vector uniformly distributed over $K$, and $\operatorname{Var}\left(|X|^{2}\right)$ denotes the variance of $|X|^{2}$. In particular, we have the following statement which is proved in this note.

[^5]Theorem 1. For all $0<|t| \leq c \sqrt{n}$,

$$
\begin{equation*}
\left|f_{K}(t)-\frac{1}{\sqrt{2 \pi} L_{K}} e^{-t^{2} /\left(2 L_{K}^{2}\right)}\right| \leq C\left[\frac{\sigma_{K} L_{K}}{t^{2} \sqrt{n}}+\frac{1}{n}\right] \tag{1}
\end{equation*}
$$

where $c$ and $C$ are positive numerical constants.
Using Bourgain's estimate $L_{K} \leq c \log (n) n^{1 / 4}$ ([Bou], cf. also [D], [P]) the right-hand side of (1) can be bounded, up to a numerical constant, by

$$
\frac{\sigma_{K} \log n}{t^{2} n^{1 / 4}}+\frac{1}{n}
$$

which is small for large $n$ up to the factor $\sigma_{K}$. Let us look at the behavior of this quantity in some canonical cases.

For the $n$-cube $K=\left[-\frac{1}{2}, \frac{1}{2}\right]^{n}$, by the independence of coordinates, $\sigma_{K}^{2}=$ $\frac{4}{5}$.

For $K$ 's the normalized $\ell_{1}^{n}$ balls,

$$
\sigma_{K}^{2}=1-\frac{2(n+1)}{(n+3)(n+4)} \rightarrow 1, \quad \text { as } \quad n \rightarrow \infty
$$

Normalization condition refers to $\operatorname{vol}_{n}(K)=1$, but a slightly more general definition $\sigma_{K}^{2}=\frac{n \operatorname{Var}\left(|X|^{2}\right)}{\left(\mathbf{E}|X|^{2}\right)^{2}}$ makes this quantity invariant under homotheties and simplifies computations.

For $K$ 's the normalized Euclidean balls,

$$
\sigma_{K}^{2}=\frac{4}{n+4} \rightarrow 0, \quad \text { as } \quad n \rightarrow \infty
$$

Thus, $\sigma_{K}^{2}$ can be small and moreover, in the space of any fixed dimension, the Euclidean balls provide the minimum (cf. Theorem 2 below).

The property that $\sigma_{K}^{2}$ is bounded by an absolute constant for all $\ell_{p}^{n}$ balls simultaneously was recently observed by K. Ball and I. Perissinaki [B-P] who showed for these bodies that the covariances $\operatorname{cov}\left(X_{i}^{2}, X_{j}^{2}\right)=\mathbf{E} X_{i}^{2} X_{j}^{2}-$ $\mathbf{E} X_{i}^{2} \mathbf{E} X_{j}^{2}$ are non-positive. Since in general $\operatorname{Var}\left(|X|^{2}\right)=\sum_{i=1}^{n} \operatorname{Var}\left(X_{i}^{2}\right)+$ $\sum_{i \neq j} \operatorname{cov}\left(X_{i}^{2}, X_{j}^{2}\right)$, the above property together with the Khinchine-type inequality implies

$$
\operatorname{Var}\left(|X|^{2}\right) \leq \sum_{i=1}^{n} \operatorname{Var}\left(X_{i}^{2}\right) \leq \sum_{i=1}^{n} \mathbf{E} X_{i}^{4} \leq C n L_{K}^{4}
$$

The result was used in $[\mathrm{A}-\mathrm{B}-\mathrm{P}]$ to study the closeness of random distribution functions $F_{\theta}(t)=\mathbf{P}\{\langle X, \theta\rangle \leq t\}$, for most of $\theta$ on the sphere, to the normal distribution function with variance $L_{K}^{2}$. This randomized version of the central limit theorem originates in the paper by V. N. Sudakov [S], cf. also $[\mathrm{D}-\mathrm{F}],[\mathrm{W}]$. The reader may find recent related results in $[\mathrm{K}-\mathrm{L}],[\mathrm{Bob}]$,
[N-R], [B-H-V-V]. It has become clear since the work [S] that, in order to get closeness to normality, the convexity assumption does not play a crucial role, and one rather needs a dimension-free concentration of $|X|$ around its mean. Clearly, the strength of concentration can be measured in terms of the variance of $|X|^{2}$, for example.

Nevertheless, the question on whether or not the quantity $\sigma_{K}^{2}$ can be bounded by a universal constant in the general convex isotropic case is still open, although it represents a rather weak form of Kannan-LovászSimonovits' conjecture about Cheeger-type isoperimetric constants for convex bodies [K-L-S]. For isotropic $K$, the latter may equivalently be expressed as the property that, for any smooth function $g$ on $\mathbf{R}^{n}$, for some absolute constant $C$,

$$
\begin{equation*}
\int_{K}\left|g(x)-\int_{K} g(x) d x\right| d x \leq C L_{K} \int_{K}|\nabla g(x)| d x \tag{2}
\end{equation*}
$$

By Cheeger's theorem, the above implies a Poincaré-type inequality

$$
\int_{K}\left|g(x)-\int_{K} g(x) d x\right|^{2} d x \leq 4\left(C L_{K}\right)^{2} \int_{K}|\nabla g(x)|^{2} d x
$$

which for $g(x)=|x|^{2}$ becomes $\operatorname{Var}\left(|X|^{2}\right) \leq 16 n C^{2} L_{K}^{4}$, that is, $\sigma_{K}^{2} \leq 16 C^{2}$.
To bound an optimal $C$ in (2), R. Kannan, L. Lovász, and M. Simonovits considered in particular the geometric characteristic

$$
\chi(K)=\int_{K} \chi_{K}(x) d x
$$

where $\chi_{K}(x)$ denotes the length of the longest interval lying in $K$ with center at $x$. By applying the localization lemma of [L-S], they proved that (2) holds true with $C L_{K}=2 \chi(K)$. Therefore, $\sigma_{K} L_{K} \leq 8 \chi(K)$, and thus the righthand side of (1) can also be bounded, up to a constant, by

$$
\frac{\chi(K)}{t^{2} \sqrt{n}}+\frac{1}{n}
$$

To prove Theorem 1, we need the following formula which also appears in [B-V, Lemma 1.2].

Lemma 1. For all $t$,

$$
f_{K}(t)=\frac{\Gamma\left(\frac{n}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{n-1}{2}\right)} \int_{K \cap\{|x| \geq|t|\}} \frac{1}{|x|}\left(1-\frac{t^{2}}{|x|^{2}}\right)^{\frac{n-3}{2}} d x .
$$

For completeness, we prove it below (with a somewhat different argument).

Proof. We may assume $t \geq 0$. Denote by $\lambda_{\theta, t}$ the Lebesgue measure on $H_{\theta}(t)$. Then

$$
\lambda_{t}=\int_{S^{n-1}} \lambda_{\theta, t} d \sigma(\theta)
$$

is a positive measure on $\mathbf{R}^{n}$ such that $f_{K}(t)=\lambda_{t}(K)$. This measure has density that is invariant with respect to rotations, i.e.,

$$
\frac{d \lambda_{t}}{d x}=p_{t}(|x|)
$$

where $p_{t}$ is a function on $[t, \infty)$. To find the function $p_{t}$, note first that, for every $r>t$,

$$
\lambda_{t}(B(0, r))=\int_{B(0, r)} p_{t}(|x|) d x=\left|S^{n-1}\right| \int_{t}^{r} p_{t}(s) s^{n-1} d s
$$

where $B(0, r)$ is the Euclidean ball with center at the origin and radius $r$, and $\left|S^{n-1}\right|=\frac{2 \pi^{n / 2}}{\Gamma(n / 2)}$ is the surface area of the sphere $S^{n-1}$. On the other hand, since the section of $B(0, r)$ by the hyperplane $H_{\theta}(t)$ is the Euclidean ball in $\mathbf{R}^{n-1}$ of radius $\left(r^{2}-t^{2}\right)^{1 / 2}$, we have

$$
\lambda_{t}(B(0, r))=\int_{S^{n-1}} \lambda_{\theta, t}(B(0, r)) d \sigma(\theta)=\frac{\pi^{(n-1) / 2}}{\Gamma(1+(n-1) / 2)}\left(r^{2}-t^{2}\right)^{(n-1) / 2}
$$

Taking the derivatives by $r$, we see that for every $r \geq t$,

$$
\frac{n-1}{2}\left(r^{2}-t^{2}\right)^{(n-1) / 2} 2 r=\frac{2 \pi^{1 / 2} \Gamma\left(\frac{n-1}{2}\right)}{\Gamma\left(\frac{n}{2}\right)} p_{t}(r) r^{n-1}
$$

which implies

$$
p_{t}(r)=\frac{\Gamma\left(\frac{n}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{n-1}{2}\right)} \frac{\left(r^{2}-t^{2}\right)^{(n-3) / 2}}{r^{n-2}}
$$

Since $f_{K}(t)=\lambda_{t}(K)$, the result follows.
Proof of Theorem 1. Let $t>0$. By the Cauchy-Schwarz inequality,

$$
\left.\int_{K}| | x\right|^{2}-n L_{K}^{2} \mid d x \leq\left(\left.\int_{K}| | x\right|^{2}-\left.n L_{K}^{2}\right|^{2} d x\right)^{1 / 2}=\sqrt{n} \sigma_{K} L_{K}^{2}
$$

So

$$
\begin{equation*}
\int_{K}| | x\left|-\sqrt{n} L_{K}\right| d x=\int_{K} \frac{\left.| | x\right|^{2}-n L_{K}^{2} \mid}{|x|+\sqrt{n} L_{K}} d x \leq \sigma_{K} L_{K} \tag{3}
\end{equation*}
$$

By Stirling's formula,

$$
\lim _{n \rightarrow \infty} \frac{\sqrt{2 \pi}}{\sqrt{n}} \frac{\Gamma(n / 2)}{\sqrt{\pi} \Gamma((n-1) / 2)}=1
$$

so that the constants $c_{n}=\frac{\Gamma(n / 2)}{\sqrt{\pi} \Gamma((n-1) / 2))}$ appearing in Lemma 1 are $O(\sqrt{n})$.
Now, on the interval $[t, \infty)$ consider the function

$$
g_{n}(z)=\frac{1}{z}\left(1-\frac{t^{2}}{z^{2}}\right)^{(n-3) / 2}
$$

Its derivative

$$
g_{n}^{\prime}(z)=\frac{t^{2}(n-3)}{z^{4}}\left(1-\frac{t^{2}}{z^{2}}\right)^{(n-5) / 2}-\frac{1}{z^{2}}\left(1-\frac{t^{2}}{z^{2}}\right)^{(n-3) / 2}
$$

represents the difference of two non-negative terms. Both of them are equal to zero at $t$, tend to zero at infinity and each has one critical point, the first at $z=t \sqrt{n-1} / 2$, and the second at $z=t \sqrt{n-1} / \sqrt{2}$. Therefore,

$$
\max _{z \in[t, \infty)}\left|g_{n}^{\prime}(z)\right| \leq \frac{16}{t^{2}(n-1)}
$$

This implies that, for every $x \in K,|x| \geq t$, if $\sqrt{n} L_{K} \geq t$, then

$$
\left|g_{n}(|x|)-g_{n}\left(\sqrt{n} L_{K}\right)\right| \leq \frac{16}{t^{2}(n-1)}| | x\left|-\sqrt{n} L_{K}\right|
$$

and by (3),

$$
\begin{equation*}
\int_{K_{t}}\left|g_{n}(|x|)-g_{n}\left(\sqrt{n} L_{K}\right)\right| d x \leq \frac{16 \sigma_{K} L_{K}}{t^{2}(n-1)}, \tag{4}
\end{equation*}
$$

where $K_{t}=K \cap\{|x| \geq t\}$.
Now, writing

$$
\begin{aligned}
f_{K}(t) & =c_{n} \int_{K_{t}} g_{n}(|x|) d x \\
& =c_{n} g_{n}\left(\sqrt{n} L_{K}\right) \operatorname{vol}_{n}\left(K_{t}\right)+c_{n} \int_{K_{t}}\left(g_{n}(|x|)-g_{n}\left(\sqrt{n} L_{K}\right)\right) d x
\end{aligned}
$$

and applying (4), we see that, for all $t \leq \sqrt{n} L_{K}$,

$$
\left|f_{K}(t)-c_{n} g_{n}\left(\sqrt{n} L_{K}\right) \operatorname{vol}_{n}\left(K_{t}\right)\right| \leq \frac{C \sigma_{K} L_{K}}{t^{2} \sqrt{n}}
$$

where $C$ is a numerical constant. This gives

$$
\begin{equation*}
\left|f_{K}(t)-c_{n} g_{n}\left(\sqrt{n} L_{K}\right)\right| \leq c_{n} g_{n}\left(\sqrt{n} L_{K}\right)\left(1-\operatorname{vol}_{n}\left(K_{t}\right)\right)+\frac{C \sigma_{K} L_{K}}{t^{2} \sqrt{n}} \tag{5}
\end{equation*}
$$

Recall that $L_{K} \geq c$, for some universal $c>0$ (the worst situation is attained at Euclidean balls, cf. eg. [Ba]). Therefore (5) is fulfilled under $t \leq c \sqrt{n}$.

To further bound the first term on the right-hand side of (5), note that $g_{n}(z) \leq 1 / z$, so $c_{n} g_{n}\left(\sqrt{n} L_{K}\right) \leq C_{0}$, for some numerical $C_{0}$. Also, if $t \leq c \sqrt{n}$,

$$
1-\operatorname{vol}_{n}\left(K_{t}\right) \leq \operatorname{vol}_{n}(B(0, t))=\omega_{n} t^{n} \leq\left(\frac{c_{0}}{\sqrt{n}}\right)^{n}(c \sqrt{n})^{n}<2^{-n}
$$

where $\omega_{n}$ denotes the volume of the unit ball in $\mathbf{R}^{n}$, and where $c_{0} c$ can be made less than $1 / 2$ by choosing a proper $c$. This also shows that the first term in (5) will be dominated by the second one. Indeed, the inequality $C_{0} 2^{-n} \leq \frac{C \sigma_{K} L_{K}}{t^{2} \sqrt{n}}$ immediately follows from $t \leq c \sqrt{n}$ and the lower bound on $\sigma_{K}$ given in Theorem 2.

Thus,

$$
\left|f_{K}(t)-c_{n} g_{n}\left(\sqrt{n} L_{K}\right)\right| \leq \frac{C \sigma_{K} L_{K}}{t^{2} \sqrt{n}}
$$

and we are left with the task of comparing $c_{n} g_{n}\left(\sqrt{n} L_{K}\right)$ with the Gaussian density on the line. This is done in the following elementary

Lemma 2. If $0 \leq t \leq \sqrt{n} L_{K}$, for some absolute $C$,

$$
\left|\frac{\Gamma\left(\frac{n}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{n-1}{2}\right)}\left(1-\frac{t^{2}}{n L_{K}^{2}}\right)^{(n-3) / 2} \frac{1}{\sqrt{n} L_{K}}-\frac{1}{\sqrt{2 \pi} L_{K}} e^{-t^{2} / 2 L_{K}^{2}}\right| \leq \frac{C}{n}
$$

Proof. Using the fact that $L_{K}$ is bounded from below, multiplying the above inequality by $\sqrt{2 \pi} L_{K}$ and replacing $u=t^{2} /\left(2 L_{K}^{2}\right)$, we are reduced to estimating

$$
\begin{aligned}
\left|\frac{\sqrt{2} \Gamma\left(\frac{n}{2}\right)}{\sqrt{n} \Gamma\left(\frac{n-1}{2}\right)}\left(1-\frac{2 u}{n}\right)^{\frac{n-3}{2}}-e^{-u}\right| \leq & \left|e^{-u}-\frac{\sqrt{2} \Gamma\left(\frac{n}{2}\right)}{\sqrt{n} \Gamma\left(\frac{n-1}{2}\right)} e^{-u}\right| \\
& +\frac{\sqrt{2} \Gamma\left(\frac{n}{2}\right)}{\sqrt{n} \Gamma\left(\frac{n-1}{2}\right)}\left|e^{-u}-\left(1-\frac{2 u}{n}\right)^{\frac{n-3}{2}}\right|
\end{aligned}
$$

In order to estimate the first summand, use the asymptotic formula for the $\Gamma$-function, $\Gamma(x)=x^{x-1} e^{-x} \sqrt{2 \pi x}\left(1+\frac{1}{12 x}+O\left(\frac{1}{x^{2}}\right)\right)$, as $x \rightarrow+\infty$, to get

$$
\begin{aligned}
\frac{\sqrt{\frac{2}{n}} \Gamma\left(\frac{n}{2}\right)}{\Gamma\left(\frac{n-1}{2}\right)} & =\frac{\left(\frac{n}{2}\right)^{(n-3) / 2} e^{-n / 2} \sqrt{\pi n}\left(1+\frac{1}{6 n}+O\left(\frac{1}{n^{2}}\right)\right)}{\left(\frac{n-1}{2}\right)^{(n-3) / 2} e^{-(n-1) / 2} \sqrt{\pi(n-1)}\left(1+\frac{1}{6(n-1)}+O\left(\frac{1}{n^{2}}\right)\right)} \\
& =e^{-1 / 2}\left(\frac{n}{n-1}\right)^{\frac{n}{2}-1}\left(1+O\left(\frac{1}{n^{2}}\right)\right)
\end{aligned}
$$

Since, by Taylor, $\left(\frac{n}{n-1}\right)^{\frac{n}{2}-1}=e^{\left(-\frac{n}{2}+1\right) \log \left(1-\frac{1}{n}\right)}=e^{1 / 2}\left(1+O\left(\frac{1}{n}\right)\right)$, the first summand is $O\left(\frac{1}{n}\right)$ uniformly over $u \geq 0$.

To estimate the second summand, recall that $0 \leq u \leq n / 2$. The function $\psi_{n}(u)=e^{-u}-\left(1-\frac{2 u}{n}\right)^{\frac{n-3}{2}}$ satisfies $\psi_{n}(0)=0, \psi_{n}(n / 2)=e^{-n / 2}$, and the
point $u_{0} \in[0, n / 2]$ where $\psi_{n}^{\prime}\left(u_{0}\right)=0$ (if it exists) satisfies $\left(1-\frac{2 u_{0}}{n}\right)^{\frac{n-5}{2}}=$ $\frac{n}{n-3} e^{-u_{0}}$ (when $n \geq 4$ ). Hence, $\psi_{n}\left(u_{0}\right)=\frac{2 u_{0}-3}{n-3} e^{-u_{0}}=O\left(\frac{1}{n}\right)$, and thus $\sup _{u} \psi_{n}(u)=O\left(\frac{1}{n}\right)$. This proves Lemma 2.

Remark. Returning to the inequality (1) of Theorem 1, it might be worthwhile to note that, in the range $|t| \geq c \sqrt{n}$, the function $f_{K}$ satisfies, for some absolute $C>0$, the estimate

$$
f_{K}(t) \leq \frac{C}{|t|} e^{-t^{2} /\left(C n L_{K}^{2}\right)} \leq \frac{C}{c \sqrt{n}},
$$

and in this sense it does not need to be compared with the Gaussian distribution in this range. Indeed, it follows immediately from the equality in Lemma 1 that

$$
f_{K}(t) \leq C \sqrt{n} \max _{z \geq|t|} g_{n}(z) \mathbf{P}\{|X| \geq|t|\}
$$

where $X$ denotes a random vector uniformly distributed over $K$. When $n \geq 3$, in the interval $z \geq|t|$, the function $g_{n}(z)=\frac{1}{z}\left(1-\frac{t^{2}}{z^{2}}\right)^{(n-3) / 2}$ attains its maximum at the point $z_{0}=|t| \sqrt{n-2}$ where it takes the value $g_{n}\left(z_{0}\right) \leq$ $\frac{1}{|t| \sqrt{n-2}}$. Hence,

$$
C \sqrt{n} \max _{z \geq|t|} g_{n}(z) \leq \frac{C^{\prime}}{|t|} \leq \frac{C^{\prime}}{c \sqrt{n}}
$$

On the other hand, the probability $\mathbf{P}\{|X| \geq|t|\}$ can be estimated with the help of Alesker's $\psi_{2}$-estimate, [A],

$$
\mathbf{E} e^{|X|^{2} /\left(C^{\prime \prime} n L_{K}^{2}\right)} \leq 2
$$

We finish this note with a simple remark on the extremal property of the Euclidean balls in the minimization problem for $\sigma_{K}^{2}$.

Theorem 2. $\sigma_{K}^{2} \geq \frac{4}{n+4}$.
Proof. The distribution function $F(r)=\operatorname{vol}_{n}(\{x \in K:|x| \leq r\})$ of the random vector $X$ uniformly distributed in $K$ has density

$$
F^{\prime}(r)=r^{n-1}\left|S^{n-1} \cap \frac{1}{r} K\right|=\left|S^{n-1}\right| r^{n-1} \sigma\left(\frac{1}{r} K\right), \quad r>0
$$

We only use the property that $q(r)=\left|S^{n-1}\right| \sigma\left(\frac{1}{r} K\right)$ is non-increasing in $r>0$. Clearly, this function can also be assumed to be absolutely continuous so that we can write

$$
q(r)=n \int_{r}^{+\infty} \frac{p(s)}{s^{n}} d s, \quad r>0
$$

for some non-negative measurable function $p$ on $(0,+\infty)$.
We have
$1=\int_{0}^{\infty} d F(r)=\int_{0}^{\infty} r^{n-1} q(r) d r=n \iint_{0<r<s} r^{n-1} \frac{p(s)}{s^{n}} d r d s=\int_{0}^{\infty} p(s) d s$.
Hence, $p$ represents a probability density of a positive random variable, say, $\xi$. Similarly, for every $\alpha>-n$,

$$
\mathbf{E}|X|^{\alpha}=\int_{0}^{\infty} r^{\alpha+n-1} q(r) d r=\frac{n}{n+\alpha} \int_{0}^{\infty} s^{\alpha} p(s) d s=\frac{n}{n+\alpha} \mathbf{E} \xi^{\alpha}
$$

Therefore,

$$
\begin{aligned}
\operatorname{Var}\left(|X|^{2}\right) & =\frac{n}{n+4} \mathbf{E} \xi^{4}-\left(\frac{n}{n+2} \mathbf{E} \xi^{2}\right)^{2} \\
& =\frac{4 n}{(n+4)(n+2)^{2}}\left(\mathbf{E} \xi^{2}\right)^{2}+\frac{n}{n+4} \operatorname{Var}\left(\xi^{2}\right) \\
& \geq \frac{4 n}{(n+4)(n+2)^{2}}\left(\mathbf{E} \xi^{2}\right)^{2}
\end{aligned}
$$

One can conclude that

$$
\sigma_{K}^{2}=n \frac{\operatorname{Var}\left(|X|^{2}\right)}{\left(\mathbf{E}|X|^{2}\right)^{2}} \geq n \frac{\frac{4 n}{(n+4)(n+2)^{2}}\left(\mathbf{E} \xi^{2}\right)^{2}}{\left(\frac{n}{n+2} \mathbf{E} \xi^{2}\right)^{2}}=\frac{4}{n+4}
$$

Theorem 2 follows.
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## 1 Introduction

We consider here two asymptotic properties of finite dimensional convex bodies which generate a norm with an unconditional basis. For definiteness, such a basis is taken to be the canonical basis in $\mathbf{R}^{n}$. Thus, assume we are given a convex set $K \subset \mathbf{R}^{n}$ of volume $\operatorname{vol}_{n}(K)=1$ which, together with every point $x=\left(x_{1}, \ldots, x_{n}\right)$, contains the parallepiped with the sides $\left[-\left|x_{j}\right|,\left|x_{j}\right|\right]$, $1 \leq j \leq n$. In addition, $K$ is supposed to be in isotropic position, which is equivalent to the property that the integrals

$$
\begin{equation*}
\int_{K} x_{j}^{2} d x=L_{K}^{2}, \quad 1 \leq j \leq n \tag{1.1}
\end{equation*}
$$

do not depend on $j$.
The isotropic constant $L_{K}$ is known to satisfy $c_{1} \leq L_{K} \leq c_{2}$, for some universal $c_{1}, c_{2}>0$. Hence, for the Euclidean norm $|x|=\left(x_{1}^{2}+\ldots+x_{n}^{2}\right)^{1 / 2}$ we have

$$
c_{1} n \leq \int_{K}|x|^{2} d x \leq c_{2} n
$$

and similarly, the average value of $|x|$ over $K$ is about $\sqrt{n}$.
Consider the linear functional

$$
f(x)=\frac{x_{1}+\ldots+x_{n}}{\sqrt{n}}
$$

By (1.1), its $L_{2}$-norm over $K$ is exactly $\|f\|_{2}=L_{K}$. As in the case of any other linear functional, $L_{p}$-norms satisfy $\|f\|_{p} \leq C p\|f\|_{2}$ for every $p \geq 1$ and some absolute $C$. Up to a universal constant, this property can equivalently be expressed as one inequality $\|f\|_{\psi_{1}} \leq C\|f\|_{2}$ for the Orlicz norm corresponding to the Young function $\psi_{1}(t)=e^{|t|}-1, t \in \mathbf{R}$. For the concrete functional $f$ introduced above, this can be sharpened in terms of the Young function $\psi_{2}(t)=e^{|t|^{2}}-1$.

[^6]Theorem 1.1. $\|f\|_{\psi_{2}} \leq C$, for some universal $C$.
The proof might require some information on the distribution of the Euclidean norm of a point $x$ over $K$. Indeed, if we observe $x=\left(x_{1}, \ldots, x_{n}\right)$ as a random vector uniformly distributed in $K$, and if $\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$ is an arbitrary collection of signs, then $\left(\varepsilon_{1} x_{1}, \ldots, \varepsilon_{n} x_{n}\right)$ has the same uniform distribution (by the assumption that the canonical basis is unconditional). In particular,

$$
f(x, \varepsilon)=\frac{\varepsilon_{1} x_{1}+\ldots+\varepsilon_{n} x_{n}}{\sqrt{n}}
$$

has the same distribution as $f(x)$. But with respect to the symmetric Bernoulli measure $\mathbf{P}_{\varepsilon}$ on the discrete cube $\{-1,1\}^{n}$, there is a subgaussian inequality

$$
\mathbf{P}_{\varepsilon}\{|f(x, \varepsilon)| \geq t\} \leq 2 e^{-n t^{2} /\left(2|x|^{2}\right)}, \quad t \geq 0
$$

Taking the expectation over $K$, we arrive at

$$
\begin{equation*}
\operatorname{vol}_{n}\{x \in K:|f(x)| \geq t\} \leq 2 \int_{K} e^{-n t^{2} /\left(2|x|^{2}\right)} d x \tag{1.2}
\end{equation*}
$$

This is how the distribution of the norm $|x|$ can be involved in the study of the distribution of $f(x)$. The statement of Theorem 1.1 is equivalent to the assertion that the tails of $f$ admit a subgaussian bound

$$
\operatorname{vol}_{n}\{x \in K:|f(x)| \geq t\} \leq C e^{-c t^{2}}
$$

Hence, it suffices to prove such a bound for the integral in (1.2) taken over a sufficiently big part of $K$. The function $e^{-n t^{2} /\left(2|x|^{2}\right)}$ under the integral sign has the desired subgaussian behaviour on the part of $K$ where $|x| / \sqrt{n} \leq$ const. To control large deviations of $|x| / \sqrt{n}$, we prove:

Theorem 1.2. There exist universal $t_{0}>0$ and $c>0$ such that, for all $t \geq t_{0}$,

$$
\begin{equation*}
\operatorname{vol}_{n}\left\{x \in K: \frac{|x|}{\sqrt{n}} \geq t\right\} \leq e^{-c t \sqrt{n}} \tag{1.3}
\end{equation*}
$$

For the "normalized" $\ell_{1}^{n}$-ball, this inequality was proved by G. Schechtman and J. Zinn in [S-Z1], see also [S-Z2] for related results on deviations of the Euclidean norm and other Lipschitz functions on the $\ell_{p}^{n}$-balls.

Note that too large $t$ may be ignored in (1.3), since we always have $|x| \leq$ $C n$, for all $x \in K$ (V.D. Milman, A. Pajor, [M-P]). Therefore, for $t>C \sqrt{n}$, the left hand side is zero. For $t \leq C \sqrt{n}$, the inequality implies

$$
\operatorname{vol}_{n}\left\{x \in K: \frac{|x|}{\sqrt{n}} \geq t\right\} \leq e^{-c t^{2} / C}
$$

which means that the $L_{\psi_{2}}(K)$-norm of the Euclidean norm is bounded by its $L_{2}$-norm, up to a universal constant. Thus, Theorem 1.2 can also be viewed as
a sharpening, for isotropic convex sets with an unconditional basis, of a result of S. Alesker [A]. We do not know whether the unconditionality assumption is important for the conclusion such as (1.3). On the other hand, Theorem 1.2 as well as Theorem 1.1 (under an extra condition on the support) can be extended to all isotropic log-concave probability measures which are invariant under transformations $\left(x_{1}, \ldots, x_{n}\right) \rightarrow\left( \pm x_{1}, \ldots, \pm x_{n}\right)$, cf. Propositions 5.1 and 6.1 below.

Using Theorem 1.2, one may estimate the integral in (1.2) as follows:

$$
\begin{aligned}
\int_{K} e^{-n t^{2} /\left(2|x|^{2}\right)} d x & =\int_{|x| \leq t_{0} \sqrt{n}}+\int_{|x| \geq t_{0} \sqrt{n}} \leq e^{-t^{2} /\left(2 t_{0}^{2}\right)}+e^{-c t_{0} \sqrt{n}} \\
& \leq 2 e^{-t^{2} /\left(2 t_{0}^{2}\right)}
\end{aligned}
$$

provided that $t \leq$ const $n^{1 / 4}$. Hence, we obtain the desired subgaussian bound for relatively "small" $t$. To treat the values $t \geq \operatorname{const} n^{1 / 4}$, one needs to involve some other arguments which are discussed in section 6 .

## 2 Preliminaries (the case of bodies)

Here we collect some useful, although basically known, facts about the sets $K$ with the canonical unconditional basis as in section 1 . It is reasonable to associate with $K$ its normalized part in the positive octant $\mathbf{R}_{+}^{n}=[0,+\infty)^{n}$,

$$
K^{+}=2 K \cap \mathbf{R}_{+}^{n}
$$

Thus, if $x=\left(x_{1}, \ldots, x_{n}\right)$ is viewed as a random vector uniformly distributed in $K$, then the vector $\left(2\left|x_{1}\right|, \ldots, 2\left|x_{n}\right|\right)$ is uniformly distributed in $K^{+}$.

The set $K^{+}$has the properties:
a) $\operatorname{vol}_{n}\left(K^{+}\right)=1$;
b) for all $x \in K^{+}$and $y \in \mathbf{R}_{+}^{n}$ with $y_{j} \leq x_{j}, 1 \leq j \leq n$, we have $y \in K^{+}$;
c) $\int_{K^{+}} x_{j}^{2} d x=4 L_{K}^{2}$, for all $1 \leq j \leq n$.

Proposition 2.1. $L_{K}^{2} \leq \frac{1}{2}$.
Proof. With every point $x=\left(x_{1}, \ldots, x_{n}\right)$, the set $K^{+}$contains the parallepiped $\prod_{j=1}^{n}\left[0, x_{j}\right]$. So $\prod_{j=1}^{n} x_{j} \leq 1$, for every $x \in K$. Since both the sets $K^{+}$and $V=\left\{x \in \mathbf{R}_{+}^{n}: \prod_{j=1}^{n} x_{j} \geq 1\right\}$ are convex and do not intersect each other (excluding the points on the boundaries), there exists a separating hyperplane. But any hyperplane touching the boundary of $V$ has equation $\lambda_{1} x_{1}+\ldots+\lambda_{n} x_{n}=n$ with some $\lambda_{j}>0$ such that $\prod_{j=1}^{n} \lambda_{j}=1$. Therefore, $K^{+} \subset\left\{x \in \mathbf{R}_{+}^{n}: \frac{\lambda_{1} x_{1}+\ldots+\lambda_{n} x_{n}}{n} \leq 1\right\}$, and so, by the geometric-arithmetic inequality,

$$
1 \geq \int_{K^{+}} \frac{\lambda_{1} x_{1}+\ldots+\lambda_{n} x_{n}}{n} d x \geq\left(\prod_{j=1}^{n} \int_{K^{+}} x_{j} d x\right)^{1 / n}
$$

By a Khinchine-type inequality,

$$
\begin{equation*}
\int_{K^{+}} x_{j} d x \geq \frac{1}{\sqrt{2}}\left(\int_{K^{+}} x_{j}^{2} d x\right)^{1 / 2}=\sqrt{2} L_{K} \tag{2.1}
\end{equation*}
$$

according to the property c). Thus, $1 \geq \sqrt{2} L_{K}$.

Remark 2.1. It is a well-known fact that, in the class of all measurable sets $K$ in $\mathbf{R}^{n}$ of volume one, the integral $\int_{K}|x|^{2} d x$ is minimized for the normalized Euclidean ball $B_{n}$ with center at the origin. Therefore, for isotropic $K$, we always have $L_{K} \geq L_{B_{n}}$ which leads to the optimal dimension-free lower bound

$$
\begin{equation*}
L_{K} \geq \frac{1}{\sqrt{2 \pi e}} \tag{2.2}
\end{equation*}
$$

More generally, in the class of all probability densities $q$ on $\mathbf{R}^{n}$ attaining maximum at the origin, the quantity $q^{2}(0) \int|x|^{2} q(x) d x$ is minimized for the indicator function of $B_{n}$. This property was observed by D. Hensley [H] who assumed additionally that $q$ is log-concave and symmetric, and later K. Ball [Ba] gave a shorter argument not using log-concavity and symmetry. In the one-dimensional case, the property reads as

$$
\begin{equation*}
q(0)\left(\int_{\mathbf{R}} t^{2} q(t) d t\right)^{1 / 2} \geq \frac{1}{2 \sqrt{3}} \tag{2.3}
\end{equation*}
$$

Remark 2.2. The inequality (2.1) is a particular case of the following theorem due to S. Karlin, F. Proschan, and R.E. Barlow [K-P-B]: Given a positive random variable $\xi$ with a log-concave density on $(0,+\infty)$, for all real $s>1$

$$
\mathbf{E} \xi^{s} \leq \Gamma(s+1)(\mathbf{E} \xi)^{s}
$$

Equality is achieved if and only if $\xi$ has an exponential distribution, that is, when $\operatorname{Prob}\{\xi>t\}=e^{-\lambda t}, t>0$, for some parameter $\lambda>0$.

Proposition 2.2. For every hyperspace $H$ in $\mathbf{R}^{n}$,

$$
\operatorname{vol}_{n-1}(K \cap H) \geq \frac{1}{\sqrt{6}}
$$

Moreover, if $K$ is invariant under permutations of coordinates, then every section $K_{j}=K \cap\left\{x_{j}=0\right\}, 1 \leq j \leq n$, satisfies $\operatorname{vol}_{n-1}\left(K_{j}\right) \geq 1$.

Proof. If $H=\left\{x \in \mathbf{R}^{n}:\langle\theta, x\rangle=0\right\},|\theta|=1$, apply (2.3) to the density $q(t)$ of the linear function $x \rightarrow\langle\theta, x\rangle$ over $K$ : then we get

$$
\operatorname{vol}_{n-1}(K \cap H) L_{K} \geq \frac{1}{2 \sqrt{3}}
$$

This inequality holds true for any symmetric isotropic convex set $K$ of volume one. In our specific case, it remains to apply Proposition 2.1.

For the second statement, given a non-empty set $\pi \subset\{1, \ldots, n\}$, denote by $K_{\pi}^{+}$the section of $K$ by the $(n-|\pi|)$-dimensional subspace $\left\{x: x_{j}=\right.$ 0 , for all $j \in \pi\}$. Write the Steiner decomposition

$$
\operatorname{vol}_{n}\left(K^{+}+r[0,1]^{n}\right)=\sum_{k=0}^{n} a_{k}\left(K^{+}\right) r^{k}, \quad r>0
$$

where $a_{k}=\sum_{|\pi|=k} \operatorname{vol}_{n-\mathrm{k}}\left(K_{\pi}^{+}\right)$with the convention that $a_{0}=\operatorname{vol}_{n}\left(K^{+}\right)=1$. By the Brunn-Minkowski inequality, $\operatorname{vol}_{n}\left(K^{+}+r[0,1]^{n}\right) \geq(1+r)^{n}$, so the coefficient $a_{1}\left(K^{+}\right)$in front of $r$ should satisfy $a_{1} \geq n$. That is,

$$
\sum_{j=1}^{n} \operatorname{vol}_{n-1}\left(K_{j}^{+}\right) \geq n
$$

where $K_{j}^{+}=K^{+} \cap\left\{x_{j}=0\right\}$. Since all these $(n-1)$-dimensional volumes are equal to each other, and $\operatorname{vol}_{n-1}\left(K_{j}\right)=\operatorname{vol}_{n-1}\left(K_{j}^{+}\right)$, the conclusion follows.
Proposition 2.3. For all $\alpha_{1}, \ldots, \alpha_{n} \geq 0$,

$$
\operatorname{vol}_{n}\left\{x \in K^{+}: x_{1} \geq \alpha_{1}, \ldots, x_{n} \geq \alpha_{n}\right\} \leq e^{-c\left(\alpha_{1}+\ldots+\alpha_{n}\right)}
$$

with $c=1 / \sqrt{6}$. If $K$ is invariant under permutations of coordinates, one may take $c=1$.

Proof. The function $u\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\operatorname{vol}_{n}\left\{x \in K^{+}: x_{1} \geq \alpha_{1}, \ldots, x_{n} \geq \alpha_{n}\right\}$ is log-concave on $\mathbf{R}_{+}^{n}, u(0)=1$, and

$$
\left.\frac{\partial u(\alpha)}{\partial \alpha_{j}}\right|_{\alpha=0}=-\operatorname{vol}_{n-1}\left(K_{j}\right) \leq-c
$$

according to Proposition 2.2. These properties easily imply the desired inequality.

Actually, Proposition 2.3 can be sharpened by applying the BrunnMinkowski inequality in its full volume. The latter implies that the function $u^{1 / n}$ is concave on $K^{+}$which is a slightly stronger property than just log-concavity. Hence, with the same argument, we have the inequality

$$
\operatorname{vol}_{n}^{1 / n}\left\{x \in K^{+}: x_{1} \geq \alpha_{1}, \ldots, x_{n} \geq \alpha_{n}\right\} \leq 1-\frac{c\left(\alpha_{1}+\ldots+\alpha_{n}\right)}{n}
$$

holding true for all $\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in K^{+}$with $c=1 / \sqrt{6}$. Since the right hand side of this inequality must be non-negative, an immediate consequence of such a refinement is:

Proposition 2.4. For all $\left(x_{1}, \ldots, x_{n}\right) \in K^{+}$,

$$
x_{1}+\ldots+x_{n} \leq \sqrt{6} n
$$

Equivalently, for all $\left(x_{1}, \ldots, x_{n}\right) \in K,\left|x_{1}\right|+\ldots+\left|x_{n}\right| \leq \frac{\sqrt{6}}{2} n$.
Thus, the normalized $\ell^{1}$-ball in $\mathbf{R}^{n}$ is the largest set within the class of all $K$ 's which we consider (up to a universal enlarging factor). One may wonder therefore whether or not it is true that the cube would be the smallest one. The question turns out simple as one can see from the proof of the following:

Proposition 2.5. The set $K$ contains the cube $\left[-\frac{1}{\sqrt{2}} L_{K}, \frac{1}{\sqrt{2}} L_{K}\right]^{n}$ which in turn contains $\left[-\frac{1}{2 \sqrt{\pi e}}, \frac{1}{2 \sqrt{\pi e}}\right]^{n}$.
Proof. The baricenter $v=\operatorname{bar}\left(K^{+}\right)$must belong to $K^{+}$, so $K^{+}$contains parallepiped $\prod_{j=1}^{n}\left[0, v_{j}\right]$ with $v_{j}=\int_{K^{+}} x_{j} d x$. Hence the first statement immediately follows from the Khinchine-type inequality (2.1). The second one is based on the lower bound (2.2).

## 3 Log-Concave Measures

Here we extend Propositions 2.1-2.3 to log-concave measures. Let $\mu$ be a probability measure on $\mathbf{R}^{n}$ with a log-concave density $p(x), x \in \mathbf{R}^{n}$, such that
a) $p(0)=1$;
b) $p\left( \pm x_{1}, \ldots, \pm x_{n}\right)$ does not depend on the choice of signs;
c) $\int x_{j}^{2} d \mu(x)=\int x_{j}^{2} p(x) d x=L_{\mu}^{2}$ does not depend on $j=1, \ldots, n$.

The case of the indicator density $p(x)=1_{K}(x)$ reduces to the previous section. As in the body case, we associate with $\mu$ its squeezed restriction $\mu^{+}$ to the positive octant $\mathbf{R}_{+}^{n}$ : this measure has density

$$
p^{+}(x)=p\left(\frac{1}{2} x\right), \quad x \in \mathbf{R}_{+}^{n} .
$$

If $x=\left(x_{1}, \ldots, x_{n}\right)$ is distributed according to $\mu$, then the vector $\left(2\left|x_{1}\right|, \ldots\right.$, $\left.2\left|x_{n}\right|\right)$ is distributed according to $\mu^{+}$. The function $p^{+}$is log-concave, is nonincreasing in each coordinate, and satisfies

$$
\int_{\mathbf{R}_{+}^{n}} x_{j}^{2} d \mu^{+}(x)=4 L_{\mu}^{2}, \quad 1 \leq j \leq n .
$$

Proposition 3.1. $L_{\mu} \leq C$, for some absolute $C$.
Proof. Since $p^{+}$is non-increasing, for every $x \in \mathbf{R}_{+}^{n}$,

$$
1 \geq \int_{0}^{x_{1}} \cdots \int_{0}^{x_{n}} p^{+}(y) d y \geq p^{+}(x) \int_{0}^{x_{1}} \ldots \int_{0}^{x_{n}} d y=p^{+}(x) \prod_{j=1}^{n} x_{j}
$$

Hence,

$$
u(x) \equiv-\log p^{+}(x) \geq \log \prod_{j=1}^{n} x_{j} \equiv v(x)
$$

Note that $u$ is convex, while $v$ is a concave function. Therefore, there must exist an affine function $\ell$ such that $u(x) \geq \ell(x) \geq v(x)$, for all $x \in \mathbf{R}_{+}^{n}$. This function can be chosen to be tangent to $v$ at some point $a=\left(a_{1}, \ldots, a_{n}\right)$ with positive coordinates. That is, we may take

$$
\ell(x)=v(a)+\langle\nabla v(a), x-a\rangle=\log \prod_{j=1}^{n} a_{j}+\sum_{j=1}^{n} \frac{x_{j}-a_{j}}{a_{j}} .
$$

Setting $\lambda_{j}=\frac{1}{a_{j}}$, the inequality $u(x) \geq \ell(x)$ becomes

$$
p^{+}(x) \leq e^{n} \prod_{j=1}^{n} \lambda_{j} e^{-\lambda_{j} x_{j}}, \quad x \in \mathbf{R}_{+}^{n}
$$

In particular, since $p^{+}(0)=1$, we have $\prod_{j=1}^{n} \lambda_{j} \geq e^{-n}$. Hence,

$$
\int_{\mathbf{R}_{+}^{n}} \prod_{j=1}^{n} x_{j} p^{+}(x) d x \leq \int_{\mathbf{R}_{+}^{n}} \prod_{j=1}^{n} x_{j}\left(e^{n} \prod_{j=1}^{n} \lambda_{j} e^{-\lambda_{j} x_{j}}\right) d x=e^{n} \prod_{j=1}^{n} \frac{1}{\lambda_{j}} \leq e^{2 n}
$$

On the other hand, with respect to $\mu^{+}$,

$$
\left\|\prod_{j=1}^{n} x_{j}\right\|_{1} \geq\left\|\prod_{j=1}^{n} x_{j}\right\|_{0}=\prod_{j=1}^{n}\left\|x_{j}\right\|_{0} \geq c^{n} \prod_{j=1}^{n}\left\|x_{j}\right\|_{2}=(2 c)^{n} L_{\mu}^{n}
$$

where we have used a Khinchine-type inequality $\|g\|_{0}=\lim _{p \rightarrow 0^{+}}\|g\|_{p} \geq$ $c\|g\|_{2}$ for linear functions $g$ with respect to log-concave measures (which is actually valid for any norm, cf. [L] $)$. Proposition 3.1 follows with $C=e^{2} /(2 c)$.

Proposition 3.2. For every hyperspace $H$ in $\mathbf{R}^{n}$,

$$
\int_{H} p(x) d x \geq \frac{1}{e \sqrt{6}}
$$

If $p$ is invariant under permutations of coordinates, then $\int_{\left\{x_{j}=0\right\}} p(x) d x \geq \frac{1}{e}$, for every $1 \leq j \leq n$.

There is a way to prove this statement without appealing to Proposition 3.1. In turn, starting from Proposition 3.2, one can easily obtain Proposition 3.1 with $C=e \sqrt{3}$. Indeed, the reverse one-dimensional Hensley inequality (for the class of all symmetric log-concave probability densities $q$ on the line, cf. [H], Lemma 4) asserts that

$$
\begin{equation*}
q(0)\left(\int_{\mathbf{R}} t^{2} d x\right)^{1 / 2} \leq \frac{1}{\sqrt{2}} \tag{3.1}
\end{equation*}
$$

(equality is achieved at $q(t)=e^{-2|t|}$ ). If we take any hyperspace $H=\{x \in$ $\left.\mathbf{R}^{n}:\langle\theta, x\rangle=0\right\},|\theta|=1$, and apply this inequality to the density $q(t)$ of the distribution of the linear function $\langle\theta, x\rangle$ under the measure $\mu$, then we arrive exactly at

$$
\int_{H} p(x) d x L_{\mu} \leq \frac{1}{\sqrt{2}}
$$

Hence, the lower bound $\int_{H} p(x) d x \geq 1 /(e \sqrt{6})$ would lead to $L_{\mu} \leq e \sqrt{3}$, while in the case where $\mu$ is invariant under permutations of coordinates we would similarly obtain the estimate $L_{\mu} \leq e / \sqrt{2}$.

Proposition 3.2 will be derived from a more general:
Lemma 3.1. For any log-concave probability density $p$ on $\mathbf{R}^{n}$ such that $p(0)=1$ and $p\left( \pm x_{1}, \ldots, \pm x_{n}\right)$ does not depend on the choice of signs,

$$
\begin{equation*}
\prod_{j=1}^{n} \int_{\left\{x_{j}=0\right\}} p(x) d x \geq e^{-n} \tag{3.2}
\end{equation*}
$$

It is interesting that the constant $1 / e$ appearing on the right is asymptotically optimal. Indeed, for the density

$$
p(x)=\exp \left\{-2 n!^{1 / n} \max _{j \leq n}\left|x_{j}\right|\right\}
$$

for every $j \leq n$, we have $\int_{\left\{x_{j}=0\right\}} p(x) d x=\frac{n!^{1 / n}}{n} \rightarrow \frac{1}{e}$, as $n \rightarrow \infty$.
As in this example, when a density $p$ is invariant under permutations of coordinates, all $(n-1)$-dimensional integrals $\int_{\left\{x_{j}=0\right\}} p(x) d x$ coincide, so, by (3.2), these integrals must be greater or equal to $1 / e$. In the general case, we may only conclude that $\max _{j} \int_{\left\{x_{j}=0\right\}} p(x) d x \geq 1 / e$. On the other hand, the combination of the two Hensley's inequalities (2.3) and (3.1) immediately implies that, for any symmetric log-concave isotropic density $p$ on $\mathbf{R}^{n}$ and for any two hyperspaces $H_{1}, H_{2}$, we have $\int_{H_{1}} p(x) d x \leq \sqrt{6} \int_{H_{2}} p(x) d x$. Hence,

$$
\min _{H} \int_{H} p(x) d x \geq \frac{1}{\sqrt{6}} \max _{j} \int_{\left\{x_{j}=0\right\}} p(x) d x \geq \frac{1}{e \sqrt{6}}
$$

Thus, Lemma 3.1 implies Proposition 3.2.

Proof of Lemma 3.1. Given a measurable set $A$ in $\mathbf{R}^{n}$, an inequality due to L. H. Loomis and H. Whitney asserts ([L-W], [B-Z]) that

$$
\prod_{j=1}^{n} \operatorname{vol}_{n-1}\left(A_{j}\right) \geq \operatorname{vol}_{n}(A)^{n-1}
$$

where $A_{j}$ is the projection of $A$ to the hyperspace $x_{j}=0$. As a matter of fact, being applied to $A=K$, the above yields yet another proof of the second part of Proposition 2.2.

Loomis-Whitney's inequality admits a certain functional formulation. Namely, given a measurable function $g \geq 0$ on $\mathbf{R}^{n}$, not identically zero, consider the family $A(t)=\{x: g(x)>t\}, t>0$. Define on $\mathbf{R}^{n-1}$ the functions

$$
g_{j}\left(x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{n}\right)=\sup _{x_{j}} g_{j}\left(x_{1}, \ldots, x_{j-1}, x_{j}, x_{j+1}, \ldots, x_{n}\right)
$$

together with $A_{j}(t)=\left\{x: g_{j}(x)>t\right\}, t>0$. Then $A_{j}(t)$ are projections of $A(t)$, so

$$
\operatorname{vol}_{n}(A(t))^{n-1} \leq \prod_{j=1}^{n} \operatorname{vol}_{n-1}\left(A_{j}(t)\right)
$$

Put $\varphi_{j}(t)=\operatorname{vol}_{n-1}\left(A_{j}(t)\right), \varphi(t)=\operatorname{vol}_{n}(A(t))$. Raising the above to the power $1 / n$, integrating over $t>0$ and applying Hölder's inequality, we get

$$
\begin{aligned}
\int_{0}^{+\infty} \varphi(t)^{(n-1) / n} d t & \leq \int_{0}^{+\infty} \prod_{j=1}^{n} \varphi_{j}(t)^{1 / n} d t \leq \prod_{j=1}^{n}\left(\int_{0}^{+\infty} \varphi_{j}(t) d t\right)^{1 / n} \\
& =\left(\prod_{j=1}^{n} \int_{\mathbf{R}^{n-1}} g_{j}(x) d x\right)^{1 / n}
\end{aligned}
$$

In order to bound from below the first integral, we use the property that $\varphi(t)$ is non-increasing in $t>0$. For such functions, for all $\alpha \in(0,1]$, there is a simple inequality (cf. [B-Z])

$$
\left(\int_{0}^{+\infty} \varphi(t)^{\alpha} d t\right)^{1 / \alpha} \geq \int_{0}^{+\infty} \varphi\left(t^{\alpha}\right) d t
$$

But the right hand side is exactly $\int_{\mathbf{R}^{n}} g(x)^{1 / \alpha} d x$, and for $\alpha=\frac{n-1}{n}$, we thus get

$$
\prod_{j=1}^{n} \int_{\mathbf{R}^{n-1}} g_{j}(x) d x \geq\left(\int_{\mathbf{R}^{n}} g(x)^{n /(n-1)} d x\right)^{n-1}
$$

This is the desired functional form yielding the original inequality on indicator functions $g=1_{A}$. For $g=p$, the supremum in the definition of $g_{j}$ is attained at $x_{j}=0$, and the functional inequality becomes

$$
\prod_{j=1}^{n} \int_{\left\{x_{j}=0\right\}} p(x) d x \geq\left(\int_{\mathbf{R}^{n}} p(x)^{n /(n-1)} d x\right)^{n-1}
$$

The right hand side can further be estimated using the log-concavity of $p$. Namely, since $p(0)=1$, for every $t \in(0,1)$ and $x \in \mathbf{R}^{n}$, we have $p(t x)^{1 / t} \geq$ $p(x)$. Integrating over $x$, we get $\int_{\mathbf{R}^{n}} p(x)^{1 / t} d x \geq t^{n}$ which for $t=\frac{n-1}{n}$ gives

$$
\int_{\mathbf{R}^{n}} p(x)^{n /(n-1)} d x \geq\left(\frac{n-1}{n}\right)^{n}, \quad n \geq 2
$$

It remains to note that $\left(\frac{n-1}{n}\right)^{n(n-1)} \geq e^{-n}$.
Lemma 3.1 follows. As a consequence, we get an analogue of Proposition 2.3:

Proposition 3.3. For all $\alpha_{1}, \ldots, \alpha_{n} \geq 0$,

$$
\mu^{+}\left\{x \in \mathbf{R}_{+}^{n}: x_{1} \geq \alpha_{1}, \ldots, x_{n} \geq \alpha_{n}\right\} \leq e^{-c\left(\alpha_{1}+\ldots+\alpha_{n}\right)}
$$

with $c=\frac{1}{e \sqrt{6}}$. If $\mu$ is invariant under permutations of coordinates, one may take $c=1 / e$.

## 4 Decreasing Rearrangement

For any vector $x=\left(x_{1}, \ldots, x_{n}\right)$ in $\mathbf{R}^{n}$, its coordinates can be written in the decreasing order,

$$
X_{1} \geq X_{2} \geq \ldots \geq X_{n}
$$

In particular, $X_{1}=\max _{j} x_{j}, X_{n}=\min _{j} x_{j}$. When $x$ is observed as a random vector with uniform distribution in $K^{+}$or more generally with distribution $\mu^{+}$, the distribution of the random vector $\left(X_{1}, \ldots, X_{n}\right)$ can be studied on the basis of Propositions 2.3 and 3.3, respectively. In particular, we have:

Proposition 4.1. For any $\alpha \geq 0,1 \leq k \leq n$,

$$
\mu^{+}\left\{x \in \mathbf{R}_{+}^{n}: X_{k} \geq \alpha\right\} \leq C_{n}^{k} e^{-c k \alpha}
$$

where $c>0$ is a numerical constant.
One may always take $c=1 /(e \sqrt{6})$ but the constant can be improved for special situations. For example, $c=1 / e$, when $\mu^{+}$is invariant under permutations of coordinates, and moreover $c=1$ when $\mu^{+}$is uniform distribution on $K^{+}$which is invariant under permutations of coordinates.

We denote by $C_{n}^{k}$ the usual combinatorial coefficients $\frac{n!}{k!(n-k)!}$.

Proof. Since

$$
\left\{x \in \mathbf{R}_{+}^{n}: X_{k} \geq \alpha\right\}=\cup_{n \geq j_{1}>\ldots>j_{k} \geq 1}\left\{x \in \mathbf{R}_{+}^{n}: x_{j_{1}} \geq \alpha, \ldots, x_{j_{k}} \geq \alpha\right\}
$$

we get

$$
\mu^{+}\left\{X_{k} \geq \alpha\right\} \leq \sum_{n \geq j_{1}>\ldots>j_{k} \geq 1} \mu^{+}\left\{x_{j_{1}} \geq \alpha, \ldots, x_{j_{k}} \geq \alpha\right\} \leq C_{n}^{k} e^{-c k \alpha}
$$

where we applied Proposition 3.3 (or, respectively, Proposition 2.3) on the last step.

The combinatorial argument easily extends to yield a more general:
Proposition 4.2. For any collection of indices $1 \leq k_{1}<\ldots<k_{r} \leq n$, and for all $\alpha_{1}, \ldots, \alpha_{r} \geq 0$,

$$
\mu^{+}\left\{X_{k_{1}} \geq \alpha_{1}, \ldots, X_{k_{r}} \geq \alpha_{r}\right\} \leq \frac{n!e^{-c\left(k_{1} \alpha_{1}+\left(k_{2}-k_{1}\right) \alpha_{2} \ldots+\left(k_{r}-k_{r-1}\right) \alpha_{r}\right)}}{k_{1}!\left(k_{2}-k_{1}\right)!\ldots\left(k_{r}-k_{r-1}\right)!\left(n-k_{r}\right)!}
$$

where $c>0$ is a numerical constant.
Let us now illustrate one of the possible applications to large deviations, say, for $\ell^{1}$-norm $\|x\|_{1}=\sum_{k=1}^{n}\left|x_{k}\right|$ under the measure $\mu$. For all numbers $\alpha_{1}, \ldots, \alpha_{n} \geq 0$,

$$
\begin{aligned}
\mu\left\{\|x\|_{1} \geq \sum_{k=1}^{n} \alpha_{k}\right\} & =\mu^{+}\left\{\sum_{k=1}^{n} x_{k} \geq 2 \sum_{k=1}^{n} \alpha_{k}\right\}=\mu^{+}\left\{\sum_{k=1}^{n} X_{k} \geq 2 \sum_{k=1}^{n} \alpha_{k}\right\} \\
& \leq \sum_{k=1}^{n} \mu^{+}\left\{X_{k} \geq 2 \alpha_{k}\right\} \leq \sum_{k=1}^{n} C_{n}^{k} e^{-2 c k \alpha_{k}}
\end{aligned}
$$

where we applied Proposition 4.1 on the last step. Using $C_{n}^{k} \leq\left(\frac{n e}{k}\right)^{k}$, we thus get

$$
\mu\left\{c\|x\|_{1} \geq \sum_{k=1}^{n} \alpha_{k}\right\} \leq \sum_{k=1}^{n} e^{-k\left(2 \alpha_{k}-\log \frac{n e}{k}\right)} .
$$

Now, take $\alpha_{k}=\frac{1}{2} \log \frac{n e}{k}+t \frac{n}{k(\log n+1)}$ which is almost an optimal choice. Then, $\sum_{k=1}^{n} \alpha_{k} \leq n(1+t)$, and we arrive at:

Proposition 4.3. For any $t \geq 0$,

$$
\mu\left\{\frac{c\|x\|_{1}}{n} \geq 1+t\right\} \leq n \exp \left\{-2 t \frac{n}{\log n+1}\right\}
$$

The right hand side converges to zero for any fixed $t>0$. In particular, for large $n$, we have $\|x\|_{1} \leq 2 n / c$ with $\mu$-probability almost one. In probabilistic language, this means that the random variables $\|x\|_{1} / n$ are stochastically bounded as $n \rightarrow \infty$. Since $L^{1}(\mu)$-norm of $\|x\|_{1} / n$ is about 1 , this property cannot be deduced from the usual exponential bound for norms under logconcave measures (cf. [Bo]).

## 5 Euclidean Norm. Proof of Theorem 1.2

As in the proof of Proposition 4.3, for all $\alpha_{1}, \ldots, \alpha_{n} \geq 0$, we similarly obtain that

$$
\begin{aligned}
\mu\left\{|x|^{2} \geq \sum_{k=1}^{n} \alpha_{k}^{2}\right\} & =\mu^{+}\left\{\sum_{k=1}^{n} X_{k}^{2} \geq 4 \sum_{k=1}^{n} \alpha_{k}^{2}\right\} \\
& \leq \sum_{k=1}^{n} \mu^{+}\left\{X_{k} \geq 2 \alpha_{k}\right\} \leq \sum_{k=1}^{n} C_{n}^{k} e^{-2 c k \alpha_{k}}
\end{aligned}
$$

where again we applied Proposition 4.1 on the last step. Using $C_{n}^{k} \leq\left(\frac{n e}{k}\right)^{k}$, we thus get

$$
\mu\left\{c^{2}|x|^{2} \geq \sum_{k=1}^{n} \alpha_{k}^{2}\right\} \leq \sum_{k=1}^{n} e^{-k\left(2 \alpha_{k}-\log \frac{n e}{k}\right)} .
$$

Now, take $\alpha_{k}=\frac{1}{2} \log \frac{n e}{k}+t \frac{\sqrt{n}}{k}$. Then, $\sum_{k=1}^{n} \alpha_{k}^{2} \leq 4 n t^{2}$, for all $t \geq 2$, so

$$
\mu\left\{\frac{c|x|}{\sqrt{n}} \geq 2 t\right\} \leq n e^{-2 t \sqrt{n}} .
$$

In a more compact form:
Proposition 5.1. For any $t \geq 4$,

$$
\mu\left\{x \in \mathbf{R}^{n}: \frac{c|x|}{\sqrt{n}} \geq t\right\} \leq e^{-\frac{1}{2} t \sqrt{n}}
$$

As in Proposition 4.1, we may take $c=1 /(e \sqrt{6})$ in general, and $c=1 / \sqrt{6}$ in the body case. As explained in section 1 , the above inequality implies:

Proposition 5.2. For every number $C \geq 56$, in the interval $0 \leq t \leq C n^{1 / 4}$,

$$
\mu\left\{x \in \mathbf{R}^{n}:\left|\frac{x_{1}+\ldots+x_{n}}{\sqrt{n}}\right| \geq t\right\} \leq 2 \exp \left\{-\frac{t^{2}}{8 C^{4 / 3}}\right\}
$$

Indeed, applying Proposition 5.1 with $c=\frac{1}{7}<\frac{1}{e \sqrt{6}}$, we get

$$
\begin{aligned}
\mu\left\{\frac{1}{\sqrt{n}}\left|\sum_{j=1}^{n} x_{j}\right| \geq t\right\} & =\mu \otimes \mathbf{P}_{\varepsilon}\left\{\frac{1}{\sqrt{n}}\left|\sum_{j=1}^{n} \varepsilon_{j} x_{j}\right| \geq t\right\} \\
& \leq \int e^{-n t^{2} /\left(2|x|^{2}\right)} d \mu(x)=\int_{|x| \leq t_{0} \sqrt{n}}+\int_{|x| \geq t_{0} \sqrt{n}} \\
& \leq e^{-t^{2} /\left(2 t_{0}^{2}\right)}+e^{-\frac{1}{14} t_{0} \sqrt{n}}
\end{aligned}
$$

for every $t_{0}$ provided that $c t_{0} \geq 4$, that is, $t_{0} \geq 28$. By the assumption on $t$, the last term is bounded by $e^{-t_{0} t^{2} /\left(14 C^{2}\right)}$. It remains to take (the optimal) $t_{0}=\left(7 C^{2}\right)^{1 / 3}$.

## 6 Theorem 1.1 for Log-Concave Measures

In order to involve the region $t \geq C n^{1 / 4}$ in Proposition 5.2, an extra condition on the measure $\mu$ is required. One important property distinguishing the case where $\mu$ is the uniform distribution on $K$ from the general measure case is indicated in Proposition 2.4: for all $x \in K$,

$$
\begin{equation*}
\left|x_{1}\right|+\ldots+\left|x_{n}\right| \leq A n \tag{6.1}
\end{equation*}
$$

with $A=\sqrt{6} / 2$. It is therefore natural to assume that the measure $\mu$ is supported on a convex set satisfying (6.1) for some $A=A(\mu)$. In this case Theorem 1.1 admits a corresponding extension:

Proposition 6.1. $\|f\|_{L_{\psi_{2}}(\mu)} \leq C \sqrt{A(\mu)}$, where $C$ is a numerical constant.
Note that in terms of the linear functional

$$
f(x)=\frac{x_{1}+\ldots+x_{n}}{\sqrt{n}}
$$

the quantity $A(\mu)$ is described as $1 / \sqrt{n}\|f\|_{L_{\infty}(\mu)}$. Thus, Proposition 6.1 relates $L_{\psi_{2}}$-norm to $L_{\infty}$-norm of $f$ via $\|f\|_{L_{\psi_{2}}(\mu)} \leq C / \sqrt{n} \sqrt{\|f\|_{L_{\infty}(\mu)}}$. This inequality is not linear in $f$ which is due to the basic assumption $p(0)=1$ on the density $p$ of $\mu$. Without this condition, Proposition 6.1 can be formulated as follows:

Corollary 6.1. Let $\mu$ be a probability measure on $\mathbf{R}^{n}$ with a log-concave density $p$ such that, for all $x \in \mathbf{R}^{n}, p\left( \pm x_{1}, \ldots, \pm x_{n}\right)$ does not depend on the choice of signs, and $\int_{\mathbf{R}^{n}} x_{j}^{2} p(x) d x$ does not depend on $j=1, \ldots, n$. Then, for some universal $C$,

$$
\|f\|_{L_{\psi_{2}}(\mu)}^{2} \leq \frac{C}{\sqrt{n}}\|f\|_{L_{2}(\mu)}\|f\|_{L_{\infty}(\mu)} .
$$

Let us return to the original assumption $p(0)=1$. Then $A(\mu)$ is always separated from zero. Indeed, since the density $p(x)$ is bounded by 1 , we have

$$
\begin{aligned}
1 & =\int_{\left|x_{1}\right|+\ldots+\left|x_{n}\right| \leq A n} p(x) d x \leq \operatorname{vol}_{n}\left\{x \in \mathbf{R}^{n}:\left|x_{1}\right|+\ldots+\left|x_{n}\right| \leq A n\right\} \\
& =\frac{(2 A n)^{n}}{n!}
\end{aligned}
$$

Hence, $A \geq \frac{n!^{1 / n}}{2 n} \geq \frac{1}{2 e}$.
While the first applications are based upon Proposition 4.1, the proof of Proposition 6.1 uses a more general Proposition 4.2. The estimate given in it can be simplified as follows: using a general bound $m!\geq\left(\frac{m}{e}\right)^{m}$ and the fact that the function $x \rightarrow\left(\frac{n e}{x}\right)^{x}$ increases in $0<x \leq n$, we get

$$
\frac{n(n-1) \ldots\left(n-k_{r}+1\right)}{k_{1}!\left(k_{2}-k_{1}\right)!\ldots\left(k_{r}-k_{r-1}\right)!} \leq \prod_{j=1}^{r}\left(\frac{n e}{k_{j}-k_{j-1}}\right)^{k_{j}-k_{j-1}} \leq \prod_{j=1}^{r}\left(\frac{n e}{k_{j}}\right)^{k_{j}}
$$

with the convention that $k_{0}=0$ on the middle step. Hence, for all $\alpha_{1}, \ldots, \alpha_{r} \geq$ 0 ,

$$
\begin{aligned}
& \mu^{+}\left\{X_{k_{1}} \geq \alpha_{1}, \ldots, X_{k_{r}} \geq \alpha_{r}\right\} \leq \\
& \prod_{j=1}^{r}\left(\frac{n e}{k_{j}}\right)^{k_{j}} e^{-c\left(k_{1} \alpha_{1}+\left(k_{2}-k_{1}\right) \alpha_{2} \ldots+\left(k_{r}-k_{r-1}\right) \alpha_{r}\right)}
\end{aligned}
$$

From now on, the indices $k_{j}$ will be assumed to be the powers of 2 . Thus let $\ell=\left[\log _{2} n\right]$ (the integer part), and let $S$ be any non-empty subset of $\{0,1, \ldots, \ell\}$. From the previous inequality, for any collection $\alpha_{k} \geq 0$ indexed by $k \in S$,

$$
\mu^{+}\left\{X_{2^{k}} \geq \alpha_{k}, \text { for all } k \in S\right\} \leq \prod_{k \in S}\left(\frac{n e}{2^{k}}\right)^{2^{k}} \exp \left\{-c \sum_{k \in S} 2^{k-1} \alpha_{k}\right\}
$$

The choice $\alpha_{k}=\beta_{k}+\frac{2}{c} \log \frac{n e}{2^{k}}$ leads to:
Lemma 6.1. For any non-empty subset $S$ of $\{0,1, \ldots, \ell\}$ and any collection $\beta=\left(\beta_{k}\right)_{k \in S}$ of non-negative numbers,

$$
\mu^{+}\left\{X_{2^{k}} \geq \beta_{k}+\frac{2}{c} \log \frac{n e}{2^{k}}, \text { for all } k \in S\right\} \leq \exp \left\{-c \sum_{k \in S} 2^{k-1} \beta_{k}\right\}
$$

As before, one may take $c=1 /(e \sqrt{6})$. In view of the assumption (6.1), the measure $\mu^{+}$is supported by

$$
x_{1}+\ldots+x_{n} \leq 2 A n
$$

so, only $\beta_{k}<2 A n$ can be of interest in Lemma 6.1. Assume moreover that each $\beta_{k}$ also represents a power of 2 . The couples $(S, \beta)$ with these properties will be called blocks, and we say that a vector $x \in \mathbf{R}_{+}^{n}$ is controlled by a block $(S, \beta)$ if

$$
X_{2^{k}} \geq \beta_{k}+\frac{2}{c} \log \frac{n e}{2^{k}}, \quad \text { for all } k \in S
$$

Lemma 6.2. The total number of blocks does not exceed, $e^{2 \log 2 n \log (2 \log 4 A n)}$.
Indeed, given a non-empty $S \subset\{0,1, \ldots, \ell\}$, the number of admissible functions $\beta$ on $S$ is equal to $\left[\log _{2} 2 A n\right]^{|S|}$. Hence, the number of all blocks is equal to

$$
\sum_{S}\left[\log _{2} 2 A n\right]^{|S|}=\sum_{r=1}^{\ell+1} C_{\ell+1}^{r}\left[\log _{2} 2 A n\right]^{r}=\left(1+\left[\log _{2} 2 A n\right]\right)^{\left[\log _{2} n\right]+1}-1
$$

from which the desired bound easily follows.
Combining Lemma 6.1 with Lemma 6.2 and using $c=1 /(e \sqrt{6})>1 / 7$, we thus obtain that

$$
\begin{gather*}
\mu^{+}\left\{x \in \mathbf{R}_{+}^{n}: x \text { is controlled by a block }(S, \beta) \text { with } \sum_{k \in S} 2^{k-1} \beta_{k} \geq \frac{1}{8} t \sqrt{n}\right\} \\
\leq e^{2 \log 2 n \log (2 \log 4 A n)} e^{-\frac{1}{8 \cdot 7} t \sqrt{n}} \tag{6.2}
\end{gather*}
$$

Lemma 6.3. Given $t>0$, assume that a vector $x \in \mathbf{R}_{+}^{n}$ is not controlled by any block $(S, \beta)$ with $\sum_{k \in S} 2^{k-1} \beta_{k} \geq \frac{1}{8} t \sqrt{n}$. Then, with some absolute constant $B>0$,

$$
\mathbf{P}_{\varepsilon}\left\{\left|\frac{\varepsilon_{1} x_{1}+\ldots+\varepsilon_{n} x_{n}}{\sqrt{n}}\right| \geq t\right\} \leq 2 e^{-t^{2} / B}
$$

Proof. It is also possible that $x$ is not controlled by any block $(S, \beta)$ at all: by the very definition, this holds if and only if

$$
X_{2^{k}}<1+\frac{2}{c} \log \frac{n e}{2^{k}}, \quad \text { for all } 0 \leq k \leq \ell
$$

But then

$$
|x|^{2}=\sum_{j=1}^{n} X_{j}^{2} \leq \sum_{k=0}^{\ell} X_{2^{k}}^{2} 2^{k}<\sum_{k=0}^{\ell}\left(1+\frac{2}{c} \log \frac{n e}{2^{k}}\right)^{2} 2^{k} \leq B n,
$$

for some absolute constant $B$. Therefore, for all $t>0$,

$$
\mathbf{P}_{\varepsilon}\left\{\left|\frac{\varepsilon_{1} x_{1}+\ldots+\varepsilon_{n} x_{n}}{\sqrt{n}}\right| \geq t\right\} \leq 2 e^{-n t^{2} / 2|x|^{2}} \leq 2 e^{-t^{2} / 2 B}
$$

and the statement follows.
In the other case, there is a maximal block controlling the given vector $x$. Namely, introduce (the canonical) set

$$
S=\left\{k=0,1, \ldots, \ell: X_{2^{k}} \geq 1+\frac{2}{c} \log \frac{n e}{2^{k}}\right\}
$$

and for each $k \in S$, denote by $\beta_{k}$ the maximal power of 2 not exceeding $X_{2^{k}}-\frac{2}{c} \log \frac{n e}{2^{k}}$. In particular,

$$
\begin{equation*}
\beta_{k} \leq X_{2^{k}}-\frac{2}{c} \log \frac{n e}{2^{k}}<2 \beta_{k} \tag{6.3}
\end{equation*}
$$

and, by the assumption of the lemma,

$$
\begin{equation*}
\sum_{k \in S} 2^{k-1} \beta_{k}<\frac{1}{8} t \sqrt{n} \tag{6.4}
\end{equation*}
$$

Define a new vector $\left(Y_{j}\right)_{1 \leq j \leq n}$ approximating $\left(X_{j}\right)_{1 \leq j \leq n}$ in a certain sense. First put

$$
\alpha_{k}=\left(X_{2^{k}}-\left(1+\frac{2}{c} \log \frac{n e}{2^{k}}\right)\right)^{+}, \quad 0 \leq k \leq \ell
$$

so that $\alpha_{k}=0$ outside $S$ and $0 \leq \alpha_{k} \leq 2 \beta_{k}-1<2 \beta_{k}$, for all $k \in S$, according to (6.3). Let $Y_{j}=\left(X_{j}-\alpha_{k}\right)^{+}$, for $2^{k} \leq j<2^{k+1}(0 \leq k \leq \ell)$. Then, clearly $0 \leq Y_{j} \leq X_{j} \leq Y_{j}+\alpha_{k}$, and by (6.4),

$$
\sum_{j=1}^{n} X_{j}-Y_{j} \leq \sum_{k=0}^{\ell} 2^{k} \alpha_{k}=\sum_{k \in S} 2^{k} \alpha_{k} \leq \sum_{k \in S} 2^{k+1} \beta_{k}<\frac{1}{2} t \sqrt{n}
$$

Hence,

$$
\begin{aligned}
\mathbf{P}_{\varepsilon}\left\{\frac{1}{\sqrt{n}}\left|\sum_{j=1}^{n} \varepsilon_{j} x_{j}\right| \geq t\right\} & =\mathbf{P}_{\varepsilon}\left\{\frac{1}{\sqrt{n}}\left|\sum_{j=1}^{n} \varepsilon_{j} X_{j}\right| \geq t\right\} \\
& \leq \mathbf{P}_{\varepsilon}\left\{\frac{1}{\sqrt{n}}\left|\sum_{j=1}^{n} \varepsilon_{j} Y_{j}\right| \geq \frac{t}{2}\right\} .
\end{aligned}
$$

It remains to observe that, for $2^{k} \leq j<2^{k+1}$, we have $Y_{j} \leq Y_{2^{k}} \leq 1+$ $\frac{2}{c} \log \frac{n e}{2^{k}}$, so $\sum_{j=1}^{n} Y_{j}^{2} \leq \sum_{k=0}^{\ell}\left(1+\frac{2}{c} \log \frac{n e}{2^{k}}\right)^{2} 2^{k} \leq B n$. Lemma 6.3 follows.

Proof of Proposition 6.1. We need to get a subgaussian bound of the form $\mu\{|f| \geq t\} \leq c_{1} e^{-c_{2} t^{2} / A}$, for some absolute $c_{1}, c_{2}>0$. By the assumption (6.1) on the support of $\mu$, we may assume $t \leq A \sqrt{n}$.

Put $C=(\sigma A)^{3 / 4}$ with a positive universal constant $\sigma$ to be determined later on. Since necessarily $A \geq 1 /(2 e)$, we assume $\left(\frac{\sigma}{2 e}\right)^{3 / 4} \geq 56$ so that to apply Proposition 5.2 in the interval $0 \leq t \leq C n^{1 / 4}$ : it then gives

$$
\mu\left\{x \in \mathbf{R}^{n}:|f(x)| \geq t\right\} \leq 2 e^{-t^{2} /(8 \sigma A)}
$$

The right hand side is of the desired order both in $t$ and $A$ in that interval.
Now, let $t \geq C n^{1 / 4}$. Define $\Omega_{0}(t)$ to be the collection of all vectors $x \in$ $\mathbf{R}_{+}^{n}$ which are controlled by a block $(S, \beta)$ with $\sum_{k \in S} 2^{k-1} \beta_{k} \geq \frac{1}{8} t \sqrt{n}$. Let $\Omega_{1}(t)=\mathbf{R}_{+}^{n} \backslash \Omega_{0}(t)$. In terms of $f(x, \varepsilon)=\frac{\varepsilon_{1} x_{1}+\ldots+\varepsilon_{n} x_{n}}{\sqrt{n}}$, we may write

$$
\begin{aligned}
\mu\{|f|>t\} & =\mu^{+} \otimes \mathbf{P}_{\varepsilon}\{(x, \varepsilon):|f(x, \varepsilon)|>2 t\} \\
& =\int_{\Omega_{0}} \mathbf{P}_{\varepsilon}\{|f(x, \varepsilon)|>2 t\} d \mu^{+}(x)+\int_{\Omega_{1}} \mathbf{P}_{\varepsilon}\{|f(x, \varepsilon)|>2 t\} d \mu^{+}(x) .
\end{aligned}
$$

The second integral does not exceed $2 e^{-t^{2} / B}$ with some numerical $B$ (Lemma 6.3). The first integral can be bounded, according to (6.2), by

$$
\mu^{+}\left(\Omega_{0}(t)\right) \leq e^{-\frac{1}{56} t \sqrt{n}+\Delta_{n}(A)},
$$

where $\Delta_{n}(A)=2 \log (2 n) \log (2 \log (4 A n))$. Thus, for the values $C n^{1 / 4} \leq t \leq$ $A \sqrt{n}$, it suffices to show that

$$
e^{-\frac{1}{56} t \sqrt{n}+\Delta_{n}(A)} \leq e^{-t^{2} /(112 A)}
$$

(note that if $A \sqrt{n}<C n^{1 / 4}$, we are done). Equivalently,

$$
\frac{1}{112 A} t^{2}-\frac{1}{56} t \sqrt{n}+\Delta_{n}(A) \leq 0
$$

Since $t \leq A \sqrt{n}$, the above is implied by $\Delta_{n}(A) \leq \frac{1}{112} t \sqrt{n}$. In view of $t \geq$ $C n^{1 / 4}=(\sigma A)^{3 / 4} n^{1 / 4}$, the latter is equivalent to

$$
\Delta_{n}(A) \leq \frac{1}{112}(\sigma A)^{3 / 4} n^{1 / 4}
$$

Clearly, if $\sigma$ is sufficiently large, the above inequality holds true for all $A \geq \frac{1}{2 e}$ and $n \geq 1$. Summarizing, we may write the following estimate for all $t>0$ :

$$
\mu\{|f|>t\} \leq \max \left\{2 e^{-t^{2} /(8 \sigma A)}, 2 e^{-t^{2} / B}+e^{-t^{2} /(112 A)}\right\} .
$$

This gives the desired result.
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Summary. We consider lattice Schrödinger operators on $\mathbb{Z}^{d}$ of the form $H_{\omega}=\Delta+$ $V_{\omega}$ where $\Delta$ denotes the usual lattice Laplacian on $\mathbb{Z}^{d}$ and $V_{\omega}$ is a random potential $V_{\omega}(n)=\omega_{n} v_{n}$. Here $\left\{\omega_{n} \mid n \in \mathbb{Z}^{d}\right\}$ are independent Bernoulli or normalized Gaussian variables and $\left(v_{n}\right)_{n \in \mathbb{Z}^{d}}$ is a sequence of weights satisfying a certain decay condition. In what follows, we will focus on some results related to absolutely continuous (ac)-spectra and proper extended states that, roughly speaking, distinguish $d>1$ from $d=1$ (but are unfortunately also far from satisfactory in this respect). There will be two parts. The first part is a continuation of [Bo], thus $d=2$. We show that the results on ac spectrum and wave operators from [Bo], where we assumed $\left|v_{n}\right|<C|n|^{-\alpha}, \alpha>\frac{1}{2}$, remain valid if $\left(v_{n}|n|^{\varepsilon}\right)$ belongs to $\ell^{3}\left(\mathbb{Z}^{2}\right)$, for some $\varepsilon>0$. This fact is well-known to be false if $d=1$.

The second part of the paper is closely related to [S]. We prove for $d \geq 5$ and letting $V_{\omega}(n)=\kappa \omega_{n}|n|^{-\alpha}\left(\alpha>\frac{1}{3}\right)$ existence of (proper) extended states for $H_{\omega}=$ $\Delta+\tilde{V}_{\omega}$, where $\tilde{V}_{\omega}$ is a suitable renormalization of $V_{\omega}$ (involving only deterministic diagonal operators with decay at least $|n|^{-2 \alpha}$ ). Since in 1D for $\alpha<\frac{1}{2}, \omega$ a.s. all extended states are in $\ell^{2}(\mathbb{Z})$, this is again a higher dimensional phenomenon. It is likely that the method may be made to work for all $\alpha>0$. But even so, this is again far from the complete picture since it is conjectured that $H_{\omega}=\Delta+\omega_{n} \delta_{n n^{\prime}}$ has a component of ac spectrum if $d \geq 3$.

## I On Random Schrödinger Operators on $\mathbb{Z}^{2}$

## 1 Introduction

The present paper is a continuation of [Bo].
In [Bo] we considered spectral issues for lattice Schrödinger operators on $\mathbb{Z}^{2}$ of the form

$$
\begin{equation*}
H_{\omega}=\Delta+V_{\omega} \tag{1.1}
\end{equation*}
$$

where $\Delta$ is the lattice Laplacian on $\mathbb{Z}^{2}$, i.e.

$$
\begin{aligned}
\Delta\left(n, n^{\prime}\right) & =1 \text { if }\left|n_{1}-n_{1}^{\prime}\right|+\left|n_{2}-n_{2}^{\prime}\right|=1 \\
& =0 \text { otherwise }
\end{aligned}
$$

and $V_{\omega}$ is a random potential

$$
\begin{equation*}
V_{\omega}(n)=\omega_{n} v_{n} \tag{1.2}
\end{equation*}
$$

[^7]with $\left\{v_{n} \mid n \in \mathbb{Z}^{2}\right\} \subset \mathbb{R}_{+}$satisfying a certain decay condition and where $\left\{\omega_{n} \mid n \in \mathbb{Z}^{2}\right\}$ are independent Bernoulli or normalized Gaussians (this restrictive distribution hypothesis for the random variables - more specifically the $L^{\psi_{2}}$-tail distribution - is of importance here).

The results obtained in $[\mathrm{Bo}]$ are the following
Theorem 1. Fix $\tau>0$ and denote $I=\{E \in[-4,4]|\tau<|E|<4-\tau\}$.
Fix $\rho>\frac{1}{2}$ and assume

$$
\begin{equation*}
\sup _{n}\left|v_{n}\right||n|^{\rho}<\kappa=\kappa(\tau, \rho) \tag{1.3}
\end{equation*}
$$

Let $H_{\omega}$ be defined by (1.1), (1.2).
For $\kappa$ sufficiently small and $\omega$ outside a set of small measure
(1) $H_{\omega}$ has only a.c. spectrum on $I$
(2) Denoting $E_{0}(I)$ and $E(I)$ the spectral projections for $\Delta$ and $H=H_{\omega}$ resp., the wave operators $W_{ \pm}(H, \Delta) E_{0}(I), W_{ \pm}(\Delta, H) E(I)$ exist and establish unitary eigenvalue of $\Delta E_{0}(I)$ and $H E(I)$.

Theorem 2. Assume again $\rho>\frac{1}{2}$ and instead of (1.3)

$$
\sup _{n}\left|v_{n}\right||n|^{\rho}<\infty
$$

Then, for almost all $\omega$
(1) a.c. spectrum $H_{\omega} \supset[-4,4]$
(2) The wave operators $W_{ \pm}(H, \Delta) E_{0}([-4,4])$ and generalized wave operators $W_{ \pm}(\Delta, H) E([-4,4])$ exist.

As shown in [Bo], Theorem 2 follows from Theorem 1 and the existence of generalized wave operators $W_{ \pm}(H, H+P)$, whenever $P$ is a finite rank perturbation of the self-adjoint operator $H$ (cf. [Ka]).

As mentioned, our aim in this paper is to focus on results that distinguish the one-dimensional and higher dimensional setting. For $d=1$, the spectral theory of random Schrödinger operators has been extensively studied over the past decades (relying heavily on the transfer matrix formalism - a method not available in higher dimension). In particular, if we let for instance

$$
V_{\omega}=\omega_{n}|n|^{-\alpha}
$$

with $\left\{\omega_{n} \mid n \in \mathbb{Z}\right\}$ i.i.d. variables, uniformly distributed in $[-1,1]$, it is known that, almost surely, $H_{\omega}$ has pure point spectrum for $0<\alpha<\frac{1}{2}$ and a.c. spectrum for $\frac{1}{2}<\alpha(\operatorname{cf}[\mathrm{Si}],[\mathrm{K}-\mathrm{L}-\mathrm{S}])$. Also, Theorems 1 and 2 stated above hold for $d=1$ (replacing the interval $[-4,4]$ by $[-2,2]$ of course) with analogous (slightly simpler) proofs and the crucial decay exponent $\frac{1}{2}$ for the potential remains the same. Our purpose here is to impose conditions on the potential that does depend on dimension. We consider again only the case $d=2$.

Compared with [Bo], the geometric properties (in particular curvature) of the level sets of $\hat{\Delta}$ will play a more important role (if $d>2$, there are additional difficulties related to vanishing curvature in this respect which we don't intend to explore here).

Theorem 3. Assume

$$
\begin{equation*}
V_{\omega}(n)=\omega_{n}|n|^{-\varepsilon} v_{n} \tag{1.4}
\end{equation*}
$$

where $\left\{\omega_{n} \mid n \in \mathbb{Z}^{2}\right\}$ are as in Theorems 1 and 2, $\varepsilon>0$ is fixed and

$$
\begin{equation*}
\|v\|_{\ell^{3}\left(\mathbb{Z}^{2}\right)}<\kappa \tag{1.5}
\end{equation*}
$$

with $\kappa=\kappa(\tau, \varepsilon)>0$ small enough.
Then the statement of Theorem 1 holds.
Theorem 4. Replacing in Theorem 3 condition (1.5) by

$$
\begin{equation*}
\|v\|_{\ell^{3}\left(\mathbb{Z}^{2}\right)}<\infty \tag{1.6}
\end{equation*}
$$

the conclusion of Theorem 2 holds.

## 2 Preliminaries

Recall that for $f \in \ell^{2}\left(\mathbb{Z}^{2}\right)$

$$
\Delta f(n)=\int_{\mathbb{T}^{2}} 2\left(\cos 2 \pi \xi_{1}+\cos 2 \pi \xi_{2}\right) \hat{f}(\xi) e^{-2 \pi i n \cdot \xi} d \xi
$$

where

$$
\hat{f}(\xi)=(\mathcal{F} f)(\xi)=\sum_{n \in \mathbb{Z}^{2}} f(n) e^{2 \pi i n . \xi}
$$

Hence the free resolvent $R_{0}(z)=(\Delta-z)^{-1}$ is obtained by applying the Fourier multiplier

$$
\frac{1}{m(\xi)-z}
$$

with

$$
\begin{equation*}
m(\xi)=2\left(\cos 2 \pi \xi_{1}+\cos 2 \pi \xi_{2}\right) \tag{2.1}
\end{equation*}
$$

Thus

$$
R_{0}(z)=\mathcal{F}^{-1} \frac{1}{m(\xi)-z} \mathcal{F}
$$

Fixing $\tau>0$ and $\tau<|\lambda|<4-\tau$, the equation

$$
m(\xi)=\lambda
$$

represents a smooth curve $\Gamma_{\lambda}$ with non-vanishing curvature. As in [Bo], denote $\sigma_{\lambda}$ the arclength-measure of $\Gamma_{\lambda}$. Thus

$$
\begin{equation*}
\left|\hat{\sigma}_{\lambda}(n)\right|<C(1+|n|)^{-\frac{1}{2}} \tag{2.2}
\end{equation*}
$$

From the theory of Fourier transforms of measures supported by smooth hyper-surfaces with non-vanishing curvature, we obtain therefore
Lemma 2.3 Let $\mu$ be a measure supported by $\Gamma_{\lambda}$ such that $\mu \ll \sigma_{\lambda}$ and $\frac{d \mu}{d \sigma_{\lambda}} \in L^{2}\left(\Gamma_{\lambda}, d \sigma_{\lambda}\right)$. Then

$$
\begin{equation*}
\|\hat{\mu}\|_{\ell^{6}\left(\mathbb{Z}^{2}\right)} \leq C\left\|\frac{d \mu}{d \sigma_{\lambda}}\right\|_{2} \tag{2.4}
\end{equation*}
$$

Remark. Lemma 2.3 is a standard fact from harmonic analysis (see [St]). Estimates (2.2), (2.4) are obviously dimension dependent and were not involved in [Bo].

For the proof of Theorems 3 and 4, we proceed exactly as in [Bo]. Thus the proof of Theorem 3 is perturbative and the main issue is to control the Born-series expansion

$$
\begin{equation*}
R(z)=(H-z)^{-1}=\sum_{s \geq 0}(-1)^{s}\left[R_{0}(z) V\right]^{s} R_{0}(z) \tag{2.5}
\end{equation*}
$$

To achieve this, we rely on the basic estimates stated as Lemmas 3.18 and 3.48 of [Bo]. Let us recall them.

Denote

$$
V_{0}=V_{0} \mathcal{X}_{\{0\}} \text { and } V_{k}=V \mathcal{X}_{\left[2^{k-1} \leq|n|<2^{k}\right]}
$$

the dyadic restrictions of $V$.
By $C^{(\delta)}$ we denote a function in $\xi$-space satisfying a bound

$$
\begin{equation*}
\left|C^{(\delta)}(\xi)\right|<[|m(\xi)-\lambda|+\delta]^{-1 / 2}(0<\delta<1) \tag{2.6}
\end{equation*}
$$

(here and in the sequel, $\lambda$ always assumed to satisfy $\tau<|\lambda|<4-\tau$ ).
Lemma 3.18 from $[\mathrm{Bo}]$ is the following statement
Lemma 2.7 One has the operator norm estimate on $\ell^{2}\left(\mathbb{Z}^{2}\right)$

$$
\begin{equation*}
\left\|C_{2}^{\left(\delta_{2}\right)} \mathcal{F} V_{\ell} \mathcal{F}^{-1} C_{1}^{\left(\delta_{1}\right)}\right\|<\left(\kappa 2^{-\ell}\right)^{c}\left(\log \frac{1}{\delta_{1}}+\log \frac{1}{\delta_{2}}\right)^{A} \tag{2.8}
\end{equation*}
$$

except for $\omega$ in a set of measure at most

$$
\begin{equation*}
\exp \left\{-\left(\kappa^{-1} 2^{\ell}\right)^{c}\left(\log \frac{1}{\delta_{1}}+\log \frac{1}{\delta_{2}}\right)\right\} \tag{2.9}
\end{equation*}
$$

( $c, A>0$ are constants independent of $\delta_{1}, \delta_{2}, \ell$ ).
Denoting $\rho_{\lambda}$ the restriction operator to $\Gamma_{\lambda}$, Lemma 3.48 in [Bo] states

## Lemma 2.10

$$
\begin{equation*}
\left\|\rho_{\lambda} \mathcal{F} V_{\ell} \mathcal{F}^{-1} C^{(\delta)}\right\|_{L_{\xi}^{2} \rightarrow L^{2}\left(\Gamma_{\lambda}, d \sigma_{\lambda}\right)}<\left(\kappa 2^{-\ell}\right)^{c}\left(\log \frac{1}{\delta}\right)^{A} \tag{2.11}
\end{equation*}
$$

except for $\omega$ in a set of measure at most

$$
\begin{equation*}
\exp \left\{-\left(\kappa^{-1} 2^{\ell}\right)^{c} \log \frac{1}{\delta}\right\} \tag{2.12}
\end{equation*}
$$

Summarizing in [Bo], Theorems 1 and 2 are derived from the estimates (2.8)-(2.12) in Lemmas 2.7, 2.10. To prove Theorems 3 and 4, it will suffice to establish these lemmas replacing the assumption (1.3) on $V$ by (1.4), (1.5).

From assumption (2.6) on $C^{(\delta)}$ and representation as average on the level sets of $m(\xi)$, the left side of $(2.8),(2.11)$ is clearly captured by an estimate on

$$
\begin{equation*}
\left\|\rho_{\lambda_{2}} \mathcal{F} V_{\ell} \mathcal{F}^{-1}\right\|_{L^{2}\left(\Gamma_{\lambda_{1}}, d \sigma_{\lambda_{1}}\right) \rightarrow L^{2}\left(\Gamma_{\lambda_{2}}, d \sigma_{\lambda_{2}}\right)} \tag{2.13}
\end{equation*}
$$

(with $\frac{\tau}{2}<\left|\lambda_{1}\right|,\left|\lambda_{2}\right|<4-\frac{\tau}{2}$ ),
and it suffices to prove that for fixed $\lambda_{1}, \lambda_{2}$

$$
\begin{equation*}
\mathbb{E}_{\omega}[(2.13)]<\left(\kappa 2^{-\ell}\right)^{c} \tag{2.14}
\end{equation*}
$$

Finally, also recall the entropy bound (1.13), (1.14) in [Bo], known as the 'dual Sudakov inequality' (due to [P-T]). As in [Bo], the following particular setting is the one we need. Consider a linear operator $S: \mathbb{R}^{d} \rightarrow \ell_{m}^{\infty}$ and denote for fixed $t>0$ by $\mathcal{N}(t)$ the minimal number of balls in $\ell_{m}^{\infty}$ of radius $t$ needed to cover the set $\left\{S x \mid x \in \mathbb{R}^{d},\|x\|_{2} \leq 1\right\}$. Then the following inequality holds

$$
\begin{equation*}
\log \mathcal{N}(t)<C(\log m) t^{-2}\|S\|_{\ell_{d}^{2} \rightarrow \ell_{m}^{\infty}}^{2} \tag{2.15}
\end{equation*}
$$

where $C$ is a universal constant, (see inequality (4.2) in [Bo]).

## 3 Proof of Theorems 3 and 4

Again, from the stability of the a.c. spectrum under finite rank perturbations, it suffices to prove Theorem 3. From the discussion in the previous section, the result will follow from (2.14). This inequality will be derived by combining the argument from [Bo] (section 4) with Lemma 2.3.

We start by applying (2.15) considering the operator

$$
\begin{equation*}
S: L^{2}\left(\Gamma_{\lambda}, d \sigma_{\lambda}\right) \rightarrow \ell^{\infty}\left(\mathbb{Z}^{2}\right):\left.\mu \mapsto \hat{\mu}\right|_{|n| \sim 2^{\ell}} . \tag{3.1}
\end{equation*}
$$

Thus in (2.15), $m \sim 4^{\ell}$. The domain may clearly be replaced by a finite dimensional Hilbert space (notice that the estimate (2.15) does not depend on $d$ ). Obviously

$$
\begin{equation*}
\|S\|_{L^{2}\left(d \sigma_{\lambda}\right) \rightarrow \ell^{\infty}\left(\mathbb{Z}^{2}\right)} \leq C \tag{3.2}
\end{equation*}
$$

and in fact, from (2.4)

$$
\begin{equation*}
\|S\|_{L^{2}\left(d \sigma_{\lambda}\right) \rightarrow \ell^{6}\left(\mathbb{Z}^{2}\right)} \leq C \tag{3.3}
\end{equation*}
$$

From (2.15), (3.2)

$$
\begin{equation*}
\log \mathcal{N}(t)<C \ell t^{-2} \tag{3.4}
\end{equation*}
$$

Recalling the definition of $\mathcal{N}(t)$ and taking also (3.3) into account, this means that for each $t>0$, there is a set $\mathcal{E}_{t} \subset \ell_{|n| \sim 2^{\ell}}^{\infty}$ of vectors $\xi$ with the following properties

$$
\begin{gather*}
\log \left|\mathcal{E}_{t}\right|<C \ell t^{-2}  \tag{3.5}\\
\max _{\substack{\mu \in L^{2}\left(\Gamma_{\lambda}\right) \\
\left\|\frac{d \mu}{d \sigma_{\lambda}}\right\|_{2} \leq 1}} \min _{\xi \in \mathcal{E}_{t}} \max _{|n| \sim 2^{\ell}}\left|\hat{\mu}(n)-\xi_{n}\right|<t  \tag{3.6}\\
 \tag{3.7}\\
\max _{\xi \in \mathcal{E}_{t}}\|\xi\|_{6}<C .
\end{gather*}
$$

Next, taking $t$ of the form $2^{-r}, r \in \mathbb{Z}_{+}$, we may then obtain sets $\mathcal{F}_{r} \subset$ $\mathcal{E}_{2^{-r-1}}-\mathcal{E}_{2^{-r}}$ s.t

$$
\begin{equation*}
\|\xi\|_{\infty}<2^{-r+1} \text { and }\|\xi\|_{6}<C \text { for } \xi \in \mathcal{F}_{r} \tag{3.8}
\end{equation*}
$$

and for each $\mu \in L^{2}\left(\Gamma_{\lambda}\right),\left\|\frac{d \mu}{d \sigma_{\lambda}}\right\| \leq 1$, there is a representation

$$
\begin{equation*}
S \mu=\sum_{r} \xi^{(r)} \text { for some } \xi^{(r)} \in \mathcal{F}_{r} \tag{3.9}
\end{equation*}
$$

We use here (3.6), (3.7).
Proceeding further as in [Bo], (2.13) equals

$$
\begin{equation*}
\sup \left|\sum_{|n| \sim 2^{\ell}} V_{\omega}(n) \hat{\mu}_{1}(n) \hat{\mu}_{2}(n)\right|=\sup 2^{-\varepsilon \ell}\left|\sum_{|n| \sim 2^{\ell}} \omega_{n} v_{n} \hat{\mu}_{1}(n) \hat{\mu}_{2}(n)\right| \tag{3.10}
\end{equation*}
$$

where the sup is taken over all pairs $\left(\mu_{1}, \mu_{2}\right) \in L^{2}\left(\Gamma_{\lambda_{1}}\right) \times L^{2}\left(\Gamma_{\lambda_{2}}\right),\left\|\frac{d \mu_{i}}{d \sigma \lambda_{i}}\right\|_{2} \leq 1$.
Introducing the families $\mathcal{F}_{r}^{(i)}\left(r \in \mathbb{Z}_{+}\right)$for $\Gamma_{\lambda_{i}}(i=1,2)$, decomposition (3.9) and convexity reduces (3.10) to the following expression

$$
\begin{equation*}
\left|\sum_{|n| \sim 2^{\ell}} \omega_{n} v_{n} \hat{\mu}_{1}(n) \hat{\mu}_{2}(n)\right| \leq \sum_{r_{1}, r_{2} \in \mathbb{Z}_{+}} \max _{\substack{\xi^{\prime} \in \mathcal{F}_{r_{1}}^{(1)} \\ \xi^{\prime \prime} \in \mathcal{F}_{r_{2}}^{(2)}}}\left|\sum_{|n| \sim 2^{\ell}} \omega_{n} v_{n} \xi_{n}^{\prime} \xi_{n}^{\prime \prime}\right| \tag{3.11}
\end{equation*}
$$

Take $\omega$-expectation of each of the terms. Since $\left\{\omega_{n} \mid n \in \mathbb{Z}^{2}\right\}$ are independent Bernoulli or Gaussians, Dudley's $L^{\psi_{2}}$-estimate applies. Thus

$$
\begin{align*}
& \mathbb{E}_{\omega}\left[\max _{\mathcal{F}_{r_{1}}^{(1)} \times \mathcal{F}_{r_{2}}^{(2)}}\left|\sum_{|n| \sim 2^{\ell}} \omega_{n} v_{n} \xi_{n}^{\prime} \xi_{n}^{\prime \prime}\right|\right] \\
& \quad \leq C\left(\log \left|\mathcal{F}_{r_{1}}^{(1)}\right|+\log \left|\mathcal{F}_{r_{2}}^{(2)}\right|\right)^{1 / 2}\left\{\max _{\mathcal{F}_{r_{1}}^{(1)} \times \mathcal{F}_{r_{2}}^{(2)}}\left[\sum_{|n| \sim 2^{\ell}}\left|v_{n}\right|^{2}\left|\xi_{n}^{\prime}\right|^{2}\left|\xi_{n}^{\prime \prime}\right|^{2}\right]^{1 / 2}\right\} \tag{3.12}
\end{align*}
$$

By (3.5) and construction, $\left|\mathcal{F}_{r}\right| \leq\left|\mathcal{E}_{2^{-r-1}}\right|\left|\mathcal{E}_{2^{-r}}\right|$, hence

$$
\begin{equation*}
\log \left|\mathcal{F}_{r}\right|<C \ell 4^{-r} . \tag{3.13}
\end{equation*}
$$

By (3.8) and Hölder's inequality, we get for $\xi^{\prime} \in \mathcal{F}_{r_{1}}^{(1)}, \xi^{\prime \prime} \in \mathcal{F}_{r_{2}}^{(2)}$

$$
\begin{equation*}
\left(\sum_{|n| \sim 2^{\ell}}\left|v_{n}\right|^{2}\left|\xi_{n}^{\prime}\right|^{2}\left|\xi_{n}^{\prime \prime}\right|^{2}\right)^{1 / 2} \leq\|v\|_{3}\left\|\xi^{\prime} \cdot \xi^{\prime \prime}\right\|_{6}<C\|v\|_{3} \min \left(2^{-r_{1}}, 2^{-r_{2}}\right) \tag{3.14}
\end{equation*}
$$

Substitution of (3.13), (3.14) in (3.12) gives

$$
\begin{equation*}
C \sqrt{\ell}\left(2^{-r_{1}}+2^{-r_{2}}\right) \min \left(2^{-r_{1}}, 2^{-r_{2}}\right)\|v\|_{3}<C \sqrt{\ell}\|v\|_{3} . \tag{3.15}
\end{equation*}
$$

Invoking also the obvious bound

$$
\begin{equation*}
\max _{\mathcal{F}_{r_{1}}^{(1)} \times \mathcal{F}_{r_{2}}^{(2)}}\left|\sum_{|n| \sim 2^{\ell}} \omega_{n} v_{n} \xi_{n}^{\prime} \xi_{n}^{\prime \prime}\right| \leq C 2^{-r_{1}-r_{2}} \sum_{|n| \sim 2^{\ell}}\left|\omega_{n}\right|\left|v_{n}\right| \tag{3.16}
\end{equation*}
$$

we obtain that

$$
\begin{equation*}
\mathbb{E}_{\omega}[(3.11)] \leq C \sum_{r_{1}, r_{2} \in \mathbb{Z}_{+}} \min \left(\sqrt{\ell}, 2^{-r_{1}-r_{2}} 8^{\ell}\right)\|v\|_{3} \leq C \ell^{5 / 2}\|v\|_{3} \tag{3.17}
\end{equation*}
$$

Recalling (1.5), it follows from (3.17) that indeed

$$
\begin{equation*}
\mathbb{E}_{\omega}[(3.10)]<C 2^{-\varepsilon \ell} \ell \kappa \tag{3.18}
\end{equation*}
$$

which is the desired inequality (2.14).
This proves Theorem 3.
Remarks. (1) From deterministic point of view, the preceding shows that if we fix $\varepsilon, \tau>0$ and consider a (non-random) potential $V$ s.t.

$$
\begin{equation*}
\left\|\left\{|n|^{\varepsilon} V_{n} \mid n \in \mathbb{Z}^{2}\right\}\right\|_{3 / 2}<\kappa(\tau, \varepsilon) \tag{3.19}
\end{equation*}
$$

then $H=\Delta+V$ has a.c. spectrum in $\{E \in[-4,4]|\tau<|E|<4-\tau\}$.
Thus, also, if

$$
\begin{equation*}
\left\|\left\{|n|^{\varepsilon} V_{n} \mid n \in \mathbb{Z}^{2}\right\}\right\|_{3 / 2}<\infty \tag{3.20}
\end{equation*}
$$

then $[-4,4] \subset a c-$ SpecH.

Indeed, following the approach described above, it suffices to verify the inequality

$$
(2.13)=\left\|\rho_{\lambda_{2}} \mathcal{F} V_{\ell} \mathcal{F}^{-1}\right\|_{L^{2}\left(\Gamma_{\lambda_{1}, d \sigma_{\lambda_{1}}}\right) \rightarrow L^{2}\left(\Gamma_{\lambda_{2}}, d \sigma_{\lambda_{2}}\right)}<C \kappa 2^{-\varepsilon \ell}
$$

which immediately follows from Lemma 2.3 and Hölder's inequality.
Thus if $\mu_{i} \in L^{2}\left(\Gamma_{\lambda_{i}}\right),\left\|\frac{d \mu_{i}}{d \sigma_{\lambda_{i}}}\right\|_{2} \leq 1(i=1,2)$, we have

$$
\sum_{|n| \sim 2^{\ell}}\left|V_{n}\right|\left|\hat{\mu}_{1}(n)\right|\left|\hat{\mu}_{2}(n)\right| \leq\left\|V_{\ell}\right\|_{\frac{3}{2}}\left\|\hat{\mu}_{1}\right\|_{6}\left\|\hat{\mu}_{2}\right\|_{6}<C \kappa 2^{-\varepsilon \ell}
$$

(2) In view of the Carleson-Sjölin theorem

$$
\begin{equation*}
\|\hat{\mu}\|_{p} \leq C_{p}\left\|\frac{d \mu}{d \sigma}\right\|_{p} \text { for } p>4 \text { and } \mu \in L^{p}\left(S^{1}\right) \tag{3.21}
\end{equation*}
$$

( $S^{1}=$ unit circle), one may wonder if (2.13), (2.14) may not be obtained under weaker assumption on $V$. Clearly, the condition

$$
\begin{equation*}
\left\|\left\{|n|^{\varepsilon} v_{n}\right\}\right\|_{\ell^{4}\left(\mathbb{Z}^{2}\right)}<\infty \tag{3.22}
\end{equation*}
$$

would be natural and optimal.
The validity of (2.13), (2.14) seems to require the stronger condition (1.4), (1.6) however. This may easily be seen as follows. Clearly

$$
\begin{align*}
& \left\|\rho \mathcal{F} V_{\ell} \mathcal{F}^{-1}\right\|_{L^{2}\left(S_{1}\right) \rightarrow L^{2}\left(S_{1}\right)}^{2} \\
= & \left\|\rho \mathcal{F} V_{\ell}^{2} \mathcal{F}^{-1}\right\|_{L^{2}\left(S_{1}\right) \rightarrow L^{2}\left(S_{1}\right)} \\
= & \sup _{\mu_{i} \in L^{2}\left(S_{1}\right),\left\|\frac{d \mu_{i}}{d \sigma}\right\|_{2} \leq 1}\left|\sum_{|n| \sim 2^{\ell}} V_{n}^{2} \hat{\mu}_{1}(n) \hat{\mu}_{2}(n)\right| . \tag{3.23}
\end{align*}
$$

At this point, the randomness in the potential disappeared.
Denote $N=2^{\ell}$ and let

$$
\begin{equation*}
\frac{d \mu_{1}}{d \sigma}=\frac{d \mu_{2}}{d \sigma}=N^{1 / 4} \mathcal{X}_{\gamma} \tag{3.24}
\end{equation*}
$$

where $\gamma$ denotes an arc in $S^{1}$ of size $10^{-3} N^{-1 / 2}$ say, centered at $(1,0)$
Thus (3.24) gives the proper normalization in $L^{2}\left(S^{1}\right)$.
Clearly

$$
\begin{gathered}
\hat{\mu}_{i}(n) \sim N^{-1 / 4} \text { for } n \in R=[-N, N] \times\left[-N^{1 / 2}, N^{1 / 2}\right] \\
(3.23) \gtrsim N^{-1 / 2} \sum_{n \in R} V_{n}^{2}
\end{gathered}
$$

forcing an $\ell^{3}\left(\mathbb{Z}^{2}\right)$-bound on $V$.


In order to proceed under the weaker assumption (3.22), one would need to eliminate the self-energy loops by a renormalization of $V_{\omega}$ as $\tilde{V}_{\omega}=V_{\omega}+W$, with $W$ the (non-random) potential

$$
W_{n}=R_{0}(E+i o) . \int V_{\omega}(n)^{2} d \omega
$$

## II Construction of Extended States for Lattice Schrödinger Operators on $\mathbb{Z}^{d}(d \geq 5)$ with Slowly Decaying Random Potential

In what follows, we will construct for $d \geq 5$ proper extended states for the random lattice Schrödinger operator on $\overline{\mathbb{Z}^{d}}$

$$
H_{\omega}=\Delta+\left(\kappa \omega_{n}|n|^{-\alpha}+0\left(\kappa^{2}|n|^{-2 \alpha}\right)\right) \delta_{n n^{\prime}}
$$

for $\alpha>\frac{1}{3}$. The term $0\left(\kappa^{2}|n|^{-2 \alpha}\right) \delta_{n n^{\prime}}$ refers to a deterministic potential arising from suitable renormalizations. Perturbation of the free Laplacian is done at a specific energy, much in the spirit of [S].

The interest of the result lies in the fact that it exhibits a higher dimensional phenomenon, since in 1D, for $\alpha<\frac{1}{2}$, there are a.s. no proper extended states. It is also likely that with additional work, the argument may be carried through for all $\alpha>0$.

Note. The subsequent numbering only refers to Chapter II.

## 1 Green's Function Estimate for Certain Deterministic Perturbations

Redefine the Laplacian by subtracting $2 d$ from the lattice Laplacian, i.e.

$$
\begin{equation*}
-\hat{\Delta}(\xi)=2 d-2\left(\sum_{j=1}^{d} \cos 2 \pi \xi_{j}\right)=+|\xi|^{2}+0\left(|\xi|^{4}\right) \tag{1.1}
\end{equation*}
$$

We first prove the following
Lemma 1.2. Let

$$
H=\Delta+c M d+d M c
$$

where
(i) $M$ is a convolution operator on $\mathbb{Z}^{d}$ with smooth Fourier-multiplier $\hat{M}(\xi)$ s.t. $\hat{M}(\xi)$ is an even function of $\xi_{1}, \ldots, \xi_{d}$ and

$$
\begin{equation*}
\hat{M}(\xi)=|\xi|^{2}+0\left(|\xi|^{4}\right) \tag{1.3}
\end{equation*}
$$

(ii) $c$ and $d$ are diagonal operators given by real sequences $\left(c_{n}\right)_{n \in \mathbb{Z}^{d}},\left(d_{n}\right)_{n \in \mathbb{Z}^{d}}$

$$
\begin{gather*}
\left|c_{n}\right|,\left|d_{n}\right| \leq \kappa|n|^{-\alpha}  \tag{1.4}\\
\left|c_{n+e_{j}}-c_{n}\right| \lesssim \kappa|n|^{-\alpha-1} \\
\left|d_{n+e_{j}}-d_{n}\right|<\kappa|n|^{-\alpha-1} \\
\quad(j=1, \ldots, d) \tag{1.5}
\end{gather*}
$$

where $\alpha>0$ and $\kappa \operatorname{small}\left(e_{j}=j^{\text {th }}\right.$ unit vector of $\left.\mathbb{Z}^{d}\right)$.
Then

$$
\begin{equation*}
\left|(H+i o)^{-1}\left(n, n^{\prime}\right)\right|<C\left|n-n^{\prime}\right|^{-(d-2)} \tag{1.6}
\end{equation*}
$$

Proof. From (1.1), (1.3), we may write

$$
M=\Delta M_{1}
$$

where $M_{1}$ is a convolution operator with

$$
\begin{equation*}
\hat{M}_{1}(\xi)=1+\frac{0\left(|\xi|^{4}\right)}{|\xi|^{2}+0\left(|\xi|^{4}\right)} \tag{1.7}
\end{equation*}
$$

hence

$$
\begin{equation*}
\partial^{(\alpha)} \hat{M}_{1}(\xi) \in L_{\xi}^{1} \text { for }|\alpha|<d+2 \tag{1.8}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left|M_{1}\left(n, n^{\prime}\right)\right|<C \frac{1}{\left|n-n^{\prime}\right|^{d+2-}} \tag{1.9}
\end{equation*}
$$

We are replacing next $c M d+d M c$ by $c d M+M c d$ and evaluate the difference. It follows from (1.5)

$$
\begin{aligned}
& |[c M d+d M c-(c d M+M c d)](m, n)| \\
= & \left|c_{m} d_{n}+d_{m} c_{n}-c_{m} d_{m}-c_{n} d_{n}\right||M(m, n)|
\end{aligned}
$$

$$
\begin{align*}
& =\left|c_{n}-c_{m}\right|\left|d_{n}-d_{m}\right|\left|M_{m, n}\right| \\
& <C \kappa^{2} \frac{|n-m|^{2}}{(|n|+|m|)^{2}(|n| \wedge|m|)^{2 \alpha}}|M(m, n)| \\
& \lesssim \kappa^{2} \frac{1}{(|n|+|m|)^{2}(|n| \wedge|m|)^{2 \alpha}|n-m|^{d+1}} \tag{1.10}
\end{align*}
$$

Thus

$$
\begin{align*}
H & =\Delta+c d M+M c d+P_{1} \\
& =\left(1+c d M_{1}\right) \Delta\left(1+M_{1} c d\right)-c d M_{1} \Delta M_{1} c d+P_{1} \tag{1.11}
\end{align*}
$$

where $P_{1}$ satisfies (1.10).
The operator $M_{1} \Delta M_{1}=M M_{1}$ is again a convolution operator and clearly

$$
\begin{align*}
\widehat{M M}_{1}(\xi) & =\hat{M}(\xi) \hat{M}_{1}(\xi) \\
& =\hat{M}(\xi)+\frac{0\left(|\xi|^{6}\right)}{|\xi|^{2}+0\left(|\xi|^{4}\right)} \tag{1.12}
\end{align*}
$$

Therefore

$$
\begin{equation*}
\left|\left(M M_{1}\right)\left(n, n^{\prime}\right)\right|<\frac{1}{\left|n-n^{\prime}\right|^{d+4-}} \tag{1.13}
\end{equation*}
$$

Repeating the preceding with $M$ replaced by $M M_{1}$ and $c, d$ replaced by $\frac{c d}{\sqrt{2}}$ (hence $\alpha$ by $2 \alpha$ ) we have again

$$
\begin{align*}
& \left|c d M M_{1} c d-\frac{1}{2} c^{2} d^{2} M M_{1}-\frac{1}{2} M M_{1} c^{2} d^{2}\right| \\
\lesssim & \kappa^{4} \frac{1}{(|n|+|m|)^{2}(|n| \wedge|m|)^{4 \alpha}|n-m|^{d+1}} \tag{1.14}
\end{align*}
$$

and

$$
\begin{align*}
(1.11)= & \left(1+c d M_{1}-\frac{1}{2} c^{2} d^{2} M_{1}^{2}\right) \Delta\left(1+M_{1} c d-\frac{1}{2} M_{1}^{2} c^{2} d^{2}\right) \\
& -\frac{1}{2} c^{2} d^{2} M_{1}^{2} \Delta M_{1} c d-\frac{1}{2} c d M_{1} \Delta M_{1}^{2} c^{2} d^{2} \\
& +\frac{1}{4} c^{2} d^{2} M_{1}^{2} \Delta M_{1}^{2} c^{2} d^{2}+P_{2} \tag{1.15}
\end{align*}
$$

with $P_{2}$ satisfying (1.10).
Each of the operators $M_{1}^{2} \Delta M_{1}, M_{1}^{2} \Delta M_{1}^{2}$ will still satisfy (1.13) (in fact an even stronger property) and we may repeat the construction.

After $s$ steps, one obtains clearly an operator of the form

$$
\left(1+c d M_{1}-\frac{1}{2} c^{2} d^{2} M_{1}^{2}+\cdots\right) \Delta\left(1+M_{1} c d-\frac{1}{2} M_{1}^{2} c^{2} d^{2}+\cdots\right)
$$

$$
\begin{equation*}
+\sum\left[(c d)^{k} \tilde{M}(c d)^{k^{\prime}}+(c d)^{k^{\prime}} \tilde{M}(c d)^{k}\right]+P \tag{1.16}
\end{equation*}
$$

where

$$
\begin{equation*}
k+k^{\prime} \geq s \tag{1.17}
\end{equation*}
$$

$\tilde{M}$ are convolution operators satisfying

$$
\begin{equation*}
\left|\tilde{M}\left(n, n^{\prime}\right)\right|<\frac{1}{\left|n-n^{\prime}\right|^{d+4-}} \tag{1.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|P\left(n, n^{\prime}\right)\right|<\frac{\kappa^{2}}{\left(|n|+\left|n^{\prime}\right|\right)^{2}\left(|n| \wedge\left|n^{\prime}\right|\right)^{2 \alpha}\left|n-n^{\prime}\right|^{d+1}} \tag{1.19}
\end{equation*}
$$

Thus, from (1.9)

$$
\begin{align*}
\left|\left[(c d)^{k} \tilde{M}(c d)^{k^{\prime}}\right]\left(n, n^{\prime}\right)\right| & \lesssim \kappa^{2 s} \frac{1}{|n|^{2 k \alpha}\left|n^{\prime}\right|^{2 k^{\prime} \alpha}\left|n-n^{\prime}\right|^{d+3}} \\
& \lesssim \frac{\kappa^{2 s}}{\left(|n| \wedge\left|n^{\prime}\right|\right)^{2 \alpha s}\left|n-n^{\prime}\right|^{d+3}} \tag{1.20}
\end{align*}
$$

Letting $s=s(\alpha)$ be large enough, we may therefore get $H$ in the form

$$
\begin{equation*}
H=\left(1+c d M_{1}-\frac{1}{2} c^{2} d^{2} M_{1}^{2}+\cdots\right) \Delta\left(1+M_{1} c d-\frac{1}{2} M_{1}^{2} c^{2} d^{2}+\cdots\right)+P^{\prime} \tag{1.21}
\end{equation*}
$$

where taking (1.19), (1.20) into account the matrix $P^{\prime}$ satisfies (assuming $\alpha<\frac{1}{2}$ )

$$
\begin{equation*}
\left|P^{\prime}\left(n, n^{\prime}\right)\right|<\frac{\kappa^{2}}{\left(|n|+\left|n^{\prime}\right|\right)^{2+\alpha}\left|n-n^{\prime}\right|^{d+\frac{1}{2}}} \tag{1.22}
\end{equation*}
$$

Also, by (1.9)

$$
Q=c d M_{1}-\frac{1}{2} c^{2} d^{2} M_{1}^{2}+\cdots
$$

satisfies in particular

$$
\begin{equation*}
\left|Q\left(n, n^{\prime}\right)\right|<\frac{\kappa^{2}}{\left|n-n^{\prime}\right|^{d+\frac{19}{10}}} \tag{1.23}
\end{equation*}
$$

and $1+Q$ is invertible by a Neumann series.
Thus

$$
\begin{equation*}
H=(1+Q) \Delta\left(1+Q^{*}\right)+P^{\prime}=(1+Q)\left(\Delta+P^{\prime \prime}\right)\left(1+Q^{*}\right) \tag{1.24}
\end{equation*}
$$

where

$$
\begin{equation*}
P^{\prime \prime}=(1+Q)^{-1} P^{\prime}\left(1+Q^{*}\right)^{-1} \tag{1.25}
\end{equation*}
$$

Hence, from (1.22), (1.23)

$$
\begin{align*}
& \left|P^{\prime \prime}\left(n, n^{\prime}\right)\right| \\
< & C \kappa^{2} \sum_{n_{1}, n_{2} \in \mathbb{Z}^{d}} \frac{1}{\left|n-n_{1}\right|^{d+\frac{19}{10}}} \frac{1}{\left|n_{1}-n_{2}\right|^{d+\frac{1}{2}}\left(\left|n_{1}\right|+\left|n_{2}\right|\right)^{2+\alpha}} \frac{1}{\left|n_{2}-n^{\prime}\right|^{d+\frac{19}{10}}} \\
< & c \kappa^{2} \frac{1}{\left|n-n^{\prime}\right|^{d+\frac{1}{2}}|n|^{1+\frac{\alpha}{2}}\left|n^{\prime}\right|^{1+\frac{\alpha}{2}}} . \tag{1.26}
\end{align*}
$$

Replacing $\Delta$ by $\Delta+i o$, (1.24) implies

$$
\begin{equation*}
(H+i o)^{-1}=\left(1+Q^{*}\right)^{-1}\left(\Delta+i o+P^{\prime \prime}\right)^{-1}(1+Q)^{-1} \tag{1.27}
\end{equation*}
$$

where we expand further

$$
\begin{align*}
\left(\Delta+i o+P^{\prime \prime}\right)^{-1} & =\left(1+(\Delta+i o)^{-1} P^{\prime \prime}\right)^{-1}(\Delta+i o)^{-1} \\
& =\sum_{s \geq 0}\left[(\Delta+i o)^{-1} P^{\prime \prime}\right]^{s}(\Delta+i o)^{-1} \tag{1.28}
\end{align*}
$$

Estimate in (1.28)

$$
\begin{align*}
& \left|\left[\left((\Delta+i o)^{-1} P^{\prime \prime}\right)^{s}(\Delta+i o)^{-1}\right]\left(n, n^{\prime}\right)\right| \\
\leq & C^{s} \sum_{n_{1}, n_{2}, \ldots, n_{2 s}} \frac{1}{\left|n-n_{1}\right|^{d-2}}\left|P^{\prime \prime}\left(n_{1}, n_{2}\right)\right| \frac{1}{\left|n_{2}-n_{3}\right|^{d-2}}\left|P^{\prime \prime}\left(n_{3}, n_{4}\right)\right| \\
& \cdots \frac{1}{\left|n_{2 s}-n^{\prime}\right|^{d-2}} \tag{1.29}
\end{align*}
$$

Write

$$
\frac{1}{\left|m-m^{\prime}\right|^{d-2}}<C \sum_{n} \frac{1}{|m-n|^{d-1}\left|n-m^{\prime}\right|^{d-1}}
$$

and, from (1.26)

$$
\begin{align*}
& \sum_{n_{1}, n_{2}} \frac{1}{\left|m-n_{1}\right|^{d-1}}\left|P^{\prime \prime}\left(n_{1}, n_{2}\right)\right| \frac{1}{\left|n_{2}-m^{\prime}\right|^{d-1}} \\
\leq & c \kappa^{2} \sum_{n_{1}, n_{2}} \frac{1}{\left|m-n_{1}\right|^{d-1}\left|n_{1}\right|^{1+\frac{\alpha}{2}}\left|n_{1}-n_{2}\right|^{d+\frac{1}{2}}\left|n_{2}\right|^{1+\frac{\alpha}{2}}\left|n_{2}-m^{\prime}\right|^{d-1}} \\
< & c \kappa^{2} \frac{1}{\left|m-m^{\prime}\right|^{d-1}\left(|m| \wedge\left|m^{\prime}\right|\right)^{1+\alpha}} . \tag{1.30}
\end{align*}
$$

Observe also that

$$
\begin{aligned}
& \sum_{n} \frac{1}{|m-n|^{d-1}(|m| \wedge|n|)^{1+\alpha}\left|n-m^{\prime}\right|^{d-1}\left(\left|m^{\prime}\right| \wedge|n|\right)^{1+\alpha}} \\
&<\frac{C}{\left|m-m^{\prime}\right|^{d-1}\left(|m| \wedge\left|m^{\prime}\right|\right)^{1+\alpha}}
\end{aligned}
$$

which shows that the estimate (1.30) is preserved under multiplication.
Returning to (1.29), it follows from (1.30) and the preceding that

$$
\begin{align*}
(1.29)< & C^{s} \kappa^{2 s} \sum_{m_{1}, \ldots, m_{s+1}} \frac{1}{\left|n-m_{1}\right|^{d-1}}\left(\frac{1}{\left|m_{1}-m_{2}\right|^{d-1}\left(\left|m_{1}\right| \wedge\left|m_{2}\right|\right)^{1+\alpha}}\right) \\
& \cdots\left(\frac{1}{\left|m_{s}-m_{s+1}\right|^{d-1}\left(\left|m_{s}\right| \wedge\left|m_{s+1}\right|\right)^{1+\alpha}}\right) \frac{1}{\left|m_{s+1}-n^{\prime}\right|^{d-1}} \\
< & C^{s} \kappa^{2 s} \sum_{m_{1}, m_{s+1}} \frac{1}{\left|n-m_{1}\right|^{d-1}} \frac{1}{\left|m_{1}-m_{s+1}\right|^{d-1}\left(\left|m_{1}\right| \wedge\left|m_{s+1}\right|\right)^{1+\alpha}} \\
& \frac{1}{\left|m_{s+1}-n^{\prime}\right|^{d-1}} \\
< & \left(C \kappa^{2}\right)^{s} \frac{1}{\left|n-n^{\prime}\right|^{d-2}} . \tag{1.31}
\end{align*}
$$

Consequently, summing over $s$, it follows from (1.28) that

$$
\begin{equation*}
\left|\left(\Delta+i o+P^{\prime \prime}\right)^{-1}\left(n, n^{\prime}\right)\right|<\frac{2}{\left|n-n^{\prime}\right|^{d-2}} \tag{1.32}
\end{equation*}
$$

and from (1.27), (1.23), that

$$
\begin{aligned}
\left|(H+i o)^{-1}\left(n, n^{\prime}\right)\right| & <C \sum_{n_{1}, n_{2}} \frac{1}{\left|n-n_{1}\right|^{d+\frac{19}{10}}} \frac{1}{\left|n_{1}-n_{2}\right|^{d-2}} \frac{1}{\left|n_{2}-n^{\prime}\right|^{d+\frac{19}{10}}} \\
& <\frac{C}{\left|n-n^{\prime}\right|^{d-2}}
\end{aligned}
$$

This proves inequality (1.6).
Remarks.
(1) Smoothness condition on $\hat{M}$ may be weakened to

$$
\begin{equation*}
\partial^{(\alpha)} \hat{M}(\xi) \in L_{\xi}^{1} \text { for }|\alpha|<d+4 \tag{1.33}
\end{equation*}
$$

(2) The proof of Lemma 1.2 shows that

$$
\begin{equation*}
\left|(H+i o)^{-1}\left(n, n^{\prime}\right)\right|<C\left|n-n^{\prime}\right|^{-(d-2)} \tag{1.34}
\end{equation*}
$$

whenever $H$ has the form

$$
H=\Delta+A+P
$$

where $A$ is a convex combination of operators $c M d+d M c$ as described in Lemma 1.2 and

$$
\begin{equation*}
\left|P\left(n, n^{\prime}\right)\right|<\frac{\kappa}{\left|n-n^{\prime}\right|^{d+\delta}\left(|n|+\left|n^{\prime}\right|\right)^{2+\delta}} \tag{1.35}
\end{equation*}
$$

for some $\delta>0$ and $\kappa=\kappa(\delta)$.

## 2 A Probabilistic Estimate

Let for simplicity the random variables $\left(\omega_{n}\right)_{n \in \mathbb{Z}^{d}}$ be Bernoulli.
Considering a $s$-tuple $\left(n_{1}, \ldots, n_{s}\right)$, we say that there is 'cancellation' if

$$
\begin{equation*}
\omega_{n_{1}} \cdots \omega_{n_{s}}=1 \tag{2.1}
\end{equation*}
$$

Say that $\left(n_{1}, \ldots, n_{s}\right)$ is 'admissible' if for any segment $1 \leq s_{1}<s_{2} \leq s$, the sub-complex $\left(n_{s_{1}}, n_{s_{1}+1}, \ldots, n_{s_{2}}\right)$ does not cancel.

Use the notation $\sum_{n_{1}, \ldots, n_{s}}^{(*)}$ to indicate summation restricted to admissible $s$-tuples.

The interest of this notion is clear from the following
Lemma 2.2. For $s \geq 2$

$$
\begin{align*}
\| \sum_{n_{1}, \ldots, n_{s}}^{(*)} \omega_{n_{1}} \cdots \omega_{n_{s}} a_{n, n_{1}}^{(0)} a_{n_{1} n_{2}}^{(1)} \cdots & a_{n_{s}, n^{\prime}}^{(s)} \|_{L_{\omega}^{2}} \\
& \leq C_{s}\left[\sum_{n_{1}, \ldots, n_{s}}\left|a_{n, n_{1}}^{(0)} \cdots a_{n_{s}, n^{\prime}}^{(s)}\right|^{2}\right]^{1 / 2} \tag{2.3}
\end{align*}
$$

Proof. We may clearly assume $a_{m, n}^{(j)} \geq 0$.
Since in the $\sum^{*}$ summation no $\left(n_{1}, \ldots, n_{s}\right)$ cancels, there is some index $n_{s^{\prime}}$ which is not repeated or repeated an odd number of times.

Specifying a subset $I$ of $\{1, \ldots, s\}$ of odd size (at most $2^{s}$ possibilities), we consider now $s$-tuples of the form

$$
\left(\nu^{(1)}, m, \nu^{(2)}, m, \nu^{(3)}, m \cdots\right)
$$

where $m \in \mathbb{Z}^{d}$ appears on the $I$-places and $\nu^{(1)}, \nu^{(2)}, \ldots$ are admissible complexes indexed by sub-intervals of $\{1, \ldots, s\}$ determined by $I$.

Thus, enlarging the $\sum^{(*)}$-sum, (which we may by the positivity assumption), it follows that

$$
\begin{align*}
& \left\|\sum_{n_{1}, \ldots, n_{s}}^{(*)} \omega_{n_{1}} \ldots \omega_{n_{s}} a_{n, n_{1}}^{(0)} \cdots a_{n_{s}, n^{\prime}}^{(s)}\right\|_{L_{\omega}^{2}} \\
& \leq \sum_{I} \| \sum_{m \in \mathbb{Z}^{d}} \omega_{m}\left[\sum_{\substack{\nu_{1}^{(1)} \\
\left(n_{1}, \ldots, n_{s_{1}}\right)}}^{(*)} \omega_{n_{1}} \cdots \omega_{n_{s_{1}}} a_{n, n_{1}}^{(0)} \cdots a_{n_{s_{1}}, m}^{\left(s_{1}\right)}\right] \\
& {\left[\sum_{\nu^{(2)}}^{(*)} \omega_{n_{s_{1}+2}} \cdots \omega_{n_{s_{2}}} a_{m, n_{s_{1}+2}}^{\left(s_{1}+1\right)} \cdots a_{n_{s_{2}}, m}^{\left(s_{2}\right)}\right] \cdots \|_{L_{\omega}^{2}}}  \tag{2.4}\\
& \begin{array}{c}
\| \\
\left(n_{s_{1}+2}, \ldots, n_{s_{2}}\right)
\end{array}
\end{align*}
$$

where, for fixed $m$,

$$
m \notin\left\{n_{1}, \ldots, n_{s_{1}}, n_{s_{1}+2}, \ldots, n_{s_{2}}, n_{s_{2}+2}, \ldots\right\}
$$

We used here that if $\left(n_{1}, \ldots, n_{s}\right)$ is admissible, then so is $\left(n_{s_{1}}, n_{s_{1}+1}, \ldots, n_{s_{2}}\right)$ for all $1 \leq s_{1} \leq s_{2} \leq s$.

Enlargement of the original sum $\sum^{(*)}$ enables thus to get the product structure in (2.4). The number of factors is at least 2 .

Thus the preceding and a standard decoupling argument implies

$$
\begin{equation*}
(4) \leq \sum_{I}\left[\sum_{m \in \mathbb{Z}^{d}}\left\|\left[\sum_{\nu^{(1)}}^{(*)}\right]\left[\sum_{\nu^{(2)}}^{(*)}\right] \cdots\right\|_{L_{\omega}^{2}}^{2}\right]^{1 / 2} \tag{2.5}
\end{equation*}
$$

Next, by Hölder's inequality and moment-equivalence, we get

$$
\begin{equation*}
\sum_{I}\left[\sum_{m \in \mathbb{Z}^{d}}\left\|\sum_{\nu^{(1)}}^{(*)}\right\|_{L_{\omega}^{2}}^{2}\left\|\sum_{\nu^{(2)}}^{(*)}\right\|_{L_{\omega}^{2}}^{2} \ldots\right]^{1 / 2} \tag{2.6}
\end{equation*}
$$

Preceding by induction on $s$, we obtain thus

$$
\begin{aligned}
\sum_{I}\left[\sum_{m \in \mathbb{Z}^{d}}[ \right. & \left.\sum_{n_{1}, \ldots, n_{s_{1}}}\left|a_{n, n_{1}}^{(0)} \cdots a_{n_{s_{1}}, m}^{\left(s_{1}\right)}\right|^{2}\right] \\
& {\left.\left[\sum_{n_{s_{1}+2}, \cdots, n_{s_{2}}}\left|a_{m, n_{s_{1}+2}}^{\left(s_{1}+1\right)} \cdots a_{n_{s_{2}}, m}^{\left(s_{2}\right)}\right|^{2}\right] \cdots\right]^{1 / 2}<(2.3) . }
\end{aligned}
$$

This proves Lemma 2.2.
Expressions considered in Lemma 2.1 appear when writing out matrix elements of products

$$
\left(A^{(0)} V_{\omega} A^{(1)} V_{\omega} \cdots A^{(s)}\right)\left(n, n^{\prime}\right)
$$

where the $A^{\left(s^{\prime}\right)}$ are matrices and $V_{\omega}$ a random potential

$$
V_{\omega}(n)=\omega_{n} v_{n}
$$

We use the notation

$$
\begin{equation*}
\left(A^{(0)} V_{\omega} A^{(1)} V_{\omega} \cdots A^{(s)}\right)^{(*)} \tag{2.7}
\end{equation*}
$$

to indicate that, when writing out the matrix product as a sum over multiindices, we do restrict the sum to the admissible multi indices.

Lemma 2.2 then implies that

$$
\begin{align*}
& \mathbb{E}_{\omega}\left[\left|\left(A^{(0)} V_{\omega} A^{(1)} V_{\omega} \cdots A^{(s)}\right)^{(*)}\left(n, n^{\prime}\right)\right|\right] \\
& \quad<C_{s}\left[\sum_{n_{1}, \cdots n_{s}}\left|v_{n_{1}}\right|^{2} \cdots\left|v_{n_{s}}\right|^{2}\left|A^{(0)}\left(n, n_{1}\right)\right|^{2} \cdots\left|A^{(s)}\left(n_{s}, n^{\prime}\right)\right|^{2}\right]^{1 / 2} \tag{2.8}
\end{align*}
$$

## 3 Green's Function Estimate

Returning to (1.1), let $d \geq 5$ and denote $G_{0}=(-\Delta)^{-1}$, i.e.

$$
\begin{aligned}
G_{0}\left(n, n^{\prime}\right) & =\int \frac{e^{-2 \pi i\left(n-n^{\prime}\right) \cdot \xi}}{-\hat{\Delta}(\xi)} d \xi \\
& =\int \frac{e^{-2 \pi i\left(n-n^{\prime}\right) \xi}}{|\xi|^{2}+0\left(|\xi|^{4}\right)} d \xi
\end{aligned}
$$

hence

$$
\begin{equation*}
\left|G_{0}\left(n, n^{\prime}\right)\right|<C \frac{1}{\left|n-n^{\prime}\right|^{d-2}} \tag{3.1}
\end{equation*}
$$

Let

$$
\begin{align*}
& V_{\omega}(n)=\omega_{n} v_{n}\left(\omega_{n} \text { assumed Bernoulli }\right)  \tag{3.2}\\
& v_{n}=\kappa|n|^{-\alpha}
\end{align*}
$$

where we assume

$$
\begin{equation*}
\frac{2}{5}<\alpha<\frac{1}{2} \tag{3.3}
\end{equation*}
$$

(the argument will be developed further in $\S 5$ to cover $\alpha>\frac{1}{3}$ ).
Clearly

$$
\begin{equation*}
W_{2}=\int V_{\omega} G_{0} V_{\omega} d \omega \tag{3.4}
\end{equation*}
$$

is the diagonal operator

$$
W_{2}(n)=G_{0}(0,0) v_{n}^{2}
$$

(observe that $G_{0}(0,0)$ is real).
Denote by $W_{4}$ the operator

$$
W_{4}\left(n, n^{\prime}\right)=\left\{\begin{array}{l}
v_{n}^{2} v_{n^{\prime}}^{2} G_{0}\left(n, n^{\prime}\right)^{3} \text { for } n \neq n^{\prime}  \tag{3.5}\\
0 \text { otherwise }
\end{array}\right.
$$

hence from (3.1), (3.2')

$$
\begin{equation*}
\left|W_{4}\left(n, n^{\prime}\right)\right|<\frac{\kappa^{4}}{|n|^{2 \alpha}\left|n^{\prime}\right|^{2 \alpha}\left|n-n^{\prime}\right|^{3(d-2)}} . \tag{3.6}
\end{equation*}
$$

This operator arises from the 4 -tuples


Notice that

$$
\begin{equation*}
W_{4}=c M c+(\hat{K}(0)-K(0)) c^{2} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{n}=\frac{\kappa^{2}}{|n|^{2 \alpha}}=v_{n}^{2} \tag{3.8}
\end{equation*}
$$

and $M$ is the convolution operator with symbol

$$
\begin{equation*}
\hat{K}-\hat{K}(0), \quad \hat{K}=\hat{G}_{0} * \hat{G}_{0} * \hat{G}_{0} \tag{3.9}
\end{equation*}
$$

which is an even and symmetric function in $\xi_{1}, \ldots, \xi_{d}$ and satisfying

$$
\partial_{\xi}^{(\alpha)} \hat{K} \in L_{\xi}^{1} \quad \text { for } \quad|\alpha|<3(d-2)
$$

In order to meet the condition (1.33), we require thus $3(d-2) \geq d+4$, i.e. $d \geq 5$.

Since from the preceding

$$
\begin{equation*}
\hat{K}(\xi)-\hat{K}(0)=.|\xi|^{2}+0\left(|\xi|^{4}\right) \tag{3.10}
\end{equation*}
$$

the operator $W=c M c$ clearly satisfies the conditions of Lemma 1.2.
Thus from (1.6)

$$
\begin{equation*}
\left|(-\Delta+W+i o)^{-1}\left(n, n^{\prime}\right)\right|<C\left|n-n^{\prime}\right|^{-(d-2)} \tag{3.11}
\end{equation*}
$$

We renormalize $V_{\omega}$ as

$$
\begin{equation*}
\tilde{V}_{\omega}=V_{\omega}+W_{2}-\rho v^{4} \tag{3.12}
\end{equation*}
$$

denoting

$$
\sigma=G_{0}(0,0) \text { and } \rho=2 \sigma^{3}-\hat{K}(0)
$$

Thus from (3.7)

$$
W_{4}=W+\left(\sigma^{3}-\rho\right) v^{4}
$$

Consider

$$
\begin{equation*}
H=-\Delta+\tilde{V}_{\omega} \tag{3.13}
\end{equation*}
$$

with Green's function $G=G(z)$.
For notational simplicity, we also denote $G(i o)$ by $G$.
From the resolvent identity, we get

$$
G=G_{0}-G \tilde{V} G_{0}=G_{0}-G V G_{0}-G W_{2} G_{0}+\rho G v^{4} G_{0}
$$

and iterating (using the (*)-notation for admissible complexes - cf. (2.7)) we obtain

$$
\begin{aligned}
& =G_{0}-G_{0} V G_{0}+G \tilde{V} G_{0} V G_{0}-G W_{2} G_{0}+\rho G v^{4} G_{0} \\
& =G_{0}-G_{0} V G_{0}+G V G_{0} V G_{0}^{(*)}+\rho G v^{4} G_{0}+G W_{2} G_{0} V G_{0}-\rho G v^{4} G_{0} V G_{0}
\end{aligned}
$$

$$
\begin{align*}
&= G_{0}-G_{0} V G_{0}+G_{0} V G_{0} V G_{0}^{(*)}-G \tilde{V}\left(G_{0} V G_{0} V G_{0}\right)^{*} \\
&+G W_{2} G_{0} V G_{0}+\rho G v^{4} G_{0}-\rho G v^{4} G_{0} V G_{0} \\
&= G_{0}-G_{0} V G_{0}+G_{0} V G_{0} V G_{0}^{(*)}-\left(G V G_{0} V G_{0} V G_{0}\right)^{*}+\sigma G W_{2} V G_{0} \\
&-G W_{2}\left(G_{0} V G_{0} V G_{0}\right)^{*}+\rho G v^{4} G_{0}-\rho G v^{4} G_{0} V G_{0}+\rho G v^{4}\left(G_{0} V G_{0} V G_{0}\right)^{*} \\
&= G_{0}-G_{0} V G_{0}+G_{0} V G_{0} V G_{0}^{(*)}-\left(G_{0} V G_{0} V G_{0} V G_{0}\right)^{*} \\
&+G \tilde{V}\left(G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}+\sigma G_{0} W_{2} V G_{0}-\sigma G \tilde{V} G_{0} W_{2} V G_{0} \\
&-G W_{2}\left(G_{0} V G_{0} V G_{0}\right)^{*}+\rho G v^{4} G_{0}-\rho G v^{4} G_{0} V G_{0}+\rho G v^{4}\left(G_{0} V G_{0} V G_{0}\right)^{*} \\
&= G_{0}-G_{0} V G_{0}+G_{0} V G_{0} V G_{0}^{(*)}-\left(G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}+\sigma G_{0} W_{2} V G_{0} \\
&+\left(G V G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}-\sigma G W_{2}\left(V G_{0} V G_{0}\right)^{*}-\sigma\left(G V G_{0} W_{2} V G_{0}\right)^{*} \\
&-\sigma^{3} G v^{4} G_{0}+G W_{4} G_{0}-\sigma G\left(W_{2}-\rho v^{4}\right) G_{0} W_{2} V G_{0} \\
&+G\left(W_{2}-\rho v^{4}\right)\left(G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}+\rho G v^{4} G_{0} \\
&-\rho G \sim_{\sim}^{4} G_{0} V G_{0}+\rho G v^{4}\left(G_{0} V G_{0} V G_{0}\right)^{*} \\
& \sim \sim \sim \sim \sim \sim \sim \sim \sim \sim \sim \sim \sim \sim \sim \sim \sim \sim \sim \sim \sim ~
\end{align*}
$$

(We use here the notation $\sim \sim$ for contributions at least of order 5 in $V-$ these terms are not expanded further.)

The next step is to move (3.16) to the left member. We get $G\left(1-W G_{0}\right)$. Multiply then both sides on the right by $\left(1-W G_{0}\right)^{-1}$ and observe that $G_{0}\left(1-W G_{0}\right)^{-1}=(-\Delta-W)^{-1} \equiv G_{0}^{\prime}$, where, by (3.11)

$$
\begin{equation*}
\left|G_{0}^{\prime}\left(n, n^{\prime}\right)\right|<C\left|n-n^{\prime}\right|^{-(d-2)} \tag{3.17}
\end{equation*}
$$

This gives

$$
\begin{equation*}
G=A+G B \tag{3.18}
\end{equation*}
$$

with

$$
A=G_{0}^{\prime}-G_{0} V G_{0}^{\prime}+\left(G_{0} V G_{0} V G_{0}^{\prime}\right)^{*}-\left(G_{0} V G_{0} V G_{0} V G_{0}^{\prime}\right)^{*}
$$

$$
\begin{align*}
& +\sigma G_{0} W_{2} V G_{0}^{\prime}+\left(G_{0} V G_{0} V G_{0} V G_{0} V G_{0}^{\prime}\right)^{*}-\sigma\left(G_{0} W_{2} V G_{0} V G_{0}^{\prime}\right)^{*} \\
& -\sigma\left(G_{0} V G_{0} W_{2} V G_{0}^{\prime}\right)^{*} \tag{3.19}
\end{align*}
$$

and

$$
\begin{align*}
B= & - \\
& +\tilde{V}\left(\left(G_{0} V G_{0} V G_{0} V G_{0} V G_{0}^{\prime}\right)^{*}+\sigma\left(G_{0} W_{2} V G_{0} V G_{0}^{\prime}\right)^{*}\right. \\
& \left.+\sigma\left(G_{0} V G_{0} W_{2} V G_{0}^{\prime}\right)^{*}\right) \\
& +\left(W_{2}-\rho v^{4}\right)\left[-\sigma G_{0} W_{2} V G_{0}^{\prime}+\left(G_{0} V G_{0} V G_{0} V G_{0}^{\prime}\right)^{*}\right] \\
& +\rho v^{4}\left[-G_{0} V G_{0}^{\prime}+\left(G_{0} V G_{0} V G_{0}^{\prime}\right)^{*}\right] .
\end{align*}
$$

Apply inequality (2.8) to estimate the matrix elements of the (random) matrices $A, B$ given by (3.19), (3.19'). Clearly, with large probability

$$
\begin{equation*}
\left|A\left(n, n^{\prime}\right)\right|<C\left|n-n^{\prime}\right|^{-(d-2)} \tag{3.20}
\end{equation*}
$$

We have indeed

$$
\begin{align*}
& \mathbb{E}_{\omega}\left[\left|\left(G_{0} V G_{0} V G_{0} V G_{0} V G_{0}^{\prime}\right)^{*}\left(n, n^{\prime}\right)\right|^{2}\right]^{1 / 2} \\
\lesssim & {\left[\sum_{n_{1}, n_{2}, n_{3}, n_{4}} \frac{1}{\left|n-n_{1}\right|^{2(d-2)}} \frac{\kappa^{2}}{\left|n_{1}\right|^{2 d}} \frac{1}{\left|n_{1}-n_{2}\right|^{2(d-2)}} \frac{\kappa^{2}}{\left|n_{1}\right|^{2 \alpha}} \frac{1}{\left|n_{2}-n_{3}\right|^{2(d-2)}}\right.} \\
& \left.\frac{\kappa^{2}}{\left|n_{3}\right|^{2 \alpha}} \frac{1}{\left|n_{3}-n_{4}\right|^{2(d-2)}} \frac{\kappa^{2}}{\left|n_{4}\right|^{2 \alpha}} \frac{1}{\left|n_{4}-n^{\prime}\right|^{2(d-2)}}\right]^{1 / 2} \\
< & C \kappa^{4} \frac{1}{\min \left(|n|^{4 \alpha},\left|n^{\prime}\right|^{4 \alpha}\right)} \frac{1}{\left|n-n^{\prime}\right|^{d-2}} . \tag{3.21}
\end{align*}
$$

Estimate (3.21) also holds for the matrices

$$
\left(G_{0} W_{2} V G_{0} V G_{0}^{\prime}\right)^{*} \text { and }\left(G_{0} V G_{0} V W_{2} G_{0}^{\prime}\right)^{*}
$$

Similarly

$$
\begin{aligned}
& \mathbb{E}_{\omega}\left[\left|\left(G_{0} W_{2} V G_{0}^{\prime}\right)\left(n, n^{\prime}\right)\right|\right] \lesssim \frac{1}{\min \left(|n|^{3 \alpha},\left|n^{\prime}\right|^{3 \alpha}\right)\left|n-n^{\prime}\right|^{d-2}} \\
& \mathbb{E}_{\omega}\left[\left|\left(G_{0} V G_{0} V G_{0} V G_{0}^{\prime}\right)^{*}\left(n, n^{\prime}\right)\right|\right] \lesssim \frac{1}{\min \left(|n|^{3 \alpha},\left|n^{\prime}\right|^{3 \alpha}\right)\left|n-n^{\prime}\right|^{d-2}}
\end{aligned}
$$

Consequently

$$
\begin{equation*}
\mathbb{E}_{\omega}\left[\left|B\left(n, n^{\prime}\right)\right|\right]<C \frac{\kappa^{5}}{\min \left(|n|^{5 \alpha},\left|n^{\prime}\right|^{5 \alpha}\right)\left|n-n^{\prime}\right|^{d-2}} \tag{3.22}
\end{equation*}
$$

Write from (3.18)

$$
\begin{equation*}
G=A(1-B)^{-1} \tag{3.23}
\end{equation*}
$$

where, from (3.22) and the assumption

$$
\alpha>\frac{5}{2}
$$

$1-B$ may be inverted by a Neumann series

$$
(1-B)^{-1}=1-B^{\prime}
$$

with $B^{\prime}$ satisfying (3.22).
Thus

$$
G=A-A B^{\prime}
$$

with $A$ satisfying (3.20) and

$$
\begin{aligned}
\left|\left(A B^{\prime}\right)\left(n, n^{\prime}\right)\right| & <\sum_{n_{1}} \frac{1}{\left|n-n_{1}\right|^{d-2} \min \left(\left|n^{\prime}\right|^{5 \alpha},\left|n_{1}\right|^{5 \alpha}\right)\left|n_{1}-n^{\prime}\right|^{d-2}} \\
& \lesssim \frac{1}{\left|n^{\prime}\right|^{5 \alpha}\left|n-n^{\prime}\right|^{d-4}}+\frac{1}{\left|n-n^{\prime}\right|^{d-2}}
\end{aligned}
$$

Thus

$$
\left|G\left(n, n^{\prime}\right)\right| \lesssim \frac{1}{\left|n^{\prime}\right|^{5 \alpha}\left|n-n^{\prime}\right|^{d-4}}+\frac{1}{\left|n-n^{\prime}\right|^{d-2}}
$$

and by self-adjointness considerations, also

$$
\left|G\left(n, n^{\prime}\right)\right| \lesssim \frac{1}{|n|^{5 \alpha}\left|n-n^{\prime}\right|^{d-4}}+\frac{1}{\left|n-n^{\prime}\right|^{d-2}}
$$

Therefore we get in conclusion the estimate

$$
\begin{equation*}
\left|G\left(n, n^{\prime}\right)\right|<\frac{C}{\left|n-n^{\prime}\right|^{d-2}} \tag{3.24}
\end{equation*}
$$

for the Green's function $G(0+i o)$ of $H=-\Delta+\tilde{V}$.

## 4 Construction of an Extended State

Denote $\hat{\delta}_{0} \in \ell^{\infty}\left(\mathbb{Z}^{d}\right)$ the vector with 1-coordinates thus

$$
\begin{equation*}
\hat{\delta}_{0}(n)=1 \text { for all } n \in \mathbb{Z}^{d} . \tag{4.1}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\Delta \hat{\delta}_{0}=0 \tag{4.2}
\end{equation*}
$$

and $\hat{\delta}_{0}$ is an extended state for the free Laplacian $\Delta$.
In order to construct a (proper) extended state for $H=-\Delta+\tilde{V}_{\omega}$ we will proceed in 2 steps.

First we construct an extended state for the operator $-\Delta-W \equiv H_{0}^{\prime}$ with $W$ introduced in (3.11).

We use the construction described in $\S 1$, in particular (1.24), which does apply to $H_{0}^{\prime}$ (see the discussion in $\S 3$ )).

Thus

$$
\begin{equation*}
-H_{0}^{\prime}=(1+Q)\left(-\Delta+P^{\prime \prime}\right)\left(1+Q^{*}\right) \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|Q\left(n, n^{\prime}\right)\right| \lesssim \frac{\kappa^{2}}{\left|n-n^{\prime}\right|^{d+\frac{19}{10}}} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|P^{\prime \prime}\left(n, n^{\prime}\right)\right| \lesssim \frac{\kappa^{2}}{\left|n-n^{\prime}\right|^{d+\frac{1}{2}}|n|^{1+\frac{\alpha}{2}}\left|n^{\prime}\right|^{1+\frac{\alpha}{2}}} \tag{4.5}
\end{equation*}
$$

(in fact $\alpha$ replaced by $2 \alpha$, which will be irrelevant); see (1.23), (1.26).
Writing formally

$$
\begin{equation*}
\zeta=\left(1+Q^{*}\right)^{-1}\left(1+G_{0} P^{\prime \prime}\right)^{-1} \hat{\delta}_{0} \tag{4.6}
\end{equation*}
$$

it follows from (4.2), (4.3) that

$$
H_{0}^{\prime} \zeta=0
$$

We justify (4.6). We claim that $\zeta$ is a perturbation of $\hat{\delta}_{0}$ in $\ell^{\infty}\left(\mathbb{Z}^{d}\right)$. To see this, it will suffice to show that

$$
\begin{equation*}
\left\|Q^{*}\right\|_{\ell \infty}\left(\mathbb{Z}^{d}\right) \rightarrow \ell^{\infty}\left(\mathbb{Z}^{d}\right)<\kappa \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|G_{0} P^{\prime \prime}\right\|_{\ell \infty\left(\mathbb{Z}^{d}\right) \rightarrow \ell^{\infty}\left(\mathbb{Z}^{d}\right)}<\kappa \tag{4.8}
\end{equation*}
$$

or equivalently

$$
\begin{align*}
& \|Q\|_{\ell^{1}\left(\mathbb{Z}^{d}\right) \rightarrow \ell^{1}\left(\mathbb{Z}^{d}\right)}<\kappa \\
& \left\|\left(P^{\prime \prime}\right)^{*} G_{0}\right\|_{\ell^{1} \rightarrow \ell^{1}}<\kappa
\end{align*}
$$

Assertion (4.7 $7^{\prime}$ ) is obvious from (4.4).
To verify (4.8'), estimate for fixed $n_{0}$

$$
\begin{aligned}
& \sum_{n}\left|\left(\left(P^{\prime \prime}\right)^{*} G_{0}\right)\left(n, n_{0}\right)\right| \\
\leq & C \kappa^{2} \sum_{n, n_{1}} \frac{1}{\left|n-n_{1}\right|^{d+\frac{1}{2}}|n|^{1+\frac{\alpha}{2}}\left|n_{1}\right|^{1+\frac{\alpha}{2}}} \frac{1}{\left|n_{1}-n_{0}\right|^{d-2}} \\
< & C \kappa^{2} \sum_{n_{1}} \frac{1}{\left|n_{1}\right|^{2+\alpha}} \frac{1}{\left|n_{1}-n_{0}\right|^{d-2}}<C \kappa^{2},
\end{aligned}
$$

using (4.5).
Therefore

$$
\begin{equation*}
\zeta=\hat{\delta}_{0}+o(1)\left(\text { in } \ell^{\infty}\left(\mathbb{Z}^{d}\right)\right) \tag{4.9}
\end{equation*}
$$

Next, we construct an extended state for

$$
H=-\Delta+\tilde{V}=H_{0}^{\prime}+W+\tilde{V}
$$

by defining

$$
\begin{equation*}
\eta=\zeta-G(W+\tilde{V}) \zeta \tag{4.10}
\end{equation*}
$$

Again, we show that $\eta$ is a perturbation of $\zeta$ in $\ell^{\infty}\left(\mathbb{Z}^{d}\right)$ (with large probability in $\omega$ ).

Denoting as in $\S 3$ by $G_{0}^{\prime}=\left(H_{0}^{\prime}\right)^{-1}$, the resolvent identity implies that

$$
\begin{equation*}
G=G_{0}^{\prime}-G(W+\tilde{V}) G_{0}^{\prime} \tag{4.11}
\end{equation*}
$$

hence, recalling (3.18).

$$
\begin{align*}
-G(W+\tilde{V}) & =\left(G-G_{0}^{\prime}\right) H_{0}^{\prime} \\
& =\left(A-G_{0}^{\prime}\right) H_{0}^{\prime}+G B H_{0}^{\prime} \tag{4.12}
\end{align*}
$$

Recalling the definition (3.19), (3.19') of $A, B$, it follows from (4.12) that

$$
\begin{align*}
& -G(W+\tilde{V}) \zeta= \\
& -G_{0} V \zeta+\left(G_{0} V G_{0} V\right)^{*} \zeta-\left(G_{0} V G_{0} V G_{0} V\right)^{*} \zeta+\sigma G_{0} W_{2} V \zeta+ \\
& \quad\left(G_{0} V G_{0} V G_{0} V G_{0} V\right)^{*} \zeta-\sigma\left(G_{0} W_{2} V G_{0} V\right)^{*} \zeta-\sigma\left(G_{0} V G_{0} W_{2} V\right)^{*} \zeta  \tag{4.13}\\
& +G \Theta \tag{4.14}
\end{align*}
$$

with

$$
\begin{align*}
& \Theta=\Theta_{\omega}= \\
& -\tilde{V}\left(\left(G_{0} V G_{0} V G_{0} V G_{0} V\right)^{*} \zeta+\sigma\left(G_{0} W_{2} V G_{0} V\right)^{*} \zeta+\sigma\left(G_{0} V G_{0} W_{2} V\right)^{*} \zeta\right)  \tag{4.15}\\
& +\left(W_{2}-\sigma W_{2}^{2}\right)\left[-\sigma G_{0} W_{2} V \zeta+\left(G_{0} V G_{0} V G_{0} V\right)^{*} \zeta\right]-\rho v^{4} G_{0} V \zeta \\
& +\rho v^{4}\left(G_{0} V G_{0} V\right)^{*} \zeta \tag{4.16}
\end{align*}
$$

The bounds on (4.13), (4.15), (4.16) are probabilistic in $\omega$.
It is important here that $\zeta$ does not depend on $\omega$. Thus

$$
\left|\left(G_{0} V \zeta\right)(n)\right|=\left|\sum_{n^{\prime}} G_{0}\left(n, n^{\prime}\right) v_{n^{\prime}} \omega_{n^{\prime}}\right|
$$

has expectation

$$
\begin{equation*}
<C \kappa\left[\sum_{n^{\prime}} \frac{1}{\left|n-n^{\prime}\right|^{2(d-2)}}\left|n^{\prime}\right|^{-2 \alpha}\right]^{1 / 2}<C \kappa|n|^{-\alpha} \tag{4.17}
\end{equation*}
$$

The other terms in (4.13) satisfy similar (stronger) estimates. Again we exploit the ( )*-restriction here. Thus with large probability,

$$
(4.13)=o(1) \text { in } \ell^{\infty}\left(\mathbb{Z}^{d}\right)
$$

(this is immediate from (4.17)).
Consider next (4.15). Here the estimates need to be done more carefully.
We have

$$
\begin{align*}
& \mathbb{E}_{\omega}\left|\left(\left(G_{0} V G_{0} V G_{0} V G_{0} V\right)^{*} \zeta\right)(n)\right| \\
\leq & C \kappa^{4}\left(\sum_{n_{1}, n_{2}, n_{3}, n_{4}} \frac{1}{\left|n-n_{1}\right|^{2(d-2)}\left|n_{1}\right|^{2 \alpha}\left|n_{1}-n_{2}\right|^{2(d-2)}\left|n_{2}\right|^{2 \alpha} \cdots\left|n_{4}\right|^{2 \alpha}}\right)^{1 / 2} \\
< & C \kappa^{4}|n|^{-4 \alpha} \tag{4.18}
\end{align*}
$$

and similarly for $\left(G_{0} W_{2} V G_{0} V\right)^{*} \zeta,\left(G_{0} V G_{0} W_{2} V\right)^{*} \zeta$. Thus, with large probability, we may ensure that the $n$-coordinate of (4.15) is bounded by

$$
\begin{equation*}
C_{\varepsilon} \kappa^{5}|n|^{\varepsilon}|n|^{-5 \alpha} \tag{4.19}
\end{equation*}
$$

(for any $\varepsilon>0$ ).
Similarly, the $n$-coordinate of (4.16) is bounded by

$$
\begin{equation*}
C_{\varepsilon} \kappa^{5}|n|^{\varepsilon}\left[|n|^{-2 \alpha}|n|^{-3 \alpha}+|n|^{-4 \alpha}|n|^{-\alpha}\right] \tag{4.20}
\end{equation*}
$$

Thus, from (4.19), (4.20) with large probability

$$
\begin{equation*}
\left|\Theta_{n}\right|<\kappa|n|^{-5 \alpha+} \text { for all } n \in \mathbb{Z}^{d} \tag{4.21}
\end{equation*}
$$

Recalling that $\alpha>\frac{5}{2}$ and the bound (3.24) on the Green's function $G$, we conclude that (4.14) satisfies

$$
\left|(G \Theta)_{n}\right|<C \kappa\left(\sum_{n_{1}} \frac{1}{\left|n-n_{1}\right|^{d-2}\left|n_{1}\right|^{5 \alpha-}}\right)<C \kappa \frac{1}{|n|^{5 \alpha-2-}}
$$

hence

$$
G \Theta=o(1) \text { in } \ell^{\infty}\left(\mathbb{Z}^{d}\right)
$$

From the preceding, (4.13), (4.14) $=o(1)$ in $\ell^{\infty}\left(\mathbb{Z}^{d}\right)$ which proves our claim about $\eta$. This completes the proof of existence of a (proper) extended state for $H=-\Delta+\tilde{V}_{\omega}=-\Delta+\kappa \omega_{n}|n|^{-\alpha}+\kappa^{2} \sigma|n|^{-2 \alpha}+\kappa^{4}\left(\hat{K}(0)-2 \sigma^{3}\right)|n|^{-4 \alpha}, \alpha>\frac{2}{5}$ and $\kappa$ small enough (with high probability in $\omega$ ).

## 5 Relaxing the Condition on $\alpha$

The purpose of previous analysis was to obtain (proper) extended states for $H_{\omega}=-\Delta+V_{\omega}$ with random potential $V_{n}=|n|^{-\alpha} \omega_{n}$, for some $\alpha<\frac{1}{2}$. This
exhibits thus a higher dimensional phenomenon, in the sense that for $d=1$, a.s., any extended state of $H_{\omega}=-\Delta+|n|^{-\alpha} \omega_{n}, \alpha<\frac{1}{2}$, is in $\ell^{2}(\mathbb{Z})$. The previous assumption $\alpha>\frac{2}{5}$ may be weakened by continuation of the perturbative expansion (3.14)-(3.16) of the Green's function $G$ in higher powers of $V$. It is reasonable to expect this type of argument to succeed for any fixed $\alpha>0$ (with a number of resolvent iterations dependent on $\alpha$ ). To achieve this requires further renormalizations (cf. $[\mathrm{S}], \S 3$ ) and taking care of certain additional difficulties due to the presence of a potential. Notice that, from the technical side, our approach differs from that in [S] in the sense that we do not rely on the Feynman diagram machinery (but use the estimate from §2 instead).

The technology developed here allows us easily to deal with smaller values of $\alpha$ by carrying out a few more steps. Again, only renormalization by diagonal operators is required. There is one additional idea that will appear in the next iteration. We assume now

$$
\frac{1}{3}<\alpha<\frac{1}{2}
$$

for which we establish the estimate (3.24) on the Green's function and the existence of a proper extended state for $H_{\omega}$.

Consider the expansion (3.14)-(3.16) for $G$. The terms in (3.15) needs to be developed up to order 6 , which we mark again as $\sim \sim$.

Thus

$$
\begin{align*}
& -G \tilde{V}\left(G_{0} V G_{0} V G_{0} V G_{0} V G_{0}\right)^{*} \\
= & -G V\left(G_{0} V G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}+G\left(W_{2}-\rho v^{4}\right)\left(G_{0} V G_{0} V G_{0} V G_{0} V G_{0}\right)^{*} \\
= & -G\left(V G_{0} V G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}-G W_{2}\left(G_{0} V G_{0} V G_{0} V G_{0}\right)^{*} \\
& +\sigma G W_{2}\left(V G_{0} V G_{0} V G_{0}\right)^{*}+\sigma G V W_{4} G_{0} \\
& -G W_{4} G_{0} V G_{0}+\sigma G W_{4} V G_{0}+G V D_{4} G_{0} \\
& +G\left(W_{2}-\rho v^{4}\right)\left(G_{0} V G_{0} V G_{0} V G_{0} V G_{0}\right)^{*} \tag{5.1}
\end{align*}
$$

where $D_{4}$ denotes the diagonal operator

$$
\begin{equation*}
D_{n}=\left(W_{4} G_{0}\right)(n, n)=V_{n}^{2}\left[\sum_{n^{\prime}} v_{n^{\prime}}^{2} G_{0}\left(n-n^{\prime}\right)^{4}\right] \tag{5.2}
\end{equation*}
$$

hence

$$
\left|D_{4}(n)\right|<C \frac{\kappa^{4}}{|n|^{4 \alpha}}
$$

Next

$$
\begin{aligned}
& \sigma G \tilde{V} G_{0} W_{2}\left(V G_{0} V G_{0}\right)^{*} \\
= & \sigma G V G_{0} W_{2}\left(V G_{0} V G_{0}\right)^{*}-\sigma G\left(W_{2}-\rho v^{4}\right) G_{0} W_{2}\left(V G_{0} V G_{0}\right)^{*}
\end{aligned}
$$

$$
\begin{align*}
= & \sigma G\left(V G_{0} W_{2} V G_{0} V G_{0}\right)^{*}+\sigma^{3} G v^{4} G_{0} V G_{0}-\sigma^{4} G v^{4} V G_{0} \\
& -\sigma G\left(W_{2}-\rho v^{4}\right) G_{0} W_{2}\left(V G_{0} V G_{0}\right)^{*} \tag{5.3}
\end{align*}
$$

and

$$
\begin{align*}
& \sigma G \tilde{V}\left(G_{0} V G_{0} W_{2} V G_{0}\right)^{*} \\
= & \sigma G V\left(G_{0} V G_{0} W_{2} V G_{0}\right)^{*}-\sigma G\left(W_{2}-\rho v^{4}\right)\left(G_{0} V G_{0} V W_{2} G_{0}\right)^{*} \\
= & \sigma G\left(V G_{0} V G_{0} W_{2} V G_{0}\right)^{*}+\sigma G W_{2} G_{0} W_{2} V G_{0}-\sigma^{4} G v^{4} V G_{0} \\
& -\sigma G\left(W_{2}-\rho v^{4}\right)\left(G_{0} V G_{0} V W_{2} G_{0}\right)^{*} . \tag{5.4}
\end{align*}
$$

Substituting (5.1)-(5.4) in (3.14)-(3.16), it follows

$$
\begin{align*}
G= & G_{0}-G_{0} V G_{0}+\left(G_{0} V G_{0} V G_{0}\right)^{*}-\left(G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}+\sigma G_{0} W_{2} V G_{0} \\
& +\left(G_{0} V G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}-\sigma G_{0} W_{2}\left(V G_{0} V G_{0}\right)^{*}-\sigma\left(G_{0} V G_{0} W_{2} V G_{0}\right)^{*} \\
& -G\left(V G_{0} V G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}+\sigma G W_{2}\left(V G_{0} V G_{0} V G_{0}\right)^{*} \\
& +\sigma G\left(V G_{0} W_{2} V G_{0} V G_{0}\right)^{*}+\sigma G\left(V G_{0} V G_{0} W_{2} V G_{0}\right)^{*}+\sigma G V W_{4} G_{0} \\
& +\sigma G W_{4} V G_{0}-G\left(W_{4}+\rho v^{4}-\sigma^{3} v^{4}\right) G_{0} V G_{0}-2 \sigma^{4} G v^{4} V G_{0} \\
& +G V D G_{0}+G\left(W_{2}-\rho v^{4}\right)\left(G_{0} V G_{0} V G_{0} V G_{0} V G_{0}\right)^{*} \\
& -\sigma G\left(W_{2}-\rho v^{4}\right) G_{0} W_{2}\left(V G_{0} V G_{0}\right)^{*}-\sigma G\left(W_{2}-\rho v^{4}\right)\left(G_{0} V G_{0} W_{2} V G_{0}\right)^{*} \\
& +G W G_{0}+\sigma \rho G v^{4} G_{0} W_{2} V G_{0}+\rho G v^{4}\left(G_{0} V G_{0} V G_{0}\right)^{*} \\
& -\rho G v^{4}\left(G_{0} V G_{0} V G_{0} V G_{0}\right)^{*} \\
= & A+G B+G W G_{0}-G W G_{0} V G_{0} \tag{5.5}
\end{align*}
$$

where

$$
\begin{align*}
A= & G_{0}-G_{0} V G_{0}+\left(G_{0} V G_{0} V G_{0}\right)^{*}-\left(G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}+\sigma G_{0} W_{2} V G_{0} \\
& +\left(G_{0} V G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}-\sigma G_{0} W_{2}\left(V G_{0} V G_{0}\right)^{*}-\sigma\left(G_{0} V G_{0} W_{2} V G_{0}\right)^{*} \\
& -G_{0}\left(V G_{0} V G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}+\sigma G_{0} W_{2}\left(V G_{0} V G_{0} V G_{0}\right)^{*} \\
& +\sigma G_{0}\left(V G_{0} V W_{2} G_{0} V G_{0}\right)^{*}+\sigma G_{0}\left(V G_{0} V G_{0} W_{2} V G_{0}\right)^{*}-2 \sigma^{4} G_{0} v^{4} V G_{0} \\
& +\sigma G_{0}\left(V W_{4}+W_{4} V\right) G_{0}+G_{0} V D_{4} G_{0} \tag{5.6}
\end{align*}
$$

and

$$
\begin{aligned}
B= & \tilde{V} G_{0}\left(V G_{0} V G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}-\sigma \tilde{V} G_{0} W_{2}\left(V G_{0} V G_{0} V G_{0}\right)^{*} \\
& -\sigma \tilde{V}\left(G_{0} V G_{0} V W_{2} G_{0} V G_{0}\right)^{*}-\sigma \tilde{V} G_{0}\left(V G_{0} V G_{0} V W_{2} G_{0}\right)^{*} \\
& -\sigma \tilde{V} G_{0}\left(V W_{4}+W_{4} V\right) G_{0}+2 \sigma^{4} \tilde{V} G_{0} v^{4} V G_{0}-\tilde{V} G_{0} V D G_{0} \\
& +\left(W_{2}-\rho v^{4}\right)\left[\left(G_{0} V G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}-\sigma G_{0} W_{2}\left(V G_{0} V G_{0}\right)^{*}\right. \\
& \left.-\sigma G_{0}\left(V G_{0} V W_{2} G_{0}\right)^{*}\right]
\end{aligned}
$$

$$
\begin{equation*}
+\rho v^{4}\left[\sigma G_{0} W_{2} V G_{0}+\left(G_{0} V G_{0} V G_{0}\right)^{*}-\left(G_{0} V G_{0} V G_{0} V G_{0}\right)^{*}\right] \tag{5.7}
\end{equation*}
$$

Recall from $\S 3$ that

$$
W=v^{2} M v^{2}
$$

where $M$ is a convolution operator satisfying

$$
\left|M\left(n, n^{\prime}\right)\right|<C\left|n-n^{\prime}\right|^{-3(d-2)}
$$

and

$$
\hat{M}(\xi)=\cdot|\xi|^{2}+0\left(|\xi|^{4}\right)
$$

Hence, we may factorize

$$
\begin{equation*}
M=M_{1} \Delta \tag{5.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\left|M_{1}\left(n, n^{\prime}\right)\right|<C\left|n-n^{\prime}\right|^{-(d+2)} . \tag{5.9}
\end{equation*}
$$

Write then

$$
W_{n, n^{\prime}}=v_{n}^{2} M\left(n-n^{\prime}\right) v_{n^{\prime}}^{2}=v_{n}^{4} M\left(n-n^{\prime}\right)+v_{n}^{2} M\left(n-n^{\prime}\right)\left(v_{n^{\prime}}^{2}-v_{n}^{2}\right)
$$

hence

$$
\begin{equation*}
W=v^{4} M_{1} \Delta+P \tag{5.10}
\end{equation*}
$$

with

$$
\begin{align*}
\left|P\left(n, n^{\prime}\right)\right| & <C \frac{\kappa^{4}}{|n|^{2 \alpha}} \frac{1}{\left|n-n^{\prime}\right|^{3(d-2)}}\left|\frac{1}{\left|n^{\prime}\right|^{2 \alpha}}-\frac{1}{|n|^{2 \alpha}}\right| \\
& <C \kappa^{4}|n|^{-4 \alpha-1}\left|n-n^{\prime}\right|^{-2(d-2)} . \tag{5.11}
\end{align*}
$$

From (5.9), (5.10), (5.11)

$$
\begin{equation*}
W G_{0}=v^{4} M_{1}+P G_{0} \tag{5.12}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\left|\left(W G_{0}\right)\left(n, n^{\prime}\right)\right|<C \kappa^{4}\left(|n|^{-4 \alpha}\left|n-n^{\prime}\right|^{-(d+2)}+|n|^{-(1+4 \alpha)}\left|n-n^{\prime}\right|^{-(d-2)}\right) \tag{5.13}
\end{equation*}
$$

Write

$$
\begin{gather*}
W G_{0} V G_{0}=v^{4} M_{1} V G_{0}+P G_{0} V G_{0} \\
G W G_{0} V G_{0}=G v^{4} M_{1} V G_{0}+G P G_{0} V G_{0} \\
=G_{0} v^{4} M_{1} V G_{0}-G \tilde{V} G_{0} v^{4} M_{1} V G_{0}+G P G_{0} V G_{0} \tag{5.14}
\end{gather*}
$$

Rewrite (5.5) using (5.12), (5.14) as

$$
\begin{equation*}
G=A^{\prime}+G B^{\prime} \tag{5.15}
\end{equation*}
$$

with

$$
A^{\prime}=A-G_{0} v^{4} M_{1} V G_{0}
$$

and

$$
B^{\prime}=B+v^{4} M_{1}+P G_{0}+\tilde{V} G_{0} v^{4} M_{1} V G_{0}-P G_{0} V G_{0}
$$

We have

$$
\mathbb{E}_{\omega}\left[\left|G_{0} V_{\omega} G_{0}\left(n, n^{\prime}\right)\right|\right]<C \kappa\left(|n|^{-\alpha}+\left|n^{\prime}\right|^{-\alpha}\right)\left|n-n^{\prime}\right|^{-(d-2)}
$$

and from (5.11)

$$
\begin{aligned}
\mathbb{E}_{\omega}\left[\left|P G_{0} V G_{0}\left(n, n^{\prime}\right)\right|\right] & <C \kappa^{5} \sum|n|^{-(1+4 \alpha)}\left|n-n_{1}\right|^{-2(d-2)}\left|n_{1}-n^{\prime}\right|^{-(d-2)} \\
& <C \kappa^{5}|n|^{-(1+4 \alpha)}\left|n-n^{\prime}\right|^{-(d-2)}
\end{aligned}
$$

Also

$$
\begin{aligned}
& \mathbb{E}_{\omega}\left[\left|\left(G_{0} v^{4} M_{1} V_{\omega} G_{0}\right)\left(n, n^{\prime}\right)\right|\right] \\
< & C \kappa\left(\sum_{n_{1}}\left|\left(G_{0} v^{4} M_{1}\right)\left(n, n_{1}\right)\right|^{2}\left|n_{1}\right|^{-2 \alpha}\left|n_{1}-n^{\prime}\right|^{-2(d-2)}\right)^{\frac{1}{2}} \\
< & C \kappa^{5}\left(\sum_{n_{1}}\left|n-n_{1}\right|^{-2(d-2)}\left|n_{1}\right|^{-10 \alpha}\left|n_{1}-n^{\prime}\right|^{-2(d-2)}\right)^{\frac{1}{2}} \\
< & C \kappa^{5}\left(|n|^{-5 \alpha}+\left|n^{\prime}\right|^{-5 \alpha}\right)\left|n-n^{\prime}\right|^{-(d-2)}
\end{aligned}
$$

hence

$$
\mathbb{E}_{\omega}\left[\left|\left(\tilde{V} G_{0} v^{4} M_{1} V G_{0}\right)\left(n, n^{\prime}\right)\right|\right]<C \kappa^{6}\left(|n|^{-6 \alpha}+\left|n^{\prime}\right|^{-6 \alpha}\right)\left|n-n^{\prime}\right|^{-(d-2)}
$$

Consequently

$$
\begin{equation*}
\mathbb{E}_{\omega}\left[\left|A^{\prime}\left(n, n^{\prime}\right)\right|\right]<C\left|n-n^{\prime}\right|^{-(d-2)} \tag{5.16}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbb{E}_{\omega}\left[\left|B^{\prime}\left(n, n^{\prime}\right)\right|\right]< & C \kappa^{6}\left(|n|^{-6 \alpha}+\left|n^{\prime}\right|^{-6 \alpha}\right)\left|n-n^{\prime}\right|^{-(d-2)} \\
& +\kappa^{4}|n|^{-4 \alpha}\left|n-n^{\prime}\right|^{-(d+2)}+\kappa^{5}|n|^{-(1+4 \alpha)}\left|n-n^{\prime}\right|^{-(d-2)} \\
< & C \kappa\left|n-n^{\prime}\right|^{-(d+2)}+\kappa\left(|n|^{-6 \alpha}+\left|n^{\prime}\right|^{-6 \alpha}\right)\left|n-n^{\prime}\right|^{-(d-2)} \tag{5.17}
\end{align*}
$$

Thus (5.16), (5.17) correspond to the bounds (3.20), (3.22), except for the first form in (5.17) which is harmless.

Rewriting (5.15) as

$$
G=A^{\prime}\left(1-B^{\prime}\right)^{-1}
$$

the assumption $\alpha>\frac{1}{3}$ and estimates (5.16), (5.17) permit then again to establish the bound

$$
\begin{equation*}
\left|G\left(n, n^{\prime}\right)\right|<C\left|n-n^{\prime}\right|^{-(d-2)} \tag{5.18}
\end{equation*}
$$

(as in §3).
To construct the extended state $\eta$ of $H=-\Delta+\tilde{V}$, proceed as in $\S 4$. Thus, recalling the notation

$$
H_{0}^{\prime}=-\Delta+W, \quad G_{0}^{\prime}=\left(H_{0}^{\prime}\right)^{-1}
$$

we rewrite (5.5) as

$$
\begin{align*}
G & =A\left(1-W G_{0}\right)^{-1}+G B\left(1-W G_{0}\right)^{-1}-G W G_{0} V G_{0}\left(1-W G_{0}\right)^{-1} \\
& =A(-\Delta) G_{0}^{\prime}+G B(-\Delta) G_{0}^{\prime}-G W G_{0} V G_{0}^{\prime} \\
& \text { by }(5.10) \\
& =A(-\Delta) G_{0}^{\prime}+G B(-\Delta) G_{0}^{\prime}-G v^{4} M_{1} V G_{0}^{\prime}-G P G_{0} V G_{0}^{\prime} \\
& =A(-\Delta) G_{0}^{\prime}-G_{0} v^{4} M_{1} V G_{0}^{\prime}+G\left[B(-\Delta) G_{0}^{\prime}+\tilde{V} G_{0} v^{4} M_{1} V G_{0}^{\prime}-P G_{0} V G_{0}^{\prime}\right] \tag{5.19}
\end{align*}
$$

From (4.10), (4.11), the extended state $\eta$ of $H$ is given by

$$
\eta=\zeta+\left(G-G_{0}^{\prime}\right) H_{0}^{\prime} \zeta=\hat{\delta}_{0}+o(1)+\left(G-G_{0}^{\prime}\right) H_{0}^{\prime} \zeta \quad \text { in } \quad \ell^{\infty}\left(\mathbb{Z}^{d}\right)
$$

By (5.19)

$$
\begin{aligned}
\left(G-G_{0}^{\prime}\right) H_{0}^{\prime} \zeta= & \left(A-G_{0}\right)(-\Delta) \zeta-G_{0} v^{4} M_{1} V \zeta \\
& +G\left[B(-\Delta)+\tilde{V} G_{0} v^{4} M_{1} V-P G_{0} V\right] \zeta \\
= & o(1) \quad \text { in } \quad \ell^{\infty}\left(\mathbb{Z}^{d}\right) .
\end{aligned}
$$
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In what follows, the spatial dimension $d$ is assumed $d \geq 3$. We consider equations of the form

$$
\begin{equation*}
i u_{t}+\Delta u+V(x, t) u=0 \tag{0.1}
\end{equation*}
$$

where $V$ is bounded and $\sup _{t}|V(t)|$ compactly supported (or with rapid decay for $|x| \rightarrow \infty)$.

Further, appropriate smoothness assumptions on $V$ will be made.
The issues considered here are
(i) Decay estimates for $t \rightarrow \infty$
(ii) Given $u(0) \in H^{s}\left(\mathbb{R}^{d}\right), s>0$, the behaviour of

$$
\|u(t)\|_{H^{s}} \text { for } t \rightarrow \infty
$$

The first part of the paper deals with small potentials (in fact, (i) is only addressed in this context). Results in a similar spirit may have been obtained earlier.

The second and main part of the paper addresses (ii) for large potentials. It turns out that the situation is roughly analogous as in the case of periodic boundary conditions (see [B1], [B2]).

More precisely, assuming $V$ smooth (but, unlike in the case of periodic bc , only smoothness in the $x$-variable is involved). Then

$$
\begin{equation*}
\|u(t)\|_{H^{s}} \leq C_{\varepsilon}|t|^{\varepsilon}\|u(0)\|_{H^{s}} \text { for all } \varepsilon>0 \tag{0.2}
\end{equation*}
$$

and the $|t|^{\varepsilon}$-factor cannot be removed.

## 1 Small Potentials

We prove the following
Proposition 1. Consider the equation

$$
\begin{equation*}
i u_{t}+\Delta u+V(x, t) u=0 \quad(d \geq 3) \tag{1.0}
\end{equation*}
$$

where $V$ is a complex potential (we do not use self-adjointness here) satisfying

[^8](1.1) $\sup _{t}|V(t)|$ is compactly supported or with rapid decay for $|x| \rightarrow \infty$
(1.2) $\sup _{t}\|V(t)\|_{2}<\gamma$ small (depending on assumption (1.1) and (1.3))
(1.3) $\sup _{t}\|V\|_{\infty}<C_{1}$.

Then
(1.4) Assuming moreover $\sup _{t}\|V(\cdot, t)\|_{H^{s}}<\gamma$ for some $s>\frac{d}{2}-1$, the usual $L^{1}-L^{\infty}$ decay estimate holds

$$
\begin{equation*}
\|u(t)\|_{\infty}<C|t|^{-\frac{d}{2}}\|u(0)\|_{1} \tag{1.5}
\end{equation*}
$$

(1.6) $\sup _{t}\|u(t)\|_{2} \leq C\|u(0)\|_{2}$
(1.7) Assume $V$ smooth (with uniform bounds in time). Then, for all $s \geq 0$

$$
\sup _{t}\|u(t)\|_{H^{s}} \leq C_{s}\|u(0)\|_{H^{s}}
$$

A. Denote $\varphi=u(0)$.

It follows from (1.0) and Duhamel's formula that

$$
u(t)=e^{i t \Delta} \varphi+i \int_{o}^{t} e^{i(t-\tau) \Delta}[u(\tau) V(\tau)] d \tau
$$

where

$$
\left\|e^{i t \Delta} \varphi\right\|_{\infty}<C|t|^{-\frac{d}{2}}\|\varphi\|_{1} .
$$

Performing a Fourier decomposition in the $x$-variable, write

$$
\begin{equation*}
V=V_{0}+\sum_{j \geq 1} V_{j} \tag{1.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{supp} \mathcal{F}_{x} V_{j} \subset B\left(0,2^{j+2}\right) \backslash B\left(0,2^{j}\right)^{(*)} \tag{1.9}
\end{equation*}
$$

Estimate for $t>0$

$$
\left\|\int_{0}^{t} e^{i(t-\tau) \Delta}[u(\tau) V(\tau)] d \tau\right\|_{\infty} \leq \sum_{j}\left\|\int_{0}^{t} e^{i(t-\tau) \Delta}\left[u(\tau) V_{j}(\tau)\right] d \tau\right\|_{\infty} .
$$

Fix $j$ and denote

$$
\delta_{j}=2^{-j}
$$

Write

$$
\left\|\int_{0}^{t} e^{i(t-\tau) \Delta}\left[u(\tau) V_{j}(\tau)\right] d \tau\right\|_{\infty}
$$

${ }^{(*)} \mathcal{F}_{x}$ denotes 'Fourier transform' in the $x$-variable.

$$
\begin{aligned}
& \leq\left(\int_{0}^{\delta_{j} \wedge t}+\int_{\delta_{j}}^{t-\delta_{j}}+\int_{t-\delta_{j}}^{t}\right)\left\|e^{i(t-\tau) \Delta}\left[u(\tau) V_{j}(\tau)\right]\right\|_{\infty} d \tau \\
& =(1.10)+(1.11)+(1.12)
\end{aligned}
$$

From the assumption (1.4)

$$
\begin{align*}
& \left\|V_{j}(t)\right\|_{2} \leq 2^{-j s}\|V(t)\|_{H^{s}} \leq C \gamma 2^{-j s}  \tag{1.13}\\
& \left\|\mathcal{F}_{x}\left[V_{j}(t)\right]\right\|_{1} \leq C 2^{j \frac{d}{2}}\left\|V_{j}(t)\right\|_{2}<C \gamma 2^{j\left(\frac{d}{2}-s\right)} \tag{1.14}
\end{align*}
$$

Recall also that

$$
\left|\left[e^{i t \Delta}\left(e^{i \zeta \cdot x} \psi\right)\right](x)\right|=\left|\left(e^{i t \Delta} \psi\right)(x+2 \zeta t)\right|
$$

Hence

$$
\begin{align*}
& \left\|e^{i t \Delta}\left(e^{i \zeta . x} \psi\right)\right\|_{\infty}=\left\|e^{i t \Delta} \psi\right\|_{\infty} \\
& \left\|e^{i t \Delta}(v \psi)\right\|_{\infty} \leq\|\hat{v}\|_{1}\left\|e^{i t \Delta} \psi\right\|_{\infty} \tag{1.15}
\end{align*}
$$

From (1.14), (1.15)

$$
\begin{align*}
(1.10) & \leq \delta_{j} \sup _{0 \leq \tau \leq \delta_{j} \wedge t}\left\|e^{i(t-\tau) \Delta}\left[u(\tau) V_{j}(\tau)\right]\right\|_{\infty} \\
& <C \gamma 2^{j\left(\frac{d}{2}-s-1\right)} \sup _{0 \leq \tau \leq \delta_{j} \wedge t}\left\|e^{i(t-\tau) \Delta} u(\tau)\right\|_{\infty}  \tag{1.16}\\
(1.11) & \leq C \int_{\delta_{j}}^{t-\delta_{j}}|t-\tau|^{-\frac{d}{2}}\left\|u(\tau) V_{j}(\tau)\right\|_{1} d \tau . \tag{1.17}
\end{align*}
$$

Since (1.1), we may ensure that $V_{j}$ satisfies also

$$
\begin{equation*}
\left\|V_{j}(\tau)\right\|_{1}<C \gamma 2^{-j s} . \tag{1.18}
\end{equation*}
$$

Hence

$$
\begin{align*}
(1.17) & \leq C \gamma 2^{-j s} \int_{\delta_{j}}^{t-\delta_{j}}|t-\tau|^{-\frac{d}{2}}\|u(\tau)\|_{\infty} d \tau \\
& \leq C \gamma 2^{-j s} \delta_{j}^{1-\frac{d}{2}} t^{-\frac{d}{2}} \sup _{0 \leq \tau \leq t}\left(\tau^{\frac{d}{2}}\|u(\tau)\|_{\infty}\right) \\
& \leq C \gamma 2^{-j\left(s+1-\frac{d}{2}\right)} t^{-\frac{d}{2}} \sup _{0 \leq \tau \leq t}\left(\tau^{\frac{d}{2}}\|u(\tau)\|_{\infty}\right) . \tag{1.19}
\end{align*}
$$

Again from (1.14), (1.15)

$$
\begin{align*}
(1.12) & \leq \delta_{j} \sup _{t-\delta_{j}<\tau<t}\left\|e^{i(t-\tau) \Delta}\left[u(\tau) V_{j}(\tau)\right]\right\|_{\infty} \\
& <C \gamma 2^{j\left(\frac{d}{2}-s-1\right)} \sup _{t-\delta_{j}<\tau \leq t}\left\|e^{i(t-\tau) \Delta} u(\tau)\right\|_{\infty} . \tag{1.20}
\end{align*}
$$

Collecting estimates (1.16), (1.19), (1.20), it follows

$$
\begin{align*}
t^{d / 2}\|u(t)\|_{\infty} \leq & C\|\varphi\|_{1}+C_{s} \gamma \sup _{o \leq \tau \leq t}\left(t^{d / 2}\left\|e^{i(t-\tau) \Delta} u(\tau)\right\|_{\infty}\right) \\
& +C_{s} \gamma \sup _{0 \leq \tau \leq t}\left(\tau^{\frac{d}{2}}\|u(\tau)\|_{\infty}\right) \tag{1.21}
\end{align*}
$$

Consider the second term in (1.21). From Duhamel's formula, we get also

$$
\begin{aligned}
\left|e^{i(t-\tau) \Delta} u(\tau)\right| & \leq\left|e^{i t \Delta} \varphi\right|+\left|\int_{0}^{\tau} e^{i\left(t-\tau^{\prime}\right) \Delta}\left[u\left(\tau^{\prime}\right) V\left(\tau^{\prime}\right)\right] d \tau^{\prime}\right| \\
& \leq\left|e^{i t \Delta} \varphi\right|+\int_{0}^{t}\left|e^{i\left(t-\tau^{\prime}\right) \Delta}\left[u\left(\tau^{\prime}\right) V\left(\tau^{\prime}\right)\right]\right| d \tau^{\prime}
\end{aligned}
$$

and the last term may be estimated as before.
Therefore, also

$$
\sup _{0 \leq \tau \leq t}\left[t^{d / 2}\left\|e^{i(t-\tau) \Delta} u(\tau)\right\|_{\infty}\right] \leq(1.21)
$$

implying for $\gamma$ small enough

$$
\begin{equation*}
\sup _{0 \leq \tau \leq t} t^{d / 2}\left\|e^{i(t-\tau) \Delta} u(\tau)\right\|_{\infty} \leq C\|\varphi\|_{1} \tag{1.22}
\end{equation*}
$$

In particular (1.5) holds.
B. We will need the following

Lemma 2.1. For $d \geq 2$

$$
\begin{equation*}
\left\|e^{i t \Delta} \varphi\right\|_{L_{t}^{2} L_{x, \text { loc }}^{2}} \leq C\|\varphi\|_{2} . \tag{2.2}
\end{equation*}
$$

Proof. From the local smoothing inequality

$$
\begin{equation*}
\left\|D_{x}^{1 / 2} e^{i t \Delta} \varphi\right\|_{L_{t}^{2} L_{x, \text { loc }}^{2}} \leq C\|\varphi\|_{2} \tag{2.3}
\end{equation*}
$$

Thus it suffices to prove (2.2) for $\operatorname{supp} \hat{\varphi} \subset B(0,1)$.
Write

$$
\begin{equation*}
e^{i t \Delta} \varphi(x)=\int \hat{\varphi}(\xi) e^{i\left(x \cdot \xi+t|\xi|^{2}\right)} d \xi \sim \int_{0}^{1}\left[\int_{S^{d-1}} \hat{\varphi}(r . \zeta) e^{i r x \zeta} r^{d-1} d \zeta\right] e^{i t r^{2}} d r . \tag{2.4}
\end{equation*}
$$

Make change of variable $s=r^{2}$. We obtain

$$
\int_{0}^{1}\left[\int_{S^{d-1}} \cdots\right] e^{i t s} \frac{1}{\sqrt{s}} d s
$$

Take $L_{t}^{2}$-norm and apply Parseval. We get the bound

$$
\begin{equation*}
\left[\int_{0}^{1}|\cdots|^{2} \frac{1}{s} d s\right]^{1 / 2}=\left[\int_{0}^{1}| |^{2} \frac{1}{r} d r\right]^{1 / 2} . \tag{2.5}
\end{equation*}
$$

Estimate pointwise in $x$

$$
\begin{aligned}
\left|\int_{S^{d-1}} \hat{\varphi}(r \zeta) e^{i r x} \cdot \zeta r^{d-1} d \zeta\right| & \leq\left[\int_{S^{d-1}}|\hat{\varphi}(r \zeta)| d \zeta\right] r^{d-1} \\
& \leq\left[\int_{S^{d-1}}|\hat{\varphi}(r \zeta)|^{2} d \zeta\right]^{1 / 2} r^{d-1}
\end{aligned}
$$

Hence

$$
\begin{aligned}
(2.5) & \leq\left[\int_{0}^{1} \int_{S^{d-1}}|\hat{\varphi}(r \zeta)|^{2} \cdot r^{2 d-3} d \zeta d r\right]^{1 / 2} \\
& \leq\left[\int_{0}^{1} \int_{S^{d-1}}|\hat{\varphi}(r \zeta)|^{2} r^{d-1} d \rho d \zeta\right]^{1 / 2} \quad(d \geq 2) \\
& =\|\hat{\varphi}\|_{2}
\end{aligned}
$$

This proves Lemma 2.1.
We now prove (1.6) of Proposition 1.
Assume $\varphi \in L^{2}$. From Duhamel's formula and (2.2)

$$
\begin{align*}
& \|u\|_{L_{t}^{2} L_{x(\mathrm{loc})}^{2}} \\
\leq & \left\|e^{i t \Delta} \varphi\right\|_{L_{t}^{2} L_{x(\mathrm{loc})}^{2}}+\left\{\int d t\left|\left\|\int_{0}^{t} e^{i(t-\tau) \Delta}[u(\tau) V(\tau)] d \tau\right\|_{L_{x(\mathrm{loc})}^{2}}\right|^{2}\right\}^{1 / 2} \\
\leq & C\|\varphi\|_{2}+\left\|\int_{0}^{t-\delta} e^{i(t-\tau) \Delta}[u(\tau) V(\tau)] d \tau\right\|_{L_{t}^{2} L_{x}^{\infty}}+\left\|\int_{t-\delta}^{t} \cdots\right\|_{L_{t}^{2} L_{x}^{2}} \tag{2.6}
\end{align*}
$$

Second term in (2.6) is bounded by

$$
\begin{align*}
& \left\|\int_{0}^{t-\delta}|t-\tau|^{-\frac{d}{2}}\right\| u(\tau) V(\tau)\left\|_{1} d \tau\right\|_{L_{t}^{2}} \\
\leq & \gamma\left\|\int_{0}^{t-\delta}|t-\tau|^{-\frac{d}{2}}\right\| u(\tau)\left\|_{L_{x, \text { loc }}^{2}} d \tau\right\|_{L_{t}^{2}}  \tag{1.2}\\
\leq & \gamma\left\|\int_{0}^{\infty}(\delta+|t-\tau|)^{-\frac{d}{2}}\right\| u(\tau)\left\|_{L_{x, \text { loc }}^{2}} d \tau\right\|_{L_{t}^{2}} \\
< & C_{\delta} \gamma\|u\|_{L_{t}^{2} L_{x, \text { loc }}^{2}}(d \geq 3) . \tag{2.7}
\end{align*}
$$

Third term in (2.6) is bounded by

$$
\begin{align*}
\left\|\int_{t-\delta}^{t}\right\| u(\tau) V(\tau)\left\|_{L_{x}^{2}} d \tau\right\|_{L_{t}^{2}} & \leq\|V\|_{\infty}\left\|_{t-\delta}^{t}\right\| u(\tau)\left\|_{L_{\mathrm{loc}}^{2}} d \tau\right\|_{L_{t}^{2}} \\
& \leq C_{1} \delta\|u\|_{L_{t}^{2} L_{x, \text { loc }}^{2}} \tag{2.8}
\end{align*}
$$

From (2.6), (2.7), (2.8), it follows that

$$
\begin{equation*}
\|u\|_{L_{t}^{2} L_{x, \text { loc }}^{2}} \leq C\|\varphi\|_{2} . \tag{2.9}
\end{equation*}
$$

Next, estimate

$$
\|u(t)\|_{2} \leq\|\varphi\|_{2}+\left\|\int_{0}^{t} e^{i(t-\tau) \Delta}[u(\tau) V(\tau)] d \tau\right\|_{2}
$$

and second term using duality by

$$
\begin{aligned}
& \int_{0}^{t} \int\left|e^{i \tau \Delta} \psi\right| \cdot|u(\tau)||V(\tau)| d x d \tau \\
\leq & C_{1} \int_{0}^{\infty}\left\|e^{i \tau \Delta} \psi\right\|_{L_{x, \text { loc }}^{2}}\|u(\tau)\|_{L_{x, \text { loc }}^{2}} d \tau \quad\left(\text { where }\|\psi\|_{2}=1\right) \\
< & C C_{1}\|\psi\|_{2}\|\varphi\|_{2} \quad(\text { by }(2.2) \text { and }(2.9)) \\
< & C\|\varphi\|_{2}
\end{aligned}
$$

This proves (1.6).
C. Assume $V$ smooth (a more restricted assumption is easily derived from what follows).

We prove (1.7) of Proposition 1.
Take $s=1$ (the general case is similar).
Thus

$$
i u_{t}+\Delta u+V u=0
$$

implying

$$
\begin{equation*}
i\left(D_{x} u\right)_{t}+\Delta\left(D_{x} u\right)+V D_{x} u+\left(D_{x} V\right) u=0 . \tag{3.1}
\end{equation*}
$$

Hence

$$
i \dot{\rightarrow} \widehat{\binom{u}{D u}}+\Delta\binom{u}{D u}+\left(\begin{array}{cc}
V & 0  \tag{3.2}\\
D V & V
\end{array}\right)\binom{u}{D u}=0 .
$$

Since the proof of (1.6) extends to the vector valued case (and does not use self-adjointness), (3.2) implies

$$
\|u(t)\|_{2}+\left\|D_{x} u(t)\right\|_{2} \leq C\left(\|u(0)\|_{2}+\left\|D_{x} u(0)\right\|_{2}\right)
$$

thus

$$
\|u(t)\|_{H^{1}} \leq C\|u(0)\|_{H^{1}}
$$

This proves Proposition 1.

## 2 Large Smooth Potentials

We still assume $d \geq 3$. The following statement establishes a growth estimate for higher Sobolev norms.

Proposition 2. Consider the equation

$$
i u_{t}+\Delta u+V(x, t) u=0
$$

where $V$ is real, bounded, and sup $|V(t)|$ compactly supported (or with rapid decay for $|x| \rightarrow \infty)$. (No smallness assumption).

Assume

$$
\begin{equation*}
\sup _{t}\left\|D_{x}^{\left(s^{\prime}\right)} V(t)\right\|_{\infty}<C_{s^{\prime}} \text { for all } s^{\prime} \tag{4.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
\|u(t)\|_{H^{s}} \leq C_{\varepsilon}|t|^{\varepsilon}\|u(0)\|_{H^{s}} \text { for all } \varepsilon>0 \tag{4.2}
\end{equation*}
$$

Remark. No smoothness assumption in $t$ is made; similar statement under less restrictive assumptions than (4.1) result from the argument below.

Proof. Define

$$
\begin{equation*}
\|f\|=\inf _{f=f_{1}+f_{2}}\left(\left\|f_{1}\right\|_{2}+\left\|f_{2}\right\|_{\infty}\right) \tag{4.3}
\end{equation*}
$$

Assume $\varphi=u(0) \in H^{1}$.
We first make an estimate on $\left\|D_{x} u(t)\right\|$.
From Duhamel's formula

$$
\begin{align*}
&\left\|D_{x} u(t)\right\| \leq\left\|e^{i t \Delta} D_{x} \varphi\right\|_{2}+\left\|\int_{0}^{t-A} e^{i(t-\tau) \Delta} D_{x}[u(\tau) V(\tau)] d \tau\right\|_{\infty} \\
& \quad+\left\|\int_{t-A}^{t} e^{i(t-\tau) \Delta} D_{x}[u(\tau) V(\tau)] d \tau\right\|_{2} \\
& \leq\|\varphi\|_{H^{1}}+(4.4)+(4.5) \\
&(4.4) \leq \int_{0}^{t-A}|t-\tau|^{-\frac{d}{2}}\left[\left\|D_{x} u(\tau) V(\tau)\right\|_{1}+\left\|u(\tau) \cdot D_{x} V(\tau)\right\|_{1}\right] d \tau \\
& \leq \int_{0}^{t-A}|t-\tau|^{-\frac{d}{2}}\left[C\left\|D_{x} u(\tau)\right\|_{L_{\text {loc }}^{1}}+C\|u(\tau)\|_{2}\right] d \tau \\
& \lesssim A^{1-\frac{d}{2}} \sup _{\tau<t}\left\|D_{x} u(\tau)\right\|+C\|\varphi\|_{2} \tag{4.6}
\end{align*}
$$

To estimate (4.5), take $\psi \in L^{2},\|\psi\|_{2}=1$ and write

$$
\begin{aligned}
& \int_{t-A}^{t} \int\left|D_{x}^{1 / 2}\left[e^{i \tau \Delta} \psi\right]\right|\left|D_{x}^{1 / 2}[u(\tau) V(\tau)]\right| d x d \tau \\
\leq & A^{1 / 2}\left\|D_{x}^{1 / 2}\left[e^{i \tau \Delta} \psi\right]\right\|_{L_{\tau}^{2} L_{x, \text { loc }}^{2}} \sup _{\tau \in[t-A, t]}\left\|D_{x}^{1 / 2}[u(\tau) V(\tau)]\right\|_{2}
\end{aligned}
$$

$$
\begin{equation*}
\leq C A^{1 / 2}\|u(0)\|_{2}^{1 / 2}\left(\|u(0)\|_{2}+\sup _{\tau<t}\left\|D_{x} u(\tau)\right\|\right)^{1 / 2} \tag{4.7}
\end{equation*}
$$

(using (2.3) and interpolation).
Thus from (4.6), (4.7)

$$
\begin{align*}
\left\|D_{x} u(t)\right\| \leq & \|\varphi\|_{H^{1}}+C A^{1 / 2}\|\varphi\|_{2}+C A^{1-\frac{d}{2}} \sup _{\tau<t}\left\|D_{x} u(\tau)\right\| \\
& +C A^{1 / 2}\|\varphi\|_{2}^{1 / 2}\left[\sup _{\tau<t}\left\|D_{x} u(\tau)\right\|\right]^{1 / 2} \tag{4.8}
\end{align*}
$$

This implies by appropriate choice of $A$ that

$$
\begin{equation*}
\sup _{t}\left\|D_{x} u(t)\right\| \leq C\|\varphi\|_{H^{1}} \tag{4.9}
\end{equation*}
$$

Similarly, one establishes that

$$
\begin{equation*}
\sup _{t}\left\|D_{x}^{(s)} u(t)\right\| \leq C_{s}\|\varphi\|_{H^{s}} \tag{4.10}
\end{equation*}
$$

Next, estimate

$$
\begin{align*}
\|u(t)\|_{H^{s}} & \leq\|\varphi\|_{H^{s}}+\int_{0}^{t}\|[u(\tau) V(\tau)]\|_{H^{s}} d \tau \\
& \leq\|\varphi\|_{H^{s}}+t \sup _{\tau<t}\|u(\tau) V(\tau)\|_{H^{s}} \\
& \leq\|\varphi\|_{H^{s}}+t C_{s}(V) \sup _{\substack{t \\
s^{\prime} \leq s}}\left\|D_{x}^{\left(s^{\prime}\right)} u(\tau)\right\| \\
& <C_{s}(V) t\|\varphi\|_{H^{s}}
\end{align*}
$$

by (4.10).
Thus the linear flow map $S_{t}: H^{s} \rightarrow H^{s}$ has a norm bounded by $C_{s}(V) . t$. For $s=0, S_{t}$ is unitary.

By interpolation, we get for given $s>0$ and $s_{1}>s$ large

$$
\left\|S_{t}\right\|_{H^{s} \rightarrow H^{s}} \leq\left[C_{s_{1}}(V) t\right]^{\frac{s}{s_{1}}}
$$

Hence, since $V$ is assumed smooth

$$
\|u(t)\|_{H^{s}} \leq C_{\varepsilon}(V) t^{\varepsilon}\|\varphi\|_{H^{s}} \text { for all } \varepsilon>0
$$

This proves Proposition 2.

## 3 An Example

The factor $T^{\varepsilon}$ in (4.2) is necessary. To exhibit such growth phenomenon, we need presence of bound states. Thus first consider $-\Delta+v(x)=H_{0}$ with a
bound state $\varphi$ and next certain time dependent perturbations $H_{0}+\varepsilon V(x, t)$. Rather than defining $H_{0}$ as above, let

$$
\begin{equation*}
H_{0}=-\Delta-P \tag{5.0}
\end{equation*}
$$

where $P$ is a real and smooth Fourier multiplier s.t.

$$
\begin{equation*}
\operatorname{supp} \hat{P} \subset B(0,2) \text { and } \hat{P}(\xi)=|\xi|^{2} \text { for }|\xi| \leq 1 \tag{5.1}
\end{equation*}
$$

Let then $0 \leq \varphi \leq 1$ be a rapidly decaying function such that supp $\hat{\varphi} \subset B(0,1)$. Thus from (5.0), (5.1)

$$
\begin{equation*}
H_{0} \varphi=0 \tag{5.2}
\end{equation*}
$$

This alternative construction will avoid certain technical difficulties, since the spectral projections related to $H_{0}$ are now simply Fourier multipliers.

Let $d=3$.
(ii) Fix large time $T$. Let $N$ be a large number and $\xi_{0}=N e_{1} \in \mathbb{R}^{3}$.

Let $V=V(x, t)$ be real and satisfying $\operatorname{supp} \mathcal{F}_{x} V \subset B\left(\xi_{0}, 1\right) \cup B\left(-\xi_{0}, 1\right)$ (to be specified later).

Let $0 \leq \eta \leq 1$ be a bumpfunction with rapid decay for $|x| \rightarrow \infty$ such that

$$
\begin{gather*}
\operatorname{supp} \hat{\eta} \subset B(0,1)  \tag{5.3}\\
V \eta \text { decays rapidly for }|x| \rightarrow \infty \tag{5.4}
\end{gather*}
$$

Consider the linear Schrödinger equation

$$
\begin{equation*}
i u_{t}-(\Delta+P) u+\varepsilon V \eta u=0 \text { for } 0 \leq t \leq T \tag{5.5}
\end{equation*}
$$

with datum

$$
u(0)=\varphi
$$

Write

$$
u=\varphi+U
$$

with $U$ satisfying, by (5.2)

$$
\left\{\begin{array}{l}
i U_{t}-(\Delta+P) U+\varepsilon V \eta \varphi+\varepsilon V \eta U=0  \tag{5.6}\\
U(0)=0
\end{array}\right.
$$

Denote $Q$ a smooth Fourier multiplier such that

$$
\begin{gather*}
\hat{Q}(\xi)=0 \text { if }|\xi|<\frac{N}{8} \text { and } \hat{Q}(\xi)=1 \text { for }|\xi|>\frac{N}{4}  \tag{5.7}\\
\left|\partial^{\alpha} \hat{Q}\right|<C N^{-|\alpha|} \tag{5.8}
\end{gather*}
$$

(iii) From Duhamel's formula and (5.6)

$$
\begin{equation*}
U(T)=i \varepsilon \int_{0}^{T} e^{i(T-\tau) H_{0}}[V(\tau) \eta \varphi+V(\tau) \eta U(\tau)] d \tau \tag{5.9}
\end{equation*}
$$

From the local smoothing inequality and (5.1), (5.4), (5.7)

$$
\begin{align*}
& \varepsilon\left\|\int_{0}^{T} e^{i(T-\tau) H_{0}} Q[V(\tau) \eta U(\tau)] d \tau\right\|_{L^{2}} \\
= & \varepsilon\left\|\int_{0}^{T} e^{i(T-\tau) \Delta} Q[V(\tau) \eta U(\tau)] d \tau\right\|_{L^{2}} \\
\leq & \varepsilon N^{-1 / 2}\left\|\int_{0}^{T} e^{i(T-\tau) \Delta} D_{x}^{1 / 2}[\eta V(\tau) U(\tau)]\right\|_{L^{2}} \\
\leq & C \varepsilon N^{-1 / 2} T^{1 / 2} \sup _{\tau<T}\|U(\tau)\|_{L_{\text {loc }}^{2}} . \tag{5.10}
\end{align*}
$$

We estimate $\sup _{\tau<T}\|U(\tau)\|_{L_{\text {loc }}^{2}}$.
From (5.9)

$$
\begin{align*}
\|Q U(T)\|_{L_{\mathrm{loc}}^{2}}= & \varepsilon\left\|\int_{0}^{T} e^{i(T-\tau) \Delta} Q[V(\tau) \eta u(\tau)] d \tau\right\|_{L_{\mathrm{loc}}^{2}} \\
\leq & \varepsilon\left\{\int_{0}^{T-1}\left\|e^{i(T-\tau) \Delta} Q[V(\tau) \eta u(\tau)]\right\|_{\infty} d \tau\right. \\
& \left.+\int_{T-1}^{T}\left\|e^{i(T-\tau) \Delta} Q[V(\tau) \eta u(\tau)]\right\|_{2} d \tau\right\} \\
\leq & C \varepsilon\left\{\int_{0}^{T-1}|T-\tau|^{-3 / 2}\|V(\tau) \eta u(\tau)\|_{1} d \tau+\sup _{\tau \leq T}\|u(\tau)\|_{2}\right\} \\
\leq & C \varepsilon \sup _{\tau \leq T}\|u(\tau)\|_{2}<C \varepsilon \tag{5.11}
\end{align*}
$$

Also, since $V(\tau) \eta \varphi=Q[V(\tau) \eta \varphi]$

$$
\begin{align*}
(I-Q) U(T) & =i \varepsilon \int_{0}^{T} e^{i(T-\tau) H_{0}}(I-Q)[V(\tau) \eta(Q U(\tau))] d \tau \\
\|(I-Q) U(T)\|_{2} & \leq \varepsilon T \sup _{\tau \leq T}\|V(\tau) \eta(Q U(\tau))\|_{2} \\
& \leq C \varepsilon T \sup _{\tau \leq T}\|Q U(\tau)\|_{L_{\mathrm{loc}}^{2}} \\
& <C \varepsilon^{2} T \tag{5.12}
\end{align*}
$$

by (5.11).
Estimating $\|U(\tau)\|_{L_{\text {loc }}^{2}} \leq\|Q U(\tau)\|_{L_{\text {loc }}^{2}}+\|(I-Q) U(\tau)\|_{2}$, (5.11), (5.12) imply

$$
\begin{equation*}
\sup _{\tau<T}\|U(\tau)\|_{L_{\text {loc }}^{2}}<C\left(\varepsilon+\varepsilon^{2} T\right) \tag{5.13}
\end{equation*}
$$

Substitution in (5.10) gives therefore

$$
\begin{equation*}
\varepsilon\left\|\int_{0}^{T} e^{i(T-\tau) H_{0}} Q[V(\tau) \eta U(\tau)] d \tau\right\|_{2}<C \varepsilon^{2} N^{-1 / 2} T^{1 / 2}(1+\varepsilon T) \tag{5.14}
\end{equation*}
$$

Consider next

$$
\begin{equation*}
\left\|\int_{0}^{T} e^{i(T-\tau) H_{0}}[V(\tau) \eta \varphi] d \tau\right\|_{2}=\left\|\int_{0}^{T} e^{-i \tau \Delta}[V(\tau) \eta \varphi] d \tau\right\|_{2} \tag{5.15}
\end{equation*}
$$

Define

$$
\begin{align*}
& \varphi_{1}(x)=e^{i x \cdot \xi_{0}} \varphi(x)  \tag{5.16}\\
& \psi=\psi_{\omega}=\sum_{\substack{j \in \mathbb{Z} \\
\frac{1}{2} N T<j \leq N T}} \omega_{j} e^{-i \frac{j}{N} \Delta} \varphi_{1} \tag{5.17}
\end{align*}
$$

where $\left\{\omega_{j}\right\}_{j \in \mathbb{Z}}$ are independent Bernoulli variables.
Write

$$
\begin{align*}
\left|\left(e^{-i s \Delta} \varphi_{1}\right)(x)\right| & =\left|\int e^{i x\left(\xi_{0}+\xi\right)} e^{-i\left|\xi_{0}+\xi\right|^{2} s} \hat{\varphi}(\xi) d \xi\right| \\
& =\left|\int_{|\xi|<1} e^{i\left[\left(x-2 s \xi_{0}\right) \xi-s|\xi|^{2}\right]} \hat{\varphi}(\xi) d \xi\right| \tag{5.18}
\end{align*}
$$

Since for $|\xi|<1$

$$
\left|\partial_{\xi}\left[\left(x-2 s \xi_{0}\right) \xi-s|\xi|^{2}\right]\right|>\left|x-2 s \xi_{0}\right|-2|s|
$$

it follows that (for a large constant $C$ )

$$
\begin{equation*}
\left|\left(e^{-i s \Delta} \varphi_{1}\right)(x)\right| \lesssim\left|x-2 s \xi_{0}\right|^{-C} \text { if }\left|x-2 s \xi_{0}\right|>10|s| \tag{5.19}
\end{equation*}
$$

Define

$$
\begin{equation*}
V(x, t)=\operatorname{Re}\left(e^{i t \Delta} \psi\right) \text { or } V(x, t)=\operatorname{Im}\left(e^{i t \Delta} \psi\right) \tag{5.20}
\end{equation*}
$$

It follows from (5.17) that

$$
\mathbb{E}_{\omega}\left[\left\|\psi_{\omega}\right\|_{2}\right] \sim(N T)^{1 / 2}\left\|\varphi_{1}\right\|_{2}
$$

and we may thus assume

$$
\begin{equation*}
\|\psi\|_{2}<C(N T)^{1 / 2} \tag{5.21}
\end{equation*}
$$

Next

$$
\begin{equation*}
\left|e^{i t \Delta} \psi(x)\right| \leq \sum_{\substack{j \in \mathbb{Z} \\ j \sim N T}}\left|\left(e^{i\left(t-\frac{j}{N}\right) \Delta} \varphi_{1}\right)(x)\right| \tag{5.22}
\end{equation*}
$$

If $|x|<\frac{1}{2}\left|t-\frac{j}{N}\right| N,(5.19)$ implies that

$$
\left|\left(e^{i\left(t-\frac{j}{N}\right) \Delta} \varphi_{1}\right)(x)\right| \lesssim|N t-j|^{-C} .
$$

If $|x|>\frac{1}{2}\left|t-\frac{j}{N}\right| N$, then

$$
|\eta(x)|<|N t-j|^{-C} .
$$

Hence

$$
\begin{equation*}
\left|\left(e^{i\left(t-\frac{j}{N}\right) \Delta} \varphi_{1}\right) \eta\right|<(1+|N t-j|)^{-C}(1+|x|)^{-C} . \tag{5.23}
\end{equation*}
$$

Thus from (5.20), (5.22), (5.23)

$$
\begin{equation*}
|V(x, t) \eta(x)|<\sum_{j \in \mathbb{Z}}(1+|N t-j|)^{-C}(1+|x|)^{-C}<C(1+|x|)^{-C} \tag{5.24}
\end{equation*}
$$

Returning to (5.15), we get by (5.21) and appropriate choice in (5.20)

$$
\begin{align*}
(5.15) & =\left\|\int_{0}^{T} e^{-i \tau \Delta}[V(\tau) \eta \varphi] d \tau\right\|_{2} \\
& >c(N T)^{-1 / 2} \int_{0}^{T} \int\left|e^{i \tau \Delta} \psi\right|^{2} \eta \varphi  \tag{5.25}\\
& =c(N T)^{-1 / 2} \int_{0}^{T} \int\left|\sum_{j} \omega_{j} e^{i\left(\tau-\frac{j}{N}\right) \Delta} \varphi_{1}\right|^{2} \eta \varphi .
\end{align*}
$$

Averaging over $\omega$, we get a lower bound

$$
\begin{equation*}
(N T)^{-1 / 2} \sum_{\substack{j \in \mathbb{Z} \\ \frac{N T}{2}<j<N T}} \int_{\frac{j}{N}}^{\frac{j+1}{N}} d \tau \int d x\left|e^{i\left(\tau-\frac{j}{N}\right) \Delta} \varphi_{1}\right|^{2} \eta \varphi . \tag{5.26}
\end{equation*}
$$

It follows from (5.18) that for $\left|\tau-\frac{j}{N}\right|<\frac{1}{100 N}$,

$$
\left|\left(e^{i\left(\tau-\frac{j}{N}\right) \Delta} \varphi_{1}\right)\right| \approx\left|\varphi\left(\cdot+2\left(\tau-\frac{j}{N}\right) \xi_{0}\right)\right| \approx|\varphi|=\varphi .
$$

Therefore clearly

$$
\begin{equation*}
(5.15),(5.25)>c(N T)^{-1 / 2} N T \frac{1}{100 N} \int \eta \varphi^{3}>c\left(\frac{T}{N}\right)^{1 / 2} \tag{5.27}
\end{equation*}
$$

Collecting estimates (5.14), (5.27) it follows from (5.9) that

$$
\begin{equation*}
\|Q U(T)\|_{2}>c \varepsilon\left(\frac{T}{N}\right)^{1 / 2}-C \varepsilon^{2}\left(\frac{T}{N}\right)^{1 / 2}(1+\varepsilon T) \tag{5.28}
\end{equation*}
$$

Choosing $T \sim \varepsilon^{-2}$, (5.28) implies

$$
\begin{equation*}
\|Q u(T)\|_{2}=\|Q U(T)\|_{2}>C N^{-1 / 2} \tag{5.29}
\end{equation*}
$$

Let $s_{1}$ be an arbitrary large (fixed) exponent.
In order for $\varepsilon V \eta$ to satisfy a bound

$$
\begin{equation*}
\varepsilon\|V(\tau) \eta\|_{H^{s_{1}}} \sim \varepsilon N^{s_{1}}<1 \tag{5.30}
\end{equation*}
$$

take $\varepsilon=N^{-s_{1}}$, hence we have

$$
T \sim N^{2 s_{1}}
$$

and, from (5.29), for $s>\frac{1}{2}$

$$
\begin{equation*}
\|u(T)\|_{H^{s}}>c T^{\frac{2 s-1}{4 s_{1}}} \tag{5.31}
\end{equation*}
$$

The construction described above provides thus arbitrary smooth timedependent potentials $\varepsilon V(\tau) \eta$ for which (5.5) admits a solution $u$, supp $\widehat{u(0)} \subset$ $B(0,1)$ and satisfying (5.31) for some (fixed) large time $T$.
(iv) To obtain a "full counter-example", we will glue constructions as performed above on disjoint time intervals.

Thus define a potential

$$
\begin{equation*}
W(x, t)=\sum_{r=1}^{\infty} \varepsilon_{r} \chi_{r}(t) V_{r}(x, t) \eta(x) \tag{5.32}
\end{equation*}
$$

where $\chi_{r}$ are localizing to disjoint time intervals $\left[\frac{T_{r}}{2}, T_{r}\right]$ (take $\chi_{r}$ smooth), $T_{r}$ increases rapidly, $\varepsilon_{r}=T_{r}^{-1 / 2}, N_{r}=T_{r}^{\frac{1}{4 r}}$ and $V_{r}$ introduced as above.

Thus (letting $s_{1}=r$ in the preceding), we may insure

$$
\left\|\partial_{x}^{(\alpha)}\left(\varepsilon_{r} V_{r} \eta\right)\right\|_{L_{x}^{2}}+\left\|\partial_{t}^{(\beta)}\left(\varepsilon_{r} V_{r} \eta\right)\right\|_{L_{x}^{2}}<2^{-r} \text { for }|\alpha|, \beta \leq r
$$

Therefore, we get clearly $\forall \alpha, \beta$

$$
\begin{equation*}
\sup _{x, t}\left|\partial_{x}^{(\alpha)} \partial_{t}^{(\beta)} W\right|<C_{\alpha \beta} \tag{5.33}
\end{equation*}
$$

Moreover $\sup _{t}|W(x, t)|$ decreases rapidly for $|x| \rightarrow \infty$, cf. (5.24).
Fix $r$ and consider the initial value problem on $\left[2 T_{r-1}, T_{r}\right]$

$$
\left\{\begin{array}{l}
i u_{t}-(\Delta+P) u+W u=0 \\
u\left(t=2 T_{r-1}\right)=\varphi
\end{array}\right.
$$

or, equivalently

$$
\left\{\begin{array}{l}
i u_{t}-(\Delta+P) u+\varepsilon_{r} V_{r} \eta u=0 \\
u\left(t=\frac{1}{2} T_{r}\right)=\varphi
\end{array}\right.
$$

Then we have by (5.31)

$$
\begin{equation*}
\left\|u\left(T_{r}\right)\right\|_{H^{s}}>T_{r}^{\frac{2 s-1}{10 r}} \tag{5.34}
\end{equation*}
$$

(Choose $s>\frac{1}{2}$ a fixed exponent.)
Denote $S\left(t, t^{\prime}\right)$ the flow map associated to $i \partial_{t}-(\Delta+P)+W$.
Reformulating the preceding

$$
\begin{equation*}
\left\|S\left(0, T_{r}\right) S\left(0,2 T_{r-1}\right)^{-1} \varphi\right\|_{H^{s}}=\left\|S\left(2 T_{r-1}, T_{r}\right) \varphi\right\|_{H^{s}}>T_{r}^{\frac{2 s-1}{10 r}} \tag{5.35}
\end{equation*}
$$

Define

$$
\begin{equation*}
\tilde{\varphi}=\sum_{r \geq 2} \sigma_{r} T_{r}^{-\frac{2 s-1}{20 r}} S\left(0,2 T_{r-1}\right)^{-1} \varphi \tag{5.36}
\end{equation*}
$$

where $\sigma_{r}= \pm 1$ to be specified.
By crude estimate, we obtain for any $s^{\prime} \geq 0$ that

$$
\|\tilde{\varphi}\|_{H^{s^{\prime}}} \leq \sum_{r} T_{r}^{-\frac{2 s-1}{20 r}}\left\|S\left(0,2 T_{r-1}\right)^{-1} \varphi\right\|_{H^{s^{\prime}}} \leq \sum T_{r}^{-\frac{2 s-1}{20 r}} B\left(T_{r-1}, s^{\prime}\right)<C_{s^{\prime}}
$$

for $T_{r}$ chosen sufficiently rapidly increasing.
Also

$$
\begin{align*}
\left\|S\left(0, T_{r}\right) \tilde{\varphi}\right\|_{H^{s}}> & \| \sum_{r^{\prime}<r} \sigma_{r^{\prime}} T_{r^{\prime}}^{-\frac{2 s-1}{20 r^{\prime}}} S\left(0, T_{r}\right) S\left(0,2 T_{r^{\prime}-1}\right)^{-1} \varphi \\
& +\sigma_{r} T_{r}^{-\frac{2 s-1}{20 r}} S\left(0, T_{r}\right) S\left(0,2 T_{r-1}\right)^{-1} \varphi \|_{H^{s}} \\
& -\sum_{r^{\prime}>r} T_{r^{\prime}}^{-\frac{2 s-1}{20 r^{\prime}}} B\left(T_{r^{\prime}-1}, s\right) . \tag{5.37}
\end{align*}
$$

We may, assuming $\sigma_{r^{\prime}}, r^{\prime}<r$, obtained, choose $\sigma_{r}$ s.t. the first term in (5.37) is at least $T_{r}^{-\frac{2 s-1}{20 r}}(5.35)>T_{r}^{\frac{2 s-1}{20 r}}$. Hence

$$
\left\|S\left(0, T_{r}\right) \tilde{\varphi}\right\|_{H^{s}}>T_{r}^{\frac{2 s-1}{02 r}}-1
$$

The conclusion is therefore
Proposition 3. Let $d=3$ and denote $\gamma(t)$ any increasing function s.t.

$$
\lim _{r \rightarrow \infty} \frac{\log \gamma(t)}{\log t}=0
$$

There is a linear Schrödinger equation IVP

$$
i u_{t}-(\Delta+P) u+W(x, t) u=0, u(0)=\tilde{\varphi} \in \bigcap_{s^{\prime}} H^{s^{\prime}}
$$

with $P$ as above, $W$ real and

$$
\sup _{x, t}\left|\partial_{x}^{(\alpha)} \partial_{t}^{(\beta)} W\right|<C_{\alpha \beta} \quad \forall \alpha, \beta
$$

$$
\sup _{t}|W(t)| \text { with fast decay for }|x| \rightarrow \infty
$$

and such that for $s>\frac{1}{2}$

$$
\varlimsup_{t \rightarrow \infty} \frac{\|u(t)\|_{H^{s}}}{\gamma(t)}=\infty
$$
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## 1 Introduction and Statement of the Result

Assume $K$ is a convex symmetric body in $\mathbb{R}^{n}, \operatorname{Vol}_{n} K \equiv V_{n}(K)=1$. Assume further that $K$ is in an isotropic position, i.e.

$$
\int_{K} x_{i} x_{j} d x=L_{K} \delta_{i j} \quad(1 \leq i, j \leq n)
$$

It is known that $L_{K}$ is bounded from below by a universal constant and, at this point, still an open problem whether $L_{K}$ admits a universal upperbound (thus independent of $K$ and the dimension $n$ ). This problem has several geometric reformulations. To mention one (the "high-dimensional" version of the Busemann-Petty problem): Does every convex symmetric body in $\mathbb{R}^{n}, V_{n}(K)=1$, admit a co-dimension-one section $K \cap H$ ( $H$-hyperplane) satisfying

$$
V_{n-1}(K \cap H)>c
$$

with $c>0$ a universal constant?
Presently, the best (general) upperbound for $L_{K}$ is

$$
\begin{equation*}
L_{K}<C n^{1 / 4}(\log n) \tag{1.1}
\end{equation*}
$$

obtained in [Bo]. The present note is a direct outgrowth of the argument in [Bo]. A key ingredient in the proof of (1.1) is indeed inequalities of the form

$$
\begin{equation*}
\|\langle x, \xi\rangle\|_{L^{\psi_{2}}(K)} \leq A\|\langle x, \xi\rangle\|_{L^{2}(K)} \tag{1.2}
\end{equation*}
$$

valid for all linear forms $\langle\cdot, \xi\rangle$ considered as functions on $K, V_{n}(K)=1$. Here $L^{\psi_{q}}(K), \psi_{q}(t)=e^{t^{q}}-1$, refers to the usual Orlicz-spaces on $K, d x$. Recall that in general, there is the weaker inequality

$$
\begin{equation*}
\|\langle x, \xi\rangle\|_{L^{\psi_{1}}(K)} \leq C\|\langle x, \xi\rangle\|_{L^{2}(K)} \tag{1.3}
\end{equation*}
$$

with $c$ an absolute constant (see [Bo], which contains also similar results for polynomials of bounded degree).

Definition. We say that $K$ is a " $\psi_{2}$-body" if the linear forms restricted to $K$ satisfy (1.2) for some constant $A$.

## Theorem.

$$
\begin{equation*}
L_{K}<C(A) \tag{1.4}
\end{equation*}
$$

More precisely

$$
\begin{equation*}
L_{K}<C \cdot A \cdot \log (1+A) \tag{1.5}
\end{equation*}
$$

Remark. According to a recent result of Barthe and Koldobsky [B-K], the $\ell_{n}^{q}$-balls $(2 \leq q \leq \infty)$, normalized in measure, are $\psi_{2}$-bodies.

In the next section, we prove the Theorem. We will first prove (1.4) and then, with some extra care, (1.5). The argument relies on probabilistic results, such as Talagrand's majorizing measure and its consequences for subgaussian processes and also "standard" facts and methods from the "Geometry of Banach Spaces" for which the reader is referred to $[\mathrm{Pi}]$.

Acknowledgement. The author is grateful to V. Milman and especially A. Giannopoulos for comments.

## 2 Proof of the Theorem

Assume $K, V(K)=1$, in an isomorphic position and satisfying (1.2) (invariant under affine transformation). Denote $L_{K}$ by $L$ and let $C$ stand for various constants.
(i) Assumption (1.2) implies the following fact.

Let $\left\|\left\|\|\right.\right.$ be any norm on $\mathbb{R}^{n}$ and $\left\{g_{i} \mid i=1, \ldots, n\right\}$ independent normalized Gaussians. Let $\left\{v_{i} \mid i=1, \ldots, n\right\}$ be arbitrary vectors in $\mathbb{R}^{n}$. Then

$$
\begin{equation*}
\frac{1}{\text { A.L. }} \int_{K}\| \| \sum_{i=1}^{n} x_{i} v_{i}\left\|d x \leq C \int\right\| \sum_{i=1}^{n} g_{i}(\omega) v_{i} \| d \omega \tag{2.1}
\end{equation*}
$$

Some comments about this inequality. Denote $T=\left\{t \in \mathbb{R}^{n} \mid\|t\|_{*} \leq 1\right\}$, where $\left\|\left\|\|_{*}\right.\right.$ is the norm dual to $\left.\|\right\| \|$. Consider the process

$$
X_{t}(x)=\sum_{i=1}^{n} \frac{x_{i}}{A . L .}\left\langle v_{i}, t\right\rangle
$$

satisfying, by (4.3) and the fact that $K$ is in an isotropic position,

$$
\begin{equation*}
\left\|X_{t}-X_{t^{\prime}}\right\|_{L^{\psi_{2}}(K)} \leq\left\|\sum_{i=1}^{n} \frac{x_{i}}{L}\left\langle v_{i}, t-t^{\prime}\right\rangle\right\|_{L_{K}^{2}}=\left(\sum_{i=1}^{n}\left|\left\langle v_{i}, t-t^{\prime}\right\rangle\right|^{2}\right)^{1 / 2} \equiv d\left(t, t^{\prime}\right) \tag{2.2}
\end{equation*}
$$

Thus (2.2) means that $\left(X_{t}\right)$ is subgaussian wrt the pseudo-metric $d$ on $T$. We then combine the majorizing measure theorems of Preston [Pr1],[Pr2] (see also $[\mathrm{Fe}]$ ) and Talagrand $[\mathrm{T}]$ to get

$$
\begin{equation*}
\int_{K} \sup _{t \in T}\left|X_{t}\right| \leq C \int \sup _{t \in T}\left|Y_{t}\right| \tag{2.3}
\end{equation*}
$$

with $Y_{t}$ the Gaussian process

$$
Y_{t}(\omega)=\sum_{i=1}^{n} g_{i}(\omega)\left\langle v_{i}, t\right\rangle
$$

(see [L-T], Theorem 12.16). Clearly (2.1) is equivalent to (2.3).
(ii) We replace $K$ by

$$
\begin{equation*}
K_{1}=K \cap\left[|x|<C_{2} L \sqrt{n}\right] \tag{2.4}
\end{equation*}
$$

where $C_{2}$ is a sufficiently large constant (see also the remarks in the next section).

In particular

$$
\mathrm{Vol} K_{1} \approx 1
$$

and for $|\xi|=1$

$$
\begin{align*}
\int_{K_{1}}|\langle x, \xi\rangle|^{2} d x & \geq \int_{K}|\langle x, \xi\rangle|^{2} d x-\|\langle x, \xi\rangle\|_{L^{4}(K)}^{2} V\left(K \backslash K_{1}\right)^{1 / 2} \\
& \geq L^{2}-C L^{2} V\left(K \backslash K_{1}\right)^{1 / 2}>\frac{1}{2} L^{2} \tag{2.5}
\end{align*}
$$

(we do use here the equivalence of all moments for linear functionals on $K-a$ consequence of (1.3)).

Denote by $\left\|\|\right.$ the norm induced on $\mathbb{R}^{n}$ by $K_{1}$ and $\| \|_{*}$ its dual. Thus from (2.4)

$$
\begin{align*}
& \|x\| \geq \frac{1}{C_{2} L \sqrt{n}}|x| \\
& \|x\|_{*} \leq C_{2} L \sqrt{n}|x| \tag{2.6}
\end{align*}
$$

(iii) With the above notations, we prove the following fact

Lemma. Let $E$ be a subspace of $\mathbb{R}^{n}, \operatorname{dim} E>\frac{n}{2}$ such that

$$
\begin{equation*}
\|x\|_{*} \geq \rho L \sqrt{n}|x| \text { for } x \in E . \tag{2.7}
\end{equation*}
$$

Then, for $0<\delta<\frac{1}{2}$, there is a subspace $F$ of $E$ satisfying

$$
\begin{equation*}
\operatorname{dim} F>(1-\delta) \operatorname{dim} E \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\|x\|_{*} \geq c \delta^{2}\left(\log \frac{1}{\rho}\right)^{-1} \frac{L}{A} \sqrt{n}|x| \text { for } x \in F \tag{2.9}
\end{equation*}
$$

Proof. It follows from (2.6), (2.7) that the Euclidean distance

$$
d_{E,\| \|_{*}} \leq C_{2} \rho^{-1}
$$

Thus, considering the $\ell$-ellipsoid of $E,\| \|_{*}$, we obtain (cf. [Pi] for instance)

$$
\begin{align*}
& \int\left\|\sum_{i=1}^{m} \lambda_{i} g_{i}(\omega) e_{i}\right\|_{*} \lesssim\left(\log \frac{C}{\rho}\right) m  \tag{2.10}\\
& \int\left\|\sum_{i=1}^{m} \lambda_{i}^{-1} g_{i}(\omega) e_{i}\right\|_{\left(E,\| \|_{*}\right)^{*}}<C . \tag{2.11}
\end{align*}
$$

Here $m=\operatorname{dim} E,\left(e_{i}\right)_{1 \leq i \leq m}$ is an appropriate $0 B$ in $E$ and $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq$ $\lambda_{m}$.

We first exploit (2.11). Fix $0<\varepsilon<1$. From the $M_{*}$-lower bound, there is a subspace $E_{1}$ of $E$,

$$
\begin{equation*}
\operatorname{dim} E_{1}>(1-\varepsilon) m \tag{2.12}
\end{equation*}
$$

such that

$$
\begin{equation*}
\|x\|_{*} \geq c \varepsilon^{1 / 2} \sqrt{m}\left(\sum \lambda_{i}^{-2} x_{i}^{2}\right)^{1 / 2} \text { for } x \in E_{1} \tag{2.13}
\end{equation*}
$$

Thus we use here the " $M_{*}$-result" (see again [Pi]) to a subspace of $\mathbb{R}^{n},\| \|_{*}$.
Next, we use (2.10) together with (2.1) (which remains obviously true with $K$ replaced by $K_{1}$ ). Thus, letting in (2.1) $\left\|\|\|=\|\|_{*}\right.$ and $v_{i}=\lambda_{i} e_{i}$, it follows that

$$
\begin{align*}
& \int_{K_{1}}\left\|\sum_{i=1}^{m} \lambda_{i} \frac{x_{i}}{L} e_{i}\right\|_{*} d x \lesssim\left(\log \frac{C}{\rho}\right) A m \\
& \frac{L}{2} \sum \lambda_{i}<\sum \lambda_{i}\left(\int_{K_{1}} \frac{x_{i}^{2}}{L} d x\right) \lesssim\left(\log \frac{C}{\rho}\right) A m \tag{2.14}
\end{align*}
$$

where we also use (2.5).
From (2.14), (2.13)

$$
\begin{gathered}
\lambda_{(1-\varepsilon) m} \lesssim \frac{A}{\varepsilon L}\left(\log \frac{C}{\rho}\right) \\
\|x\|_{*} \geq c \frac{L}{A} \varepsilon^{3 / 2}\left(\log \frac{C}{\rho}\right)^{-1} \sqrt{n}\left(\sum_{i \leq(1-\varepsilon) m} x_{i}^{2}\right)^{1 / 2} \text { for } x \in E_{1} .
\end{gathered}
$$

Restrict further $x$ to the space $\left.E_{2}=E_{1} \cap\left[e_{i} \mid i \leq(1-\varepsilon) m\right)\right]$. Then

$$
\operatorname{dim} E_{2} \geq(1-2 \varepsilon) m
$$

and for $x \in E_{2}$

$$
\begin{equation*}
\|x\|_{*} \geq c \varepsilon^{3 / 2}\left(\log \frac{1}{\rho}\right)^{-1} \frac{L}{A} \sqrt{n}|x| . \tag{2.15}
\end{equation*}
$$

Thus let $\varepsilon \sim \delta, F=E_{2}$ and (2.15) gives (2.9). This proves the Lemma.
(iii) Notice that (2.5) implies in particular that for $|\xi|=1$

$$
\|\xi\|_{*} \geq \frac{L}{\sqrt{2}}
$$

so that for $E_{0}=R^{n},(2.7)$ holds with $\rho=\rho_{0} \sim \frac{1}{\sqrt{n}}$. We then perform the "usual" flag construction

$$
E_{0} \supset E_{1} \supset E_{2} \supset \cdots \supset E_{s} \supset E_{s+1} \supset \cdots
$$

of subspaces $E_{s}, \operatorname{dim} E_{s}=m_{s}>\frac{1}{2} n$, using the Lemma.
Assume

$$
\begin{equation*}
\|x\|_{*} \geq \rho_{s} L \sqrt{n}|x| \text { for } x \in E_{s} \tag{2.16}
\end{equation*}
$$

Take $\delta_{s+1}=\left(\log \frac{1}{\rho_{s}}\right)^{-2}$, so that by (2.8)

$$
\begin{equation*}
\operatorname{dim} E_{s+1}=m_{s+1}>\left(1-\frac{1}{\left(\log \frac{1}{\rho_{s}}\right)^{2}}\right) m_{s} \tag{2.17}
\end{equation*}
$$

and, by (2.9)

$$
\begin{equation*}
\rho_{s+1} \sim\left(\log \frac{1}{\rho_{s}}\right)^{-5} A^{-1} \tag{2.18}
\end{equation*}
$$

It follows from (2.17), (2.18) that then, assuming $\rho_{s-1}<A^{-2}$

$$
\begin{aligned}
\operatorname{dim} E_{s} & >\left[\prod_{s^{\prime}<s}\left(1-\frac{1}{\left(\log \frac{1}{\rho_{s^{\prime}}}\right)^{2}}\right)\right] n \\
& >\left(1-\frac{2}{\left(\log \frac{1}{\rho_{s-1}}\right)^{2}}\right) n
\end{aligned}
$$

hence

$$
\begin{equation*}
m_{s}>\left(1-C\left(A \rho_{s}\right)^{1 / 3}\right) n \tag{2.19}
\end{equation*}
$$

Regarding volume, we get (cf. [Pi])

$$
\begin{align*}
V\left(K_{1}^{0}\right) & >\left(\frac{c}{n}\right)^{n} \quad \text { (by reverse Santalo inequality) }  \tag{2.20}\\
V\left(K_{1}^{0} \cap E_{s}\right) & \leq V\left(K_{1}^{0} \cap E_{s+1}\right) \cdot V\left(P_{E_{s+1}^{\perp} \cap E_{s}}\left(K_{1}^{0} \cap E_{s}\right)\right) . \tag{2.21}
\end{align*}
$$

Since by (2.16)

$$
\begin{equation*}
K_{1}^{0} \cap E_{s} \subset \frac{1}{\rho_{s} L \sqrt{n}} B \tag{2.22}
\end{equation*}
$$

( $B=$ Euclidean ball), we get

$$
\begin{equation*}
V\left(P_{E_{s} \cap E_{s+1}^{\perp}}\left(K_{1}^{0} \cap E_{s}\right)\right)<\left(\frac{C}{\rho_{s} L \sqrt{n} \sqrt{m_{s}-m_{s+1}}}\right)^{m_{s}-m_{s+1}} . \tag{2.23}
\end{equation*}
$$

By iteration of (2.21) and (2.22), (2.23)

$$
\begin{align*}
V\left(K_{1}^{0}\right) \leq & V\left(K_{1}^{0} \cap E_{s}\right) \prod_{s^{\prime} \leq s} V\left(P_{E_{s^{\prime}-1} \cap E_{s^{\prime}}^{\perp}}\left(K_{1}^{0} \cap E_{s^{\prime}-1}\right)\right) \\
\leq & \left(\frac{C}{\rho_{s} L n}\right)^{m_{s}} \prod_{s^{\prime} \leq s}\left(\frac{C}{\rho_{s^{\prime}-1} L \sqrt{n} \sqrt{m_{s^{\prime}-1}-m_{s^{\prime}}}}\right)^{m_{s^{\prime}-1}-m_{s^{\prime}}} \\
\leq & \left(\frac{1}{\rho_{s}}\right)^{m_{s}}\left(\frac{C}{L n}\right)^{n}\left[\prod_{s^{\prime} \leq s}\left(\frac{1}{\rho_{s^{\prime}-1}}\right)^{n\left(\log \rho_{s^{\prime}-1}^{-1}\right)^{-2}}\right] \\
& {\left[\prod_{s^{\prime} \leq s}\left(\frac{n}{m_{s^{\prime}-1}-m_{s^{\prime}}}\right)^{\frac{m_{s^{\prime}-1}-m_{s^{\prime}}}{2}}\right] } \\
< & \left(\frac{1}{\rho_{s}}\right)^{m_{s}}\left(\frac{C}{L n}\right)^{n} \tag{2.24}
\end{align*}
$$

where we also used (2.17), (2.18).
We have chosen $s$ such that $\rho \sim c(A), m_{s}>\frac{n}{2}$ (cf. (2.19)).
Finally, from (2.20), (2.24)

$$
L<C \rho_{s}^{-\frac{m_{s}}{n}}<C(A)
$$

proving part (1.4) of the Theorem.
(iv) Finally, we prove the Theorem in the more precise form (1.5). The construction in (iii) terminates at $s$ such that $\rho_{s} \geq A^{-2}$. Inequalities (2.20), (2.24) clearly imply

$$
\begin{align*}
& \left(\frac{C}{n}\right)^{n}<V\left(K_{1}^{o} \cap E_{s}\right) C^{n}\left(\frac{1}{L n}\right)^{n-m_{s}} \\
& V\left(K_{1}^{o} \cap E_{s}\right)>c^{n} n^{-m_{s}} L^{n-m_{s}} . \tag{2.25}
\end{align*}
$$

Take then in the lemma $E=E_{s}, m=m_{s}, \rho=\rho_{s} \geq A^{-2}$.
It follows from (2.11) and Sudakov's inequality that

$$
\begin{equation*}
\frac{V\left(K_{1}^{o} \cap E\right)}{V\left(B_{m}\right)}<C^{m} \prod_{i=1}^{m} \frac{\lambda_{i}}{\sqrt{m}} \tag{2.26}
\end{equation*}
$$

and from (2.25), (2.26)

$$
L^{n-m}<C^{m} \prod \lambda_{i}
$$

hence

$$
\frac{1}{m} \sum_{i=1}^{m} \lambda_{i}>c L^{\frac{n-m}{m}}
$$

Substituting this last inequality in (2.14) then indeed gives

$$
L \lesssim L^{\frac{n}{m}} \lesssim A \cdot \log (1+A)
$$

This proves the Theorem.

## 3 Remarks

(1) A. Giannopoulos [G] kindly pointed out to the author that if $K$ is a $\psi_{2^{-}}$ body, then $K$ is in fact already contained in a ball of radius $C A L \sqrt{n}$ and hence, by the Theorem, in a ball of radius $C A^{2} \log A \sqrt{n}$ (in particular, $K^{o}$ has finite volume ratio). We repeat his argument.

As a consequence of the log-concavity of the section function, we have

$$
\|\xi\|_{K^{o}} \leq\|\langle x, \xi\rangle\|_{L^{n}(K)}
$$

Hence, if $K$ satisfies (1.2)

$$
\begin{equation*}
\|\xi\|_{K^{\circ}} \leq C \sqrt{n} A L|\xi| \tag{3.1}
\end{equation*}
$$

Thus, if we don't care about the final estimate $C(A)$ in (1.4), replacement of $K$ by $K_{1}$ in the proof of the Theorem is unnecessary.
(2) Observe also that we only used the bound

$$
\begin{equation*}
\|\langle x, \xi\rangle\|_{L^{\psi_{2}\left(K_{1}\right)}} \leq A L|\xi| \tag{3.2}
\end{equation*}
$$

with $K_{1}$ defined as above. Writing for $|\xi| \leq 1$ and $x \in K_{1}$

$$
\begin{gathered}
|\langle x, \xi\rangle|<C \sqrt{n} L \\
\int_{K}\left\{\exp c \frac{|\langle x, \xi\rangle|^{2}}{\sqrt{n} L^{2}}\right\} d x \leq \int_{K}\left\{\exp c^{\prime} \frac{|\langle x, \xi\rangle|}{L}\right\} d x<C
\end{gathered}
$$

(3.2) therefore holds with $A \sim n^{1 / 4}$ (without further assumptions).

The general bound (1.1) is then implied by (1.5).
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Let $u_{1}, u_{2}, \ldots, u_{N} \in S^{n-1}$ be a sequence of $N$ unit vectors. A body $V=$ $V\left(u_{1}, \ldots, u_{N}\right)$ is defined as follows:

$$
\begin{equation*}
V=\left\{\lambda_{1} u_{1}+\lambda_{2} u_{2}+\cdots+\lambda_{N} u_{N}:\left|\lambda_{i}\right| \leq 1, i=1, \ldots, N\right\} . \tag{1}
\end{equation*}
$$

In geometric language the body $V$ is the Minkowski sum of $N$ intervals with endpoints $\pm u_{i}$ correspondingly. The main purpose of this note is to investigate the order of the aspherical constant $d(V)$ of the body $V\left(u_{1}, \ldots, u_{N}\right)$ for an optimal choice of vectors $u_{1}, \ldots, u_{N}$. Let us recall that the aspherical constant $d(V)$ of a central symmetric body $V$ is defined as follows

$$
d(V)=\inf \left\{\frac{R}{r}: r D \subset V \subset R D\right\}
$$

where $D \subset \mathbb{R}^{n}$ is the unit Euclidean ball. The optimal value of $d\left(V\left(u_{1}, \ldots\right.\right.$, $\left.u_{N}\right)$ ), which will be denoted by $d_{n, N}$, describes the rate of approximation of the Euclidean ball by zonotopes. The quantity $d_{n, N}$ was studied by many authors, especially for the case $N / n \rightarrow \infty$ (see [FLM], [BeMc], [BLM]). The problem of the precise bounds of $d_{n, N}$ for all $N, n$ was in particular discussed by Milman $[\mathrm{M}]$. To answer his question, we prove the following result.

Proposition 1. Let $n, N$ be some integers with $n<N$. Then for some universal constant $C>0$, the following inequality holds:

$$
\begin{aligned}
& \frac{1}{C} \min \left\{\sqrt{n}, 1+\sqrt{\frac{N}{N-n} \log \frac{N}{N-n}}\right\} \\
\leq & \inf _{\left(u_{1}, \ldots, u_{N}\right) \in\left(S^{n-1}\right)^{N}} d\left(V\left(u_{1}, \ldots, u_{N}\right)\right) \\
\leq & C \min \left\{\sqrt{n}, 1+\sqrt{\frac{N}{N-n} \log \frac{N}{N-n}}\right\} .
\end{aligned}
$$

It is not surprising that the order of $d_{n, N}$ coincides with one of $\sqrt{N}$ times $(N-n)$-Kolmogorov width of an $N$-dimensional Euclidean ball with respect to an $\ell_{\infty}$ metric provided $N \leq 2 n$. The close connection between these
problems is rather well known, but we do not know any explicit treatment of the relation between both problems. The main part of the paper presents some improvement of the [GG] arguments, which immediately leads to the proof of Theorem 1. Incidentally, a new bound of the Kolmogorov numbers is obtained for some class of linear operators. For the convenience of the reader who isn't familiar with the widths, we mostly avoid using the width theory terminology.

At the end of the paper, we consider the sums of the intervals of the different lengths. It turns out that the same bounds as in Proposition 1 hold true in this general situation (see Proposition 4 and the Remark following it).

We use the following notation: $[a]$ is an integral part of number $a,\binom{m}{n}=$ $\frac{m!}{n!(m-n)!}$ is a binomial coefficient, $[1: N]$ stands for the set of all integers between 1 and $N$.

The standard basis of $\mathbb{R}^{N}$ will be denoted by $\left(e_{i}\right)$. As usual, we do not notate the dimension of the space but use the same symbol $\left(e_{i}\right)$ to denote the bases of the different Euclidean spaces. The coordinates of a vector $x \in \mathbb{R}^{N}$ will be denoted by $x_{i}$ or by $x(i)$. $S^{N-1}$ is the unit sphere of $\mathbb{R}^{N}$, while $\mu$ is a normalized Lebesgue measure on it.

For $x \in \mathbb{R}^{N}$, we define as usual $\|x\|_{p}=\left(\sum_{i=1}^{N}\left|x_{i}\right|^{p}\right)^{1 / p}$, for $1 \leq p<\infty$ and $\|x\|_{\infty}=\max _{i=1}^{N}\left|x_{i}\right| . \quad \ell_{p}^{N}$ stands for $\mathbb{R}^{N}$ occupied with the norm $\|\cdot\|_{p}$. The unit ball of a Banach space $X$ is denoted by $B_{X}$. Let $\mathcal{B}$ be a subset of finite dimensional normed space $X$ and $L \subset X$ be some linear subspace of $X$. The deviation of $\mathcal{B}$ from $L$ is defined as follows:

$$
\rho_{X}(\mathcal{B}, L)=\sup _{x \in \mathcal{B}} \inf _{y \in L}\|x-y\| .
$$

Using the Hahn-Banach theorem, it is not difficult to see that ${ }^{1}$

$$
\begin{equation*}
\rho_{X}(\mathcal{B}, L)=\sup _{f \in L^{\perp} \cap B_{X^{*}}}\|f\|_{\mathcal{B}^{0}} \tag{2}
\end{equation*}
$$

where $L^{\perp}=\left\{f \in X^{*}:\left.f\right|_{L}=0\right\}$ is the annihilator of $L$ and the seminorm $\|\cdot\|_{\mathcal{B}^{0}}$ is defined by

$$
\|f\|_{\mathcal{B}^{0}}=\sup _{x \in \mathcal{B}}|f(x)|
$$

For a linear operator $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ we denote by $\alpha(T)$ and $\beta(T)$ the following quantities:

$$
\begin{equation*}
\alpha(T)=\sup _{\xi \in S^{n-1}}\|T \xi\|_{1}, \quad \beta(T)=\sup _{\xi \in S^{n-1}} \frac{1}{\|T \xi\|_{1}} \tag{3}
\end{equation*}
$$

Certainly $\alpha(T)$ is the norm of the operator $T$ from $\ell_{2}^{n}$ to $\ell_{1}^{N}$. Note that by duality, one can compute the aspheric constant of a body $V$, symmetric with respect to the origin, as follows:

[^9]$$
d(V)=\frac{\sup _{\xi \in S^{n-1}} \sup _{x \in V}|\langle x, \xi\rangle|}{\inf _{\xi \in S^{n-1}} \sup _{x \in V}|\langle x, \xi\rangle|}
$$

So, if $V$ is given by (1) and linear operator $T$ is defined by $T^{*} e_{i}=u_{i}$, then

$$
\begin{equation*}
d(V)=\alpha(T) \beta(T) \tag{4}
\end{equation*}
$$

Therefore, Proposition 1 follows immediately from the next three statements.
Lemma 1. For any integer $n$ and $N$ and for any linear operator $T: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{N}$, the following inequality holds

$$
\alpha(T) \geq \frac{1}{2 \sqrt{n}} \sum_{i=1}^{N}\left\|T^{*} e_{i}\right\|_{2}
$$

Lemma 2. For any integer $n$ and $N$ s.t. $n<N<\frac{6}{5} n$ and for any linear operator $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ s.t. $\left\|T^{*} e_{i}\right\|_{2}=1$ for $i=1, \ldots, N$, the following inequality holds

$$
\beta(T) \geq C_{1}\left\{\min \left\{1, \sqrt{\frac{1}{N-n} \log \left(\frac{N}{N-n}\right)}+1\right\}\right\}
$$

where $C_{1}$ is a universal constant.
Proposition 2. For any integer $n$ and $N, n<N<4 n / 3$, there exists a linear operator $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ s.t. $\left\|T^{*} e_{i}\right\|_{2}=1$ for $i=1, \ldots, N$ and

$$
\alpha(T) \beta(T) \leq \min \left\{\sqrt{n}, C_{2} \sqrt{\frac{N}{N-n} \log \frac{N}{N-n}}\right\}
$$

where $C_{2}$ is a universal constant.

Remark. Lemma 1 as well as Proposition 2 are well known to experts. For the convenience of the reader, we present their proofs below.

Proof of Proposition 1. Due to equality (4) and Lemmas 1 and 2, the lefthand inequality holds for $N<6 n / 5$. But for $N \geq 6 n / 5$ it is reduced to the inequality $d(V) \geq 1$, which holds for any $V$. By (4) and Proposition 2, the right-hand inequality holds for $N<4 n / 3$. To complete the proof, it is enough to observe that $d_{n, k} \leq 2 d_{n, N}$ for any $k>N$. Indeed this inequality follows immediately from the definitions for $k<2 N$ and we conclude by applying the inequality $d_{n, 2 N} \leq d_{n, N}$.
Proof of Lemma 1. Recall that for any vector $u \in \mathbb{R}^{n}$ one has (see e.g. (2.15) of [FLM])

$$
\int_{S^{n-1}}|<u, \xi>| d \mu(\xi)=\frac{\|u\|_{2}}{\sqrt{\pi}} \frac{\Gamma\left(\frac{n}{2}\right)}{\Gamma\left(\frac{n+1}{2}\right)} \geq \frac{\|u\|_{2}}{2 \sqrt{n}} .
$$

It follows that

$$
\begin{aligned}
\alpha(T) & =\sup _{\xi \in S^{n-1}}\|T \xi\|_{1} \geq \int_{S^{n-1}}\|T \xi\|_{1} d \mu(\xi) \\
& =\sum_{i=1}^{N} \int_{S^{n}}\left\langle\xi, T^{*} e_{i}\right\rangle \left\lvert\, d \mu(\xi) \geq \frac{1}{2 \sqrt{n}} \sum_{i=1}^{N}\left\|T^{*} e_{i}\right\|_{2} .\right.
\end{aligned}
$$

For the proof of Lemma 2, we need the following elementary and fairly well-known fact (see e.g. [GG], Lemma 1). For the reader's convenience, we reproduce here its proof.

Lemma 3. Let $K$ be a subset of some Banach space X. Suppose that for some positive $\varepsilon>0, \kappa>0$ and some integer $k$, the set $K$ contains $M>(2+$ $\kappa)^{k}$ points $x_{1}, \ldots, x_{M} \in K$, s.t. $\left\|x_{i}-x_{j}\right\|>4 \varepsilon$, for any $i \neq j, 1 \leq i, j \leq M$, and $\left\|x_{i}\right\|<\kappa \varepsilon$ for any $i, 1 \leq i \leq M$. Then for any $k$-dimensional subspace $L \subset X$ one has

$$
\rho_{X}(K, L) \geq \varepsilon .
$$

Proof. On the contrary, suppose that there exists a subspace $L$ with

$$
\operatorname{dim} L=k<\frac{\log |M|}{\log (2+\kappa)} \quad \text { s.t. } \quad \rho_{X}(K, L)<\varepsilon
$$

Then for $i=1, \ldots, M$ there exists $y_{i} \in L$ s.t. $\left\|y_{i}-x_{i}\right\|<\varepsilon$. We have

$$
\left\|y_{i}\right\| \leq\left\|y_{i}-x_{i}\right\|+\left\|x_{i}\right\|<(1+\kappa) \varepsilon
$$

On the other hand, for $i \neq j$

$$
\left\|y_{i}-y_{j}\right\| \geq\left\|x_{i}-x_{j}\right\|-\left\|x_{i}-y_{i}\right\|-\left\|x_{j}-y_{j}\right\|>2 \varepsilon
$$

So the union of balls $y_{i}+\varepsilon\left(B_{X} \cap L\right)$ is disjoint and is contained in the set $(2+\kappa) \varepsilon\left(B_{X} \cap L\right)$. A comparison of volumes leads to the following inequality

$$
\begin{aligned}
M \varepsilon^{k} & =\frac{1}{\operatorname{vol}\left(B_{X} \cap L\right)} \operatorname{vol}\left(\bigcup_{i=1}^{M}\left(y_{i}+\varepsilon\left(B_{X} \cap L\right)\right)\right) \\
& \leq \frac{1}{\operatorname{vol}\left(B_{X} \cap L\right)} \operatorname{vol}\left((2+\kappa) \varepsilon\left(B_{X} \cap L\right)\right)=(2+\kappa)^{k} \varepsilon^{k}
\end{aligned}
$$

which contradicts the condition $M>(2+\kappa)^{k}$.

Remark. Certainly the last part of the proof is a well-known Kolmogorov volumetric bound for $\varepsilon$-entropy of the ball ([KT], see also [N]).

Proof of Lemma 2. Let us observe that by (2), one has

$$
\begin{equation*}
\beta(T)=\sup _{x \in \operatorname{Im} T} \frac{\left\|T^{-1} x\right\|_{2}}{\|x\|_{1}}=\rho_{\ell_{\infty}^{N}}\left(V,(\operatorname{Im} T)^{\perp}\right) \tag{5}
\end{equation*}
$$

where $V=\left\{f:\left\|T^{*} f\right\|_{2} \leq 1\right\}$ and $(\operatorname{Im} T)^{\perp}$ is the orthogonal complement of the image of operator $T$. By the parallelogram law, for any set $A$ of integers $A \subset[1: N]$ one has

$$
\frac{1}{2^{|A|}} \sum_{\varepsilon_{i}= \pm 1}\left\|\sum_{i \in A} \varepsilon_{i} T^{*} e_{i}\right\|_{2}^{2}=\sum_{i \in A}\left\|T^{*} e_{i}\right\|_{2}^{2}=|A|
$$

(the outer sum here is taken over all $2^{|A|}$ possible choices of the signs). Therefore, for any $A \subset[1: N]$ there exists a vector $x_{A} \in \mathbb{R}^{N}$. s.t.

$$
\left|x_{A}(i)\right|=1 \text { for } i \in A, \quad\left|x_{A}(i)\right|=0 \text { for } i \notin A \text { and }\left\|T^{*} x_{A}\right\|_{2} \leq \sqrt{|A|} .
$$

The last inequality means that $|A|^{-1 / 2} x_{A} \in V$. Set $k=N-n$ and let $\ell$ be a minimal integer satisfying

$$
8^{k} \leq\left(\frac{N}{3 k}\right)^{\ell}
$$

that is, $\ell=1+[3 k \log 2 / \log (N / 3 k)]$. The condition $N<6 n / 5$ implies an inequality $k<N / 6$. Therefore, $\ell \leq 3 k<N / 2$. Hence the following inequality holds

$$
8^{k} \leq\left(\frac{N}{\ell}\right)^{\ell}<\binom{N}{\ell}
$$

It follows that the family of the vectors $|A|^{-1 / 2} x_{A}$, where $A$ runs over all subsets of $[1: N]$ with $\ell$ elements, satisfies all conditions of Lemma 3 with

$$
X=\ell_{\infty}^{n}, \quad \varepsilon=1 / 4 \sqrt{\ell}, \quad \kappa=4, \quad k=N-n
$$

and $M=\binom{N}{\ell}$. Consequently for any subspace, $L \subset \ell_{\infty}^{N}$ of dimension $k$, one has

$$
\rho_{\ell_{\infty}^{N}}(V, L) \geq \frac{1}{4 \sqrt{\ell}}=\frac{1}{4}\left(\left[\frac{3 k \log 2}{\log \frac{N}{3 k}}\right]+1\right)^{-1 / 2}
$$

In particular, the last inequality holds for $L=(\operatorname{ImT})^{\perp}$ and we conclude by Eq. (5).

In fact the proof of Lemma 2 leads to some result on the Kolmogorov width. To formulate it, let us recall that for a given normed space $X$, a natural number $n$ and $1 \leq p \leq 2$, the constant $T_{p}(X, n)$ is the smallest $T$ such that (see e.g. [MS], n. 9)

$$
\left(\frac{1}{2^{n}} \sum_{\varepsilon_{i}= \pm 1}\left\|\sum_{i=1}^{n} \varepsilon_{i} x_{i}\right\|^{2}\right)^{1 / 2} \leq T\left(\sum_{i=1}^{n}\left\|x_{i}\right\|^{p}\right)^{1 / p}
$$

for all $x_{1}, \ldots, x_{n} \in X$ (the first sum here is taken over all $2^{n}$ possible choices of signs).

Recall that for a given subset $K$ of a normed space $Y$, the $n$-Kolmogorov width $d_{n}(K, Y)$ is defined as follows:

$$
d_{n}(K, Y)=\inf _{\substack{L \subset Y \\ \operatorname{dim} L \leq n}} \rho_{X}(K, L)
$$

where the inf is taken over a collection of all linear supspaces $L \subset Y$ of dimension $\operatorname{dim} L \leq n$. Next for a linear operator $S$ from $\mathbb{R}^{d}$ to some normed space $X$ we denote by $K_{S} \subset \mathbb{R}^{d}$ the following set

$$
K_{S}=\left\{x \in \mathbb{R}^{d}:\|S x\|_{X} \leq 1\right\}
$$

Proposition 3. Let $S$ be a linear operator from $\mathbb{R}^{d}$ to some normed space $X$ such that for at least $N(N \leq d)$ indices $i$ one has $\left\|S e_{i}\right\|_{X} \leq 1$. Then for any $k \leq N / 6$ and any $p, 1 \leq p \leq 2$, the following inequality holds

$$
d_{k}\left(K_{S}, \ell_{\infty}^{d}\right) \geq \frac{c}{T_{p}(X, n)} \min \left\{1,\left(\frac{\log \frac{N}{k}}{k}\right)^{1 / p}\right\}
$$

where $c$ is some universal constant and $n=1+\left[3 k \frac{\log 2}{\log \left(\frac{N}{3 k}\right)}\right]$.
We omit the proof of this proposition, which repeats that of Lemma 2.
Proof of Proposition 2. It is fairly well known that for $k<N / 4$ with some universal constant $c_{3}$, the following inequality holds: ${ }^{2}$

$$
\mu\left\{x \in S^{N-1}: \sum_{i=1}^{k}\left|x_{i}\right|^{2}>1 / 2\right\} \leq e^{-c_{3} N}
$$

Next, as usual, $O(N)$ stands for the group of all orthogonal operators in $\mathbb{R}^{N}$, while $\nu_{N}$ (or just $\nu$ ) stands for a normalized Haar measure on $O(N)$. For $W \in O(N)$ we denote by $w_{j} \in \mathbb{R}^{N}$ the $j$ th column of the matrix $W$ and by $\left(w_{i j}\right)$ its entries. Note that when $W$ runs on $O(N)$, any of its rows runs on $S^{N-1}$ and the measure $\nu$ on $O(N)$ thus induces the measure $\mu$ on $S^{N-1}$. It follows that $\nu\left\{W \in O(N)\right.$ : for any $\left.i, i=1, \ldots, N \sum_{j=n+1}^{N}\left|w_{i j}\right|^{2} \leq 1 / 2\right\}>$ $1-N e^{-c_{3} N}$. For $N$ large enough the last quantity is bigger than $1 / 2$. Now, it is known ${ }^{3}$ that for some universal constant $C_{4}$, the $\nu$-measure $W \in O(N)$ such that

[^10]\[

$$
\begin{equation*}
\sup _{\left(\xi_{1}, \ldots, \xi_{n}\right) \neq 0} \frac{\left\|\sum_{j=1}^{n} \xi_{j} w_{j}\right\|_{2}}{\left\|\sum_{j=1}^{n} \xi_{j} w_{j}\right\|_{1}} \leq \min \left\{1, C_{4} \sqrt{\frac{\log \frac{N}{N-n}}{N-n}}\right\} \tag{6}
\end{equation*}
$$

\]

is exponentially close to 1 and in particular is bigger than $1 / 2$ for $N$ large enough. So for $N$ large enough there exists an operator $W \in O(N)$ satisfying (6) and s.t. for any $i, i=1, \ldots, N$,

$$
\begin{equation*}
\sum_{j=1}^{n}\left|w_{i j}\right|^{2}=1-\sum_{j=n+1}^{N}\left|w_{i j}\right|^{2}>\frac{1}{2} . \tag{7}
\end{equation*}
$$

It is quite easy to construct for any $N$ an operator $W \in O(N)$, satisfying (7) only. For example, if $N=2 k$ is even, one can use the operator given by the matrix

$$
\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
I_{k} & -I_{k} \\
I_{k} & I_{k}
\end{array}\right)
$$

where $I_{k}$ is the $k \times k$ unit matrix. It is clear that for bounded $N$ any operator $W \in O(N)$ satisfies (6), probably with a bigger constant. Thus, through a correction of the constant $C_{4}$, one gets for any $n$ and $N<4 n / 3$ operators, $W \in O(N)$, satisfying both (6) and (7). Now let $S: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ be defined by $S e_{i}=w_{i}, i=1, \ldots, n$, where $W$ satisfies (6) and (7). Since the vectors $w_{j}$ are orthonormal, we have $\alpha(S) \leq \sqrt{N}$. On the other hand, the inequality (6) is equivalent to

$$
\beta(S) \leq \min \left\{1, C_{4} \sqrt{\frac{1}{N-n} \log \frac{N}{N-n}}\right\}
$$

while (7) means that

$$
\frac{1}{\sqrt{2}} \leq\left\|S^{*} e_{j}\right\|_{2} \leq 1 \quad j=1, \ldots, N
$$

Therefore operator $T$ defined by

$$
T^{*} e_{j}=\frac{1}{\left\|S^{*} e_{j}\right\|_{2}^{n}} S^{*} e_{j}
$$

gives the desired example.
Proposition 4. Let $T$ be a linear operator from $\mathbb{R}^{n}$ to $\mathbb{R}^{N}$ with $\alpha(T) \leq 1$. Then

$$
\beta(T) \geq c \min \left\{\sqrt{n}, 1+\sqrt{\frac{N}{N-n} \log \frac{N}{N-n}}\right\}
$$

where $c>0$ is some universal constant.

Proof. Let us denote by $\gamma_{2}(T)$ the Hilbert-Schmidt norm of the operator $T$ :

$$
\gamma_{2}(T)=\left(\sum_{i=1}^{N}\left\|T^{*} e_{i}\right\|_{2}^{2}\right)^{1 / 2}
$$

It is well known that $\gamma_{2}(T) \leq \alpha(T)$. Indeed, by the parallelogram law,

$$
\gamma_{2}(T)=\left(\frac{1}{2^{N}} \sum_{\varepsilon_{i}= \pm 1}\left\|T^{*}\left(\sum_{i=1}^{N} \varepsilon_{i} e_{i}\right)\right\|_{2}^{2}\right)^{1 / 2}
$$

Then by duality

$$
\left\|T^{*} x\right\|_{2} \leq \alpha(T)\|x\|_{\infty}
$$

for all $x \in \mathbb{R}^{N}$ and the inequality $\gamma_{2}(T) \leq \alpha(T)$ follows. So for $T$ satisfying $\alpha(T) \leq 1$ there exists at least $[N / 2]+1$ indices $i$ such that $\left\|T^{*} e_{i}\right\|_{2} \leq \sqrt{2 / N}$. Applying Proposition 3 to the operator $S=\sqrt{N / 2} T^{*}$, with $d=N$ and $[N / 2]+1$ instead of $N$, one gets

$$
d_{N-n}\left(\left\{f:\left\|T^{*} f\right\|_{2} \leq 1\right\}, \ell_{\infty}^{N}\right) \geq c \sqrt{N / 2} \min \left\{1, \sqrt{\frac{\log \left(\frac{N}{2(N-n)}\right)}{N-n}}\right\}
$$

provided that $N-n \leq N / 12$. Due to (5), the last inequality implies the desired estimate for $n \geq \frac{11}{12} N$. Now it is enough to use the elementary bound $\alpha(T) \cdot \beta(T) \geq 1$ to complete the proof for $n<\frac{11}{12} N$.

Remarks. 1. By (4), Proposition 4 gives the desired bound for the aspherical constant of the sum of $N$ arbitrary length intervals.
2. Using the factorization theorem [Mau] instead of the inequality $\alpha(T) \geq$ $\gamma_{2}(T)$ permits the proof of Proposition 4 to be reduced to [GG] directly.
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## Note on the Geometric-Arithmetic Mean Inequality

E. Gluskin and V. Milman

School of Mathematical Sciences, Tel Aviv University, Tel Aviv 69978, Israel gluskin@post.tau.ac.il, milman@post.tau.ac.il

In this note, we put together a few observations in the reverse direction in the classical geometric-arithmetic mean inequality which we will study in the form:

$$
\begin{equation*}
\sqrt{\frac{1}{n} \sum_{1}^{n} \lambda_{i}^{2}} \geq\left(\prod_{1}^{n} \lambda_{i}\right)^{1 / n}, \quad \lambda_{i}>0 \tag{1}
\end{equation*}
$$

We show that this inequality is, in fact, asymptotic equivalence with very high probability and also in some other sense connected with the linear structure of the vectors $\lambda=\left(\lambda_{i}\right) \in \mathbb{R}^{n}$. These observations are "standard" from the point of view of the Asymptotic Theory of Normed Spaces but may be useful for purely analytical purposes.

1. Let $x=\left(x_{i}\right)_{1}^{n} \in S^{n-1}$, i.e. $\sum_{1}^{n} x_{i}^{2}=1$. Then (1) states

$$
\left(\prod_{1}^{n}\left|x_{i}\right|\right)^{1 / n} \leq \frac{1}{\sqrt{n}}
$$

We equip $S^{n-1}$ with the probability rotation invariant measure $\sigma(x)$.
Proposition 1. $\operatorname{Prob}\left\{x \in S^{n-1} \mid\left(\prod\left|x_{i}\right|\right)^{1 / n}<\theta / \sqrt{n}\right\} \leq(C \sqrt{\theta})^{n}$ for some absolute constant $C>0$. Say $C=1,6$ suffices. (And therefore, the reverse geometric-arithmetic mean inequality holds for $x \in S^{n-1}:\left(\prod\left|x_{i}\right|\right)^{1 / n} \geq$ $\theta / \sqrt{n}=\theta\left(\frac{1}{n} \sum_{1}^{n} x_{i}^{2}\right)^{1 / 2}$ with the probability above $1-(C \sqrt{\theta})^{n}$.)

Proof. Let $\varphi$ be a positive homogeneous degree $\alpha$ function on $\mathbb{R}^{n}$, i.e. $\varphi(t x)=$ $t^{\alpha} \varphi(x), t>0$. Then for any continuous positive function $f: \mathbb{R} \rightarrow \mathbb{R}^{+}$, one has

$$
\int_{\mathbb{R}^{n}} \varphi(x) f(|x|) d x=\int_{0}^{\infty} r^{\alpha} \cdot r^{n-1} f(r) d r \int_{x \in S^{n-1}} \varphi(x) d x
$$

Apply this formula to the functions $\varphi(x)=\left(\prod_{1}^{n}\left|x_{i}\right|\right)^{p}$ and $f(r)=e^{-r^{2} / 2}$. Then $\alpha=n p$ and we have

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \prod\left|x_{i}\right|^{p} e^{-\sum\left|x_{i}\right|^{2} / 2} d x=\int_{S^{n-1}} \prod\left|x_{i}\right|^{p} \frac{d x}{\sigma_{n-1}} \cdot \sigma_{n-1} \int_{0}^{\infty} r^{n+n p-1} e^{-r^{2} / 2} d r \tag{2}
\end{equation*}
$$

where $\sigma_{n-1}$ denotes the Lebesgue measure of $S^{n-1}$.
The last integral in (2) as well as the left hand one are easily expressed in terms of $\Gamma$-functions. So, we see that

$$
\int_{S_{n-1}}\left(\prod\left|x_{i}\right|\right)^{p} d \sigma(x)=\frac{2}{\sigma_{n-1}} \cdot \frac{\Gamma\left(\frac{p+1}{2}\right)^{n}}{\Gamma\left(\frac{n+n p}{2}\right)} .
$$

In particular, taking $p=-1 / 2$ and recalling that $\sigma_{n-1}=\frac{2 \pi^{n / 2}}{\Gamma\left(\frac{n}{2}\right)}$ we obtain

$$
\mathbb{E}_{S^{n-1}}\left(\prod\left|x_{i}\right|^{-1 / 2}\right)=\int_{S^{n-1}} \prod\left|x_{i}\right|^{-1 / 2} d \sigma(x)=\frac{\Gamma\left(\frac{n}{2}\right)}{\Gamma\left(\frac{n}{4}\right)} \cdot \frac{\Gamma\left(\frac{1}{4}\right)^{n}}{\pi^{n / 2}} \leq\left(C n^{1 / 4}\right)^{n}
$$

for some absolute constant $C>0$ (one may take $C=\frac{\Gamma\left(\frac{1}{4}\right)}{\sqrt{\pi} e^{1 / 4}} \sim 1,593$ ). Therefore, probability

$$
\begin{aligned}
P\left\{\left.x \in S^{n-1}\left|\prod\right| x_{i}\right|^{-1 / 2}>\left(\frac{\sqrt{n}}{\theta}\right)^{n / 2}\right\} & =P\left\{\left.x \in S^{n-1}\left|\prod\right| x_{i}\right|^{1 / n}<\frac{\theta}{\sqrt{n}}\right\} \\
& \leq(C \sqrt{\theta})^{n}
\end{aligned}
$$

by the Chebyshev inequality.
2. Since the first investigations on Dvorezky's Theorem (see [M] and the notion of spectrum there), it has become a common fact in Asymptotic Theory (see [FLM], [MS], $[\mathrm{K}]$ ) that if some given functional on $\mathbb{R}^{n}$ has a sharp concentration then there also exists a subspace of proportional dimension $\theta n$, $0<\theta<1$, such that the restriction of this functional on its unit sphere is almost a constant.

However, interestingly and obviously, it is not so for the geometric mean. Indeed, if a subspace $L \subset \mathbb{R}^{n}$ has dimension $\operatorname{dim} L \geq 2$ then there is $x \in$ $L \cap S^{n-1}$ such that at least one of its coordinates $x_{i}$ is zero and $\prod_{i}^{n}\left|x_{i}\right|=0$.

To avoid this obstacle one can consider a slightly different functional

$$
\begin{equation*}
\varphi(x)=\max _{1 \leq k \leq n} \sqrt{k}\left(\prod_{1}^{k} x_{i}^{*}\right)^{1 / k} \tag{3}
\end{equation*}
$$

where as usual $\left(x_{i}^{*}\right)_{i=1}^{n}$ is a non-increasing rearrangement of the sequence $\left(\left|x_{i}\right|\right)_{i=1}^{n}$, i.e., say, $x_{1}^{*}=\max \left|x_{i}\right|$. Note that inequality (1) means that

$$
\varphi(x) \leq\|x\|_{\ell_{2}}=\sqrt{\sum\left|x_{i}\right|^{2}}
$$

and we are studying its reverse.
The functional $\varphi$ is known to be equivalent to weak $\ell_{2}$-norm

$$
\|x\|_{\ell_{2, \infty}}:=\max _{k} \frac{1}{\sqrt{k}} \sum_{i=1}^{k} x_{i}^{*}
$$

and more precisely

$$
\begin{equation*}
\varphi(x) \leq\|x\|_{\ell_{2, \infty}} \leq 2 \varphi(x) \tag{4}
\end{equation*}
$$

Indeed, the left side follows by the geometric-arithmetic mean inequality. Also $x_{k}^{*} \leq \frac{\varphi(x)}{\sqrt{k}}$ for $k=1, \ldots n$, and therefore

$$
\sum_{1}^{k} x_{i}^{*} \leq \varphi(x) \sum_{1}^{k} \frac{1}{\sqrt{i}} \leq 2 \varphi(x) \sqrt{k}
$$

which implies the right side.
Certainly $\ell_{2, \infty}$ norm is very close to $\ell_{2}$ norm. Particularly, for any vector for which $\ell_{1}$ and $\ell_{2}$ norms are equivalent the norms $\ell_{2, \infty}$ and $\ell_{2}$ are also equivalent. The well known Kashin $[\mathrm{K}]$ theorem claims that also for some $\theta n$-dimensional subspaces $\ell_{1}^{n}$ and $\ell_{2}^{n}$ norms are equivalent (for an almost isometric corresponding fact, see [FLM] and for the right behavior of parameters when $\theta$ approaches 1 , see [GG]). More precisely:
for any $\theta, 0<\theta<1$, there exists a subspace $L \subset \mathbb{R}^{n}$ of dimension $k=[\theta n]$ such that

$$
\begin{equation*}
\frac{1}{\sqrt{n}}\|x\|_{\ell_{1}^{n}} \leq\|x\|_{\ell_{2}^{n}} \leq \frac{C(\theta)}{\sqrt{n}}\|x\|_{\ell_{1}^{n}} \tag{5}
\end{equation*}
$$

for any $x \in L$. The function $C(\theta)$ above depends only on $\theta$ and it is known ([GG]) that $C(\theta) \sim \sqrt{\frac{1}{1-\theta} \log \frac{1}{1-\theta}}$ when $\theta$ approaches 1 . Also, (5) is satisfied for an exponentially close to 1 measure of $k$-dimensional subspaces (with probability above $1-e^{-c k}$ for a universal number $c>0$ ).

From (4) it follows that for such subspaces $L$ and any $x \in L$ also

$$
\varphi(x) \leq\|x\|_{\ell_{2}^{n}} \leq 2 C(\theta) \varphi(x)
$$

In fact, the functional $\varphi$ in the last inequalities may be changed to a smaller one which is more useful. Introduce for $m=\left[n / 4 C(\theta)^{2}\right]$

$$
\widetilde{\varphi}(x)=\sqrt{m}\left(\prod_{1}^{m} x_{i}^{*}\right)^{1 / m}
$$

Then for any $x \in \mathbb{R}^{n}$ one has

$$
\|x\|_{\ell_{1}^{n}} \leq(n-m) x_{m}^{*}+\sqrt{m}\|x\|_{\ell_{2}^{n}}
$$

Now, whenever (5) is satisfied the following inequality also holds

$$
\|x\|_{\ell_{2}^{n}} \leq C(\theta) \sqrt{n} x_{m}^{*}+\frac{1}{2}\|x\|_{\ell_{2}^{n}}
$$

and consequently

$$
\widetilde{\varphi}(x) \leq\|x\|_{\ell_{2}^{n}} \leq 2 C(\theta) \sqrt{n} x_{m}^{*} \leq 4 C^{2}(\theta) \widetilde{\varphi}(x)
$$

Summarizing the information we collected above we have
Proposition 2. Let $f(x)=-\frac{1}{x} \log x$. For some universal constant $c>0$, any integer $n$ and any $\theta, 0<\theta<1, k=[\theta n]$, a random $k$-dimensional subspace $L \subset \mathbb{R}^{n}$ with high probability satisfies: for any $x \in L$

$$
\sqrt{m}\left(\prod_{1}^{m} x_{i}^{*}\right)^{1 / m} \geq \frac{c}{f(1-\theta)}\|x\|_{\ell_{2}^{n}}
$$

where $m=[c n / f(1-\theta)]$.
Kashin also proved that for a random orthogonal matrix $u \in O(n)$ with probability above $1-e^{-c n}$ the following inequality holds:

$$
\|x\|_{\ell_{2}^{n}} \leq \frac{c}{\sqrt{n}}\left(\|x\|_{\ell_{1}^{n}}+\|u x\|_{\ell_{1}^{n}}\right)
$$

Exactly as before one gets a similar corollary in our case.
Corollary. There are universal constants $c_{i}>0, i=1,2,3$ such that for $k=\left[c_{1} n\right]$ for a random operator $u \in O(n)$ with probability above $1-e^{-c_{2} n}$ and any $x \in \mathbb{R}^{n}$ either

$$
\sqrt{k}\left(\prod_{1}^{k} x_{i}^{*}\right)^{1 / k} \geq c_{3}\|x\|_{\ell_{2}}
$$

or this inequality is satisfied for the vector $y=u x$.
3. Note also that for any $C>1$ the set of positive vectors

$$
G_{1 ; n}(C)=\left\{\bar{x} \in\left(\mathbb{R}^{n}\right)^{+} \left\lvert\, \frac{1}{n} \sum_{1}^{n} x_{i} \leq C\left(\prod_{1}^{n} x_{i}\right)^{1 / n}\right.\right\}
$$

is a convex cone. (It is a trivial consequence of the geometric-arithmetic mean inequality.) Convex sets

$$
G_{1 ; n}(C) \cap\left\{\bar{x} \mid \sum_{1}^{n} x_{i}=1\right\}
$$

are interesting objects to study.
There are other related convex sets. Let $\left\{x_{i}>0\right\}_{1}^{n}$ and $E_{j}=1 /\binom{n}{j}$ $\sum_{1 \leq i_{1}<\ldots<i_{j} \leq n} x_{i_{1}} x_{i_{2}} \cdots x_{i_{j}}, 1 \leq j \leq n$, be the normalized elementary symmetric functions. Then the classical inequalities of Maclaurin's state, for $j>i$, are

$$
E_{i}^{1 / i} \geq E_{j}^{1 / j}
$$

Then, for $i=1$ and any $C>1$, sets

$$
\left\{\bar{x} \in\left(\mathbb{R}^{n}\right)^{+} \mid E_{1} \leq C E_{j}^{1 / j}\right\}:=G_{j ; n}(C)
$$

are convex cones, and again, it means that convex sets

$$
G_{j ; n}(C) \cap\left\{\bar{x} \mid \sum_{1}^{n} x_{i}=1\right\}
$$

describe reverse Maclaurin's inequalities.
To prove this fact one should use the Lopez-Marcus [LM] inequalities: for any $\bar{x}$ and $\bar{y} \in\left(\mathbb{R}^{n}\right)^{+}$and any $j, 1 \leq j \leq n$,

$$
E_{j}\left(\frac{\bar{x}+\bar{y}}{2}\right)^{1 / j} \geq \frac{E_{j}(\bar{x})^{1 / j}+E_{j}(\bar{y})^{1 / j}}{2}
$$

Indeed, let $\bar{x}, \bar{y} \subset G_{j ; n}(C)$. Then
$E_{j}\left(\frac{\bar{x}+\bar{y}}{2}\right)^{1 / j} \geq \frac{E_{j}(\bar{x})^{1 / j}+E_{j}(\bar{y})^{1 / j}}{2} \geq \frac{1}{C} \frac{E_{1}(\bar{x})+E_{1}(\bar{y})}{2}=\frac{1}{C} E_{1}\left(\frac{\bar{x}+\bar{y}}{2}\right)$.
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#### Abstract

Summary. In this paper we study the quantity $\mathbb{E} \sup _{t \in T} X_{t}$, where $X_{t}$ is some random process. In the case of the Gaussian process, there is a natural sub-metric $d$ defined on $T$. We find an upper bound in terms of labelled-covering trees of ( $T, d$ ) and a lower bound in terms of packing trees (this uses the knowledge of packing numbers of subsets of $T$ ). The two quantities are proved to be equivalent via a general result concerning packing trees and labelled-covering trees of a metric space. Instead of using the majorizing measure theory, all the results involve the language of entropy numbers. Part of the results can be extended to some more general processes which satisfy some concentration inequality.


## 1 Introduction

Let $(T, d)$ be a compact metric space and for all $t \in T, X_{t}$ be a collection of random variables such that $\mathbb{E} X_{t}=0$. The aim of this paper is to present a different approach to the theory of majorizing measures. To avoid the problem of measurability of $\sup _{t \in T} X_{t}$, we take, as usual, the following definition:

$$
\begin{equation*}
\mathbb{E} \sup _{t \in T} X_{t}=\sup \left\{\mathbb{E} \sup _{t \in T_{f}} X_{t}, T_{f} \text { finite subset of } T\right\} \tag{*}
\end{equation*}
$$

It allows us to assume without loss of generality that $(T, d)$ is in fact a finite metric space, which will make the presentation of the statements clearer. It means that in a general compact metric space $(T, d)$, we take a very fine net on the set $T$ to approach the quantity $\mathbb{E} \sup _{t \in T} X_{t}$. We want to present a new way to provide an estimate of this quantity where $\left(X_{t}\right)_{t \in T}$ is in particular a Gaussian process. In this case, there is a natural sub-metric $d$ defined on $T$ by $d(s, t)^{2}=\mathbb{E}\left|X_{s}-X_{t}\right|^{2}$ and of course, by taking a quotient, we can assume that $d$ is a metric on $T$. We recall a result of Talagrand in terms of the majorizing measure

Theorem [T1]. If $T$ is a finite set, $\left(X_{t}\right)_{t \in T}$ is a Gaussian process with the natural sub-metric $d$ associated, then, up to universal constants, $\mathbb{E} \sup _{t \in T} X_{t}$ is similar to the quantity

$$
\inf \sup _{t \in T} \int_{0}^{\infty} \sqrt{\log \frac{1}{\mu(B(t, \varepsilon))}} d \varepsilon
$$

[^11]where the infimum is taken over all probability measures on $T$, and $B(t, \varepsilon)=$ $\{s \in T, d(s, t) \leq \varepsilon\}$.

One of the biggest problems is to provide a uniform approach for construction of a "good" measure.

The main tools of this paper are "packing" and "labelled-covering" trees. The idea to use these objects comes from works of Talagrand [T3], [T5]. In [T3] he defined the notion of an $s$-tree and he shows, using the majorizing measures technique, that an $s$-tree provides an estimate for $\mathbb{E} \sup _{t \in T} X_{t}$. This point of view has been very fruitful in the study of embeddings of subspace of $L_{p}$ into $\ell_{p}^{n}$ for $0<p<1[\mathrm{Z}]$. Here we would like to present a geometrical method for providing bounds for the supremum of a process which satisfies a concentration type inequality, where instead of measures, we will consider special families of sets of our metric space $T$. The main idea is to present a straightforward technique which like the theorems of Dudley and Sudakov involves the language of entropy numbers.

There are two different sections in this paper. First, we present the notions of packing and labelled-covering trees and define how to measure the size of such trees. The main result of this part is a general comparison of these two quantities. The second part is devoted to the study of upper and lower bounds of $(*)$ when the process satisfies a concentration type inequality. We obtain an improvement of Dudley's result which gives directly, iterating this result, an upper bound in function of the size of labelled-covering trees of the compact metric space $(T, d)$. For the lower bound, an additional hypothesis is a Sudakov type minoration of $\mathbb{E} \sup \left(X_{t_{1}}, \ldots, X_{t_{N}}\right)$ for well separated points in $T$. In this part, we consider for simplicity a particular case of the Gaussian process but the spirit of this idea allows generalization when the process satisfies other types of concentrations and other Sudakov type minorations [L], [T2]. We obtain an expression in terms of the size of packing trees and combining this with the result of the first part, it shows that in the Gaussian (or Euclidean) case, all these quantities are similar up to universal constants.

## 2 Trees of Sets

Consider a finite metric space $(T, d)$.
Recall that a tree of subsets of $T$ is a finite collection $\mathcal{F}$ of subsets of $T$ with the property that for all $A, B \in \mathcal{F}$, either $A \cap B=\emptyset$, or $A \subset B$, or $B \subset A$. We say that $B$ is a son of $A$ if $B \subset A, B \neq A$ and

$$
C \in \mathcal{F}, \quad B \subset C \subset A \quad \Longrightarrow \quad C=B \text { or } C=A
$$

We assume that $\mathcal{A}_{1}$ consists of one single set (this is the root of $\mathcal{F}$ ) and that for each $k \in \mathbb{N}^{\star}, \mathcal{A}_{k+1}$ is a finite collection of subsets of $T$ such that each of them is a son of a set in $\mathcal{A}_{k}$. A branch of $\mathcal{F}$ is a sequence $A_{1} \supset A_{2} \supset \ldots$
such that $A_{k+1}$ is a son of $A_{k}$. A branch is maximal if it is not contained in a longer branch. To each $A \in \mathcal{F}$ we denote by $N(A)$ the number of sons of $A$.

Let $B_{1}, \ldots, B_{N(A)}$ be sons of $A$. We denote by $\ell_{A}$ a one-to-one map

$$
\ell_{A}:\left\{B_{1}, \ldots, B_{N(A)}\right\} \rightarrow\{1, \ldots, N(A)\}
$$

Consider some fixed number $r \geq 120$. A tree $\mathcal{F}$ is called a packing tree if to each $A \in \mathcal{F}$, we can associate an integer $n(A) \in \mathbb{Z}$ such that

1) for all sons B of $\mathrm{A}, \operatorname{diam}(B) \leq 2 r^{-n(A)}$,
2) if $B$ and $B^{\prime}$ are two distinct sons of $A$ then $d\left(B, B^{\prime}\right) \geq 30 r^{-n(A)}$.

We define the size $\gamma_{p}(\mathcal{F}, d)$ of a packing tree $\mathcal{F}$ to be the infimum over all possible maximal branches of

$$
\sum_{k \geq 1} r^{-n\left(A_{k}\right)} \sqrt{\log \left(N\left(A_{k}\right)\right)}
$$

A tree $\mathcal{F}$ is called a labelled-covering tree if

1) for any $t \in T$ there is a maximal branch $A_{1} \supset A_{2} \supset \ldots$ such that $t=\bigcap A_{k}$,
2) to each $A \in \mathcal{F}$ is associated a labelled function $\ell_{A}$ (which numerates each son of A ) and an integer $n(A) \in \mathbb{Z}$ such that $\operatorname{radius}(A) \leq r^{-n(A)}$ (we allow $n(A)=+\infty$ when the set $A$ is a single point).

Finally we define the size $\gamma_{c}(\mathcal{F}, d)$ of a labelled-covering tree $\mathcal{F}$ as the supremum over all possible maximal branches of

$$
\sum_{k \geq 1} r^{-n\left(A_{k}\right)} \sqrt{\log \left(e \ell_{A_{k}}\left(A_{k+1}\right)\right)}
$$

We denote by $\operatorname{Cov}(T, d)$ (respectively, $\operatorname{Pac}(T, d))$ the set of all labelledcovering (respectively, packing) trees in $T$. The first theorem shows a connection between the definitions of size of packing trees and of labelled-covering trees.

Theorem 1. There exists a constant $C>1$ such that for any finite metric space $(T, d)$

$$
\inf _{\mathcal{F} \in \operatorname{Cov}(T, d)} \gamma_{c}(\mathcal{F}, d) \leq C \sup _{\mathcal{F} \in \operatorname{Pac}(T, d)} \gamma_{p}(\mathcal{F}, d)
$$

To prove it, we will use the following theorem due to Talagrand.
Theorem [T5]. Consider a finite metric space $(T, d)$ and the largest $i \in \mathbb{Z}$ such that radius $(T) \leq r^{-i}$. Assume that for $j \geq i$ there are functions $\phi_{j}$ : $T \rightarrow \mathbb{R}^{+}$with the following property:

For any point $s$ of $T$, any integer $j \geq i$ and $N \geq 1$, if $t_{1}, \ldots t_{N}$ are $N$ points in $B\left(s, r^{-j}\right)$ such that

$$
d\left(t_{l^{\prime}}, t_{l}\right) \geq r^{-j-1}, \text { for any } l, l^{\prime} \leq N, l \neq l^{\prime}
$$

then we have

$$
\begin{equation*}
\phi_{j}(s) \geq \alpha r^{-j} \sqrt{\log N}+\min _{l \leq N} \phi_{j+2}\left(t_{l}\right) . \tag{1}
\end{equation*}
$$

Assume also that $\left(\phi_{j}\right)_{j \geq i}$ is a decreasing sequence of functions. Then

$$
\inf _{\mathcal{F} \in \operatorname{Cov}(T, d)} \gamma_{c}(\mathcal{F}, d) \leq \frac{5}{\alpha} \sup _{t \in T} \phi_{i}(t) .
$$

For completeness of the paper, we reproduce here a proof of this result which is almost the proof of Proposition 4.3 of [T5].

Proof. Our goal is to construct a labelled-covering tree $\mathcal{F}$ such that

$$
\sum_{k \geq 1} r^{-n\left(A_{k}\right)} \sqrt{\log \left(e \ell_{A_{k}}\left(A_{k+1}\right)\right)} \leq C \sup _{t \in T} \phi_{i}(t)
$$

for any branch $\left\{A_{1} \supset \ldots \supset A_{k} \supset \ldots\right\}$ in $\mathcal{F}$.
We will inductively construct our covering tree.
First step: $k=1$.
The first step consists of taking $A_{1}=T, n\left(A_{1}\right)=n(T)=i$ and we define $a_{1}\left(A_{1}\right) \in A_{1}$ such that

$$
A_{1} \subset B\left(a_{1}\left(A_{1}\right), r^{-i}\right)
$$

Iterative step: from $k$ to $k+1$.
Assume that we have constructed the $k^{\text {th }}$ level $\mathcal{A}_{k}$ of the tree $\mathcal{F}$ (which is a covering of the set $T$ ) such that

1) $T=A_{k}^{1} \cup \ldots \cup A_{k}^{d}$,
2) for each set $A_{k}$ of this covering, either $A_{k}$ is a single point or there exists $a_{k}\left(A_{k}\right) \in A_{k}$ such that $A_{k} \subset B\left(a_{k}\left(A_{k}\right), r^{-n\left(A_{k}\right)}\right)$ with the biggest possible integer $n\left(A_{k}\right)$.

If all the sets of this covering consist of single points then the construction is finished (and this situation will appear because $T$ is a finite set). Now we show how to partition any given element $A_{k}$ of this covering. If $A_{k}$ is a single point then $n\left(A_{k}\right)=+\infty$ and $A_{1} \supset \ldots \supset A_{k}$ is a maximal branch so we have nothing to do. Assume now that $A_{k}$ is not a single point.
We pick $t_{1} \in A_{k}$ such that

$$
\phi_{n\left(A_{k}\right)+2}\left(t_{1}\right)=\max \left\{\phi_{n\left(A_{k}\right)+2}(t) ; t \in A_{k}\right\} .
$$

Then the first son of $A_{k}$ is

$$
B_{1}=A_{k} \cap B\left(t_{1}, r^{-n\left(A_{k}\right)-1}\right)
$$

and $a_{k+1}\left(B_{1}\right)=t_{1}$. We define $n\left(B_{1}\right)$ as the biggest integer such that $B_{1} \subset$ $B\left(t_{1}, r^{-n\left(B_{1}\right)}\right)$. To construct $B_{2}$ we repeat this procedure, replacing $A_{k}$ by $A_{k} \backslash B_{1}$. This set is not empty because $r>2, A_{k}$ is not a single point and by the maximum condition on $n\left(A_{k}\right)$.

Finally we have constructed points $t_{1}, \ldots, t_{N}(N \geq 2)$ and sons $B_{1}, \ldots, B_{N}$ such that for any $m \in\{1, \ldots, N\}$,

$$
t_{m} \in A_{k} \backslash \bigcup_{l<m} B\left(t_{l}, r^{-n\left(A_{k}\right)-1}\right)
$$

and

$$
\phi_{n\left(A_{k}\right)+2}\left(t_{m}\right)=\max \left\{\phi_{n\left(A_{k}\right)+2}(t) ; t \in A_{k} \backslash \bigcup_{l<m} B\left(t_{l}, r^{-n\left(A_{k}\right)-1}\right)\right\} .
$$

It is clear (by construction) that $B_{1}, \ldots, B_{N}$ are sons of $A_{k}$, form a covering of $A_{k}$ and that $n\left(B_{m}\right) \geq n\left(A_{k}\right)+1$. Also by construction $d\left(t_{l}, t_{l^{\prime}}\right) \geq r^{-n\left(A_{k}\right)-1}$, $d\left(a_{k}\left(A_{k}\right), t_{m}\right) \leq r^{-n\left(A_{k}\right)}$ and taking $j=n\left(A_{k}\right)$, we obtain by definition of our functions $\phi_{j}$ that for any $m \in\{1, \ldots, N\}$,

$$
\phi_{n\left(A_{k}\right)}\left(a_{k}(A)\right) \geq \alpha r^{-n\left(A_{k}\right)} \sqrt{\log m}+\min _{l \leq m} \phi_{n\left(A_{k}\right)+2}\left(t_{l}\right) .
$$

We labelled the sons by setting $\ell_{A}\left(B_{m}\right)=m$ so

$$
\phi_{n\left(A_{k}\right)}\left(a_{k}(A)\right) \geq \alpha r^{-n\left(A_{k}\right)} \sqrt{\log \ell_{A}\left(B_{m}\right)}+\min _{l \leq m} \phi_{n\left(A_{k}\right)+2}\left(t_{l}\right) .
$$

By construction of the points $\left\{t_{l}\right\}$, if $l<l^{\prime}$,

$$
\phi_{n\left(A_{k}\right)+2}\left(t_{l}\right) \geq \phi_{n\left(A_{k}\right)+2}\left(t_{l^{\prime}}\right),
$$

so we get

$$
\min _{l \leq m} \phi_{n\left(A_{k}\right)+2}\left(t_{l}\right) \geq \phi_{n\left(A_{k}\right)+2}\left(t_{m}\right) .
$$

At this stage, for each set $A_{k}$ of our starting covering of $T$, we have constructed a labelled function $\ell_{A_{k}}$, sons who form a covering of $A_{k}$ such that for all sons $A_{k+1}$ of $A_{k}, n\left(A_{k+1}\right) \geq n\left(A_{k}\right)+1$, and point $a_{k+1}\left(A_{k+1}\right)$ such that

$$
\phi_{n\left(A_{k}\right)}\left(a_{k}\left(A_{k}\right)\right) \geq \alpha r^{-n\left(A_{k}\right)} \sqrt{\log \ell_{A_{k}}\left(A_{k+1}\right)}+\phi_{n\left(A_{k}\right)+2}\left(a_{k+1}\left(A_{k+1}\right)\right) .
$$

Next we observe that of course, for all sons $A_{k+2}$ of $A_{k+1}, a_{k+2}\left(A_{k+2}\right) \in A_{k+1}$ so by construction of $a_{k+1}\left(A_{k+1}\right)$,

$$
\phi_{n\left(A_{k}\right)+2}\left(a_{k+1}\left(A_{k+1}\right)\right) \geq \phi_{n\left(A_{k}\right)+2}\left(a_{k+2}\left(A_{k+2}\right)\right) .
$$

But $n\left(A_{k+2}\right) \geq n\left(A_{k+1}\right)+1 \geq n\left(A_{k}\right)+2$ (by construction) and as $\left(\phi_{j}\right)_{j \geq i}$ is a decreasing sequence of functions,

$$
\phi_{n\left(A_{k}\right)+2}\left(a_{k+2}\left(A_{k+2}\right)\right) \geq \phi_{n\left(A_{k+2}\right)}\left(a_{k+2}\left(A_{k+2}\right)\right)
$$

and finally, for all branches $A_{k} \supset A_{k+1} \supset A_{k+2}$,

$$
\phi_{n\left(A_{k}\right)}\left(a_{k}\left(A_{k}\right)\right) \geq \alpha r^{-n\left(A_{k}\right)} \sqrt{\log \ell_{A_{k}}\left(A_{k+1}\right)}+\phi_{n\left(A_{k+2}\right)}\left(a_{k+2}\left(A_{k+2}\right)\right)
$$

## Conclusion.

If we sum up the last inequality for $k \geq 1$, we get

$$
\phi_{n\left(A_{1}\right)}\left(a_{1}\left(A_{1}\right)\right)+\phi_{n\left(A_{2}\right)}\left(a_{2}\left(A_{2}\right)\right) \geq \alpha \sum_{k \geq 1} r^{-n\left(A_{k}\right)} \sqrt{\log \ell_{A_{k}}\left(A_{k+1}\right)}
$$

which gives (because the sequence $\left(\phi_{j}\right)_{j \geq i}$ is decreasing), for all branches $A_{1} \supset \ldots \supset A_{k} \supset \ldots$ of the labelled-covering tree $\mathcal{F}$

$$
\alpha \sum_{k \geq 1} r^{-n\left(A_{k}\right)} \sqrt{\log \ell_{A_{k}}\left(A_{k+1}\right)} \leq 2 \sup _{t \in T} \phi_{i}(t) .
$$

Now call

$$
S_{1}=\sup _{\text {maximal branch }} \sum_{k \geq 1} r^{-n\left(A_{k}\right)} \sqrt{\log \ell_{A_{k}}\left(A_{k+1}\right)}
$$

and

$$
S_{2}=\sup _{\text {maximal branch }} \sum_{k \geq 1} r^{-n\left(A_{k}\right)} \sqrt{\log e \ell_{A_{k}}\left(A_{k+1}\right)}
$$

It is clear that $S_{1} \geq r^{-n\left(A_{1}\right)} \sqrt{\log 2}$. By construction, for all sons $A_{k+1}$ of $A_{k}$, $n\left(A_{k+1}\right) \geq n\left(A_{k}\right)+1$ then for all maximal branch $A_{1} \supset \ldots \supset A_{k} \supset \ldots$ of the labelled-covering tree $\mathcal{F}$,

$$
\begin{aligned}
\sum_{k \geq 1} r^{-n\left(A_{k}\right)} \sqrt{\log e \ell_{A_{k}}\left(A_{k+1}\right)} & \leq \sum_{k \geq 1} r^{-n\left(A_{k}\right)}\left(1+\sqrt{\log \ell_{A_{k}}\left(A_{k+1}\right)}\right) \\
& \leq S_{1}+\frac{r-1}{r} r^{-n\left(A_{1}\right)} \leq \frac{5}{2} S_{1}
\end{aligned}
$$

because $r$ is large enough. It proves that for this tree $\mathcal{F}$,

$$
S_{2} \leq 5 S_{1} / 2 \leq 5 \sup _{t \in T} \phi_{i}(t) / \alpha .
$$

Proof (of Theorem 1). Let $i$ be the largest integer such that radius $(T) \leq r^{-i}$. For a set $A \subset T$, let $\gamma_{p}(A)=\sup _{\mathcal{F} \in \operatorname{Pac}(A, d)} \gamma_{p}(\mathcal{F}, d)$, and for all integers $j \geq i$, define the function $\phi_{j}: T \rightarrow \mathbb{R}^{+}$by

$$
\forall s \in T, \phi_{j}(s)=\gamma_{p}\left(B\left(s, 2 r^{-j}\right)\right)
$$

The sequence $\left(\phi_{j}\right)_{j \geq i}$ is decreasing and, by definition of $i \in \mathbb{Z}$,

$$
\sup _{t \in T} \phi_{i}(t)=\gamma_{p}(T) .
$$

To prove Theorem 1, we need to check assumption (1) of the previous theorem. Fix some $j \geq i$ and $s \in T$. Let $t_{1}, \ldots, t_{N}$ be points in $B\left(s, r^{-j}\right)$ with $d\left(t_{l}, t_{l^{\prime}}\right) \geq r^{-j-1}$, then

$$
\phi_{j+2}\left(t_{l}\right)=\gamma_{p}\left(B\left(t_{l}, 2 r^{-j-2}\right)\right) \quad \text { and } \quad B\left(t_{l}, 2 r^{-j-2}\right) \subset B\left(s, 2 r^{-j}\right)
$$

and

$$
d\left(B\left(t_{l}, 2 r^{-j-2}\right), B\left(t_{l^{\prime}}, 2 r^{-j-2}\right)\right) \geq r^{-j-1}-4 r^{-j-2} \geq \frac{1}{4} r^{-j-1}
$$

Consider in $B\left(s, 2 r^{-j}\right)$ a two level packing tree whose first level is $B\left(s, 2 r^{-j}\right)$ and whose second level consists of

$$
\left\{B_{l}=B\left(t_{l}, 2 r^{-j-2}\right)\right\}_{l \leq N} .
$$

Take $n\left(B\left(s, 2 r^{-j}\right)\right)=j+2$ then for each son $B, B^{\prime}$ of $B\left(s, 2 r^{-j}\right), \operatorname{diam}(B) \leq$ $2 r^{-n\left(B\left(s, 2 r^{-j}\right)\right)}$ and

$$
d\left(B, B^{\prime}\right) \geq \frac{1}{4} r^{-j-1} \geq 30 r^{-n\left(B\left(s, 2 r^{-j}\right)\right)}=\frac{30}{r} r^{-j-1}
$$

because $r$ is large enough $(r=120)$. By definition of the size of packing trees,

$$
\gamma_{p}\left(B\left(s, 2 r^{-j}\right)\right) \geq r^{-j-2} \sqrt{\log N}+\min _{l \leq N} \gamma_{p}\left(B\left(t_{l}, 2 r^{-j-2}\right)\right)
$$

or

$$
\phi_{j}(s) \geq \frac{1}{r^{2}} r^{-j} \sqrt{\log N}+\min _{l \leq N} \phi_{j+2}\left(t_{l}\right)
$$

so we can apply the previous theorem with $\alpha=1 / r^{2}$.

## 3 Application to Random Processes

Let $(T, d)$ be a finite metric space, and for all $t \in T, X_{t}$ be a collection of random variables such that $\mathbb{E} X_{t}=0$. In this part, we show how the quantities defined in the above sections are related to the study of $\mathbb{E} \sup _{t \in T} X_{t}$.

We will say that the process $\left(X_{t}\right)_{t \in T}$ satisfies a concentration inequality (H) if there exists $c>0$ such that

$$
\left\{\begin{array}{l}
\text { for all subsets } A \subset T, \text { for all } t_{0} \in T, \\
\text { if } Y_{A, t_{0}}=\sup _{t \in A}\left(X_{t}-X_{t_{0}}\right) \text { and } \sigma=\sup _{t \in A} d\left(t, t_{0}\right) \text { then } \\
\forall u \geq 0, \mathbb{P}\left(\left|Y_{A, t_{0}}-\mathbb{E} Y_{A, t_{0}}\right| \geq u\right) \leq 2 \exp \left(-c\left(\frac{u}{\sigma}\right)^{2}\right)
\end{array}\right.
$$

Remark. This hypothesis (H) implies a deviation inequality: for all $(s, t) \in T$,

$$
\mathbb{P}\left(\left|X_{s}-X_{t}\right| \geq u\right) \leq 2 \exp \left(-c\left(\frac{u}{d(s, t)}\right)^{2}\right)
$$

Indeed, choose $s=t_{0}$ and $A=\{t\}$ then $\sigma=d(s, t)$ and $Y_{A, t_{0}}=X_{t}-X_{t_{0}}$ which gives the result. Maurey and Pisier ([P] Theorem 4.7) have proved that $(\mathrm{H})$ is satisfied for the Gaussian process (with $c=2 / \pi^{2}$ ) and Talagrand [T4] proved it for the Bernoulli process. We don't know if it is true for a general subgaussian process, i.e. a process which satisfies only a deviation inequality as above.

### 3.1 Relation with the Size of Covering Trees

When the process $\left(X_{t}\right)_{t \in T}$ satisfies such a concentration inequality, we obtain an upper bound of $\mathbb{E} \sup _{t \in T} X_{t}$ in terms of the size of labelled-covering trees of $T$ with respect to the metric $d$. The next result is an improvement of Lemma 3.4.4 in [Fe] which was the usual Dudley's upper bound.

Theorem 2. If the process $\left(X_{t}\right)_{t \in T}$ satisfies a concentration inequality $(H)$, there exists a constant $C_{1}>0$ (depending only on the constant $c$ in (H)) such that for all $N \in \mathbb{N}^{\star}$, for all subsets $A_{1}, \ldots, A_{N}$ of $T$, and $A=A_{1} \cup \ldots \cup A_{N}$, we have

$$
\mathbb{E} \sup _{t \in A} X_{t} \leq \sup _{1 \leq \ell \leq N}\left(C_{1} \operatorname{diam} A \sqrt{\log e \ell}+\mathbb{E} \sup _{t \in A_{\ell}} X_{t}\right) .
$$

Proof. Let $t_{0} \in A$ then $\mathbb{E} \sup _{t \in A} X_{t}=\mathbb{E} \sup _{t \in A}\left(X_{t}-X_{t_{0}}\right)$. For all $\ell \in\{1, \ldots, N\}$, let $Y_{\ell}=\sup _{t \in A_{\ell}}\left(X_{t}-X_{t_{0}}\right)$ then

$$
\mathbb{E} \sup _{t \in A} X_{t}=\mathbb{E} \sup _{1 \leq \ell \leq N} Y_{\ell} .
$$

Let $S$ be defined by

$$
S=\sup _{1 \leq \ell \leq N}\left(c_{1} \operatorname{diam}(A) \sqrt{\log e \ell}+\mathbb{E} \sup _{t \in A_{\ell}} X_{t}\right)
$$

where $c_{1}$ will be defined later in accordance with the constant $c>0$ in the hypothesis (H).
As $\sup _{1 \leq \ell \leq N} Y_{\ell}$ is a non-negative random variable,

$$
\begin{aligned}
\mathbb{E} \sup _{1 \leq \ell \leq N} Y_{\ell} & =\int_{0}^{+\infty} \mathbb{P}\left(\exists \ell \in\{1 \ldots, N\}, Y_{\ell}>u\right) d u \\
& \leq K+\int_{K}^{+\infty} \mathbb{P}\left(\exists \ell \in\{1 \ldots, N\}, Y_{\ell}>u\right) d u
\end{aligned}
$$

By definition of $S$, for all $\ell \in\{1, \ldots, N\}$,

$$
S \geq\left(c_{1} \operatorname{diam}(A) \sqrt{\log e \ell}+\mathbb{E} Y_{\ell}\right)
$$

so by choosing $K=S$, we obtain

$$
\begin{aligned}
\mathbb{E} \sup _{1 \leq \ell \leq N} Y_{\ell} & \leq S+\int_{S}^{+\infty} \mathbb{P}\left(\exists \ell, Y_{\ell}-\mathbb{E} Y_{\ell}>u-S+c_{1} \operatorname{diam}(A) \sqrt{\log e \ell}\right) d u \\
& \leq S+\sum_{\ell=1}^{N} \int_{0}^{+\infty} \mathbb{P}\left(Y_{\ell}-\mathbb{E} Y_{\ell}>u+c_{1} \operatorname{diam}(A) \sqrt{\log e \ell}\right) d u
\end{aligned}
$$

To conclude, we know that for all $t \in A_{\ell}, d\left(t, t_{0}\right) \leq \operatorname{diam}(A)$ and by the concentration inequality (H), we have

$$
\begin{aligned}
\mathbb{E} \sup _{1 \leq \ell \leq N} Y_{\ell} & \leq S+2 \sum_{\ell=1}^{+\infty} \int_{0}^{+\infty} \exp \left(-c\left(\frac{u}{\operatorname{diam}(A)}+c_{1} \sqrt{\log e \ell}\right)^{2}\right) d u \\
& \leq S+\sqrt{\frac{\pi}{c}} \operatorname{diam}(A) \sum_{\ell=1}^{+\infty} \exp \left(-c c_{1}^{2} \log (e \ell)\right) \\
& \leq S+\frac{1}{e^{2}} \sqrt{\frac{\pi}{c}} \operatorname{diam}(A) \sum_{\ell=1}^{+\infty} \frac{1}{\ell^{2}}
\end{aligned}
$$

choosing $c_{1}$ such that $c c_{1}^{2}=2$. Because $\log e \ell \geq 1$, we have proved the theorem with

$$
C_{1}=\frac{1}{\sqrt{c}}\left(\sqrt{2}+\frac{\pi^{3 / 2}}{6 e^{2}}\right)
$$

Now, it is very easy to deduce the following result.
Corollary 3. If the process $\left(X_{t}\right)_{t \in T}$ satisfies a concentration inequality (H) then there exists a constant $C>1$ (depending only on the constant $c$ in (H)) such that

$$
\mathbb{E} \sup _{t \in T} X_{t} \leq C \inf _{\mathcal{F} \in \operatorname{Cov}(T, d)} \gamma_{c}(\mathcal{F}, d) .
$$

Proof. Let $\mathcal{F}$ be a labelled-covering tree of $T$ with respect to the metric $d$. Then by Theorem 2, we deduce that

$$
\mathbb{E} \sup _{t \in T} X_{t} \leq \sup _{A_{i} \text { sons of } T}\left(C_{1} \operatorname{diam} T \sqrt{\log e \ell_{T}\left(A_{i}\right)}+\mathbb{E} \sup _{t \in A_{i}} X_{t}\right)
$$

Now iterating this procedure over a particular son that realizes this maximum (it is finite because $T$ is finite and note also that by the hypothesis on a labelled-covering tree, the last term of the sum will be $\mathbb{E} X_{t_{i}}=0$ because the last sons must be a single point), we deduce that

$$
\mathbb{E} \sup _{t \in T} X_{t} \leq C_{1} \sup _{\text {maximal branch }} \sum_{k \geq 1} 2 r^{-n\left(A_{k}\right)} \sqrt{\log e \ell_{A_{k}}\left(A_{k+1}\right)} .
$$

This is true for all labelled-covering trees so it gives exactly the stated result.

### 3.2 Relation with the Size of Packing Trees

To study a lower bound of $\mathbb{E} \sup _{t \in T} X_{t}$, we would like to start with the following theorem due to Talagrand [T5], which will lead us to the idea of how to bound $\mathbb{E} \sup _{t \in T} X_{t}$, where $\left(X_{t}\right)_{t \in T}$ is a Gaussian process, using packing trees.

Theorem [T5]. Consider a Gaussian process $\left(X_{t}\right)_{t \in T}$, d the natural submetric associated and sets $\left\{B_{l}\right\}_{l \leq N}$ with $N \geq 2$. Assume that $d\left(B_{l}, B_{l^{\prime}}\right) \geq$ $15 u$ for all integers $l, l^{\prime} \leq N, l \neq l^{\prime}$ and $\operatorname{diam}\left(B_{l}\right) \leq u$. Consider $A=$ $\bigcup_{l \leq N} B_{l}$, then

$$
\mathbb{E} \sup _{t \in A} X_{t} \geq C u \sqrt{\log N}+\min _{l \leq N} \mathbb{E} \sup _{t \in B_{l}} X_{t}
$$

where $C=\pi / \sqrt{2}>2$.
Proof. The proof of this theorem is based on the following two classical lemmas.

Lemma. Under the assumptions of the previous theorem, let $t_{l} \in B_{l}$ and $Y_{\ell}=\sup _{t \in B_{\ell}}\left(X_{t}-X_{t_{l}}\right)$ then

$$
\mathbb{E} \sup _{\ell \in\{1, \ldots, N\}}\left|Y_{\ell}-\mathbb{E} Y_{\ell}\right| \leq u \frac{\pi}{\sqrt{2}} \sqrt{\log e N}
$$

Remark. This result was also used to obtain the classical Dudley upper bound in terms of entropy numbers [Fe] but is weaker than Theorem 2. As $\sup _{1 \leq \ell \leq N}\left|Y_{\ell}-\mathbb{E} Y_{\ell}\right|$ is a non-negative random variable,

$$
\begin{aligned}
\mathbb{E} \sup _{1 \leq \ell \leq N}\left|Y_{\ell}-\mathbb{E} Y_{\ell}\right| & =\int_{0}^{+\infty} \mathbb{P}\left(\exists \ell \in\{1 \ldots, N\},\left|Y_{\ell}-\mathbb{E} Y_{\ell}\right|>t\right) d t \\
& \leq K+\sum_{\ell=1}^{N} \int_{K}^{+\infty} \mathbb{P}\left(\left|Y_{\ell}-\mathbb{E} Y_{\ell}\right|>t\right) d t \\
& \leq K+2 \sum_{\ell=1}^{N} \int_{K}^{+\infty} \exp \left(-c\left(\frac{t}{u}\right)^{2}\right) d t
\end{aligned}
$$

by the concentration inequality (H) and because $\operatorname{diam} B_{l} \leq u$. The result follows choosing $K=u / \sqrt{c} \sqrt{\log N}$ (and recall that in this case, we could take $c=2 / \pi^{2}$ ).

The next result is a Sudakov type inequality. There are many methods to obtain this kind of inequality. For the Gaussian case, we could see it as an application of Slepian's lemma but there is another method which can be generalized to other processes in the paper of Talagrand [T2] and in the paper of Latała [L].

Lemma. If $t_{1}, \ldots, t_{N}(N \geq 2)$ are well separated points in $T$, i.e. assume that there exists $u>0$ such that for all $l \neq l^{\prime}, d\left(t_{l}, t_{l^{\prime}}\right) \geq 15 u$, then

$$
\mathbb{E} \sup _{i \in\{1, \ldots, N\}} X_{t_{i}} \geq u \pi \sqrt{2 \log e N}
$$

Proof. Let $g_{1}, \ldots, g_{N}$ be i.i.d. random normal Gaussian variables and define the process $Y_{1}, \ldots, Y_{N}$ by $Y_{i}=\frac{15}{\sqrt{2}} u g_{i}$. Then it is clear that for all $l \neq l^{\prime}$,

$$
\mathbb{E}\left|X_{t_{l}}-X_{t_{l^{\prime}}}\right|^{2}=d\left(t_{l}, t_{l^{\prime}}\right)^{2} \geq \mathbb{E}\left|Y_{l}-Y_{l^{\prime}}\right|^{2}
$$

As

$$
\mathbb{E} \sup \left(g_{1}, \ldots, g_{N}\right) \geq \sqrt{\frac{\log N}{\pi \log 2}} \geq \sqrt{\frac{\log e N}{\pi \log 2 e}}
$$

for $N \geq 2$ (see for example formula 1.7.1 in [Fe]), the result follows easily by an application of Slepian's comparison property.

Combining these two lemmas, it is very easy to finish the proof of the previous theorem.

$$
\begin{aligned}
\mathbb{E} \sup _{t \in A} X_{t} & =\mathbb{E} \sup _{l \leq N}\left(Y_{l}-\mathbb{E} Y_{l}\right)+\mathbb{E} Y_{l}+X_{t_{l}} \\
& \geq \min _{l \leq N} \mathbb{E} Y_{l}+\mathbb{E} \sup \left(X_{t_{1}}, \ldots, X_{t_{N}}\right)-\mathbb{E} \sup _{l \leq N}\left|Y_{l}-\mathbb{E} Y_{l}\right| \\
& \geq \frac{\pi}{\sqrt{2}} u \sqrt{\log N}+\min _{l \leq N} \mathbb{E} \sup _{t \in B_{l}} X_{t} .
\end{aligned}
$$

Using this theorem we deduce the following corollary.
Corollary 4. There is a universal constant $C>0$ such that, if $\left(X_{t}\right)_{t \in T}$ is a Gaussian process and $d$ the natural sub-metric associated, then

$$
C \sup _{\mathcal{F} \in \operatorname{Pac}(T, d)} \gamma_{p}(\mathcal{F}, d) \leq \mathbb{E} \sup _{t \in T} X_{t} .
$$

Proof. Let $\mathcal{F}$ be a packing tree of $T$ with respect to the metric $d$. For any element $A$ of this packing tree, let $B_{1}, \ldots, B_{N(A)}$ be the sons of $A \in \mathcal{F}$. Then we use the previous lemma with $u=2 r^{-n(A)}$ (because $d\left(B_{l}, B_{l^{\prime}}\right) \geq 15 u$ and $\left.\operatorname{diam}\left(B_{l}\right) \leq 2 r^{-n(A)} \leq u\right)$ to get

$$
\mathbb{E} \sup _{t \in A} X_{t} \geq C r^{-n(A)} \sqrt{\log N(A)}+\min _{l \leq N(A)} \mathbb{E} \sup _{t \in B_{l}} X_{t} .
$$

Now iterate this formula over a particular son which realizes this minimum to deduce that

$$
\mathbb{E} \sup _{t \in T} X_{t} \geq C \quad \inf _{\text {maximal branch }} \sum_{k \geq 1} r^{-n\left(A_{k}\right)} \sqrt{\log \left(N\left(A_{k}\right)\right)} .
$$

This is true for all packing trees and it finishes the proof.

To conclude this part, we just want to state the result we can deduce from Theorem 1, Corollary 3 and Corollary 4 in the case of the Gaussian process.

Theorem 5. Let $T$ be a finite set, $\left(X_{t}\right)_{t \in T}$ a Gaussian process with $\mathbb{E} X_{t}=0$ and $d$ the natural sub-metric associated, then, up to universal constants, the three quantities

$$
\mathbb{E} \sup _{t \in T} X_{t}, \inf _{\mathcal{F} \in \operatorname{Cov}(T, d)} \gamma_{c}(\mathcal{F}, d) \text { and } \sup _{\mathcal{F} \in \operatorname{Pac}(T, d)} \gamma_{p}(\mathcal{F}, d)
$$

are similar.
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# Point Preimages under Ball Non-Collapsing Mappings ${ }^{\star}$ 
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Summary. We study three classes of Lipschitz mappings of the plane: Lipschitz quotient mappings, ball non-collapsing mappings and locally ball non-collapsing mappings. For each class, we estimate the maximum cardinality of point preimage in terms of the ratio of two characteristic constants of the mapping. For Lipschitz quotients and for Lipschitz locally BNC mappings, we provide a complete scale of such estimates, while for the intermediate class of BNC mappings the answer is not complete yet.

1. Let $X$ and $Y$ be metric spaces. The class of Lipschitz mappings $f: X \rightarrow Y$ is defined by the condition: $f\left(B_{r}(x)\right) \subset B_{L r}(f(x))$ for all points $x$ of $X$ and all positive $r$ (by $B_{r}(x)$ we denote an open ball of radius $r$, centered at $x$ ). Here $L$ is a constant depending on the mapping $f$ but not on the point $x$; the infimum of all possible such $L$ is called the Lipschitz constant of $f$.

In a similar way, co-Lipschitz mappings $f: X \rightarrow Y$ are defined by the condition $f\left(B_{r}(x)\right) \supset B_{c r}(f(x))$, where the positive constant $c$ is independent of $x$ and $r$; the supremum of all such $c$ is called the co-Lipschitz constant of the mapping $f$. (In some fundamental papers, e.g. [JLPS], the coLipschitz constant of the mapping is defined as infimum over all $c^{\prime}$, such that $\left.f\left(B_{r}(x)\right) \supset B_{r / c^{\prime}}(f(x)).\right)$

By definition, a Lipschitz quotient mapping is a mapping that satisfies both of the above conditions, i.e. is $L$-Lipschitz and $c$-co-Lipschitz for some constants $0<c \leq L<\infty$.

The recently developed theory of Lipschitz quotient mappings between Banach spaces raised many interesting questions about the properties of these mappings. Here we are interested in the case when $X$ and $Y$ are finite dimensional Banach spaces.

The paper [JLPS] contains far-reaching results for Lipschitz quotient mappings $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$. In particular, it is proved there that the preimage of each point under such an $f$ is finite. The question whether the same is true for Lipschitz quotients $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ for $n \geq 3$ is still open, although the following result concerning this was obtained in [M]: There is a $\rho_{n}<1$ such that if the ratio of co-Lipschitz and Lipschitz constants of such a mapping is greater than $\rho_{n}$, then the mapping is one-to-one. It was also proved in $[\mathrm{M}]$ that the cardinality of the preimage of a point under a Lipschitz quotient mapping

[^12]of the plane does not exceed the ratio between its Lipschitz constant $L$ and co-Lipschitz constant $c$ with respect to the Euclidean norm.

In section 2 of the present paper, we generalize this result to the case of arbitrary norm. One important situation is when the ratio $c / L$ is greater than $1 / 2$, then the mapping is a homeomorphism. In section 3 , we discuss the question whether the bound $c / L \leq 1 / \max _{x} \# f^{-1}(x)$ is tight.

In section 4, we study so-called ball non-collapsing (BNC) mappings. We say that a mapping $f: X \rightarrow Y$ is $C$-ball non-collapsing, if for any $x \in X$ and $r>0$ one has

$$
\begin{equation*}
f\left(B_{r}(x)\right) \supset B_{C r}(y) \tag{*}
\end{equation*}
$$

for some $y \in Y$. This property generalizes co-Lipschitzness. We will say that a mapping is $C$ locally BNC, if for any $x \in X$ there exists $\varepsilon=\varepsilon(x)>0$ such that $(*)$ holds for all $r \leq \varepsilon$.

Note that ball non-collapsing mappings can be very far from being coLipschitz: e.g., the mapping $F(x, y)=(x,|y|)$ from $\mathbb{R}^{2}$ to itself is $1 / 2 \mathrm{BNC}$, but is not co-Lipschitz (its image is not the whole plane).

The local ball non-collapsing property does not imply in general the global property, as demonstrated by another plane-folding example: $F_{1}(x, y)=$ $\left(x,\left|y-\left[y+\frac{1}{2}\right]\right|\right)$, where $[t]$ stands for the integer part of $t$. This mapping is locally $1 / 2$ ball non-collapsing, but is not globally ball non-collapsing for any constant.

However, it turns out that in particular cases, the local BNC property may even imply co-Lipschitzness, though with smaller constant: it is easy to show (see Lemma 4, section 4 that if the Lipschitz constant of a Lipschitz, locally BNC mapping $f$ is less than twice the BNC constant, then $f$ is a Lipschitz quotient mapping. For the mappings of the plane this immediately yields finiteness of point preimages. But we obtain a stronger result. In Theorem 2 we show that such a mapping $f$ is a bi-Lipschitz homeomorphism, that is, the preimage of each point consists of one point. On the other hand, the above example of locally BNC mapping $F_{1}(x, y)$ shows that as soon as the ratio of constants is less than or equal to one half, the locally BNC mapping may have infinite point preimages.

The idea of folding the plane infinitely many times has to be modified in order to construct an example of a Lipschitz globally BNC mapping of the plane with infinite point preimage. In section 5 we discuss the modified construction, but it yields the BNC constant less than (and arbitrarily close to) one third of the Lipschitz constant. Thus, we do not know exactly how large the point preimages in the global BNC case can be, when the ratio of constants is in the interval $[1 / 3,1 / 2]$.
2. This section is devoted to Lipschitz quotient mappings. We would like to prove the following theorem, which is a generalization of a similar result in $[\mathrm{M}]$ to the case of arbitrary norm.

Theorem 1. If $f:\left(\mathbb{R}^{2},\|\cdot\|\right) \rightarrow\left(\mathbb{R}^{2},\|\cdot\|\right)$ is an L-Lipschitz and c-co-Lipschitz mapping with respect to any norm $\|\cdot\|$ and

$$
\max _{x \in \mathbb{R}^{2}} \# f^{-1}(x)=n
$$

then $c / L \leq 1 / n$.
Proof. The proof will follow the same scheme as the proof of [M, Theorem 2]. We will only explain the details needed for the argument to work in case of arbitrary norm. We consider the decomposition $f=P \circ h$, where $h: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a homeomorphism and $P(z)$ is a polynomial of one complex variable (see [JLPS]). Clearly, $\operatorname{deg} P=\max _{x \in \mathbb{R}^{2}} \# f^{-1}(x)=n$. We may also assume that $f(0)=0$ and $L=\operatorname{Lip}(f)=1$.

Assume $c>1 / n$, then there exists $\varepsilon>0$ such that $c_{1}=c(1-\varepsilon)>1 / n$.
We omit the proof of the following lemma, since it would in fact repeat the proof of [M, Lemma 1]:

Lemma 1. There exists an $R$ such that for any $x$ with $\|x\| \geq R$ one has $\|f(x)\| \geq c_{1}\|x\|$.

Let us show that for large enough $r$ the index of the image $f\left(\partial B_{r}^{\|\cdot\|}(0)\right)$ around zero is equal to $n$.

Lemma 2. There exists $d>1$ such that for any $\rho>d$

$$
\operatorname{Ind}_{0} f\left(\partial B_{\rho}^{\|\cdot\|}(0)\right)=\operatorname{Ind}_{0} P\left(h\left(\partial B_{\rho}^{\|\cdot\|}(0)\right)\right)=n
$$

Proof. Denote the Euclidean norm of $x \in \mathbb{R}^{2}$ by $|x|$. By [M, Lemma 3] there exists such $\sigma$ that $\operatorname{Ind}_{0} f\left(\partial B_{\sigma}^{|\cdot|}(0)\right)=n$, and all preimages of zero under $f$ lie in $B_{\sigma}^{|\cdot|}(0)$. Take $d$ such that $\|x\| \geq d$ implies $|x| \geq \sigma$, and let $\rho \geq d$. Since the set $B_{\rho}^{\|\cdot\|}(0) \backslash B_{\sigma}^{|\cdot|}(0)$ does not contain preimages of zero, one has

$$
\operatorname{Ind}_{0} f\left(\partial B_{\rho}^{\|\cdot\|}(0)\right)=\operatorname{Ind}_{0} f\left(\partial B_{\sigma}^{|\cdot|}(0)\right)=n
$$

The last lemma in the proof of Theorem 1 is rather obvious in the Euclidean case, but needs some technical work in the case of arbitrary norm and the corresponding Hausdorff measure. By the $k$-dimensional Hausdorff measure of a Borel set $A$ we mean

$$
\mathcal{H}_{k}(A)=\sup _{\delta>0} \inf \left\{\sum_{j=1}^{\infty}\left(\operatorname{diam} C_{j}\right)^{k} \mid A \subset \bigcup_{j=1}^{\infty} C_{j}, \operatorname{diam} C_{j} \leq \delta\right\}
$$

(cf. [F, 2.8.15]). The diameter in this definition is with respect to the metric given by the norm $\|\cdot\|$. Note that $\mathcal{H}_{k}$ is so normalized that the 1-Hausdorff measure of a segment $[x, y]$ is equal to $\|x-y\|$.

Lemma 3. If $\Gamma:[0,1] \rightarrow \mathbb{R}^{2}$ is a closed curve with $\|\Gamma(t)\| \geq r$ for all $t \in$ $[0,1]$ and $\operatorname{Ind}_{0} \Gamma=n$, then the length of $\Gamma$ in the sense of the 1-dimensional Hausdorff measure $\mathcal{H}_{1}$ is at least $n \mathcal{H}_{1}\left(\partial B_{r}(0)\right)$.

Proof. In order to prove Lemma 3, it suffices to prove it in the case $n=1$, since a closed curve of index $n$ can be split into $n$ closed curves of index 1 .

Note first that there exist convex polygons inscribed in the sphere $\partial B_{r}(0)$ with perimeter arbitrarily close to $\mathcal{H}_{1}\left(\partial B_{r}(0)\right)$.

Indeed, fix positive $\varepsilon$ and take $\delta>0$ such that for any covering of $\partial B_{r}(0)$ by balls of diameters less than $\delta$, the sum of the diameters is at least $\mathcal{H}_{1}\left(\partial B_{r}(0)\right)-\varepsilon$. Consider the family of all balls with centers on $\partial B_{r}(0)$ and diameters less than $\delta$. By the Besicovitch Covering Theorem (see [F, 2.8.15]) there exists a countable subfamily of disjoint balls $\left\{B_{i}\right\}$, which covers almost all of $\partial B_{r}(0)$. Since the remaining part of $\partial B_{r}(0)$ is of $\mathcal{H}_{1}$ measure zero, it can be covered by a collection of balls with diameters less than $\delta$ and sum of diameters less than $\varepsilon$. Therefore, $\sum_{i} \operatorname{diam}\left(B_{i}\right) \geq \mathcal{H}_{1}\left(\partial B_{r}(0)\right)-2 \varepsilon$.

Choose $m$ such that $\sum_{i \leq m} \operatorname{diam}\left(B_{i}\right) \geq \mathcal{H}_{1}\left(\partial B_{r}(0)\right)-3 \varepsilon$. The perimeter of the convex polygon whose vertices are the centers of $B_{1}, \ldots, B_{m}$ is then at least $\mathcal{H}_{1}\left(\partial B_{r}(0)\right)-3 \varepsilon$, since the balls are disjoint.

Thus it is enough to consider a convex polygon $\gamma$ inside the ball $B_{r}(0)$, and to prove that $\mathcal{H}_{1}(\Gamma) \geq \mathcal{H}_{1}(\gamma)$.

Let us note that the $\mathcal{H}_{1}$-length of a planar curve is at least the $\|\cdot\|$ distance between its endpoints. This can be shown by replacing the curve by a broken line of nearly the same $\mathcal{H}_{1}$-length (which may be achieved by a procedure similar to inscribing a polygon in a sphere as above) and using the triangle inequality. Therefore, if we replace an arc of a curve by a straight line segment, we do not make the curve longer (this is similar to the case of Euclidean norm, except that in some norms a curve may have length equal to the distance between its endpoints even if it is not a straight line).

Successively replacing arcs of the curve $\Gamma$ by straight line segments containing sides of the polygon $\gamma$, we do not increase the $\mathcal{H}_{1}$-length, and in a finite number of steps will replace $\Gamma$ by $\gamma$.

To conclude the proof of Theorem 1, note that 1-Lipschitz mappings do not increase the Hausdorff measure. Therefore the $\mathcal{H}_{1}$-length of $\Gamma=$ $f\left(\partial B_{\rho}(0)\right)$ cannot exceed $\mathcal{H}_{1}\left(\partial B_{\rho}(0)\right)$. On the other hand, if $\rho$ is sufficiently large, then by Lemma $2, \operatorname{Ind}_{0} \Gamma=n$, and by Lemma $1,\|y\| \geq c_{1} \rho$ for any $y \in \Gamma$. So by Lemma 3 the $\mathcal{H}_{1}$-length of $\Gamma$ is at least $n c_{1} \mathcal{H}_{1}\left(\partial B_{\rho}(0)\right)$. Since $n c_{1}>1$, this is a contradiction which finishes the proof of the theorem.
3. Having proved such a theorem, one would like to know if the $1 / n$ bounds are precise. In the case of Euclidean norm the mappings $\phi_{n}\left(r e^{i \theta}\right)=r e^{n i \theta}$ have the ratio of constants equal to $1 / n$ and maximum cardinality of a point preimage equal to $n$. Unfortunately, this does not immediately generalize to the case of arbitrary norm.

We are able to construct examples of such mappings in the situation when the unit ball is a regular polygon (or, of course, its affine equivalent). The $\ell_{\infty}$ norm is then a particular case of this. The idea of construction is as follows. Let $V_{0}$ be a vertex of the unit sphere $S=\{x:\|x\|=1\}$. If $x$ is a point on $S$, let $\arg _{\|\cdot\|}(x)$ be the length of the arc of $S$ between $V_{0}$ and $x$ in the counterclockwise direction, measured by the Hausdorff measure $\mathcal{H}_{1}$ corresponding to the metric defined by the norm $\|\cdot\|$. We define $\psi_{n}(r x)=r y$, where $r \geq 0$, and $y$ is such a point on $S$ that $\arg _{\|\cdot\|}(y)=n \arg _{\|\cdot\|}(x)$. One easily checks that the Lipschitz constant of $\psi_{n}$ is equal to $n$. To check that the co-Lipschitz constant is equal to 1 , one may consider a local inverse of $\psi_{n}$ (see Lemma 5 below) and satisfy oneself that this inverse does not increase the $\|\cdot\|$-distance.

We do not know of such examples for other norms, so despite the feeling that the converse of the theorem holds for any norm (that is, there exist mappings with maximum of $n$ point preimages and the ratio of constants equal to $1 / n$ ), this question remains open.
4. Now we would like to switch from Lipschitz quotient mappings to more general locally BNC mappings of $\mathbb{R}^{2}$ with the distance defined by an arbitrary norm $\|\cdot\|$. Our next goal will be to obtain a result which links the maximum cardinality of a point preimage to the ratio of the BNC constant $C$ and the Lipschitz constant $L$ of the mapping. This result, which is Theorem 2 below, deals only with the case $C / L>1 / 2$. Recall that if $C / L \leq 1 / 2$, point preimages can be infinite (an example is given in Section 1). However, we know this only for Lipschitz, locally BNC mappings of the plane. See the next section for a discussion of the case $C / L \leq 1 / 2$ for Lipschitz, globally BNC mappings of $\mathbb{R}^{2}$.

We start with a simple lemma for BNC mappings between metric spaces.
Lemma 4. If a mapping $f$ between two normed spaces $X$ and $Y$ is $L$ Lipschitz and is locally $C$-BNC with $C / L>1 / 2$ then $f$ is $c=(2 C-L)$ co-Lipschitz.

Proof. Consider any point $x$ and radius $R \leq \varepsilon(x)$, where $\varepsilon(x)$ is from the definition $(*)$ of local BNC property of the mapping $f$. There exists a point $y$ such that $B_{C R}(y) \subset f B_{R}(x) \subset B_{L R}(f(x))$. Then the distance $\operatorname{dist}(y, f(x))$ does not exceed $(L-C) R<C R$. Now since $B_{C R-\operatorname{dist}(y, f(x))}(f(x))$ is contained in $B_{C R}(y)$, we conclude that the mapping $f$ is locally $C-(L-C)=(2 C-L)$ co-Lipschitz. This implies that $f$ is globally $(2 C-L)$ co-Lipschitz. For a proof that local co-Lipschitzness at every point implies global co-Lipschitzness see, for example, [C, Section 4].

We proved in Theorem 1 that for an $L$-Lipschitz and $c$-co-Lipschitz mapping from the plane to itself, the cardinality of a point preimage is not greater than $L / c$. We thus have a
Corollary. If $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is L-Lipschitz and $C$ locally BNC with $C / L>1 / 2$ then

$$
\max _{x \in \mathbb{R}^{2}} \# f^{-1}(x) \leq \frac{L}{2 C-L}
$$

The bound on the right blows up when $C / L$ is larger than but close to $1 / 2$. Our aim now is to improve the bound to the best possible one, that is, to prove that a $C$ locally BNC and $L$-Lipschitz mapping with $C / L>1 / 2$ is in fact a homeomorphism, i.e. the preimage of each point is a single point.

We will need several lemmas.
Lemma 5 (Local invertibility of a Lipschitz quotient mapping). Let $f: \mathbb{R}^{2} \rightarrow$ $\mathbb{R}^{2}$ be a Lipschitz quotient mapping. There exists a finite subset $\mathcal{A}$ of $\mathbb{R}^{2}$ such that if $\Omega$ is a connected simply connected open domain which does not intersect with $\mathcal{A}$, then for any point $x$ such that $y=f(x) \in \Omega$ there exists a mapping $\phi=\phi_{x, y}: \Omega \rightarrow \mathbb{R}^{2}$ which satisfies $\phi(y)=x$ and $f \circ \phi=I d_{\Omega}$. This mapping $\phi$ is open and is locally $1 / c$-Lipschitz, where $c$ is the co-Lipschitz constant of $f$.

Proof. By [JLPS] any such $f$ is a composition $P \circ h$ of a polynomial $P$ with a homeomorphism $h$. Let $\mathcal{A}$ be the finite set $\left\{P(z) \mid P^{\prime}(z)=0\right\}$. If $\Omega$ is a connected simply connected open domain which does not intersect with $\mathcal{A}$, then the polynomial $P$ has a unique inverse, which is an analytic function $p$ defined on $\Omega$ such that $p(y)=h(x)$. Define $\phi=h^{-1} \circ p$. It is clear that $\phi(y)=x$ and $f \circ \phi=\operatorname{Id}_{\Omega}$.

Since $\phi$ is a composition of a homeomorphism $h^{-1}$ and an analytic function $p$, whose derivative $p^{\prime}(\omega)=\frac{1}{P^{\prime}(p(\omega))}$ is nonzero, we conclude that $\phi$ is open.

Suppose $\omega \in \Omega$ and $r>0$ is so small that $B_{c r}(\omega) \subset \Omega$ and $B_{r}(\phi(\omega)) \subset$ $\phi(\Omega)$. Then co-Lipschitzness of $f$ implies that $\phi B_{c r}(\omega) \subset B_{r}(\phi(\omega))$, so $\phi$ is locally $c^{-1}$-Lipschitz, where $c$ is the co-Lipschitz constant of $f$.

Lemma 6. Assume that a mapping $f$ between two finite dimensional normed spaces $X$ and $Y$ is $C$ locally $B N C$ and is differentiable at a point $a$. Then for any $\epsilon>0$ there exists $r=r(\epsilon, a)$ such that $f B_{\rho}(a) \supset B_{(C-\epsilon) \rho}(f(a))$ for $\rho \leq r$.

Proof. Let $d_{a} f$ be the differential of $f$ at $a$, so that $f(a+h)=f(a)+\left(d_{a} f\right) h+$ $o(h)$. We will show now that $\left(d_{a} f\right) B_{1}(0) \supset B_{C}(0)$. Then for every $\epsilon>0$ one can find $r$ such that $\|o(h)\|<\epsilon\|h\|$ for $\|h\| \leq r$. It follows that for $\rho \leq r$ the image $f B_{\rho}(a)$ contains the ball centered at $f(a)$ of radius $C \rho-\epsilon \rho=\rho(C-\epsilon)$.

Assume $C_{1}=\min _{\|x\|=1}\left\|d_{a} f(x)\right\|<C$. Then $\left(d_{a} f\right) B_{1}(0) \not \supset B_{C_{1}(1+\epsilon)}(0)$ for every $\epsilon>0$ (thus, in particular, $\left.\left(d_{a} f\right) B_{1}(0) \not \supset B_{C}(0)\right)$.

It follows that $\left(d_{a} f\right) B_{1}(0) \not \supset B_{C_{1}(1+\epsilon)}(x)$ for any $x \in\left(d_{a} f\right) B_{1}(0)$ and $\epsilon>$ 0 . Indeed, assuming $\left(d_{a} f\right) B_{1}(0) \supset B_{R}(x)$ one gets $\left(d_{a} f\right) B_{1}(0) \supset-B_{R}(x)=$ $B_{R}(-x)$ and thus

$$
\left(d_{a} f\right) B_{1}(0) \supset \operatorname{conv}\left(B_{R}(x), B_{R}(-x)\right) \supset B_{R}(0)
$$

Take $r$ such that $\|o(h)\|<\frac{C-C_{1}}{2}\|h\|$ for $\|h\| \leq r$. Then for any $\rho \leq r$ one has

$$
f B_{\rho}(a) \subset \Sigma=f(a)+\rho\left(d_{a} f\right) B_{1}(0)+B_{\rho \frac{c-C_{1}}{2}}(0)
$$

The latter does not contain a ball of radius greater than $\frac{C+C_{1}}{2} \rho$ (the proof of this uses that $\left(d_{a} f\right) B_{1}(0)$ is convex $)$, and in particular we conclude that $\Sigma$ (and therefore $f B_{\rho}(a)$ ) does not contain a ball of radius $C \rho$, in contradiction to the local $C$-BNC property of $f$.

In what follows we will assume that $f(0)=0$.
The next key lemma is an analogue of Lemma 1 for Lipschitz quotient mappings, but in the case of BNC mappings the proof becomes technically more complicated.

Lemma 7. If a mapping $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is L-Lipschitz and is locally $C$-BNC with $C / L>1 / 2$ and $f(0)=0$, then for any $C^{\prime}<C$ there exists $R>0$ such that $\|f(x)\| \geq C^{\prime}\|x\|$ for any $\|x\| \geq R$. Consequently, $f B_{r}(0) \supset B_{C^{\prime} r}(0)$ for all $r \geq R$.

Proof. Assume $L=1$, set $M=1+\max _{f(z)=0}\|z\|$ and consider $R=4 M /(C-$ $\left.C^{\prime}\right)$. Assume that there exists a point $x_{0}$ such that $\left\|x_{0}\right\|=r \geq R$ and $\left\|f\left(x_{0}\right)\right\|<C^{\prime} r$. There exists $\varepsilon>0$ such that for all $y \in U\left(x_{0}, \varepsilon\right)=\{y:\|y\|=$ $\left\|x_{0}\right\|$ and $\left.\left\|y-x_{0}\right\|<\varepsilon\right\}$ one has $\|f(y)\|<C^{\prime} r$.

Note that there exists $x_{1} \in U\left(x_{0}, \varepsilon\right)$ and $\varepsilon^{\prime}>0$ such that $U\left(x_{1}, \varepsilon^{\prime}\right) \subset$ $U\left(x_{0}, \varepsilon\right)$ and

$$
\Omega=\cup_{y \in U\left(x_{1}, \varepsilon^{\prime}\right)}(0,2 f(y))
$$

is such a domain as was described in Lemma 5 (i.e., $\Omega$ does not contain $P(z)$ such that $\left.P^{\prime}(z)=0\right)$. Here $(0, a)$ is the straight line interval between 0 and $a$ in $\mathbb{R}^{2}$. Let $\phi=\phi_{x_{1}, f\left(x_{1}\right)}: \Omega \rightarrow \mathbb{R}^{2}$ be the mapping from Lemma 5 . Note that $\phi(\Omega)$, being open, contains an open neighbourhood of $x_{1}$, so there exists $\varepsilon_{1}: 0<\varepsilon_{1}<\varepsilon^{\prime}$, such that $U\left(x_{1}, \varepsilon_{1}\right) \subset \phi(\Omega)$. Then $\phi f(y)=y$ for any $y \in U\left(x_{1}, \varepsilon_{1}\right)$, since $\left.\phi\right|_{\Omega}$ is a 1-1 mapping.

Since $\phi$ is locally Lipschitz, and is defined in an open cone, $\phi(0)$ is also well-defined.

In what follows, we are going to use both the Lebesgue measure $\mathcal{L}_{k}$ and the Hausdorff measure $\mathcal{H}_{k}$ for $k=1,2$. Recall that in $\mathbb{R}^{k}$ the measure $\mathcal{L}_{k}$ coincides with $\mathcal{H}_{k}$ on Borel sets. But the measure $\mathcal{H}_{k}$ is defined also in spaces of dimension different from $k$; if $\psi$ is a Lipschitz mapping and $A$ is such a set that $\mathcal{H}_{k}(A)=0$, then $\mathcal{H}_{k}(\psi(A))=0$. In particular, if $A$ is a Borel set in $\mathbb{R}^{k}$ such that $\mathcal{L}_{k}(A)=0$, and $\psi: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ is Lipschitz, then $\mathcal{L}_{k}(\psi(A))=0$.

We know that $f$ is $\mathcal{L}_{2}$-almost everywhere differentiable on $\phi(\Omega)$. Let $\mathcal{D}=\{t \in \phi(\Omega) \mid f$ is differentiable at $t\}$. Since $\mathcal{H}_{2}(\phi(\Omega) \backslash \mathcal{D})=0$ and $f$ is Lipschitz, we conclude that the set $\Omega \backslash f(\mathcal{D})$ is also of $\mathcal{L}_{2}$ measure zero. Then by Fubini's theorem there exists a point $y$ in $U\left(x_{1}, \varepsilon_{1}\right)$, such that almost every point of the interval $(0,2 f(y))$ with respect to $\mathcal{L}_{1}$ measure is
in $f(\mathcal{D})$. Now consider the restriction of $\phi$ onto the segment $[0, f(y)]$. This restriction is a Lipschitz mapping from $[0, f(y)]$ to $\mathbb{R}^{2}$; therefore $\mathcal{H}_{1}$-almost every point of the curve $\gamma=\phi([0, f(y)])$ is in $\mathcal{D}$, that is $f$ is $\mathcal{H}_{1}$-almost everywhere differentiable on $\gamma$. Let $\mathcal{B}=\mathcal{D} \cap \gamma$ be the set of points on $\gamma$ where $f$ is differentiable.

Since $\frac{C+C^{\prime}}{2}<C$, by Lemma 6 for each differentiability point $z \in \mathcal{B}$ there exists $r_{z}>0$ such that $f B_{\rho}(z) \supset B_{\rho\left(C+C^{\prime}\right) / 2}(f(z))$ for any $\rho \leq r_{z}$.

Let $\mathcal{H}_{1}(\gamma)$ be the 1-Hausdorff measure of $\gamma$. There exists $\tau>0$ such that if almost all of $\gamma$ is covered by balls of diameter at most $\tau$, then the sum of diameters of the balls is at least $\mathcal{H}_{1}(\gamma)-\frac{M}{2}$ (we defined $M$ in the beginning of the proof). Without loss of generality we may assume that $\tau<M / 2$.

Consider $\mathcal{F}=\left\{B_{\rho}(z) \mid z \in \mathcal{B}, \rho \leq \min \left\{r_{z}, \tau / 2\right\}\right\}$. By the Besicovitch Covering Theorem (see [F, 2.8.15]) there exists a countable disjoint subcollection $\mathcal{F}_{0}$ of $\mathcal{F}$, which covers almost all of $\mathcal{B}$, therefore almost all of $\gamma$, with respect to the measure $\mathcal{H}_{1}$. Then

$$
\sum_{B \in \mathcal{F}_{0}} \operatorname{diam} B \geq \mathcal{H}_{1}(\gamma)-\frac{M}{2}
$$

On the other hand the $f$-image of each ball $B \in \mathcal{F}_{0}$ contains a ball with center on $[0, f(y)]$ and of radius $r(B) \frac{C+C^{\prime}}{2}$. Note that $\mathcal{F}_{1}=\left\{B_{\rho\left(C+C^{\prime}\right) / 2}(f(z)) \mid\right.$ $\left.B_{\rho}(z) \in \mathcal{F}_{0}\right\}$ is a family of nonintersecting balls with centers on the interval [ $0, f(y)$ ], therefore

$$
\frac{C+C^{\prime}}{2} \sum_{B \in \mathcal{F}_{0}} \operatorname{diam} B=\sum_{B \in \mathcal{F}_{1}} \operatorname{diam} B \leq\|f(y)\|+\tau \frac{C+C^{\prime}}{2}
$$

Thus

$$
\|f(y)\| \geq\left(\mathcal{H}_{1}(\gamma)-\frac{M}{2}\right) \frac{C+C^{\prime}}{2}-\tau \frac{C+C^{\prime}}{2} \geq\left(\mathcal{H}_{1}(\gamma)-M\right) \frac{C+C^{\prime}}{2}
$$

Note also that $\mathcal{H}_{1}(\gamma) \geq\|y\|-\|\phi(0)\| \geq r-M$ (see the explanation in the proof of Lemma 3), so $\|f(y)\| \geq(r-2 M) \frac{C+C^{\prime}}{2}$. But we assumed that $\|f(y)\|<C^{\prime} r$, so one gets

$$
C^{\prime} r>\frac{C+C^{\prime}}{2} r-2 M
$$

or, equivalently, $2 M>\frac{C-C^{\prime}}{2} r$, which contradicts $r \geq R=\frac{4 M}{C-C^{\prime}}$.
Theorem 2. Let $\mathbb{R}^{2}$ be equipped with an arbitrary norm $\|\cdot\|$. If $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is an L-Lipschitz and $C$ locally ball non-collapsing mapping with $C / L>1 / 2$, then

$$
\# f^{-1}(x)=1
$$

for any point $x \in \mathbb{R}^{2}$.

Proof. By Lemma 4, such a mapping $f$ is a Lipschitz quotient mapping. Let $n=\max _{x \in \mathbb{R}^{2}} \# f^{-1}(x)$. We may assume $f(0)=0$.

Fix any $C^{\prime}$, such that $L / 2<C^{\prime}<C$. Then by Lemma 7 there exists $R$ such that $\|f(x)\| \geq C^{\prime}\|x\|$ for all $\|x\| \geq R$. By Lemma 2 , there exists $r>R$ such that $\left|\operatorname{Ind}_{0} f\left(\partial B_{r}(0)\right)\right|=n$.

Then by Lemma 4 the $\mathcal{H}_{1}$-length of $f\left(\partial B_{r}(0)\right)$ is at least $n C^{\prime} \mathcal{H}_{1}\left(\partial B_{r}(0)\right)$, which is strictly greater than $\frac{n L}{2} \mathcal{H}_{1}\left(\partial B_{r}(0)\right)$. But since $f$ is $L$-Lipschitz, the length of $f\left(\partial B_{r}(0)\right)$ is at most $L \mathcal{H}_{1}\left(\partial B_{r}(0)\right)$. Hence $\frac{n L}{2}<L$, therefore $n=1$. This finishes the proof of the theorem.
5. The last question we would like to discuss here is what happens when a globally BNC mapping has a ratio of constants less than or equal to $1 / 2$. The plane folding example, $F(x, y)=(x,|y|)$, where $C / L=1 / 2$, shows that such a mapping neither has to be co-Lipschitz, nor is necessarily 1-1. However, the mapping in this example has point preimages of finite maximum cardinality 2 .

On the other hand a mapping with ratio $C / L$ less than $1 / 3$ may have infinite point preimages. An example to this end is the following. For an interval $I=[a, b]$ in $\mathbb{R}^{1}$ define the "hat function" $h_{I}(x)$ by $\frac{b-a}{2}-\left|x-\frac{a+b}{2}\right|$. Now let the mapping $\zeta_{A}: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$, where $A>1$, be defined by
$\zeta_{A}(x)= \begin{cases}x, & \text { if } x \leq 0, \\ (-1)^{k} h_{\left[A^{-k}, A^{-k+1]}\right.}(x), & \text { if } A^{-k} \leq x \leq A^{-k+1}, k \text { a positive integer, } \\ x-1, & \text { if } x>1 .\end{cases}$
Obviously, $\zeta_{A}$ is a 1-Lipschitz function. One can check that $\zeta_{A}$ is BNC with constant $C=\frac{1-A^{-2}}{3-A^{-2}}$. Then the function $f(x, y)=\left(x, \zeta_{A}(y)\right)$ is a Lipschitz and BNC mapping of the plane, with infinite point preimages, and the ratio of constants less than but arbitrarily close to $1 / 3$ (at least with respect to a norm $\|\cdot\|$ for which $\|(x, y)\|=\|(x,-y)\|)$.

Note that a point preimage under a Lipschitz BNC mapping may even be uncountable. For example, if

$$
E=[0,1] \backslash \bigcup_{k, n \geq 0}\left(\frac{3 k+1}{3^{n}}, \frac{3 k+2}{3^{n}}\right)
$$

is a Cantor set on $[0,1]$, the mapping $g(x)=\operatorname{dist}(x, E)$ is 1 -Lipschitz and is globally BNC, whose zeros set is $E$.

We also have a proof that in 1-dimensional space the bound of $1 / 3$ cannot be improved (that is, if a Lipschitz and BNC mapping has infinite point preimages, then the ratio of constants $C / L$ is strictly less than $1 / 3)$. Thus, we have no definite results concerning point preimages under Lipschitz globally BNC mappings of the plane whose ratio of constants is between $1 / 3$ and $1 / 2$.

Let us summarize the results concerning the estimates of the maximum cardinality of the preimage of a point under the three classes of Lipschitz
mappings of the plane. Let $L$ be the Lipschitz constant of a mapping. If a mapping is Lipschitz quotient with co-Lipschitz constant $c$, the preimage of a point consists of at most $L / c$ points. If a mapping is (globally) BNC with BNC constant $C$, then in the case $C / L>1 / 2$ a point preimage is a single point, in the case $C / L<1 / 3$ it can be infinite, and in the case $1 / 3 \leq C / L \leq 1 / 2$ we have no definite answer. And if a mapping is locally BNC with BNC constant $C$, the complete answer is as follows. If $C / L>1 / 2$, a point preimage is a single point, and in the case $C / L \leq 1 / 2$ a point preimage can be infinite.
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# Some Remarks on a Lemma of Ran Raz 
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In this note we will review a Lemma published by Ran Raz in $[R]$, and suggest improvements and extensions. Raz' Lemma compares the measure of a set on the sphere to the measure of its section with a random subspace. Essentially, it is a sampling argument. It shows that, in some sense, we can simultaneously sample a function on the entire sphere and in a random subspace.

In the first section we will discuss some preliminary ideas, which underlie the lemma and our interest in it. We will view a random subspace as the span of random points, without discussing the sampling inside the subspace. We will demonstrate how substantial results follow from this elementary approach. In the second section we will review the original proof of Raz' Lemma, analyse it, and improve the result. In the final section we will extend the Lemma to other settings.

## 1 Random Points Span a Random Subspace, and What It Has to Do with Medians, Spectra and Concentration

### 1.1 An Appetiser

The starting point of our discussion, and an important ingredient in Raz' Lemma, is the following simple observation regarding random subspaces: to choose a random $k$-dimensional subspace in $\mathbb{R}^{n}$ is nothing more than to scatter $k$ random points on the sphere.

Indeed, the Lebesgue measure on the sphere is the unique normalised Haar measure invariant under rotations. In other words, fix $U \in O(n)$; if $y_{1}, \ldots, y_{n}$ are independent and uniform, then so are $U\left(y_{1}\right), \ldots, U\left(y_{n}\right)$. Therefore $\operatorname{span}\left\{y_{1}, \ldots, y_{n}\right\}$ has the same distribution as $\operatorname{span}\left\{U\left(y_{1}\right), \ldots, U\left(y_{n}\right)\right\}=$ $U\left(\operatorname{span}\left\{y_{1}, \ldots, y_{n}\right\}\right)$. So the distribution of the span of $k$ random points on the sphere is the unique rotation invariant distribution on the Grassmanian $G_{n, k}$.

This observation alone has surprising strength. Take a continuous function $f$ on $S^{n-1}$ with median $\mathcal{M}$ (namely both $\mu(f(x)>\mathcal{M})$ and $\mu(f(x)<\mathcal{M})$ do not exceed $1 / 2$ ). The probability that $k$ independent uniformly distributed points be on the same side of the median is at most $2^{-k+1}$. The probability that their span is on one side of the median is even smaller. Since their span is uniform in the Grassmanian, we find that those elements of $G_{n, k}$, which do not intersect the median, measure less than $2^{-k+1}$.

Playing with parameters, one can see that in a random orthogonal decomposition of $R^{n}$ into $\log n$-dimensional subspaces, each component will intersect the median, and thus produce $n / \log n$ orthogonal points on the median. Using the additional information from Raz' Lemma (to be introduced below), we can obtain the same result for an orthogonal decomposition into 130-dimensional subspaces, yielding $n / 130$ orthogonal points on the median. These facts are brought only to illustrate possible application avenues for the ideas we promote. We omit the details, because the above results are not optimal for this specific instance. Indeed, as G. Schechtmann observed, if we orthogonally decompose the space into 2 -dimensional subspaces, each component is $50 \%$ likely to intersect the median. In expectation, therefore, half of the components intersect the median, and yield $n / 4$ orthogonal points on the median.

There is a small notable advantage to the non-optimal arguments over the final argument sketched in the last paragraph - the first arguments are "high probability" arguments, and can therefore be used in conjunction with other "high probability" restrictions. Finally, in [YY] topological considerations provide any real continuous function on $S^{n-1}$ with $n$ orthogonal equivalued points. In our discussion we secure less points, but prescribe them on the median.

### 1.2 From Spectrum to Concentration

It has by now become a standard turn of narrative to begin with concentration of measure and culminate with existence of spectrum. One proves first, using an isoperimetric inequality, that a Lipschitz function is close to its median everywhere but for a small-measure exceptional set. Then one deduces that the function can have only small oscillations on random subspaces, which makes it close to a constant. In our jargon we will say it has spectrum (cf. [M]).

The ideas of the previous section allow to reverse the plot. We will first invoke some 20-year-old unpublished discussions between M. Gromov and the first named author in order to obtain spectrum. We will then go from there to prove concentration. One protagonist finds itself missing from our new storyline; isoperimetry will play no role. Instead, we will only require the classical cap volume estimate:

$$
\begin{equation*}
\mu_{S^{n}}\left(x_{1} \geq \epsilon\right) \leq \sqrt{\frac{\pi}{8}} e^{-\frac{1}{2} \epsilon^{2}(n-2)} \tag{1}
\end{equation*}
$$

A large portion of our account will take place on the Stieffel manifold $W_{n, 2}=$ $\left\{(x, u) \mid x \in S^{n-1}, u \in S^{n-2}\left(T_{x}\right)\right\}$ equipped with the local product topology. An element of this manifold is a pair of normalised orthogonal vectors ( $T_{x}$ is the tangent plane at x ).

Note that the action of $O(n)$ on $S^{n-1}$ naturally extends to a transitive action on $W_{n, 2}$, inducing the measure

$$
\mu_{W_{n, 2}}(A)=\mu_{O(n)}\left(\left\{T \mid T\left(\underline{e}_{1}, \underline{e}_{2}\right) \in A\right\}\right)
$$

where $\underline{e}_{1}$ and $\underline{e}_{2}$ are two orthogonal unit vectors used as reference. As the Stiefel manifold is metrically equivalent to joining two copies of $D^{n-1} \times S^{n-2}$, it carries a $\delta$-net of cardinality at no more than $\left(\frac{C}{\delta}\right)^{2 n}$.

Let $F$ be a 1 -Lipschitz function on the sphere. We will view $\nabla F$, the gradient of $F$, as a function on $W_{n, 2}$ with the action $\nabla F(x, u)=\nabla_{x} F \cdot u$. Since we want $F$ to have a gradient, and since we want to induce from the behaviour of the gradient on a net to its behaviour on the entire space, we must replace $F$ for a while with a smoother look-alike. We will introduce

$$
f(x)=\operatorname{Ave}_{y \in B_{\eta}(x) \cap S^{n-1}} F(y),
$$

where $B_{\eta}(x)$ is the ball of radius $\eta$ around $x$ ( $\eta$ will be selected later). Since $F$ is 1-Lipschitz, this new function is differentiable with

1. $|\nabla f(x, u)| \leq 1$ for all $(x, u) \in W_{n, 2}$,
2. the Lipschitz constant of $\nabla f(\cdot, u)$ is smaller than $\frac{C}{\eta}$, and
3. $|f(x)-F(x)| \leq \eta$ for all $x \in S^{n-1}$.

Let us now agree that $C$ and $C^{\prime}$ represent universal constants, which do not retain the same value throughout the text, and commence arguing.

Step 1. The action of $\nabla f$ on $W_{n, 2}$ is small everywhere but for a smallmeasure exceptional set.

Proof. Fix $x \in S^{n-1}$. The linear functional $\nabla f(x, \cdot)$ on the tangent space $T_{x}$ has a 1-codimensional kernel. If $u \in S\left(T_{x}\right)$ is $\epsilon$-approximated by a $v \in$ $\operatorname{ker}(\nabla f(x, \cdot))$, then

$$
|\nabla f(x, u)| \leq|\nabla f(x, u-v)|+|\nabla f(x, v)| \leq\|u-v\| \leq \epsilon .
$$

According to (1), the measure of directions $u$ with the above property is at least $1-e^{-C \epsilon^{2} n}$. As this holds for every $x \in S^{n-1}$, we conclude

$$
\begin{equation*}
\mu_{W_{n, 2}}\{(x, u)| | \nabla f(x, u) \mid \leq \epsilon\} \geq 1-e^{-C \epsilon^{2} n} . \tag{2}
\end{equation*}
$$

The information gathered in the first step above allows us to simultaneously map any $e^{C \epsilon^{2} n}$ elements of $W_{n, 2}$ to elements with small $\nabla f$ using a single orthogonal transformation. Indeed,

$$
\begin{aligned}
\mu_{O(n)}(\{T| | \nabla f(T(x, u)) \mid \leq \epsilon\}) & =\mu_{W_{n, 2}}(\{(x, u)| | \nabla f(x, u) \mid \leq \epsilon\}) \\
& \geq 1-e^{-C \epsilon^{2} n}
\end{aligned}
$$

and therefore

$$
\mu_{O(n)}\left(\left\{T| | \nabla f\left(T\left(x_{i}, u_{i}\right)\right) \mid \leq \epsilon, 1 \leq i<e^{C \epsilon^{2} n}\right\}\right)>0
$$

As usual, if we take $e^{C^{\prime} \epsilon^{2} n}$ elements, with $C^{\prime}<C$, only an exponentially small measure of operators in $O(n)$ will fail to do the job.

Step 2. $F$ has small oscillations on random subspaces.
Proof. As we observed, $\left(\frac{C^{\prime}}{\delta}\right)^{2 k}$ points suffice for a $\delta$-net on $W_{k, 2}\left(\mathbb{R}^{k}\right)$. Assume that $\left(\frac{C^{\prime}}{\delta}\right)^{2 k}<e^{C \epsilon^{2} n}$. By the above, this net can be orthogonally mapped to points where $\nabla f$ is bounded by $\epsilon$ (as a function on $W_{n, 2}$ ). The new points still form a $\delta$-net in $W_{k, 2}\left(V^{k}\right)$ for some $V_{k} \in G_{n, k}$. We can now establish that $\nabla f$ is small on the entire $W_{k, 2}\left(V^{k}\right)$.

Indeed, any $(x, u) \in W_{k, 2}\left(V^{k}\right)$ has a $\delta$-neighbour $\left(x^{\prime}, u^{\prime}\right)$ in the net, so we get

$$
\begin{aligned}
|\nabla f(x, u)| & \leq\left|\nabla f(x, u)-\nabla f\left(x, u^{\prime}\right)\right|+\left|\nabla f\left(x, u^{\prime}\right)-\nabla f\left(x^{\prime}, u^{\prime}\right)\right|+\left|\nabla f\left(x^{\prime}, u^{\prime}\right)\right| \\
& \leq \delta+\frac{C}{\eta} \cdot \delta+\epsilon
\end{aligned}
$$

The combination of $f$ 's small directional derivatives with the sphere's bounded diameter secures small oscillations for $f$. These small oscillations easily transfer to the original $F$.

Take $x_{1}, x_{2} \in V^{k}$, and $\eta \leq 1$. We get

$$
\begin{aligned}
\left|F\left(x_{0}\right)-F\left(x_{1}\right)\right| & \leq \max _{(x, u) \in W_{k, 2}\left(V^{k}\right)}|\nabla f(x, u)| \cdot\left\|x_{0}-x_{1}\right\|+2 \eta \\
& \leq \frac{C}{\eta} \cdot \delta+\epsilon+2 \eta
\end{aligned}
$$

We now set $\epsilon \leq 1, \eta=\epsilon, \delta=\epsilon^{2}$, and $k=\left\lfloor C \epsilon^{2} n / \log \frac{1}{\epsilon^{2}}\right\rfloor$, and obtain the following:
Statement. With probability at least $1-e^{-C \epsilon^{2} n}$, the 1-Lipschitz function $F$ oscillates by no more than $\epsilon$ on random $\left\lfloor C \epsilon^{2} n / \log \frac{1}{\epsilon^{2}}\right\rfloor$-dimensional subspaces.

Step 3. The measure of points, where $F$ is $\epsilon$-close to its median, is at least $1-e^{-C \epsilon^{2} n}$ (as long as $\epsilon>C^{\prime} \frac{\log n}{\sqrt{n}}$ ).

Proof. From the previous section we know that a $k$-dimensional subspace intersects the median of $F$ with probability at least $1-2^{-k+1}$. Combining this information with the even greater odds of $k$-dimensional spectrum, we find that only an $e^{-C k}$ proportion of $k$-dimensional subspaces allow $F$ to diverge more than $\epsilon$ from its median (note that this argument requires $k \geq 2$, but this is supported by the restriction on $\epsilon$ ).

This estimate readily carries over to at most $e^{-C k}$ proportion of points on the sphere, where $F$ can diverge by $\epsilon$ from its median; we are close to our goal, but not quite there.

In order to get an improved estimate to the proportion of points where $F$ diverges by at least $\epsilon$ from its median, let's recycle again the idea that a random $k$-dimensional subspace is the span of $k$ random points.

$$
\begin{aligned}
& P_{V \in G_{n, k}}(F \text { is } \epsilon \text {-far from its median on all points of } V) \\
= & P_{\left\{x_{i}\right\}_{i=1}^{k} \in\left(S^{n-1}\right)^{k}}\left(F \text { is } \epsilon \text {-far from its median on } \operatorname{span}\left\{x_{1}, \ldots, x_{k}\right\}\right) \\
\leq & P_{\left\{x_{i}\right\}_{i=1}^{k} \in\left(S^{n-1}\right)^{k}}\left(F \text { is } \epsilon \text {-far from its median on }\left\{x_{1}, \ldots, x_{k}\right\}\right) \leq\left(e^{-C^{\prime} k}\right)^{k} .
\end{aligned}
$$

We again confront this estimate with the estimate for $k$-dimensional spectrum in the Statement above. Since $k^{2}>C \epsilon^{2} n$ for the stated values of $\epsilon$ and $k$, we conclude that at least $1-e^{-C \epsilon^{2} n}$ proportion of $k$-dimensional subspaces, and hence at least such a proportion of points of the sphere, are sent by $F \epsilon$-close to the median. By repeating the above argument, we can improve slightly the restriction on $\epsilon$, and bring the enumerator towards $\sqrt{\log (n)}$.

While we demonstrated this line of thought only for the sphere, it can be easily imagined in other contexts. Complementing the well-known "concentration implies spectrum" principle, we should encourage a general "spectrum implies concentration" ideology. Raz' Lemma, as discussed below, is one of the components of this ideology.

## 2 Raz' Lemma

### 2.1 Raz' Original Argument

Up to this point we only used the simple fact that independent random points sample random subspaces. We will now see that the same random points, even though they needn't be independent with respect to the subspace they span, are still tame enough to provide useful information regarding their span.

Raz' Lemma, introduced in [R], is a special deviation inequality on the Grassmanian. Let $\mu$ be the normalised Haar measure on the unit sphere, and $\nu$ be the Haar probability measure on $G_{n, k}$. If we restrict $\mu$ to subspaces according to the formula $\left.\mu\right|_{V}(A)=\mu_{V}(A \cap V)$, where $\mu_{V}$ is the normalised Haar measure on $V$, we'll find that

$$
\mu(A)=\left.\int_{V \in G_{n, k}} \mu\right|_{V}(A) d \nu
$$

We may now ask how well $\left.\mu\right|_{V}(A)$ is concentrated as a function of $V$ on $G_{n, k}$. It turns out, that even though $\left.\mu\right|_{V}(A)$ needn't even be continuous, we still get a concentration inequality similar to that of Lipschitz functions.

Theorem 1 (Raz' Lemma). Let $C \subseteq S^{n-1}$ and denote $\mu(C)=c$. Then:

$$
\nu\left(|\mu|_{V}(C)-c \mid \geq \varepsilon\right) \leq \frac{4 e^{-\frac{\varepsilon^{2} k}{2}}}{\varepsilon}
$$

where $\nu$ and $\left.\mu\right|_{V}$ are as above.

Remark 1. In the following text we will use $P$ for the product of $k$ Haar probability measures on $k$ copies of $S^{n-1}$. Recall that we have established that a sequence uniform in $P$ spans a subspace uniform in $\nu$. Therefore, where an event in $\left(S^{n-1}\right)^{k}$ depends only on the span of the sequence of vectors, the probability $P$ becomes synonymous with $\nu$. In fact, where no harm is expected, we intend to generally confuse subspaces and their spanning sequences.

Proof. Let $y_{1}, \ldots, y_{k}$ be independent $\mu$-uniform variables. We already established that $\operatorname{span}\left\{y_{1}, \ldots, y_{k}\right\}$ is a uniform element of the unique rotation invariant measure on $G_{n, k}$. The behaviour of the $y_{i}$ 's inside their span is more delicate. If $y_{1}, \ldots, y_{k}$ were independent inside their span, they would simultaneously sample both $A$ and $A \cap V$ quite well, and thus secure an easy proof of Raz' Lemma. However, restricting a measure to a zero measure subset depends on further desired properties, and our needs preclude independence inside the span. We will motivate our choice of restricted measure and justify its properties in the next section. For now, just assume that $y_{i}$ is Haar-uniform in $\operatorname{span}\left\{y_{1}, \ldots, y_{k}\right\}$, and nothing more.

Let's start with the upper tail estimate. We will study the event

$$
B=\left\{\left(y_{i}\right)_{i=1}^{k}|\mu|_{\operatorname{span}\left\{y_{i}\right\}_{i=1}^{k}}(C) \geq c+2 \varepsilon\right\} .
$$

We use the elementary inequality:

$$
P(B) \leq \frac{P(A)}{P(A \mid B)}
$$

into which we substitute

$$
A=\left\{\left(y_{i}\right)_{i=1}^{k} \left\lvert\, \frac{\sum_{i=1}^{k} 1_{C}\left(y_{i}\right)}{k}-c \geq \varepsilon\right.\right\}
$$

$P(A)$ is estimated from above by $e^{-2 \varepsilon^{2} k}$ (computer scientists call this sampling estimate a Chernoff-type bound, but it goes back to Kolmogorov, see [L], section 18.1). In order to estimate $P(A \mid B)$, let's take a subspace $V$ where $B$ holds, and consider first

$$
P\left(A \mid \operatorname{span}\left\{y_{i}\right\}_{i=1}^{k}=V\right)
$$

Chebyshev's inequality bounds this from below by:

$$
\frac{\mathbb{E}\left(\left.\frac{\sum 1_{C}\left(y_{i}\right)}{k} \right\rvert\, \operatorname{span}\left\{y_{i}\right\}_{i=1}^{k}=V\right)-(c+\varepsilon)}{\max \left(\left.\frac{\sum 1_{C}\left(y_{i}\right)}{k} \right\rvert\, \operatorname{span}\left\{y_{i}\right\}_{i=1}^{k}=V\right)-(c+\varepsilon)} .
$$

Since each $y_{i}$ is uniform in $\operatorname{span}\left\{y_{i}\right\}_{i=1}^{k}$, and regardless of their conditional dependence, this equals

$$
\frac{\left.\mu\right|_{V}(C)-(c+\varepsilon)}{1-(c+\varepsilon)}
$$

Since $V$ was chosen such that $\left.\mu\right|_{V}(C) \geq c+2 \varepsilon$, we get

$$
P\left(A \mid \operatorname{span}\left\{y_{i}\right\}_{i=1}^{k}=V\right) \geq \varepsilon
$$

and deduce

$$
\begin{equation*}
P(A \mid B) \geq \varepsilon \tag{3}
\end{equation*}
$$

This last transition is, from the point of view of measure theory, the most delicate point of the proof. It would follow, if, for example, the global measure were the average of the restricted measures. This property is the key to our choice of restriction of the measure to a subspace. We will defer the details to the next section, so that we can now directly conclude

$$
P(B) \leq \frac{P(A)}{P(A \mid B)} \leq \frac{e^{-2 \varepsilon^{2} k}}{\varepsilon}
$$

If we rescale $\varepsilon$, and consider the symmetric lower tail estimate, we find the theorem proved.

We would like to point out that Raz' Lemma is not optimal in the case of fixed $\varepsilon$ and $k$, and $c$ tending to 0 (or, symmetrically, to 1 ). Obviously $P_{V}\left(|\mu|_{V}(C)-c \mid>\varepsilon\right)$ should tend to zero as $c$ tends to zero. Nevertheless, the bound we have does not emulate this property.

The reason for this lies in the sampling estimate we quote. While $P\left(\frac{\sum_{i=1}^{k} 1_{C}\left(y_{i}\right)}{k}-c>\varepsilon\right)$ tends to zero with $c$, the bound $e^{-2 \varepsilon^{2} k}$ does not. To adapt Raz' Lemma to such a marginal situation, one must replace the sampling estimate in the proof. Fortunately, one of the advantages of the proof is its remarkable modularity and resilience to variations.

### 2.2 Conditional (In)dependence

The restriction of a measure to a zero measure subset requires additional structure in order to make sense. For example, while volume in $\mathbb{R}^{n}$ is uniquely determined, the definition of surface area depends on Euclidean structure.

For the definition of the restricted measure $P\left(A \mid \operatorname{span}\left\{y_{i}\right\}_{i=1}^{k}=V\right)$ in the proof (to which we will refer in short as $P(A \mid V)$ ) we shall take

$$
\int_{x_{1} \in S^{n-1}} \cdots \int_{x_{k} \in S^{n-1}} \int_{T \in O\left(n, \operatorname{span}\left\{x_{1}, \ldots, x_{k}\right\} \rightarrow V\right)} \chi_{A}\left(T\left(x_{1}\right), \ldots, T\left(x_{k}\right)\right)
$$

where the integral is calculated with respect to normalised Haar measures, and $O(n, U \rightarrow V)$ stands for the collection of unitary operators in $O(n)$, which map the subspace $U$ to the subspace $V$. The definition aims at validating the deduction of (3), which would follow from the equality

$$
\begin{equation*}
\int_{V \in G_{n, k}} P(A \mid V) d \nu=P(A) \tag{4}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
& \int_{V \in G_{n, k}} \int_{\left(x_{i}\right)_{i=1}^{k} \in\left(S^{n-1}\right)^{k}} \int_{T \in O\left(n, \operatorname{span}\left\{x_{1}, \ldots, x_{k}\right\} \rightarrow V\right)} \chi_{A}\left(T\left(x_{1}\right), \ldots, T\left(x_{k}\right)\right) \\
= & \int_{\left(x_{i}\right)_{i=1}^{k} \in\left(S^{n-1}\right)^{k}} \int_{V \in G_{n, k}} \int_{T \in O\left(n, \operatorname{span}\left\{x_{1}, \ldots, x_{k}\right\} \rightarrow V\right)} \chi_{A}\left(T\left(x_{1}\right), \ldots, T\left(x_{k}\right)\right) \\
= & \int_{\left(x_{i}\right)_{i=1}^{k} \in\left(S^{n-1}\right)^{k}} \int_{T \in O(n)} \chi_{A}\left(T\left(x_{1}\right), \ldots, T\left(x_{k}\right)\right) \\
= & \int_{T \in O(n)} \int_{\left(x_{i}\right)_{i=1}^{k} \in\left(S^{n-1}\right)^{k}} \chi_{A}\left(T\left(x_{1}\right), \ldots, T\left(x_{k}\right)\right) \\
= & \int_{T \in O(n)} \int_{\left(x_{i}\right)_{i=1}^{k} \in\left(S^{n-1}\right)^{k}} \chi_{A}\left(x_{1}, \ldots, x_{k}\right) \\
= & \int_{\left(x_{i}\right)_{i=1}^{k} \in\left(S^{n-1}\right)^{k}} \chi_{A}\left(x_{1}, \ldots, x_{k}\right)=P(A) .
\end{aligned}
$$

The transition between the second and third lines follows from the uniqueness of the normalised Haar measure on $O(n)$.

Our definition also conforms to our earlier statement that the marginal distribution of a single coordinate with respect to $P(\cdot \mid V)$ is simply the Haar probability measure on the sphere. Indeed, substitute into the definition a set of the form $A \times S^{n-1} \times \cdots S^{n-1}$, follow a reasoning similar to the above, and you will simply get $\left.\mu\right|_{V}(A)$.

Finally, the restricted measure $P(\cdot \mid V)$ is no longer the product of $k$ Haar measures on $S(V)$. Indeed, let $A$ be the set of all closely clustered $k$-tuples in $\left(S^{n-1}\right)^{k}$. The global measure $P(A)$ will be strictly smaller than the product measure of $A$ in $(S(V))^{k}$ for all subspaces $V$ (by well-known concentration of measure estimates). Therefore, if $P(\cdot \mid V)$ were the product of $k$ Haar measures, we would be in violation of the just-proven equality (4).

The loss of independence when restricting to a subspace is responsible for the 'bad' denominator in Raz' estimate. In the next section we will present a trick, which allows one to erase the denominator altogether.

### 2.3 Getting Rid of the Denominator

We will use here the 'tensorisability' of the exponential estimate of $P(A)$ to suppress the linear factor arising from the estimate of $P(A \mid B)$.

Fix $k<n$ and arbitrary $m$. Consider $y_{1}, \ldots y_{m k}$ independent Haaruniform variables in $S^{n-1}$. Now the sequence $\left\{\operatorname{span}\left\{y_{i}\right\}_{i=(j-1) k+1}^{j k}\right\}_{j=1}^{m}$ is Haar-uniform and independent in $G_{n, k}$, and for every $1 \leq \ell \leq k$ the variable $y_{(j-1) k+\ell}$ is Haar-uniform in span $\left\{y_{i}\right\}_{i=(j-1) k+1}^{j k}$ (we make no claim as to their conditional independence here).

We will consider the event:

$$
A=\left\{\left(y_{i}\right)_{i=1}^{m k} \left\lvert\, \frac{\sum_{i=1}^{m k} 1_{C}\left(y_{i}\right)}{m k}-c>\varepsilon\right.\right\}
$$

and

$$
B=B_{1} \cap B_{2} \cap \cdots \cap B_{m}
$$

where

$$
B_{j}=\left\{\left(y_{i}\right)_{i=1}^{m k}|\mu|_{\operatorname{span}\left\{y_{i}\right\}_{i=(j-1) k+1}^{j k}}(C) \geq c+2 \varepsilon\right\} .
$$

Just as before $P(A) \leq e^{-2 \varepsilon^{2} m k}$. Furthermore, by Chebyshev

$$
\begin{aligned}
& P\left(A \mid \forall j: \operatorname{span}\left\{y_{i}\right\}_{i=(j-1) k+1}^{j k}=V_{j}\right) \\
\geq & \frac{\mathbb{E}\left(\left.\frac{\sum 1_{C}\left(y_{i}\right)}{m k} \right\rvert\, \forall j: \operatorname{span}\left\{y_{i}\right\}_{i=(j-1) k+1}^{j k}=V_{j}\right)-(c+\varepsilon)}{\max \left(\left.\frac{\sum 1_{C}\left(y_{i}\right)}{m k} \right\rvert\, \forall j: \operatorname{span}\left\{y_{i}\right\}_{i=(j-1) k+1}^{j k}=V_{j}\right)-(c+\varepsilon)} \\
\geq & \frac{\left.\frac{1}{m} \sum_{j} \mu\right|_{V_{j}}(C)-(c+\varepsilon)}{1-(c+\varepsilon)} .
\end{aligned}
$$

As before, we conclude that $P(A \mid B) \geq \varepsilon$.
Since the original $y_{i}$ 's are independent, so are the events $B_{i}$, And we get $P(B)=P\left(B_{1}\right) \cdot \ldots \cdot P\left(B_{m}\right)=P\left(B_{1}\right)^{m}$. It follows that

$$
P\left(B_{1}\right)^{m} \leq \frac{P(A)}{P(A \mid B)} \leq \frac{e^{-2 \varepsilon^{2} k m}}{\varepsilon}
$$

Letting $m$ go to infinity, we find:

$$
P\left(B_{1}\right) \leq e^{-2 \varepsilon^{2} k}
$$

Again, rescaling and repeating for the lower tail, we conclude with
Theorem 2 (Improved Raz' Lemma). In the same setting as Theorem 1,

$$
\nu\left(|\mu|_{V}(C)-c \mid \geq \varepsilon\right) \leq 2 e^{-\frac{\varepsilon^{2} k}{2}}
$$

## 3 Extensions

### 3.1 From $S^{n-1}$ to $G_{n, m}$

In this section we will transport the result from $S^{n-1}$ (which, for the purpose of this discussion, works like $G_{n, 1}$ ) to $G_{n, m}$. The same can be repeated for various related homogeneous manifolds.

Theorem 3. Let $C \subseteq G_{n, m}$ and $\mu(C)=c$ (where $\mu$ is the normalised Haarmeasure on $\left.G_{n, m}\right)$. Choose $k$ such that $k m \leq n$, then

$$
P_{V \in G_{n, k m}}\left(\left|\mu\left(C \mid G_{k m, m}(V)\right)-c\right|>\varepsilon\right) \leq 2 e^{-\frac{\varepsilon^{2} k}{2}} .
$$

Proof. Let $V_{1}, \ldots, V_{k}$ be independent Haar-uniform variables in $G_{n, m}$. The $\operatorname{span}\left\{V_{i}\right\}_{i=1}^{k}$ is uniform in $G_{n, m k}$ and each $V_{i}$ is uniform in $G_{m k, m}\left(\operatorname{span}\left\{V_{i}\right\}_{i=1}^{k}\right)$.

Let

$$
A=\left\{\left(V_{i}\right)_{i=1}^{k} \left\lvert\, \frac{\sum_{i=1}^{k} 1_{C}\left(V_{i}\right)}{k}-c \geq \varepsilon\right.\right\}
$$

and

$$
B=\left\{\left(V_{i}\right)_{i=1}^{k}|\mu|_{G_{k m, m}\left(\operatorname{span}\left\{V_{i}\right\}_{i=1}^{k}\right)}(C) \geq c+2 \varepsilon\right\}
$$

The remainder of the argument works just as before. By a sampling estimate

$$
P(A) \leq e^{-2 \varepsilon^{2} k}
$$

By Chebyshev's inequality

$$
P\left(A \mid \operatorname{span}\left\{V_{i}\right\}_{i=1}^{k}=V\right) \geq \frac{\left.\mu\right|_{G_{k m, m}(V)}(C)-(c+\varepsilon)}{1-(c+\varepsilon)}
$$

and so $P(A \mid B) \geq \varepsilon$. The same trick as in section 2.3 can write off $P(A \mid B)$, and we obtain the desired result.

### 3.2 From Indicators to General Functions

The purpose of this section is to replace the function $1_{C}$ in the previous sections by any other function. For this we require the following inequality by Kolmogorov (as quoted in [L], section 18.1).

Theorem 4 (Kolmogorov's Inequality). Let $f$ be a function on a probability space with $\mathbb{E} f=M,\|f-M\|_{2}=s$ and $\|f-M\|_{\infty}=b$. Let $\left(y_{i}\right)_{i=1}^{k}$ be independent random variables on the domain of $f$.

1. If $\varepsilon \leq \frac{s^{2}}{b}$ then:

$$
P\left(\left|\frac{\sum_{i=1}^{k} f\left(y_{i}\right)}{k}-M\right| \geq \varepsilon\right) \leq 2 e^{-\frac{1}{4}\left(\frac{\varepsilon}{s}\right)^{2} k}
$$

2. If $\varepsilon \geq \frac{s^{2}}{b}$ then:

$$
P\left(\left|\frac{\sum_{i=1}^{k} f\left(y_{i}\right)}{k}-M\right| \geq \varepsilon\right) \leq 2 e^{-\frac{1}{4}\left(\frac{\varepsilon}{b}\right) k}
$$

Kolmogorov's inequality allows to extend Raz' technique to general functions.

Theorem 5. Let $f: S^{n-1} \rightarrow \mathbb{R}$, and $M, s$, and $b$ as in the previous theorem.

1. If $\varepsilon \leq \frac{s^{2}}{b}$ then:

$$
P_{V \in G_{n, k}}\left(|\mathbb{E}|_{V}(f)-M \mid>\varepsilon\right) \leq 2 \cdot e^{-\frac{1}{16}\left(\frac{\varepsilon}{s}\right)^{2} k}
$$

2. If $\varepsilon \geq \frac{s^{2}}{b}$ then:

$$
P_{V \in G_{n, k}}\left(|\mathbb{E}|_{V}(f)-M \mid>\varepsilon\right) \leq 2 \cdot e^{-\frac{1}{8}\left(\frac{\varepsilon}{b}\right) k}
$$

Note that if we substitute characteristic functions into $f$, we reproduce the original statement for sets (up to constants).

Proof. Substitute into Raz' argument the events:

$$
\begin{aligned}
A & =\left\{\left(y_{i}\right)_{i=1}^{k} \left\lvert\, \frac{\sum_{i=1}^{k} f\left(y_{i}\right)}{k}-M \geq \varepsilon\right.\right\} \quad \text { and } \\
B & =\left\{\left(y_{i}\right)_{i=1}^{k}|\mathbb{E}|_{V}(f) \geq M+2 \varepsilon\right\}
\end{aligned}
$$

Estimate $P(A)$ by Kolmogorov's bound, and use Chebyshev's inequality as above:

$$
P\left(A \mid \operatorname{span}\left\{y_{i}\right\}_{i}=V\right) \geq \frac{\left.\mathbb{E}\right|_{V}(f)-(M+\varepsilon)}{(b+M)-(M+\varepsilon)}
$$

and so

$$
P(A \mid B) \geq \frac{\varepsilon}{b}
$$

Using the trick from section 2.3 to write off $P(A \mid B)$, we obtain the promised result.
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## Introduction

Let $A$ be an $n \times n$ positive definite symmetric matrix and let

$$
d \gamma_{A}(y)=\varphi_{A}(x) d x=(2 \pi)^{-\frac{n}{2}} \sqrt{\operatorname{det} A} e^{-\frac{\langle A x, x\rangle}{2}} d x
$$

be the corresponding Gaussian measure. Let

$$
\Gamma(A)=\sup \left\{\frac{\gamma_{A}\left(Q_{h} \backslash Q\right)}{h}: Q \subset \mathbb{R}^{n} \text { is convex, } h>0\right\}
$$

where $Q_{h}$ denotes the set of all points in $\mathbb{R}^{n}$ whose distance from $Q$ does not exceed $h$.

Since, for convex $Q$, one has $Q_{h^{\prime}+h^{\prime \prime}} \backslash Q=\left[\left(Q_{h^{\prime}}\right)_{h^{\prime \prime}} \backslash Q_{h^{\prime}}\right] \cup\left[Q_{h^{\prime}} \backslash Q\right]$, the definition of $\Gamma(A)$ can be rewritten as

$$
\begin{aligned}
\Gamma(A) & =\sup \left\{\limsup _{h \rightarrow 0+} \frac{\gamma_{A}\left(Q_{h} \backslash Q\right)}{h}: Q \subset \mathbb{R}^{n} \text { is convex }\right\} \\
& =\sup \left\{\int_{\partial Q} \varphi_{A}(y) d \sigma(y): Q \subset \mathbb{R}^{n} \text { is convex }\right\}
\end{aligned}
$$

where $d \sigma(y)$ is the standard surface measure in $\mathbb{R}^{n}$.
Making the change of variable $x \rightarrow B x$ where $B$ is the (positive definite) square root of $A$, the last expression can be rewritten as

$$
\sup \left\{\int_{\partial Q} \varphi(y)\left|B \nu_{y}\right| d \sigma(y): Q \subset \mathbb{R}^{n} \text { is convex }\right\}
$$

where $\varphi(y)=(2 \pi)^{-\frac{n}{2}} e^{-\frac{|y|^{2}}{2}}$ is the density of the standard Gaussian measure $d \gamma$ in $\mathbb{R}^{n}$ and $\nu_{y}$ is the unit normal vector to the boundary $\partial Q$ of the body $Q$ at the point $y \in \partial Q$.

Recall that the Hilbert-Schmidt norm $\|A\|_{\mathrm{H}-\mathrm{S}}$ of a positive definite symmetric matrix $A$ is defined as the square root of the sum of squares of all entries of $A$ or, which is the same, as the square root of the sum of squares of the eigenvalues of $A$. The aim of this paper is to prove the following

Theorem. There exist absolute constants $0<c<C<+\infty$ such that

[^13]$$
c \sqrt{\|A\|_{\mathrm{H}-\mathrm{S}}} \leqslant \Gamma(A) \leqslant C \sqrt{\|A\|_{\mathrm{H}-\mathrm{S}}} .
$$

A few words should, probably, be said about the history of the question. To the best of my knowledge, it was S . Kwapien who first pointed out that it would be desirable to have good estimates for $\Gamma\left(I_{n}\right)$ (i.e., for the maximal perimeter of a convex body with respect to the standard Gaussian measure). The only progress that has been made was due to K. Ball who in 1993 proved the inequality $\Gamma\left(I_{n}\right) \leqslant 4 n^{\frac{1}{4}}$ for all $n \geqslant 1$ and observed that a cube in $\mathbb{R}^{n}$ may have its Gaussian perimeter as large as $\sqrt{\log n}$ (see [B]). Many people seemed to believe that the logarithmic order of growth must be the correct one and that it is the upper bound that needs to be improved. If it were the case, it would open a road to essentially improving some constants in various "convex probability" theorems (see [Be1],[Be2] for a nice example). Alas, as it turned out, K. Ball's estimate is sharp.

As to the proof of the theorem, I cannot shake the feeling that there should exist some simple and elegant way leading to the result. Unfortunately, what I can present is a pretty boring and technical computation. So I encourage the reader to stop reading the paper here and to (try to) prove the theorem by himself.

## The Case $A=I_{n}$

We shall be primarily interested in the behavior of $\Gamma\left(I_{n}\right)$ for large $n$. Our first goal will be to prove the asymptotic upper bound

$$
\limsup _{n \rightarrow \infty} \frac{\Gamma\left(I_{n}\right)}{n^{\frac{1}{4}}} \leqslant \pi^{-\frac{1}{4}}<0.76
$$

which, with some extra twist, can be improved to

$$
\limsup _{n \rightarrow \infty} \frac{\Gamma\left(I_{n}\right)}{n^{\frac{1}{4}}} \leqslant(2 \pi)^{-\frac{1}{4}}<0.64
$$

While this result is essentially equivalent to that of K. Ball, our proof will use different ideas and yield more information about the possible shapes of convex bodies with large Gaussian perimeter.

As to the estimates from below, we shall show that

$$
\liminf _{n \rightarrow \infty} \frac{\Gamma\left(I_{n}\right)}{n^{\frac{1}{4}}} \geqslant e^{-\frac{5}{4}}>0.28
$$

First of all, note that in the definition of $\Gamma\left(I_{n}\right)$ we may restrict ourselves to convex bodies $Q$ containing the origin. One of the most natural ways to estimate the integral $\int_{\partial Q} \varphi(y) d \sigma(y)$ is to introduce some "polar coordinate system" $x=X(y, t)$ in $\mathbb{R}^{n}$ with $y \in \partial Q, t \geqslant 0$. Then we can write

$$
\begin{equation*}
1=\int_{\mathbb{R}^{n}} \varphi(x) d x=\int_{\partial Q}\left[\int_{0}^{\infty} \varphi(X(y, t)) D(y, t) d t\right] d \sigma(y)=\int_{\partial Q} \varphi(y) \xi(y) d \sigma(y) \tag{*}
\end{equation*}
$$

where $D(y, t)$ stands for the determinant of the differential $\frac{\partial X(y, t)}{\partial y \partial t}$ of the mapping $\partial Q \times(0,+\infty) \ni(y, t) \rightarrow X(y, t) \in \mathbb{R}^{n}$ and

$$
\xi(y)=\varphi(y)^{-1} \int_{0}^{\infty} \varphi(X(y, t)) D(y, t) d t
$$

This yields the estimate

$$
\int_{\partial Q} \varphi(y) d \sigma(y) \leqslant \frac{1}{\min _{\partial Q} \xi}
$$

There are two natural polar coordinate systems associated with a convex body $Q$ containing the origin. The first one is given by the mapping $X_{1}(y, t)=$ $t y$. Then

$$
D_{1}(y, t)=t^{n-1}|y| \alpha(y)
$$

where $\alpha(y)$ is the cosine of the angle between the "radial vector" $y$ and the unit outer normal vector $\nu_{y}$ to the surface $\partial Q$ at the point $y$. So, in this case, we have

$$
\begin{aligned}
\xi_{1}(y) & =e^{\frac{|y|^{2}}{2}}\left[\int_{0}^{\infty}|y| t^{n-1} e^{-\frac{t^{2}|y|^{2}}{2}} d t\right] \alpha(y) \\
& =|y|^{-(n-1)} e^{\frac{|y|^{2}}{2}}\left[\int_{0}^{\infty} t^{n-1} e^{-\frac{t^{2}}{2}} d t\right] \alpha(y)
\end{aligned}
$$

It is not hard to see that the function $f(t):=t^{n-1} e^{-\frac{t^{2}}{2}}$ is nice enough for the application of the Laplace asymptotic formula. Since it attains its maximum at $t_{0}=\sqrt{n-1}$ and since $\frac{d^{2}}{d t^{2}} \log f\left(t_{0}\right)=-2$, we get

$$
\int_{0}^{\infty} f(t) d t=[\sqrt{\pi}+o(1)] f\left(t_{0}\right)
$$

Observing that $\frac{d^{2}}{d t^{2}} \log f\left(t_{0}\right) \leqslant-1$ for all $t>0$, we get

$$
f(t) \leqslant f\left(t_{0}\right) e^{-\frac{\left(t-t_{0}\right)^{2}}{2}} \quad \text { for all } t>0
$$

Bringing these estimates together, we conclude that

$$
\xi_{1}(y) \geqslant e^{\frac{(|y|-\sqrt{n-1})^{2}}{2}}[\sqrt{\pi}+o(1)] \alpha(y)
$$

Unfortunately, as one can easily see, $\alpha(y)$ can be very close to 0 at some points, so we cannot get an estimate for the Gaussian perimeter of an arbitrary convex body $Q$ using $\xi_{1}$ alone. Nevertheless, let us mention here that if
we know in advance that $Q$ contains a ball of radius $R>0$ centered at the origin, we may use the elementary inequality $\alpha(y) \geqslant \frac{R}{|y|}$ and conclude (after some not very hard computations) that

$$
\min _{\partial Q} \xi_{1} \geqslant[1+o(1)] \frac{\sqrt{\pi} R}{\sqrt{n}}
$$

Thus, if $R$ is much greater than $n^{\frac{1}{4}}$, the Gaussian perimeter of $Q$ is much less than $n^{\frac{1}{4}}$. It is interesting to compare this observation with the construction of the convex body $Q$ with large perimeter below: the body we shall construct will have the ball of radius $n^{\frac{1}{4}}$ as its inscribed ball!

Let us now consider the second natural "polar coordinate system" associated with $Q$, which is given by the mapping $X_{2}(y, t)=y+t \nu_{y}$. The reader may object that it is a coordinate system in $\mathbb{R}^{n} \backslash Q$, not in $\mathbb{R}^{n}$, but this makes things only better because now we can write $1-\gamma(Q)$ instead of 1 on the left hand side of the inequality ( $*$ ) (it is this improvement that, exploited carefully, yields the extra factor of $2^{-\frac{1}{4}}$ ). It is not hard to check that $X_{2}(y, t)$ is an expanding map in the sense that $\left|X_{2}\left(y^{\prime}, t^{\prime}\right)-X_{2}\left(y^{\prime \prime}, t^{\prime \prime}\right)\right|^{2} \geqslant\left|y^{\prime}-y^{\prime \prime}\right|^{2}+\left(t^{\prime}-t^{\prime \prime}\right)^{2}$ and, therefore, $D_{2}(y, t) \geqslant 1$ for all $y \in \partial Q, t>0$. This results in the inequality

$$
\xi_{2}(y) \geqslant \int_{0}^{\infty} e^{-t|y| \alpha(y)} e^{-\frac{t^{2}}{2}} d t \geqslant \frac{1}{|y| \alpha(y)+1} .
$$

This expression can also be small, but only if $\alpha(y)$ is large. Thus, it seems to be a good idea to bring these two estimates together and to write

$$
\int_{\partial Q} \varphi(y) \Xi(y) d \sigma(y) \leqslant 2
$$

where

$$
\Xi(y)=\xi_{1}(y)+\xi_{2}(y) \geqslant[1+o(1)] \cdot\left\{e^{\frac{(|y|-\sqrt{n-1})^{2}}{2}} \sqrt{\pi} \alpha(y)+\frac{1}{|y| \alpha(y)+1}\right\}
$$

It is a simple exercise in elementary analysis now to show that the minimum of the right hand side over all possible values of $|y|$ and $\alpha(y)$ is $[2+o(1)] \pi^{\frac{1}{4}} n^{-\frac{1}{4}}$ attained at $|y| \approx \sqrt{n-1}, \alpha(y) \approx(\pi n)^{-\frac{1}{4}}$.

Note that if $|y|$ or $\alpha(y)$ deviate much from these values $(|y|$ on the additive and $\alpha(y)$ on the multiplicative scale), the corresponding value of $\Xi(y)$ is much greater than $n^{-\frac{1}{4}}$. Thus, if a convex body $Q$ with the Gaussian perimeter comparable to $n^{\frac{1}{4}}$ exists at all, a noticeable part of its boundary (in the sense of angular measure) should lie in the constant size neighborhood of the sphere $S$ of radius $\sqrt{n}$ centered of the origin, $\alpha(y)$ being comparable to $n^{-\frac{1}{4}}$ on that part of the boundary. At first glance, this seems unfeasible because what it means is that the boundary of $Q$ should simultaneously be very close
to the sphere $S$ and very transversal (almost orthogonal!) to it. Actually, it leaves one with essentially one possible choice of the body $Q$ for which it is impossible to "do something" to essentially improve the upper bound: the regular polyhedron with inscribed radius of $n^{\frac{1}{4}}$ and circumscribed radius of $\sqrt{n}$ (there is no such deterministic thing, to be exact, but there is a good random substitute).

The fastest way to get the estimate $\Gamma\left(I_{n}\right) \geqslant$ const $n^{\frac{1}{4}}$ seems to be the following. Observe, first of all, that the polar coordinate system $X_{1}(y, t)$ can be used to obtain the inequality

$$
\int_{\partial Q} \varphi(y) d \sigma(y) \geqslant \int_{(\partial Q)^{\prime}} \varphi(y) d \sigma(y) \geqslant \text { const } n^{\frac{1}{4}} \gamma\left(\mathcal{K}_{Q}\right)
$$

where

$$
(\partial Q)^{\prime}=\left\{y \in \partial Q:||y|-\sqrt{n-1}| \leqslant 1, \frac{1}{2} n^{-\frac{1}{4}} \leqslant \alpha(y) \leqslant 2 n^{-\frac{1}{4}}\right\}
$$

and $\mathcal{K}_{Q}=\left\{t y: y \in(\partial Q)^{\prime}, t \geqslant 0\right\}$ is the cone generated by $(\partial Q)^{\prime}$. Let now $H$ be a hyperplane tangent to the ball of radius $n^{\frac{1}{4}}$ centered at the origin. Let $S$ be the (smaller) spherical cap cut off from the sphere $\mathbb{S}$ of radius $\sqrt{n}$ centered at the origin by the hyperplane $H$, let $\widetilde{H}=\{y \in H: \sqrt{n}-1 \leqslant|y| \leqslant \sqrt{n}\}$, and let $\widetilde{S}$ be the radial projection of $\widetilde{H}$ to the sphere $\mathbb{S}$. Now, instead of one hyperplane $H$, take $N$ independent random hyperplanes $H_{j}$ and consider the convex body $Q$ that is the intersection of the corresponding half-spaces. A point $y \in \widetilde{H}_{j}$ belongs to $(\partial Q)^{\prime}$ unless it is cut off by one of the other hyperplanes $H_{k}$. Note that if a point $y \in \widetilde{H}_{j}$ is cut off by a hyperplane $H_{k}$, then its radial projection to the sphere $\mathbb{S}$ belongs to $S_{k}$. Thus,

$$
\gamma\left(\mathcal{K}_{Q}\right) \geqslant \sum_{j=1}^{N} \lambda\left(\widetilde{S}_{j} \backslash \bigcup_{k: k \neq j} S_{j}\right)
$$

where $d \lambda$ is the normalized (by the condition $\lambda(\mathbb{S})=1$ ) angular measure on $\mathbb{S}$. Since the random hyperplanes $H_{j}$ are chosen independently, the expectation of the right hand side equals $N(1-\lambda(S))^{N-1} \lambda(\widetilde{S})$. Observing that, for large $n, \lambda(S)$ is small compared to 1 and choosing $N \approx \lambda(S)^{-1}$, we get the estimate

$$
\gamma(\mathcal{K}) \geqslant \text { const } \frac{\lambda(\widetilde{S})}{\lambda(S)}
$$

A routine computation shows that the ratio $\frac{\lambda(\widetilde{S})}{\lambda(S)}$ stays bounded away from 0 as $n \rightarrow \infty$, finishing the proof. While this (sketch of a) proof is missing a few technical details, I included it in the hope that it might give the reader a clearer picture of how the example was constructed than the completely formal reasoning below aimed at obtaining the largest possible coefficient in front of $n^{\frac{1}{4}}$ rather than at making the geometry transparent.

The formal construction runs as follows. Consider $N$ (a large integer to be chosen later) independent random vectors $x_{j}$ equidistributed over the unit sphere in $\mathbb{R}^{n+1}$ (this 1 is added just to avoid indexing $\varphi$ ) and define the (random) polyhedron

$$
Q:=\left\{x \in \mathbb{R}^{n+1}:\left\langle x, x_{j}\right\rangle \leqslant \rho\right\} .
$$

In other words, $Q$ is the intersection of $N$ random half-spaces bounded by hyperplanes $H_{j}$ whose distance from the origin is $\rho$. The expectation of the Gaussian perimeter of $Q$ equals

$$
N \frac{1}{\sqrt{2 \pi}} e^{-\frac{\rho^{2}}{2}} \int_{\mathbb{R}^{n}} \varphi(y)(1-p(|y|))^{N-1} d y
$$

where $p(r)$ is the probability that a fixed point whose distance from the origin equals $\sqrt{r^{2}+\rho^{2}}$ is separated from the origin by one random hyperplane $H_{j}$. It is easy to compute $p(r)$ explicitly: it equals

$$
\left[\int_{-\sqrt{r^{2}+\rho^{2}}}^{\sqrt{r^{2}+\rho^{2}}}\left(1-\frac{t^{2}}{r^{2}+\rho^{2}}\right)^{\frac{n-1}{2}} d t\right]^{-1} \int_{\rho}^{\sqrt{r^{2}+\rho^{2}}}\left(1-\frac{t^{2}}{r^{2}+\rho^{2}}\right)^{\frac{n-1}{2}} d t
$$

This is quite a cumbersome expression so let us try to find a good asymptotics for it when $\rho=e^{O(1)} n^{\frac{1}{4}}$ and $r=\sqrt{n-1}+w,|w|<O(1)$. The first integral then becomes a typical exercise example for the Laplace asymptotic formula and we get it equal to $\sqrt{2 \pi}+o(1)$. Using the inequality $(1-a) \leqslant e^{-\frac{a^{2}}{2}} e^{-a}$ ( $a>0$ ), we can estimate the second integral by

$$
\begin{aligned}
& \int_{\rho}^{\infty} \exp \left\{-\frac{n-1}{4\left(r^{2}+\rho^{2}\right)^{2}} t^{4}\right\} \exp \left\{-\frac{n-1}{r^{2}+\rho^{2}} \frac{t^{2}}{2}\right\} d t \\
& \leqslant \exp \left\{-\frac{n-1}{4\left(r^{2}+\rho^{2}\right)^{2}} \rho^{4}\right\} \int_{\rho}^{\infty} \exp \left\{-\frac{n-1}{r^{2}+\rho^{2}} \frac{t^{2}}{2}\right\} d t
\end{aligned}
$$

The first factor is asymptotically equivalent to $e^{-\frac{\rho^{4}}{4 n}}$ in the ranges of $\rho$ and $r$ we are interested in. To estimate the second factor, let us observe that, for every $a>0$,

$$
\int_{\rho}^{\infty} e^{-a \frac{t^{2}}{2}} d t \leqslant \int_{\rho}^{\infty} e^{-a \frac{\rho^{2}}{2}} e^{-a \rho(t-\rho)} d t=\frac{1}{a \rho} e^{-a \frac{\rho^{2}}{2}}
$$

Observe also that under our restrictions for $r$ and $\rho$, we have

$$
\frac{n-1}{r^{2}+\rho^{2}}=1-\frac{2 w}{\sqrt{n}}-\frac{\rho^{2}}{n}+o\left(n^{-\frac{1}{2}}\right)
$$

Bringing all the estimates together, we arrive at the inequality

$$
p(r) \leqslant[1+o(1)] \frac{1}{\sqrt{2 \pi}} \frac{1}{\rho} \exp \left\{\frac{\rho^{4}}{4 n}\right\} \exp \left\{\frac{w \rho^{2}}{\sqrt{n}}\right\} e^{-\frac{\rho^{2}}{2}}=: L(n, \rho) \exp \left\{\frac{w \rho^{2}}{\sqrt{n}}\right\}
$$

(the reader should treat $o(1)$ in the definition of $L(n, \rho)$ as some hard to compute but definite quantity that depends on $n$ only and tends to 0 as $n \rightarrow$ $\infty)$. Since we expect the main part of the integral $\int_{\mathbb{R}^{n}} \varphi(y)(1-p(|y|))^{N-1} d y$ to come from the points $y$ with $|y| \approx \sqrt{n-1}$, which correspond to the values of $w$ close to 0 , let us look at what happens if we replace the last factor in our estimate for $p(r)$ by its value at $w=0$, which is just 1 . Then $p(r)$ would not depend on $r$ at all and, taking into account that $\int_{\mathbb{R}^{n}} \varphi(y) d y=1$, we would get the quantity

$$
\frac{1}{\sqrt{2 \pi}} e^{-\frac{\rho^{2}}{2}} N[1-L(n, \rho)]^{N-1}
$$

to maximize. Optimizing first with respect to $N$ (note that $L(n, \rho) \rightarrow 0$ as $n \rightarrow \infty$ ), we see that we should take $N$ satisfying the inequality $N \leqslant$ $L(n, \rho)^{-1} \leqslant N+1$, which results in the value of the maximum being

$$
[1+o(1)] e^{-1} \rho \exp \left\{-\frac{\rho^{4}}{4 n}\right\}
$$

Optimizing with respect to $\rho$, we see that the best choice would be $\rho=n^{\frac{1}{4}}$ which would yield the desired asymptotic lower bound $e^{-\frac{5}{4}} n^{\frac{1}{4}}$ for $\Gamma\left(I_{n}\right)$. Now let us use these values of $N$ and $\rho$ and make an accurate estimate of the integral
$\int_{\mathbb{R}^{n}} \varphi(y)(1-p(|y|))^{N-1} d y \geqslant c \int_{-W}^{W} f(\sqrt{n-1}+w)\left(1-L(n, \rho) \exp \left\{\frac{w \rho^{2}}{\sqrt{n}}\right\}\right)^{N-1}$
where $f(t)=t^{n-1} e^{-\frac{t^{2}}{2}}$ as before, $c=\left(\int_{0}^{\infty} f(t) d t\right)^{-1}$, and $W$ is some big positive number. Note again that the product $c f(\sqrt{n-1}+w)=[1+o(1)] \frac{1}{\sqrt{\pi}} e^{-w^{2}}$ for fixed $w$ and $n \rightarrow \infty$. Also, for fixed $w$ and $n \rightarrow \infty$, the second factor in the integral is asymptotically equivalent to $\exp \left\{-e^{w}\right\}$ (recall that $\rho=n^{\frac{1}{4}}$ and, therefore, $\frac{\rho^{2}}{\sqrt{n}}=1$ ). Thus, we obtain the estimate

$$
\Gamma_{n} \geqslant[1+o(1)] e^{-\frac{1}{4}} n^{\frac{1}{4}} \frac{1}{\sqrt{\pi}} \int_{-W}^{W} \exp \left\{-e^{w}\right\} e^{-w^{2}} d w
$$

The integral on the right looks scary, but, since everything except the factor $\exp \left\{-e^{w}\right\}$ is symmetric, we can replace it by

$$
\int_{-W}^{W} \frac{\exp \left\{-e^{w}\right\}+\exp \left\{-e^{-w}\right\}}{2} e^{-w^{2}} d w
$$

Using the elementary inequality

$$
\frac{\exp \{-a\}+\exp \left\{-\frac{1}{a}\right\}}{2} \geqslant \frac{1}{e} \quad \text { for all } a>0
$$

we conclude that

$$
\Gamma_{n} \geqslant[1+o(1)] e^{-\frac{5}{4}} n^{\frac{1}{4}} \frac{1}{\sqrt{\pi}} \int_{-W}^{W} e^{-w^{2}} d w
$$

It remains to note that $\frac{1}{\sqrt{\pi}} \int_{-W}^{W} e^{-w^{2}} d w$ can be made arbitrarily close to 1 by choosing $W$ large enough.

## The General Case

Let us start with two simple reductions. First of all, observe that the estimate we want to prove is homogeneous with respect to $A$, so, without loss of generality, we may assume that $\operatorname{Tr} A=1$.

Since the problem is rotation invariant, we may assume that both $A$ and $B$ are diagonal matrices. We shall primarily deal with $B$, so let us denote the diagonal entries of $B$ by $b_{1}, \ldots, b_{n}$ (our normalization condition $\operatorname{Tr} A=1$ means that $\sum_{j} b_{j}^{2}=1$ ). Denote

$$
\mathcal{D}:=\sqrt[4]{\sum_{j} b_{j}^{4}}
$$

Note that $0<\mathcal{D} \leqslant 1$, so $\mathcal{D}^{2} \leqslant \mathcal{D}$ and so forth.

Proof of the Estimate $\boldsymbol{\Gamma}(\boldsymbol{A}) \leqslant C \sqrt{\|A\|_{\mathrm{H}-\mathrm{S}}}$
We shall follow the idea of K. Ball and use the Cauchy integral formula. Let us recall how it works. Suppose you have two functions $F, G: \mathbb{R}^{n} \rightarrow[0,+\infty)$, a nonnegative homogeneous of degree 1 function $\Psi$ in $\mathbb{R}^{n}$, and a random unit vector $z_{\omega} \in \mathbb{R}^{n}$. Suppose that you can show that for every point $y \in \mathbb{R}^{n}$ and for every vector $\nu \in \mathbb{R}^{n}$,

$$
\mathcal{E}_{\omega}\left[\left|\left\langle\nu, z_{\omega}\right\rangle\right| \int_{\mathbb{R}} G\left(y-t z_{\omega}\right) d t\right] \geqslant \kappa F(y) \Psi(\nu)
$$

with some constant $\kappa>0$, where $\mathcal{E}_{\omega}$ denotes the expectation with respect to $z_{\omega}$. Then for any convex body $Q \subset \mathbb{R}^{n}$,

$$
\int_{\partial Q} F(y) \Psi\left(\nu_{y}\right) d \sigma(y) \leqslant 2 \kappa^{-1} \int_{\mathbb{R}^{n}} G(x) d x .
$$

To make this general formula applicable to our special case, we have to choose $F(y)=\varphi(y)$ and $\Psi(\nu)=|B \nu|$. Unfortunately, there is no clearly forced choice
of $z_{\omega}$ and $G$. To choose $z_{\omega}$, let us observe that our task is to make the "typical value" of $\left|\left\langle\nu, z_{\omega}\right\rangle\right|$ approximately equal to $|B \nu|$. The standard way to achieve this is to take $z_{\omega}=B Z_{\omega}$ with $Z_{\omega}=\sum_{j} \varepsilon_{j}(\omega) e_{j}$ where $e_{j}$ is the orthonormal basis in $\mathbb{R}^{n}$ in which $B$ is diagonal and $\varepsilon_{j}(\omega)(\omega \in \Omega)$ are independent random variables taking values $\pm 1$ with probability $\frac{1}{2}$ each. Note that our normalization condition $\sum_{j} b_{j}^{2}=1$ guarantees that $z_{\omega}$ is always a unit vector in $\mathbb{R}^{n}$. The hardest part is finding an appropriate function $G$. We shall search for $G(x)$ in the form

$$
G(x)=\varphi(x) \Xi(x)
$$

where $\Xi(x)$ is some relatively tame function: after all, the integral of a function over a random line containing a fixed point is equal to the value at the point times something "not-so-important" (at least, I do not know a better way to evaluate it with no a priori information). If $\Xi(x)$ changes slower than $\varphi(x)$, then we may expect the main part of the integral $\int_{\mathbb{R}} G\left(y-t z_{\omega}\right) d t$ to come from the points $t$ that lie in a small neighbourhood of $t_{0}=\left\langle y, z_{\omega}\right\rangle$, which is the point where the function $t \rightarrow \varphi\left(y-t z_{\omega}\right)$ attains its maximum. To make this statement precise, let us observe that

$$
\begin{aligned}
\varphi\left(y-\left(t_{0}+\tau\right) z_{\omega}\right) & =\exp \left\{-\frac{\tau^{2}}{2}\right\} \exp \left\{\frac{\left\langle y, z_{\omega}\right\rangle^{2}}{2}\right\} \varphi(y) \\
& \geqslant \frac{1}{\sqrt{e}} \exp \left\{\frac{\left\langle y, z_{\omega}\right\rangle^{2}}{2}\right\} \varphi(y)
\end{aligned}
$$

when $|\tau| \leqslant 1$. If our function $\Xi(x)$ satisfies the condition

$$
\max \left\{\Xi\left(x-\tau z_{\omega}\right), \Xi\left(x+\tau z_{\omega}\right)\right\} \geqslant \frac{1}{2} \Xi(x) \text { for all } x \in \mathbb{R}^{n}, \omega \in \Omega,|\tau| \leqslant 1
$$

(which we shall call "weak convexity" condition), then we may estimate the integral from below by $\frac{1}{2 \sqrt{e}} \varphi(y) \Xi\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right) \exp \left\{\left\langle y, z_{\omega}\right\rangle^{2} / 2\right\}$. Then our "only" task will be to prove the inequality

$$
\begin{equation*}
\mathcal{E}_{\omega}\left[\left|\left\langle\nu, z_{\omega}\right\rangle\right| \cdot \Xi\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right) \cdot \exp \left\{\frac{\left\langle y, z_{\omega}\right\rangle^{2}}{2}\right\}\right] \geqslant \kappa|B \nu| \tag{**}
\end{equation*}
$$

Let us make a second "natural leap of faith" and assume that $\Xi$ changes so slowly that $\Xi\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right) \approx \Xi(y)$. Then we can just compute the expectation of the product of other two factors and define $\Xi(y)$ to be the factor that makes the desired inequality almost an identity (we should pray that after that the loop will close and we shall not have to make a second iteration). Thus, our first task will be to compute the quantity

$$
\mathcal{E}_{\omega}\left[\left|\left\langle\nu, z_{\omega}\right\rangle\right| \cdot \exp \left\{\frac{\left\langle y, z_{\omega}\right\rangle^{2}}{2}\right\}\right]=\mathcal{E}_{\omega}\left[\left|\left\langle B \nu, Z_{\omega}\right\rangle\right| \cdot \exp \left\{\frac{\left\langle B y, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] .
$$

Since $B \nu$ and $B y$ are just two arbitrary vectors in $\mathbb{R}^{n}$, let us introduce some one-letter notation for them. Let, say, $B \nu=v$ and $B y=u$. As usual, we shall
write $v_{j}$ and $u_{j}$ for the coordinates of $v$ and $u$ in the basis $e_{j}$. The unpleasant thing we shall have to face on this way is that even $\mathcal{E}_{\omega}\left[\exp \left\{\left\langle u, Z_{\omega}\right\rangle^{2} / 2\right\}\right]$ (forget about the factor $\left|\left\langle v, Z_{\omega}\right\rangle\right|$ !) is not easy to compute when $|u|>1$. Fortunately, if we assume in addition that $\Xi(\beta x) \geqslant \Xi(x)$ for all $x \in \mathbb{R}^{n}$, $\beta \geqslant 1$, then the left hand side of $(* *)$ will satisfy a similar inequality with respect to $y$ and, thereby, $(* *)$ will hold for all points $y$ with $|B y|>1$ as soon as it holds for all $y$ with $|B y|=1$.

We shall use the formula

$$
\exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\frac{t^{2}}{2}} \exp \left\{t\left\langle u, Z_{\omega}\right\rangle\right\} d t
$$

and write

$$
\begin{aligned}
\mathcal{E}_{\omega}\left[\exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] & =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\frac{t^{2}}{2}} \mathcal{E}_{\omega}\left[\exp \left\{t\left\langle u, Z_{\omega}\right\rangle\right\}\right] d t \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\frac{t^{2}}{2}} \prod_{j}\left(\frac{e^{-t u_{j}}+e^{t u_{j}}}{2}\right) d t
\end{aligned}
$$

Using the elementary inequality $\frac{e^{-s}+e^{s}}{2} \leqslant e^{\frac{s^{2}}{2}}\left[1+\frac{s^{4}}{26}\right]^{-1}$, we can estimate the last integral from above by

$$
\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left\{-\frac{\left(1-|u|^{2}\right) t^{2}}{2}\right\}\left[1+\frac{\left(t\|u\|_{4}\right)^{4}}{26}\right]^{-1} d t
$$

where $\|u\|_{4}:=\sqrt[4]{\sum_{j} u_{j}^{4}}$. If $|u| \leqslant 1$, we can say that, from the $L^{1}$ point of view, the integrand is hardly distinguishable from the characteristic function of the interval $|t| \leqslant \Delta(u)$ where $\Delta(u)=1 / \max \left\{\sqrt{1-|u|^{2}},\|u\|_{4}\right\}$, so the last integral should be, roughly speaking, $\Delta(u)$. A reasonably accurate computation yields the upper bound $\min \left\{1 / \sqrt{1-|u|^{2}}, 3 /\|u\|_{4}\right\} \leqslant 3 \Delta(u)$. To estimate $\mathcal{E}_{\omega}\left[\exp \left\{\left\langle u, Z_{\omega}\right\rangle^{2} / 2\right\}\right]$ from below, we shall use another elementary inequality $\frac{e^{-s}+e^{s}}{2} \geqslant e^{s^{2} / 2} e^{-s^{4} / 8}$. It yields the lower bound

$$
\begin{aligned}
\mathcal{E}_{\omega}\left[\exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] & \geqslant \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left\{-\frac{\left(1-|u|^{2}\right) t^{2}}{2}\right\} \exp \left\{-\frac{\left(t\|u\|_{4}\right)^{4}}{8}\right\} d t \\
& \geqslant \Delta(u) \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\frac{t^{2}}{2}} e^{-\frac{t^{4}}{8}} d t \geqslant \frac{1}{2} \Delta(u)
\end{aligned}
$$

Let us now turn to the estimates for the expectation $\mathcal{E}_{\omega}\left[\left|\left\langle v, Z_{\omega}\right\rangle\right|\right.$ $\left.\exp \left\{\left\langle u, Z_{\omega}\right\rangle^{2} / 2\right\}\right]$. To this end, we shall first estimate $\mathcal{E}_{\omega}\left[\exp \left\{i s\left\langle v, Z_{\omega}\right\rangle\right\}\right.$ $\left.\exp \left\{\left\langle u, Z_{\omega}\right\rangle^{2} / 2\right\}\right]$ where, as usual, $i=\sqrt{-1}$. Again, write

$$
\begin{aligned}
& \mathcal{E}_{\omega}\left[\exp \left\{i s\left\langle v, Z_{\omega}\right\rangle\right\} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \\
= & \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\frac{t^{2}}{2}} \mathcal{E}_{\omega}\left[\exp \left\{i s\left\langle v, Z_{\omega}\right\rangle+t\left\langle u, Z_{\omega}\right\rangle\right\}\right] d t \\
= & \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\frac{t^{2}}{2}} \prod_{j}\left(\frac{e^{-\left(t u_{j}+i s v_{j}\right)}+e^{\left(t u_{j}+i s v_{j}\right)}}{2}\right) d t .
\end{aligned}
$$

Now note that for all $\alpha, \beta \in \mathbb{R}$, one has

$$
\left|\frac{e^{-(\alpha+i \beta)}+e^{(\alpha+i \beta)}}{2}\right| \leqslant \frac{e^{-\alpha}+e^{\alpha}}{2}
$$

and this trivial estimate (the triangle inequality) can be improved to

$$
\left|\frac{e^{-(\alpha+i \beta)}+e^{(\alpha+i \beta)}}{2}\right| \leqslant e^{-\delta \beta^{2}}\left(\frac{e^{-\alpha}+e^{\alpha}}{2}\right)
$$

with some absolute $\delta \in(0,1)$ for $|\alpha|,|\beta| \leqslant 1$. Therefore,

$$
\prod_{j}\left|\frac{e^{-\left(t u_{j}+i s v_{j}\right)}+e^{\left(t u_{j}+i s v_{j}\right)}}{2}\right| \leqslant \prod_{j}\left(\frac{e^{-t u_{j}}+e^{t u_{j}}}{2}\right)
$$

for all $t, s \in \mathbb{R}$ and

$$
\prod_{j}\left|\frac{e^{-\left(t u_{j}+i s v_{j}\right)}+e^{\left(t u_{j}+i s v_{j}\right)}}{2}\right| \leqslant e^{-\delta s^{2}|v|^{2}} \prod_{j}\left(\frac{e^{-t u_{j}}+e^{t u_{j}}}{2}\right)
$$

if $|t| \leqslant\|u\|_{\infty}^{-1}$ and $|s| \leqslant\|v\|_{\infty}^{-1}$. Since $\|u\|_{\infty}^{-1} \geqslant\|u\|_{4}^{-1} \geqslant \Delta(u)$, we can write

$$
\begin{aligned}
& \mathcal{E}_{\omega}\left[\exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right]-\left|\mathcal{E}_{\omega}\left[\exp \left\{i s\left\langle v, Z_{\omega}\right\rangle\right\} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right]\right| \\
\geqslant & \left(1-e^{-\delta s^{2}|v|^{2}}\right) \frac{1}{\sqrt{2 \pi}} \int_{-\Delta(u)}^{\Delta(u)} e^{-\frac{t^{2}}{2}} \prod_{j}\left(\frac{e^{-t u_{j}}+e^{t u_{j}}}{2}\right) d t \\
\geqslant & \left(1-e^{-\delta s^{2}|v|^{2}}\right) \Delta(u) \frac{1}{\sqrt{2 \pi}} \int_{-1}^{1} e^{-\frac{t^{2}}{2}} e^{-\frac{t^{4}}{8}} d t \geqslant \frac{1}{2}\left(1-e^{-\delta s^{2}|v|^{2}}\right) \Delta(u) .
\end{aligned}
$$

On the other hand, the trivial inequality $\left|\alpha-\alpha e^{i \beta}\right| \leqslant 2 \alpha \min \{|\beta|, 1\}(\alpha>0$, $\beta \in \mathbb{R}$ ) yields

$$
\begin{aligned}
\left\lvert\, \mathcal{E}_{\omega}\left[\exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right]-\mathcal{E}_{\omega}\right. & { \left.\left[\exp \left\{i s\left\langle v, Z_{\omega}\right\rangle\right\} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \right\rvert\, } \\
& \leqslant 2 \mathcal{E}_{\omega}\left[\min \left\{\left|s\left\langle v, Z_{\omega}\right\rangle\right|, 1\right\} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right]
\end{aligned}
$$

Bringing these estimates together and taking $s=|v|^{-1}$, we obtain

$$
\mathcal{E}_{\omega}\left[\min \left\{\left|\left\langle v, Z_{\omega}\right\rangle\right|,|v|\right\} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \geqslant \frac{1}{4}\left(1-e^{-\delta}\right) \Delta(u)|v|=2 \eta \Delta(u)|v|
$$

where $\eta:=\frac{1}{8}\left(1-e^{-\delta}\right)>0$ is an absolute constant. Obviously, the expectation $\mathcal{E}_{\omega}\left[\left|\left\langle v, Z_{\omega}\right\rangle\right| \exp \left\{\left\langle u, Z_{\omega}\right\rangle^{2} / 2\right\}\right]$ can be only greater.

This brings us to the idea to take $\Xi(y)=\Delta(B y)^{-1}=\max \left\{\|B y\|_{4}\right.$, $\left.\sqrt{1-|B y|^{2}}\right\}$. This formula makes little sense for $|B y|>1$, so, to be formally correct, we shall distinguish two cases: $|B y|^{2} \geqslant 1-\|B y\|_{4}^{2}$ and $|B y|^{2}<1-\|B y\|_{4}^{2}$. We shall separate them completely and even construct two different functions $\Xi_{1}$ and $\Xi_{2}$ serving the first and the second case correspondingly. Note that all points $y$ for which $|B y| \geqslant 1$ are covered by the first case, so we need the condition that $\Xi$ be non-decreasing along each ray starting at the origin only for $\Xi_{1}$. Let us start with

Case 1: $1-\|B y\|_{4}^{2} \leqslant|B y|^{2} \leqslant 1$.
In this case the natural candidate for $\Xi_{1}$ is $\Xi_{1}(y)=\|B y\|_{4}$. We have no problem with the "weak convexity" condition because $\Xi_{1}$ is even strongly convex. Also, it obviously satisfies $\Xi_{1}(\beta y) \geqslant \Xi_{1}(y)$ for every $\beta \geqslant 1$. The only thing we should take care about is the assumption $\Xi_{1}\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right) \approx \Xi_{1}(y)$. What we would formally need here is $\Xi_{1}\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right) \geqslant \zeta \Xi_{1}(y)$ with some absolute $0<\zeta \leqslant 1$. Unfortunately, it is futile to hope for such an estimate for all $y \in \mathbb{R}^{n}$ and $\omega \in \Omega$ because it can easily happen that $y$ is collinear with some $z_{\omega}$ and then we shall get $\Xi_{1}\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right)=0$. To exclude this trivial problem, let us bound $\Xi$ from below by some constant. Since our aim is to control the integral of $\Xi_{1}$ with respect to the Gaussian measure in $\mathbb{R}^{n}$, we may just take the maximum of $\Xi_{1}$ and its average value with respect to the Gaussian measure $d \gamma(x)=\varphi(x) d x$, which is almost the same as $\left\|\Xi_{1}\right\|_{L^{4}\left(\mathbb{R}^{n}, d \gamma\right)}=\sqrt[4]{3} \sqrt[4]{\sum_{j} b_{j}^{4}}=\sqrt[4]{3} \mathcal{D}$. This leads to the revised definition

$$
\Xi_{1}(y)=\max \left\{\|B y\|_{4}, \mathcal{D}\right\}
$$

(note that this revised function $\Xi_{1}$ is still convex and non-decreasing along each ray starting at the origin). The condition $\Xi_{1}\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right) \geqslant \zeta \Xi_{1}(y)$ is then trivially satisfied with $\zeta=1$ if $\|B y\|_{4} \leqslant \mathcal{D}$. Assume that $\|B y\|_{4} \geqslant \mathcal{D}$. Then

$$
\begin{aligned}
\Xi_{1}\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right) & \geqslant\left\|B y-\left\langle y, z_{\omega}\right\rangle B z_{\omega}\right\|_{4} \geqslant\|B y\|_{4}-\left|\left\langle B y, Z_{\omega}\right\rangle\right| \cdot\left\|B^{2} Z_{\omega}\right\|_{4} \\
& =\Xi_{1}(y)-\left|\left\langle B y, Z_{\omega}\right\rangle\right|_{4} \sqrt[4]{\sum_{j} b_{j}^{8}} \geqslant \Xi_{1}(y)-\mathcal{D}^{2}\left|\left\langle B y, Z_{\omega}\right\rangle\right|
\end{aligned}
$$

Uniting this estimate with the trivial lower bound $\Xi_{1}\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right) \geqslant \mathcal{D}$, we can write

$$
\Xi_{1}\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right) \geqslant \frac{1}{1+\mathcal{D}\left|\left\langle B y, Z_{\omega}\right\rangle\right|} \Xi_{1}(y)
$$

(we used here the elementary estimate $\max \{\alpha-\beta \mathcal{D}, \mathcal{D}\} \geqslant \frac{\alpha}{1+\beta}$ ). Therefore we shall be able to prove $(* *)$ if we demonstrate that under the conditions $\sqrt{1-|u|^{2}} \leqslant\|u\|_{4}$ and $\|u\|_{4} \geqslant \mathcal{D}$ (where, as before, $u=B y$ ), the main part of the expectation $\mathcal{E}_{\omega}\left[\min \left\{\left|\left\langle v, Z_{\omega}\right\rangle\right|,|v|\right\} \exp \left\{\left\langle u, Z_{\omega}\right\rangle^{2} / 2\right\}\right]$ comes from those $\omega \in \Omega$ for which $\left|\left\langle v, Z_{\omega}\right\rangle\right|$ is not much greater than $\mathcal{D}^{-1}$. To this end, we shall have to prove some "tail estimate" for $\mathcal{E}_{\omega}\left[\exp \left\{\left\langle u, Z_{\omega}\right\rangle^{2} / 2\right\}\right]$. Using the inequality

$$
\left\langle u, Z_{\omega}\right\rangle^{2} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\} \leqslant \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} t^{2} e^{-\frac{t^{2}}{2}} \exp \left\{t\left\langle u, Z_{\omega}\right\rangle\right\} d t
$$

we get

$$
\begin{aligned}
\mathcal{E}_{\omega}\left[\left\langle u, Z_{\omega}\right\rangle^{2} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] & \leqslant \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} t^{2} e^{-\frac{t^{2}}{2}} \mathcal{E}_{\omega}\left[\exp \left\{t\left\langle u, Z_{\omega}\right\rangle\right\}\right] d t \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} t^{2} e^{-\frac{t^{2}}{2}} \prod_{j}\left(\frac{e^{-t u_{j}}+e^{t u_{j}}}{2}\right) d t \\
& \leqslant \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} t^{2}\left[1+\frac{\left(t\|u\|_{4}\right)^{4}}{26}\right]^{-1} d t \\
& =\frac{2}{3} \pi^{\frac{1}{2}} 26^{\frac{3}{4}}\|u\|_{4}^{-3} \leqslant 16\|u\|_{4}^{-3}
\end{aligned}
$$

This results in the tail estimate

$$
\begin{aligned}
& \mathcal{E}_{\omega}\left[\chi_{\left\{\left|\left\langle u, Z_{\omega}\right\rangle\right|>\beta\|u\|_{4}^{-1}\right\}} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \\
& \qquad \leqslant \beta^{-2}\|u\|_{4}^{2} \mathcal{E}_{\omega}\left[\left\langle u, Z_{\omega}\right\rangle^{2} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \leqslant 16 \beta^{-2}\|u\|_{4}^{-1}
\end{aligned}
$$

Choosing $\beta:=\frac{4}{\sqrt{\eta}}$ and recalling that $\|u\|_{4} \geqslant \mathcal{D}$, we finally get $(u=B y$, $v=B \nu)$

$$
\begin{aligned}
& \mathcal{E}_{\omega}\left[\left|\left\langle v, Z_{\omega}\right\rangle\right| \cdot \Xi_{1}\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right) \cdot \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \\
\geqslant & \mathcal{E}_{\omega}\left[\min \left\{\left|\left\langle v, Z_{\omega}\right\rangle\right|,|v|\right\} \cdot \Xi_{1}\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right) \cdot \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \\
\geqslant & \frac{1}{1+\beta} \Xi_{1}(y) \cdot \mathcal{E}_{\omega}\left[\chi_{\left\{\left|\left\langle u, Z_{\omega}\right\rangle\right| \leqslant \beta \mathcal{D}^{-1}\right\}} \cdot \min \left\{\left|\left\langle v, Z_{\omega}\right\rangle\right|,|v|\right\} \cdot \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \\
\geqslant & \frac{1}{1+\beta} \Xi_{1}(y) \cdot \mathcal{E}_{\omega}\left[\chi_{\left\{\left|\left\langle u, Z_{\omega}\right\rangle\right| \leqslant \beta\|u\|_{4}^{-1}\right\}} \cdot \min \left\{\left|\left\langle v, Z_{\omega}\right\rangle\right|,|v|\right\} \cdot \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \\
\geqslant & \frac{\Xi_{1}(y)}{1+\beta}\left(\mathcal{E}_{\omega}\left[\min \left\{\left|\left\langle v, Z_{\omega}\right\rangle\right|,|v|\right\} \cdot \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right]\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.-|v| \cdot \mathcal{E}_{\omega}\left[\chi_{\left\{\left|\left\langle u, Z_{\omega}\right\rangle\right|>\beta\|u\|_{4}^{-1}\right\}} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right]\right) \\
\geqslant & \frac{\Xi_{1}(y)}{1+\beta}\left(2 \eta\|u\|_{4}^{-1}|v|-16 \beta^{-2}\|u\|_{4}^{-1}|v|\right) \geqslant \frac{\eta}{1+\beta} \Xi_{1}(y)\|u\|_{4}^{-1}|v|=\frac{\eta}{1+\beta}|v| .
\end{aligned}
$$

This finishes Case 1.
Case 2: $|B y|^{2} \leqslant 1-\|B y\|_{4}^{2}$.
To make the long story short, the function $\Xi_{2}$ that we shall use for this case is

$$
\Xi_{2}(y)=\max \left\{\sqrt{\left(1-|B y|^{2}\right)_{+}}, \mathcal{D}\right\}
$$

It is easy to see that

$$
\left\|\Xi_{2}\right\|_{L^{4}\left(\mathbb{R}^{n}, d \gamma\right)}^{4} \leqslant \mathcal{D}^{4}+\int_{\mathbb{R}^{n}}\left(1-|B x|^{2}\right)^{2} d \gamma(x)=3 \mathcal{D}^{4}
$$

To prove "weak convexity", let us observe that

$$
1-\left|B\left(x+\tau z_{\omega}\right)\right|^{2}=1-|B x|^{2}-2 \tau\left\langle B x, B z_{\omega}\right\rangle-\tau^{2}\left|B z_{\omega}\right|^{2} \geqslant 1-|B x|^{2}-\mathcal{D}^{4}
$$

if $|\tau| \leqslant 1$ and the sign of $\tau$ is opposite to that of $\left\langle B x, B z_{\omega}\right\rangle$. Therefore,

$$
\sqrt{\left(1-\left|B x+\tau z_{\omega}\right|^{2}\right)_{+}} \geqslant \sqrt{\left(1-|B x|^{2}\right)_{+}}-\mathcal{D}^{2} \geqslant \sqrt{\left(1-|B x|^{2}\right)_{+}}-\mathcal{D}
$$

for such $\tau$, which is enough to establish the weak convexity property for $\Xi_{2}$. Now let us turn to the inequality $\Xi_{2}\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right) \geqslant \zeta \Xi_{2}(y)$. Again, it is trivial if $\sqrt{1-|B y|^{2}} \leqslant \mathcal{D}$. For other $y$, write

$$
1-\left|B\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right)\right|^{2}=1-|B y|^{2}+2\left\langle y, z_{\omega}\right\rangle\left\langle B y, B z_{\omega}\right\rangle-\left\langle y, z_{\omega}\right\rangle^{2}\left|B z_{\omega}\right|^{2} .
$$

It will suffice to show that the main contribution to the mathematical expectation $\mathcal{E}_{\omega}\left[\min \left\{\left|\left\langle v, Z_{\omega}\right\rangle\right|,|v|\right\} \exp \left\{\left\langle u, Z_{\omega}\right\rangle^{2} / 2\right\}\right]$ is made by those $\omega \in \Omega$ for which

$$
2\left\langle y, z_{\omega}\right\rangle\left\langle B y, B z_{\omega}\right\rangle-\left\langle y, z_{\omega}\right\rangle^{2}\left|B z_{\omega}\right|^{2} \geqslant-K^{2} \mathcal{D}^{2}
$$

where $K$ is some absolute constant (for such $\omega$, one has $\Xi_{2}\left(y-\left\langle y, z_{\omega}\right\rangle z_{\omega}\right) \geqslant$ $\left.\frac{\Xi_{2}(y)}{1+K}\right)$. Since $\left|B z_{\omega}\right|^{2}=\mathcal{D}^{4}$, we can use the tail estimate

$$
\begin{aligned}
& \mathcal{E}_{\omega}\left[\chi_{\left\{\left|\left\langle u, Z_{\omega}\right\rangle\right|>\beta \frac{1}{\sqrt{1-|u|^{2}}}\right\}} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \\
& \leqslant \beta^{-2}\left(1-|u|^{2}\right) \mathcal{E}_{\omega}\left[\left\langle u, Z_{\omega}\right\rangle^{2} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \leqslant \beta^{-2} \frac{1}{\sqrt{1-|u|^{2}}}
\end{aligned}
$$

(which is proved in exactly the same way as the tail estimate in Case 1) to restrict ourselves to $\omega \in \Omega$ satisfying $\left|\left\langle y, z_{\omega}\right\rangle\right| \leqslant \beta \mathcal{D}^{-1}$. This allows to bound the subtrahend in the difference $2\left\langle y, z_{\omega}\right\rangle\left\langle B y, B z_{\omega}\right\rangle-\left\langle y, z_{\omega}\right\rangle^{2}\left|B z_{\omega}\right|^{2}$ by $\beta^{2} \mathcal{D}^{2}$. To bound the minuend from below, we shall use the following

## Correlation Inequality

Let $u, w \in \mathbb{R}^{n}$ satisfy $|u|<1,\langle u, w\rangle \geqslant 0$. Then

$$
\mathcal{E}_{\omega}\left[\chi_{\left\{\left\langle u, Z_{\omega}\right\rangle\left\langle w, Z_{\omega}\right\rangle<-\beta \frac{|w|}{\sqrt{1-|u|^{2}}}\right\}} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \leqslant \frac{2}{\sqrt{3}} e^{-\beta} \frac{1}{\sqrt{1-|u|^{2}}}
$$

Let us first show that this correlation inequality implies the desired bound for the minuend $2\left\langle y, z_{\omega}\right\rangle\left\langle B y, B z_{\omega}\right\rangle$. Indeed, write

$$
\left\langle y, z_{\omega}\right\rangle\left\langle B y, B z_{\omega}\right\rangle=\left\langle B y, Z_{\omega}\right\rangle\left\langle B^{3} y, Z_{\omega}\right\rangle=\left\langle u, Z_{\omega}\right\rangle\left\langle B^{2} u, Z_{\omega}\right\rangle
$$

where, as always, $u=B y$. Observe that $\left\langle u, B^{2} u\right\rangle=|B u|^{2} \geqslant 0$. Therefore, according to the correlation inequality, we may restrict ourselves to $\omega \in \Omega$ satisfying $\left\langle u, Z_{\omega}\right\rangle\left\langle B^{2} u, Z_{\omega}\right\rangle \geqslant-\beta \frac{1}{\sqrt{1-|u|^{2}}}\left|B^{2} u\right|$ where $\beta>0$ is chosen so large that $\beta^{-2}+\frac{2}{\sqrt{3}} e^{-\beta} \leqslant \eta$. Now observe that

$$
\left|B^{2} u\right|=\sqrt{\sum_{j} b_{j}^{4} u_{j}^{2}} \leqslant \sqrt{\sqrt{\sum_{j} b_{j}^{8}} \sqrt{\sum_{j} u_{j}^{4}}} \leqslant \mathcal{D}^{2}\|u\|_{4}
$$

Thus

$$
2\left\langle u, Z_{\omega}\right\rangle\left\langle B^{2} u, Z_{\omega}\right\rangle \geqslant-2 \beta \frac{\|u\|_{4}}{\sqrt{1-|u|^{2}}} \mathcal{D}^{2} \geqslant-2 \beta \mathcal{D}^{2}
$$

due to our assumption $|u|^{2}<1-\|u\|_{4}^{2}$. To prove the correlation inequality, just take

$$
\widetilde{u}:=u-\frac{\sqrt{1-|u|^{2}}}{2|w|} w
$$

and observe that $|\widetilde{u}|^{2} \leqslant|u|^{2}+\frac{1}{4}\left(1-|u|^{2}\right)$, so $\sqrt{1-|\widetilde{u}|^{2}} \geqslant \frac{\sqrt{3}}{2} \sqrt{1-|u|^{2}}$. Now we have

$$
\mathcal{E}_{\omega}\left[\chi_{\left\{\left\langle u, Z_{\omega}\right\rangle\left\langle w, Z_{\omega}\right\rangle<-\beta \frac{|w|}{\sqrt{1-|u|^{2}}}\right\}} \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \leqslant e^{-\beta} \mathcal{E}_{\omega}\left[\exp \left\{\frac{\left\langle\widetilde{u}, Z_{\omega}\right\rangle^{2}}{2}\right\}\right]
$$

because

$$
\left\langle\widetilde{u}, Z_{\omega}\right\rangle^{2} \geqslant\left\langle u, Z_{\omega}\right\rangle^{2}-2 \frac{\sqrt{1-|u|^{2}}}{2|w|}\left\langle u, Z_{\omega}\right\rangle\left\langle w, Z_{\omega}\right\rangle \geqslant\left\langle u, Z_{\omega}\right\rangle^{2}+\beta
$$

under the condition $\left\langle u, Z_{\omega}\right\rangle\left\langle w, Z_{\omega}\right\rangle<-\beta \frac{|w|}{\sqrt{1-|u|^{2}}}$. It remains to recall that

$$
\mathcal{E}_{\omega}\left[\exp \left\{\frac{\left\langle\widetilde{u}, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \leqslant \frac{1}{\sqrt{1-|\widetilde{u}|^{2}}} \leqslant \frac{2}{\sqrt{3}} \frac{1}{\sqrt{1-|u|^{2}}}
$$

The upper bound for $\Gamma(A)$ is now completely proved.

## Proof of the Estimate $\Gamma(A) \geqslant c \sqrt{\|A\|_{\mathrm{H}-\mathrm{S}}}$

Let $\varrho>0$. Consider the family of random polyhedrons

$$
Q(\varrho, N ; \omega):=\left\{x \in \mathbb{R}^{n}:\left|\left\langle x, x^{[k]}\right\rangle\right| \leqslant \varrho \quad \text { for all } k=1, \ldots, N\right\}
$$

where $x^{[k]}=B Z_{\omega}^{[k]}$ and $Z_{\omega}^{[k]}(k \geqslant 1)$ is a sequence of independent random vectors equidistributed with $Z_{\omega}=\sum_{j} \varepsilon_{j}(\omega) e_{j}$. Let us observe that $\left|B \nu_{y}\right|$ identically equals $\sqrt{\sum_{j} b_{j}^{4}}=\mathcal{D}^{2}$ on $\partial Q(\varrho ; \omega)$. Thus, the inequality $\Gamma(A) \geqslant$ $c \sqrt{\|A\|_{\mathrm{H}-\mathrm{S}}}=c \mathcal{D}$ will be proved if we show that at least one polyhedron $Q(\varrho, N ; \omega)$ has the Gaussian perimeter of $c \mathcal{D}^{-1}$ or greater.

I tried to use as few non-trivial statements about Bernoulli random variables in this note as possible but I still had to employ the following

Pinnelis Tail Lemma. Let $u \in \mathbb{R}^{n}, \beta \geqslant 0$. Then

$$
\mathcal{P}_{\omega}\left\{\left\langle u, Z_{\omega}\right\rangle \geqslant \beta|u|\right\} \leqslant K \frac{1}{\sqrt{2 \pi}} \int_{\beta}^{\infty} e^{-\frac{t^{2}}{2}} d t \leqslant K \frac{1}{1+\beta} e^{-\frac{\beta^{2}}{2}}
$$

where $K$ is some universal constant. Informally speaking, this means that Bernoulli tails do not exceed Gaussian tails.

The simplest and most elegant proof of the Pinnelis Tail Lemma belongs to Sergei Bobkov, who observed that the function

$$
\Phi(\beta)=\frac{1}{\sqrt{2 \pi}} \int_{\beta}^{\infty} e^{-\frac{t^{2}}{2}} d t
$$

satisfies the inequality

$$
\Phi\left(\frac{\beta-a}{\sqrt{1-a^{2}}}\right)+\Phi\left(\frac{\beta+a}{\sqrt{1-a^{2}}}\right) \leqslant 2 \Phi(\beta)
$$

for all $\beta \geqslant \sqrt{3}, 0 \leqslant a<1$ (to prove it, just differentiate the left hand side with respect to $a$ and check that the derivative is never positive), which allows to prove the lemma by induction with $K=\frac{1}{2 \Phi(\sqrt{3})}<13$.

We shall show that the "average perimeter" of $Q(\varrho, N ; \omega)$ is large. To formalize this, choose some nice continuous non-negative decreasing $L^{1}$-function $p:[0,+\infty) \rightarrow \mathbb{R}$ (which will serve as the weight with which we shall average with respect to $\varrho$ ) and some small $h>0$.

Note that for each $\varrho>0, N \geqslant 1$, and $\omega \in \Omega$,

$$
\gamma(Q(\varrho+h, N ; \omega))-\gamma(Q(\varrho, N ; \omega)) \leqslant h \Upsilon
$$

where $\Upsilon$ is the supremum of all perimeters of our polyhedra with respect to the standard Gaussian measure. Therefore

$$
\mathcal{E}_{\omega}[\gamma(Q(\varrho+h, N ; \omega))]-\mathcal{E}_{\omega}[\gamma(Q(\varrho, N ; \omega))] \leqslant h \Upsilon .
$$

On the other hand,

$$
\mathcal{E}_{\omega}[\gamma(Q(\varrho ; \omega))]=\int_{\mathbb{R}^{n}}\left(1-\mathcal{P}_{\omega}\left\{\left|\left\langle B x, Z_{\omega}\right\rangle\right|>\varrho\right\}\right)^{N(\varrho)} d \gamma(x)
$$

Now take $\varrho_{\ell}=\ell h(\ell=1,2, \ldots)$, choose some integer-valued positive increasing function $N(\varrho)$, and consider the sumtegral

$$
\left.\left.\begin{array}{rl}
\sum_{\ell=1}^{\infty} p\left(\varrho_{\ell}\right) \int_{\mathbb{R}^{n}}\left[\left(1-\mathcal{P}_{\omega}\{\mid\langle B x,\right.\right. & \left.Z_{\omega}\right\rangle \mid
\end{array}>\varrho_{\ell+1}\right\}\right)^{N\left(\varrho_{\ell}\right)} .
$$

On one hand, this sumtegral does not exceed $\sum_{\ell=1}^{\infty} p\left(\varrho_{\ell}\right) h \Upsilon \leqslant \Upsilon \int_{0}^{\infty} p(\varrho) d \varrho$. On the other hand, since

$$
(1-\alpha)^{M}-(1-\beta)^{M} \geqslant e^{-1} M(\beta-\alpha) \quad \text { whenever } \alpha \leqslant \beta \leqslant \frac{1}{M}
$$

we can change the order of summation and integration (the sumtegrand is nonnegative) and estimate our sumtegral from below by

$$
\begin{aligned}
e^{-1} \int_{S}\left\{\sum _ { \ell = 1 } ^ { \infty } p ( \varrho _ { \ell } ) N ( \varrho _ { \ell } ) \left[\mathcal { P } _ { \omega } \left\{\left|\left\langle B x, Z_{\omega}\right\rangle\right|\right.\right.\right. & \left.>\varrho_{\ell}\right\} \\
& \left.\left.-\mathcal{P}_{\omega}\left\{\left|\left\langle B x, Z_{\omega}\right\rangle\right|>\varrho_{\ell+1}\right\}\right]\right\} d \gamma(x)
\end{aligned}
$$

where $S \subset \mathbb{R}^{n}$ is the set of all points $x$ for which $\mathcal{P}_{\omega}\left\{\left|\left\langle B x, Z_{\omega}\right\rangle\right|>\varrho\right\} \leqslant$ $N(\varrho)^{-1}$ for all $\varrho>0$. For each fixed $x \in S$, the integrand converges to the mathematical expectation $\mathcal{E}_{\omega}\left[p\left(\left|\left\langle B x, Z_{\omega}\right\rangle\right|\right) N\left(\left|\left\langle B x, Z_{\omega}\right\rangle\right|\right)\right]$ as $h \rightarrow 0^{+}$. Therefore, the lower limit of the sumtegral is at least

$$
e^{-1} \gamma(S) \mathcal{E}_{\omega}\left[p\left(\left|\left\langle B x, Z_{\omega}\right\rangle\right|\right) N\left(\left|\left\langle B x, Z_{\omega}\right\rangle\right|\right)\right]
$$

as $h \rightarrow 0^{+}$. Comparing the upper and the lower bound, we get the inequality

$$
\Upsilon \int_{0}^{\infty} p(\varrho) d \varrho \geqslant e^{-1} \gamma(S) \mathcal{E}_{\omega}\left[p\left(\left|\left\langle B x, Z_{\omega}\right\rangle\right|\right) N\left(\left|\left\langle B x, Z_{\omega}\right\rangle\right|\right)\right] .
$$

Our aim will be to choose the function $N(\rho)$ sufficiently small to make the set $S$ large on one hand and sufficiently large to make the right hand side much larger than $\int_{0}^{\infty} p(\varrho) d \varrho$ on the other hand. Note that the demand that $N(\varrho)$ assume only integer values can be dropped because, given any non-negative function $N(\varrho)$, we can always replace it by the function $\widetilde{N}(\varrho)$ that takes value

1 if $0 \leqslant N(\varrho) \leqslant 2$ and value $k$ if $k<N(\varrho) \leqslant k+1, k=2,3, \ldots$. This will not reduce the set $S$ and will reduce the mathematical expectation on the right not more than twice.

Now recall that

$$
\int_{\mathbb{R}^{n}}\|B x\|_{4}^{4} d \gamma(x)=3 \mathcal{D}^{4} \quad \text { and } \quad \int_{\mathbb{R}^{n}}\left(1-|B x|^{2}\right)^{2} d \gamma(x)=2 \mathcal{D}^{4}
$$

Therefore, for at least one quarter (with respect to $d \gamma$ ) of the points $x \in \mathbb{R}^{n}$, one has both

$$
\|B x\|_{4} \leqslant 2 \mathcal{D} \quad \text { and } \quad\left|1-|B x|^{2}\right| \leqslant 2 \mathcal{D}^{2}
$$

(the measures of the exceptional sets do not exceed $\frac{3}{16}$ and $\frac{1}{2}$ correspondingly).

Now we can use Pinnelis Tail Lemma and observe that for such points $x$,

$$
\mathcal{P}_{\omega}\left\{\left|\left\langle B x, Z_{\omega}\right\rangle\right|>\varrho\right\} \leqslant 2 K\left(1+\frac{\varrho}{\sqrt{1+2 \mathcal{D}^{2}}}\right)^{-1} \exp \left\{-\frac{1}{1+2 \mathcal{D}^{2}} \frac{\varrho^{2}}{2}\right\}
$$

This leads to the choice

$$
N(\varrho):=\frac{1}{2 K}\left(1+\frac{\varrho}{\sqrt{1+2 \mathcal{D}^{2}}}\right) \exp \left\{\frac{1}{1+2 \mathcal{D}^{2}} \frac{\varrho^{2}}{2}\right\} .
$$

Let us now choose the weight $p$. Since the only mathematical expectations we can easily compute are those of slight perturbations of exponential functions, it seems reasonable to try

$$
p(\varrho):=\exp \left\{-\frac{\mathcal{D}^{2}}{3} \frac{\varrho^{2}}{2}\right\} .
$$

With such a choice, we have

$$
\mathcal{E}_{\omega}\left[p\left(\left|\left\langle B x, Z_{\omega}\right\rangle\right|\right) N\left(\left|\left\langle B x, Z_{\omega}\right\rangle\right|\right)\right] \geqslant \frac{1}{2 K} \mathcal{E}_{\omega}\left[\left(1+\left|\left\langle u, Z_{\omega}\right\rangle\right|\right) \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right]
$$

where

$$
u:=\sqrt{\frac{1}{1+2 \mathcal{D}^{2}}-\frac{\mathcal{D}^{2}}{3}} B x .
$$

Note that

$$
\|u\|_{4} \leqslant\|B x\|_{4} \leqslant 2 \mathcal{D} \quad \text { and } \quad|u|^{2} \geqslant\left(\frac{1}{1+2 \mathcal{D}^{2}}-\frac{\mathcal{D}^{2}}{3}\right)\left(1-2 \mathcal{D}^{2}\right) \geqslant 1-5 \mathcal{D}^{2}
$$

Using the inequality

$$
\left(1+\left|\left\langle u, Z_{\omega}\right\rangle\right|\right) \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\} \geqslant \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty}|t| e^{-\frac{t^{2}}{2}} \exp \left\{t\left\langle u, Z_{\omega}\right\rangle\right\} d t
$$

we conclude that

$$
\mathcal{E}_{\omega}\left[\left(1+\left|\left\langle u, Z_{\omega}\right\rangle\right|\right) \exp \left\{\frac{\left\langle u, Z_{\omega}\right\rangle^{2}}{2}\right\}\right] \geqslant \mathcal{D}^{-2} \cdot \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty}|t| e^{-\frac{5 t^{2}}{2}} e^{-2 t^{4}} d t
$$

Since $\int_{0}^{\infty} p(\varrho) d \varrho=\sqrt{\frac{3 \pi}{2}} \mathcal{D}^{-1}$, the desired bound $\Upsilon \geqslant c \mathcal{D}^{-1}$ follows.
The theorem is thus completely proved.
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Summary. We introduce the class of $p$-pseudostable random variables and investigate some of their properties. Short notes concerning embedding Rosenthal-type spaces into $L_{q}(0,1)$ and hyperplane sections of the unit ball of $l_{p}^{n}$ are added.

Notation. Throughout this paper the symbol $\sim$ denotes equality of distributions; $X, G, X_{1}, G_{1}, X_{2}, G_{2}, \ldots$ are independent symmetric random variables with $X_{n} \sim X$ and $G_{n} \sim G \sim \mathcal{N}(0,1)$ for $n=1,2, \ldots$ A Fourier transform of an integrable function $f: R \longrightarrow R$ is defined by $\hat{f}(t)=\int_{R} e^{i t x} f(x) d x$, so that if $f$ is even and continuous, and also $\hat{f}$ is integrable then $(\hat{f})^{\wedge}=2 \pi f(x)$.

Introduction. A characteristic function of a symmetric $p$-stable distribution $(0<p \leq 2)$ is of the form $\varphi(t)=e^{-c|t|^{p}}$ for some $c>0$. It is well known that no random variable has a characteristic function of the form $\varphi(t)=e^{-c|t|^{p}}$ for $p>2, c>0$. Indeed, assume that $p>2$ and $\varphi(t)=E e^{i t X}=e^{-c|t|^{p}}$ for all real $t$. Then $\varphi^{\prime \prime}(0)=0$ and therefore $E X^{2}=0$ implying that $X=0$ a.s.

Also if we turn to the standard characterization of symmetric $p$-stable distributions by

$$
a X_{1}+b X_{2} \sim\left(|a|^{p}+|b|^{p}\right)^{1 / p} X
$$

we see that $a X_{1}+b X_{2}$ would have a greater second moment than $\left(|a|^{p}+\right.$ $\left.|b|^{p}\right)^{1 / p} X$ for $p>2$ and $a b \neq 0$ if $E X^{2}<\infty$. And we would like to have $E X^{2}<\infty$ because the classical $p$-stable has an absolute $q$-th moment finite for all $q \in(0, p)$.

However, one can hope that the "overdose" of variance could be extracted in some easy to control way, for example, in the form of the independent Gaussian summand.

Definition 1. For $p>2$ we call $X$ a symmetric $p$-pseudostable random variable (a p-pseudostable) if $X$ is not Gaussian (meaning also that $X$ is not identically zero) and if for any real $a$ and $b$ there exists some real number $v(a, b)$ such that

$$
a X_{1}+b X_{2} \sim\left(|a|^{p}+|b|^{p}\right)^{1 / p} X+v(a, b) G .
$$

We will say that a p-pseudostable $X$ is pure if $X$ is Gaussian-free (i.e. it cannot be expressed as the sum of two independent random variables one of which is a nondegenerate Gaussian).

[^14]The following theorem is the main result of this note.
Theorem 1. All p-pseudostables have finite second moments. If $X$ is a ppseudostable then it has a characteristic function

$$
\varphi(t)=e^{-c|t|^{p}-\alpha t^{2}}
$$

for some positive constants $c$ and $\alpha$. Conversely, if a random variable $X$ has a characteristic function of the above form then $X$ is $p$-pseudostable. For $p \in$ $(2,4] \cup \bigcup_{k=2}^{\infty}[4 k-2,4 k]$ there are no $p$-pseudostables. For $p \in \bigcup_{k=1}^{\infty}(4 k, 4 k+2)$ there exist pure p-pseudostables and any p-pseudostable is either pure or it can be expressed as a sum of a pure p-pseudostable and an independent Gaussian summand. Moreover, for fixed $p$ all pure p-pseudostables are dilations of the pure p-pseudostable $X$ with $E X^{2}=1$, whose distribution is uniquely determined. If $X$ is a p-pseudostable then it has a continuous density $g$ (with respect to the Lebesgue measure on $R$ ) and the limit $\lim _{t \rightarrow \infty} t^{p+1} g(t)$ exists and it is finite and strictly positive. Moreover, $g$ has a zero point if and only if $X$ is pure.
Proof. Assume that $X$ is a $p$-pseudostable. Let $\varphi(t)=E e^{i t X}$ be the characteristic function of $X$. Certainly $\varphi$ is an even and real-valued function on $R$ since $X$ is symmetric. As $\lim _{t \rightarrow 0} \varphi(t)=1$ there is some $t_{0}>0$ such that $\varphi(t)>0$ for $t \in\left[0, t_{0}\right]$. Let

$$
A=\inf _{t \in\left[2^{-1 / p} t_{0}, t_{0}\right]} \varphi(t)^{t^{-p}}
$$

$A \in(0,1]$ because $\varphi$ is continuous. There exists some real $v$ such that

$$
2^{-1 / p} X_{1}+2^{-1 / p} X_{2} \sim X+v G
$$

Therefore

$$
\varphi\left(2^{-1 / p} t\right)=\varphi(t)^{1 / 2} e^{-v^{2} t^{2} / 4}
$$

for any $t \in\left[0, t_{0}\right]$. By iteration we arrive at

$$
\begin{aligned}
\varphi\left(2^{-n / p} t\right) & =\varphi(t)^{2^{-n}} \exp \left(-\frac{1}{2} v^{2}\left(2^{-n / p} t\right)^{2} \cdot \sum_{k=1}^{n}\left(2^{\frac{2-p}{p}}\right)^{k}\right) \\
& \geq\left(\varphi(t)^{t^{-p}}\right)^{\left(2^{-n / p} t\right)^{p}} e^{-\frac{1}{2} v^{2}\left(2^{-n / p} t\right)^{2} \cdot\left(2^{\frac{p-2}{p}}-1\right)^{-1}}
\end{aligned}
$$

for any positive integer $n$. For any $s \in\left(0, t_{0}\right]$ there exists $t \in\left[2^{-1 / p} t_{0}, t_{0}\right]$ and a positive integer $n$ such that $s=2^{-n / p} t$, so that we have

$$
\varphi(s) \geq A^{s^{p}} e^{-B s^{2}}
$$

where $B=\frac{1}{2} v^{2} \cdot\left(2^{\frac{p-2}{p}}-1\right)^{-1}$. Hence $\lim \sup _{s \rightarrow 0} \frac{1-\varphi(s)}{s^{2}}<\infty$ and therefore $E X^{2}<\infty$. Comparing second moments of $a X_{1}+b X_{2}$ and $\left(|a|^{p}+|b|^{p}\right)^{1 / p} X+$ $v(a, b) G$ we arrive at

$$
|v(a, b)|=\sqrt{a^{2}+b^{2}-\left(|a|^{p}+|b|^{p}\right)^{2 / p}} \sqrt{E X^{2}}
$$

From the equality

$$
\varphi(a t) \varphi(b t)=\varphi\left(\left(|a|^{p}+|b|^{p}\right)^{1 / p} t\right) e^{-v(a, b)^{2} t^{2} / 2}
$$

which holds for any real $a, b$ and $t$ we deduce that the continuous function $\psi(t)=\varphi\left(t^{1 / p}\right) e^{E X^{2} t^{2 / p} / 2}$ satisfies $\psi(x) \psi(y)=\psi(x+y)$ for any $x, y>0$ and $\psi(0)=1$. Therefore $\psi(t)=e^{-c t}$ for some constant $c$ and all $t \geq 0$. Hence

$$
\varphi(t)=e^{-\frac{E X^{2}}{2} t^{2}-c|t|^{p}}
$$

for $t \in R$. We know that $c \geq 0$ because $\varphi$ is bounded and the case $c=0$ is excluded since we assume $X$ is not Gaussian. Of course, if some random variable $X$ has a characteristic function of the form $\varphi(t)=e^{-\alpha t^{2}-c|t|^{p}}$ then it satisfies the functional equation which is equivalent to the fact that $X$ is a $p$-pseudostable with $E X^{2}=2 \alpha$. Assume now that $p \in(4 k-2,4 k)$ for some integer $k \geq 1$. The function $\varphi(t)=e^{-\alpha t^{2}-c|t|^{p}}$ is $4 k-2$ times differentiable and therefore $E X^{4 k-2}<\infty$ and $\varphi^{(4 k-2)}(t)=-E X^{4 k-2} e^{i t X}$. Hence

$$
\varphi^{(4 k-2)}(t) \geq-E X^{4 k-2}=\varphi^{(4 k-2)}(0)
$$

We know that

$$
f(x)=x^{-2 k}\left(e^{-x}-\sum_{l=0}^{2 k-1} \frac{(-1)^{l} x^{l}}{l!}\right)
$$

is an analytic function. Now, as

$$
\varphi(t)=\sum_{l=0}^{2 k-1}(-1)^{l} \frac{\left(\alpha t^{2}+c|t|^{p}\right)^{l}}{l!}+\left(\alpha t^{2}+c|t|^{p}\right)^{2 k} f\left(\alpha t^{2}+c|t|^{p}\right)
$$

differentiating each summand separately $4 k-2$ times, we see that growth of $\varphi^{(4 k-2)}(t)$ at the neighbourhood of zero is determined by the second summand $(l=1)$. In the $(4 k-2)$-th derivatives of all other summands there appear either constant summands or the summands with powers of $|t|$ higher than $|t|^{p-4 k+2}$. Therefore
$\varphi^{(4 k-2)}(0)-\varphi^{(4 k-2)}(t)=c p(p-1)(p-2) \ldots(p-4 k+3)|t|^{p-4 k+2}+o\left(|t|^{p-4 k+2}\right)$
which contradicts the fact that $\varphi^{(4 k-2)}$ has the global minimum at $t=0$. We have proved that there are no $p$-pseudostables for $p \in \bigcup_{k=1}^{\infty}(4 k-2,4 k)$.

For even $p \geq 4$ we use another argument - Marcinkiewicz' theorem (Th. $2^{\text {bis }}$ of $\left.[\mathrm{M}]\right)$ stating that if $\varphi(t)=e^{W(t)}$ is a characteristic function of some probability distribution and $W$ is a polynomial then $\operatorname{deg} W \leq 2$. In the case of $p$ divisible by 4 we can give a straightforward argument. Since $\varphi(t)=$ $e^{-\alpha t^{2}-c t^{p}}$ belongs to $C^{\infty}(R)$ all moments of $X$ are finite and $\varphi^{(2 l)}(0)=$
$(-1)^{l} E X^{2 l}$ for $l=0,1,2, \ldots$ We know that $\varphi(z)=e^{-\alpha z^{2}-c z^{p}}$ is an entire analytic function and therefore

$$
\varphi(z)=\sum_{l=0}^{\infty} \frac{\varphi^{(2 l)}(0)}{(2 l)!} z^{2 l}
$$

Hence

$$
e^{\alpha t^{2}-c t^{p}}=\varphi(i t)=\sum_{l=0}^{\infty} \frac{(-1)^{l} \varphi^{(2 l)}(0)}{(2 l)!} t^{2 l}=\sum_{l=0}^{\infty} \frac{E X^{2 l}}{(2 l)!} t^{2 l} .
$$

For real $t$ we can use the Fubini theorem because $X^{2 l} t^{2 l}$ is nonnegative, arriving at

$$
E e^{t X}=E \frac{e^{t X}+e^{-t X}}{2}=E \sum_{l=0}^{\infty} \frac{(t X)^{2 l}}{(2 l)!}=e^{\alpha t^{2}-c t^{p}}
$$

On the other hand

$$
E e^{t X} \geq P(t X \geq 0) \geq 1 / 2
$$

so that for $t$ large enough we obtain a contradiction. The case $p=4 k+2$ $(p>2)$ is a bit harder. Since the characteristic function $\varphi(t)=e^{-\alpha t^{2}-c t^{p}}$ extends to an entire analytic function we have

$$
\limsup _{l \rightarrow \infty} \sqrt[2 l]{E X^{2 l} /(2 l)!}=\limsup _{l \rightarrow \infty} \sqrt[2 l]{\left|\varphi^{(2 l)}(0)\right| /(2 l)!}=0
$$

so that $z \mapsto E e^{z X}=E \frac{e^{z X}+e^{-z X}}{2}=\sum_{l=0}^{\infty} \frac{E X^{2 l}}{(2 l)!} z^{2 l}$ is an entire function, too. By the identity principle we get $E e^{z X}=\varphi(-i z)=e^{\alpha z^{2}+c z^{p}}$ for all complex $z$. Therefore for $z_{p}=\cos \frac{2 \pi}{p}+i \sin \frac{2 \pi}{p}$ and $t>0$ we have

$$
E e^{t\left(R e z_{p}\right) X}=e^{\alpha t^{2} \cos ^{2} \frac{2 \pi}{p}+c t^{p} \cos ^{p} \frac{2 \pi}{p}}
$$

and

$$
E R e e^{t z_{p} X}=R e E e^{t z_{p} X}=e^{\alpha t^{2} \cos \frac{\pi}{p}+c t^{p}} \cos \left(\alpha t^{2} \sin \frac{\pi}{p}\right)
$$

Hence for $t_{n}=\sqrt{\frac{2 \pi n}{\alpha \sin \frac{\pi}{p}}}$ and integer $n$ great enough there would be

$$
E e^{t_{n}\left(R e z_{p}\right) X}<E R e e^{t_{n} z_{p} X}
$$

in contradiction to the fact that $e^{R e u}=\left|e^{u}\right| \geq R e e^{u}$ for all complex $u$.
Assume now that $p \in(4 k, 4 k+2)$ for some natural $k \geq 1$. Let $f_{p}(t)=e^{-|t|^{p}}$ and $F_{p}=\hat{f}_{p}$. We will need several lemmas. The first of them is well known (cf. [PS], Part Three, Chapter 4, Problem 154) and covers a wider range of the parameter $p$. We give its proof for the sake of completeness - later we will use a more refined version of this argument.

Lemma 1. If $p>2$ then $F_{p}: R \longrightarrow R$ is a continuous even function integrable with respect to the Lebesgue measure and such that $\int_{R} F_{p}(x) d x=2 \pi$ and

$$
\lim _{x \rightarrow \infty} x^{p+1} F_{p}(x)=-2 \Gamma(p+1) \cos \left(\frac{p+1}{2} \pi\right)=2 \Gamma(p+1) \sin \left(\frac{p \pi}{2}\right)
$$

Proof. Only the last assertion of the lemma needs proof as it implies the integrability of $F_{p}$ and therefore $\hat{F}_{p}=\left(\hat{f}_{p}\right)^{\wedge}=2 \pi f_{p}$; in particular

$$
\int_{R} F_{p}(x) d x=\hat{F}_{p}(0)=2 \pi f_{p}(0)=2 \pi .
$$

Let

$$
h_{p}(t)=e^{-|t|^{p}}+|t|^{p} e^{-|t|}+|t|^{p+1} e^{-|t|}=1-\frac{1}{2}|t|^{p+2}+\ldots
$$

The function $h_{p}$ is at least $\lceil p\rceil+1$ times differentiable (to see it expand the exponential terms into power series and note that due to fast enough convergence one can differentiate the series term by term) and all derivatives of $h_{p}$ up to order $\lceil p\rceil+1$ are integrable (use the Leibniz rule). Hence by the Riemann-Lebesgue theorem

$$
\lim _{x \rightarrow \infty}\left|x^{\lceil p\rceil+1} \hat{h}_{p}(x)\right|=\lim _{x \rightarrow \infty}\left|\left(h_{p}^{(\lceil p\rceil+1)}\right)^{\wedge}(x)\right|=0,
$$

so that $\hat{h}_{p}(x)=o\left(x^{-p-1}\right)$ for $x \rightarrow \infty$. Note now that

$$
f_{p}(t)=h_{p}(t)-|t|^{p} e^{-|t|}-|t|^{p+1} e^{-|t|}
$$

and therefore

$$
F_{p}(x)=\hat{h}_{p}(x)-\int_{R} e^{i t x}|t|^{p} e^{-|t|} d t-\int_{R} e^{i t x}|t|^{p+1} e^{-|t|} d t
$$

Hence our assertion immediately follows from the following lemma.
Lemma 2. For $p>0$ we have

$$
\lim _{x \rightarrow \infty} x^{p+1} \int_{R} e^{i t x}|t|^{p} e^{-|t|} d t=2 \Gamma(p+1) \cos \left(\frac{p+1}{2} \pi\right)
$$

Proof. We will prove a little more, namely that

$$
I_{1}=\int_{R} e^{i t x}|t|^{p} e^{-|t|} d t=\frac{2 \Gamma(p+1)}{\left(1+x^{2}\right)^{\frac{p+1}{2}}} \cos \left(\frac{p+1}{2} \pi-(p+1) \arcsin \frac{1}{\sqrt{1+x^{2}}}\right)
$$

which follows from $I_{1}=2 R e I_{2}$, where

$$
I_{2}=\int_{0}^{\infty} e^{i t x} t^{p} e^{-t} d t=\left(\cos \left(\frac{p+1}{2} \pi\right)+i \sin \left(\frac{p+1}{2} \pi\right)\right) \cdot \frac{\Gamma(p+1)}{(x+i)^{p+1}} .
$$

Here values of $(x+i)^{p+1}$ are taken from the main branch of $z^{p+1}$. This is a simple transformation of the formula for the characteristic function of the gamma distribution which can be found, for example, in [F]. A simple argument goes as follows: $I_{2}$ is an analytic function of $x(\operatorname{Im} x>-1)$ and the formula for $I_{2}$ can be easily checked for $x$ being a purely imaginary complex number; therefore by the identity principle the formula must be valid for all real $x$.

Lemma 3. Let $p \in(4 k, 4 k+2)$ for some natural $k \geq 1$. For $\sigma>0$ let $H_{\sigma}(x)=E F_{p}(x+\sigma G)$. Then

$$
\lim _{x \rightarrow \infty} x^{p+1} H_{\sigma}(x)=2 \Gamma(p+1) \sin \left(\frac{p \pi}{2}\right)
$$

and there exists $\sigma>0$ such that $H_{\sigma}(x) \geq 0$ for all $x \in R$. Moreover, there exists $y_{p}>0$ such that $H_{\sigma}(x)>0$ for all $x>y_{p}$ and $\sigma>0$.

Proof. Let $u(x)=x^{p+1} F_{p}(x)$. By Lemma $1 u$ is continuous and

$$
\lim _{x \rightarrow \infty} u(x)=-2 \Gamma(p+1) \cos \left(\frac{p+1}{2} \pi\right) .
$$

Therefore $u$ and $F_{p}$ are bounded on $R$. Let us recall the well known estimate:

$$
P(G>x) \leq e^{-x^{2}} E e^{x G}=e^{-x^{2} / 2}
$$

for $x \geq 0$. Splitting
$x^{p+1} H_{\sigma}(x)=E\left(\frac{x}{x+\sigma G}\right)^{p+1} u(x+\sigma G) 1_{|G| \leq \frac{x}{2 \sigma}}+x^{p+1} E F_{p}(x+\sigma G) 1_{|G|>\frac{x}{2 \sigma}}$
we obtain the first assertion of the lemma by the Lebesgue theorem on majorized convergence - the first term tends to $2 \Gamma(p+1) \sin \left(\frac{p \pi}{2}\right)$ and the second one converges to zero as $x \rightarrow \infty$ because its absolute value is bounded by $x^{p+1}\left\|F_{p}\right\|_{\infty} e^{-\frac{x^{2}}{8 \sigma^{2}}}$. The second assertion is more delicate. From Lemma 1 it follows that there exist some $x_{p}>1000$ and $\varepsilon_{p}>0$ such that $\int_{-x_{p}}^{x_{p}} F_{p}(x) d x>\pi$ and $F_{p}(x)>\frac{\varepsilon_{p}}{x^{p+1}}$ if $|x|>x_{p}$. Because of the symmetry we can restrict our considerations to the case $x>0$. Let $F_{p}^{+}=\max \left(F_{p}, 0\right), F_{p}^{-}=\max \left(-F_{p}, 0\right)$ and let $A_{p}=\int_{-x_{p}}^{x_{p}} F_{p}^{+}(x) d x, B_{p}=\int_{-x_{p}}^{x_{p}} F_{p}^{-}(x) d x$; therefore $A_{p}>B_{p}>0$. Choose $y_{p}>2 x_{p}$ and such that the following two facts hold simultaneously:

$$
\varepsilon_{p} e^{\frac{1}{8} x^{1 / 2}}>4 B_{p} x^{p+\frac{1}{4}}
$$

for all $x \geq y_{p}$ and

$$
A_{p}>B_{p} \cdot e^{2 x_{p} y_{p}^{-1 / 2}+x_{p}^{2} y_{p}^{-3 / 2}}
$$

First we will prove that $H_{\sigma}(x) \geq 0$ for all $x \geq y_{p}$ and $\sigma>0$. Let us consider two cases.

Case 1: $\sigma \geq x^{3 / 4}$.
Then

$$
\begin{aligned}
\sqrt{2 \pi} \sigma H_{\sigma}(x) & =\int_{R} F_{p}(t) e^{-\frac{(x-t)^{2}}{2 \sigma^{2}}} d t \geq \int_{-x_{p}}^{x_{p}} F_{p}(t) e^{-\frac{(x-t)^{2}}{2 \sigma^{2}}} d t \\
& =e^{-\frac{x^{2}}{2 \sigma^{2}}} \int_{-x_{p}}^{x_{p}} F_{p}(t) e^{\left(x t-\frac{t^{2}}{2}\right) \sigma^{-2}} d t
\end{aligned}
$$

For $|t|<x_{p}$ we have

$$
\begin{aligned}
\left|x t-\frac{t^{2}}{2}\right| \sigma^{-2} & \leq\left(x_{p} x+\frac{x_{p}^{2}}{2}\right) x^{-3 / 2}=x_{p} x^{-1 / 2}+\frac{1}{2} x_{p}^{2} x^{-3 / 2} \\
& \leq x_{p} y_{p}^{-1 / 2}+\frac{1}{2} x_{p}^{2} y_{p}^{-3 / 2}
\end{aligned}
$$

From the way in which we chose $y_{p}$ it follows that

$$
\begin{aligned}
& \int_{-x_{p}}^{x_{p}} F_{p}(t) e^{\left(x t-\frac{t^{2}}{2}\right) \sigma^{-2}} d t \\
& \quad \geq A_{p} e^{-x_{p} y_{p}^{-1 / 2}-\frac{1}{2} x_{p}^{2} y_{p}^{-3 / 2}}-B_{p} e^{x_{p} y_{p}^{-1 / 2}+\frac{1}{2} x_{p}^{2} y_{p}^{-3 / 2}}>0
\end{aligned}
$$

which ends the proof of Case 1.
Case 2: $\sigma \leq x^{3 / 4}$.
Then (recall that $x \geq y_{p} \geq 2 x_{p} \geq 2000$ )

$$
\begin{aligned}
\sqrt{2 \pi} \sigma H_{\sigma}(x) & =\int_{R} F_{p}(t) e^{-\frac{(x-t)^{2}}{2 \sigma^{2}}} d t \geq \int_{x / 2}^{x} \frac{\varepsilon_{p}}{t^{p+1}} e^{-\frac{(x-t)^{2}}{2 \sigma^{2}}} d t-B_{p} e^{-\frac{\left(x-x_{p}\right)^{2}}{2 \sigma^{2}}} \\
& \geq \varepsilon_{p} x^{-p-1} \int_{x / 2}^{x} e^{-\frac{(x-t)^{2}}{2 \sigma^{2}}} d t-B_{p} e^{-\frac{x^{2}}{8 \sigma^{2}}} \\
& =\varepsilon_{p} x^{-p-1} \sigma \int_{0}^{\frac{x}{2 \sigma}} e^{-t^{2} / 2} d t-B_{p} e^{-\frac{x^{2}}{8 \sigma^{2}}} \\
& \geq \varepsilon_{p} x^{-p-1} \sigma \int_{0}^{\frac{x^{1 / 4}}{2}} e^{-t^{2} / 2} d t-B_{p} e^{-\frac{x^{2}}{8 \sigma^{2}}} \\
& \geq \varepsilon_{p} x^{-p-1} \sigma \int_{0}^{3} e^{-t^{2} / 2} d t-B_{p} e^{-\frac{x^{2}}{8 \sigma^{2}}} \\
& \geq \varepsilon_{p} x^{-p-1} \sigma-B_{p} e^{-\frac{x^{2}}{8 \sigma^{2}}}
\end{aligned}
$$

Define the function $\Psi_{x}(w)=\varepsilon_{p} e^{\frac{1}{8} w^{2} x^{1 / 2}}-B_{p} w x^{p+\frac{1}{4}}$. Note that $\Psi_{x}(1)=$ $\varepsilon_{p} e^{\frac{1}{8} x^{1 / 2}}-B_{p} x^{p+1 / 4}>0$ because of the way in which we chose $y_{p}$ and similarly $\Psi_{x}^{\prime}(1)=1 / 4 \varepsilon_{p} x^{1 / 2} e^{1 / 8 x^{1 / 2}}-B_{p} x^{p+1 / 4} \geq \frac{1}{4} \varepsilon_{p} e^{1 / 8 x^{1 / 2}}-B_{p} x^{p+1 / 4}>0$. Since $\Psi_{x}$ is convex on $[1, \infty)$ it means that $\Psi_{x}(w)>0$ for all $w \geq 1$. Hence putting
$w=x^{3 / 4} / \sigma \geq 1$ we arrive at $\varepsilon_{p} e^{\frac{x^{2}}{8 \sigma^{2}}}>B_{p} x^{p+1} / \sigma$ which ends the proof of Case 2.

To finish the proof of Lemma 3 we show that for $\sigma=\sqrt{\left(2 x_{p} y_{p}\right) /\left(\ln \frac{A_{p}}{B_{p}}\right)}$ there is $H_{\sigma}(x) \geq 0$ for $x \in\left[0, y_{p}\right]$ and therefore for all real $x$. Indeed,

$$
\begin{aligned}
\sqrt{2 \pi} \sigma H_{\sigma}(x) & \geq \int_{-x_{p}}^{x_{p}} F_{p}(t) e^{-\frac{(x-t)^{2}}{2 \sigma^{2}}} d t \\
& \geq A_{p} e^{-\frac{\left(x+x_{p}\right)^{2}}{2 \sigma^{2}}}-B_{p} e^{-\frac{\left(x-x_{p}\right)^{2}}{2 \sigma^{2}}} \\
& =e^{-\frac{\left(x+x_{p}\right)^{2}}{2 \sigma^{2}}}\left(A_{p}-B_{p} e^{2 x_{p} y_{p} / \sigma^{2}}\right)=0
\end{aligned}
$$

This completes the proof.
Note that $E F_{p}(x+\sigma G)=\left(F_{p} * \gamma_{\sigma}\right)(x)$ where $\gamma_{\sigma}(x)=\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{x^{2}}{2 \sigma^{2}}}$. Lemma 1 and Lemma 3 imply that $F_{p}$ and $F_{p} * \gamma_{\sigma}$ are integrable functions and therefore

$$
\left(F_{p} * \gamma_{\sigma}\right)^{\wedge}(t)=\hat{F}_{p}(t) \cdot \hat{\gamma}_{\sigma}(t)=\left(\hat{f}_{p}\right)^{\wedge}(t) \cdot e^{-\frac{\sigma^{2} t^{2}}{2}}=2 \pi e^{-|t|^{p}-\frac{\sigma^{2} t^{2}}{2}}
$$

Hence if $H_{\sigma} \geq 0$ then $g=1 /(2 \pi) H_{\sigma}$ is the density of a symmetric probability measure on $R$ with a characteristic function $\varphi(t)=e^{-\left.|t|\right|^{p}-\frac{\sigma^{2} t^{2}}{2}}$. This proves that $p$-pseudostables do exist for $p \in \bigcup_{k=1}^{\infty}(4 k, 4 k+2)$. Note that the arguments used can be easily adapted to prove that there are no $p$-pseudostables for $p \in \bigcup_{k=1}^{\infty}(4 k-2,4 k)$. For $\sigma^{\prime}>\sigma$ we have

$$
H_{\sigma^{\prime}}(x)=E F_{p}\left(x+\sigma G_{1}+\sqrt{\sigma^{\prime 2}-\sigma^{2}} G_{2}\right)=E H_{\sigma}\left(x+\sqrt{\sigma^{\prime 2}-\sigma^{2}} G\right)
$$

Therefore $H_{\sigma} \geq 0$ implies $H_{\sigma^{\prime}}>0$ for $\sigma^{\prime}>\sigma$. Let $\sigma_{p}=\inf \left\{\sigma>0: H_{\sigma} \geq\right.$ $0\}$. As $t \mapsto e^{-|t|^{p}-\frac{1}{2} \sigma^{2} t^{2}}$ is a continuous function and it is a pointwise limit of a sequence of characteristic functions $e^{-|t|^{p}-\frac{1}{2}\left(\sigma_{p}+\frac{1}{n}\right)^{2} t^{2}}$ we deduce that it is also a characteristic function and therefore $H_{\sigma_{p}} \geq 0$. We know that $\frac{1}{2 \pi} H_{\sigma_{p}}$ is the density of a symmetric random variable $X$. We will prove that $X$ is Gaussianfree. Indeed, assume that $X$ can be expressed as a sum of two independent random variables one of which is a non-degenerate Gaussian. Without loss of generality we can assume that the Gaussian summand is symmetric (transferring its mean to the other summand). Then the other summand would have a characteristic function of the form $e^{-|t|^{p}-\frac{1}{2} \sigma^{2} t^{2}}$ for some $\sigma<\sigma_{p}$ yielding $H_{\sigma} \geq 0$ which contradicts the minimality of $\sigma_{p}$. Hence $X$ is a pure pseudostable and any $p$-pseudostable with the characteristic function of the form $e^{-|t|^{p}-\frac{1}{2} \sigma^{2} t^{2}}$ for $\sigma>\sigma_{p}$ can be expressed as a sum of a pure $p$-pseudostable having the same distribution as $X$ and an independent $\mathcal{N}\left(0, \sqrt{\sigma^{2}-\sigma_{p}^{2}}\right)$ summand. After obvious rescaling the same holds for a random variable with characteristic function $e^{-c|t|^{p}-\alpha t^{2}}$ - it is a pure $p$-pseudostable if $\sqrt{2 \alpha} c^{-1 / p}=\sigma_{p}$
and it is a non-pure $p$-pseudostable if $\sqrt{2 \alpha} c^{-1 / p}>\sigma_{p}$. Note that $\sigma_{p}>0$ since there are no $p$-stables for $p>2$. The above considerations imply that densities of all non-pure $p$-pseudostables are strictly positive. Now we will prove that the continuous density of a pure $p$-pseudostable has some zero point. Indeed, we know that functions $H_{\frac{n}{n+1}} \sigma_{p}$ have some zero points for $n=1,2, \ldots$ because they are continuous. Denote by $z_{n}$ some zero point of $H_{\frac{n}{n+1} \sigma_{p}}$ (the choice is arbitrary). From Lemma 3 it follows that $\left|z_{n}\right| \leq y_{p}$ for $n=1,2, \ldots$ and therefore we can choose a subsequence $z_{n_{l}}$ convergent to some point $z$. Note that $F_{p}$ is a Lipschitz function as

$$
\begin{aligned}
\left|F_{p}^{\prime}(x)\right| & =\left|\int_{R} i t e^{i t x-|t|^{p}} d t\right| \leq \int_{R}|t| e^{-|t|^{p}} d t \\
& =\Gamma\left(1+\frac{2}{p}\right) \leq \sup _{u \in[1,2]} \Gamma(u)=L<\infty
\end{aligned}
$$

Therefore all functions $H_{\sigma}(\sigma \geq 0)$ are also Lipschitz with a Lipschitz constant L. Hence

$$
\left|H_{\frac{n_{l}}{n_{l}+1} \sigma_{p}}(z)\right|=\left|H_{\frac{n_{l}}{n_{l}+1} \sigma_{p}}(z)-H_{\frac{n_{l}}{n_{l}+1} \sigma_{p}}\left(z_{n_{l}}\right)\right| \leq L\left|z-z_{n_{l}}\right| \underset{l \rightarrow \infty}{\longrightarrow} 0 .
$$

We also know that for $\sigma^{\prime}>\sigma$ there is

$$
\begin{aligned}
\sup _{x \in R}\left|H_{\sigma^{\prime}}(x)-H_{\sigma}(x)\right| & =\sup _{x \in R}\left|E H_{\sigma}\left(x+\sqrt{\sigma^{\prime 2}-\sigma^{2}} G\right)-H_{\sigma}(x)\right| \\
& \leq L \cdot E|G| \cdot \sqrt{\sigma^{\prime 2}-\sigma^{2}}
\end{aligned}
$$

and therefore $H_{\frac{n_{l}}{n_{l}+1} \sigma_{p}}(z) \rightarrow H_{\sigma_{p}}(z)$ as $l \rightarrow \infty$. Hence $H_{\sigma_{p}}(z)=0$ and the proof is finished. We have proved Theorem 1.

Proposition 1. The function $p \mapsto \sigma_{p}$ (where $\sigma_{p}=\inf \left\{\sigma>0: H_{\sigma} \geq 0\right\}$ ) is continuous on $\bigcup_{k=1}^{\infty}(4 k, 4 k+2)$ with

$$
\lim _{p \rightarrow 4 k^{+}} \sigma_{p}=\lim _{p \rightarrow(4 k+2)^{-}} \sigma_{p}=\infty .
$$

Proof. Recall that $f_{p}(t)=e^{-|t|^{p}}$ and $F_{p}=\hat{f}_{p}$.
We will need the following lemmas.
Lemma 4. Let $\left[p_{1}, p_{2}\right] \subset(4 k, 4 k+2)$ for some integer $k \geq 1$. Then there exist $x_{0}$ and $\varepsilon$ (depending on $p_{1}$ and $p_{2}$ only) such that $F_{p}(x) \geq \frac{\varepsilon}{x^{p_{2}+1}}$ for any $x>x_{0}$ and $p \in\left[p_{1}, p_{2}\right]$.
Proof (sketch). We will follow the approach used in the proof of Lemma 1. However, now we need more precision. For $p \in\left[p_{1}, p_{2}\right]$ let

$$
w_{p}(t)=e^{-|t|^{p}}+\sum_{l=0}^{3} \frac{1}{l!}|t|^{p+l} e^{-|t|}
$$

In the neighbourhood of zero $w_{p}(t)=1-\frac{1}{24}|t|^{p+4}+o\left(|t|^{p+4}\right)$ since $p>4$. Hence $w_{p} \in C^{4 k+4}(R)$. Using the Leibniz rule for $|t|>1$ and differentiating the series expansion term by term for $|t|<1$ we prove that $\sup _{p \in\left[p_{1}, p_{2}\right]}\left\|w_{p}^{(4 k+4)}\right\|_{1}<\infty$ and therefore

$$
\sup _{p \in\left[p_{1}, p_{2}\right]} \sup _{x \in R}|x|^{4 k+4}\left|\hat{w}_{p}(x)\right|<\infty .
$$

Hence there exists some positive constant $C$ depending on $p_{1}$ and $p_{2}$ only such that $\left|\hat{w}_{p}(x)\right|<\frac{C}{x^{p+2}}$ for all $x>1$ and $p \in\left[p_{1}, p_{2}\right]$. According to Lemma 2
$F_{p}(x)=\hat{w}_{p}(x)-\sum_{l=1}^{4} \frac{2 \Gamma(p+l)}{(l-1)!\left(1+x^{2}\right)^{\frac{k+l}{2}}} \cos \left(\frac{p+l}{2} \pi-(p+l) \arcsin \frac{1}{\sqrt{1+x^{2}}}\right)$.
Let $D=1+\tan ^{-1}\left(\frac{p_{1}-4 k}{2 p_{1}+2} \pi\right)$. One easily checks that

$$
\inf _{p \in\left[p_{1}, p_{2}\right]} \inf _{x \geq D}-\cos \left(\frac{p+1}{2} \pi-(p+1) \arcsin \frac{1}{\sqrt{1+x^{2}}}\right)>0 .
$$

Therefore by some elementary estimates we prove that there exists some positive constant $M$ such that for all $x>D$ and all $p \in\left[p_{1}, p_{2}\right]$ there is $F_{p}(x) \geq \frac{M}{x^{p+1}}-\frac{1}{M x^{p+2}}$. The assertion of the lemma easily follows. We omit long but elementary calculations.

Lemma 5. Let $\left[p_{1}, p_{2}\right] \subset(4 k, 4 k+2)$ for some integer $k \geq 1$. Then there exists some number $y>0$ (depending on $p_{1}$ and $p_{2}$ only) such that for all $x>y, \sigma>0$ and $p \in\left[p_{1}, p_{2}\right]$ there is $H_{\sigma}(x)=E F_{p}(x+\sigma G)>0$.

Proof. The proof follows closely the proof of Lemma 3. Note that in view of Lemma 4 the main problem remaining is how to deal uniformly (for $p \in$ [ $\left.p_{1}, p_{2}\right]$ ) with $x_{p}, A_{p}$ and $B_{p}$. First one needs to prove that there exists some $s>0$ such that for all $p \in\left[p_{1}, p_{2}\right]$ and all $z \geq s$ there is

$$
\int_{-z}^{z} F_{p}(x) d x>\pi .
$$

Then for $y_{0}=\max \left(x_{0}, s, 2000\right)$, being the "uniform version" of $x_{p}$, put $A_{p}=\int_{-y_{0}}^{y_{0}} F_{p}^{+}(x) d x$ and $B_{p}=\int_{-y_{0}}^{y_{0}} F_{p}^{-}(x) d x$. One needs to show that $\inf _{p \in\left[p_{1}, p_{2}\right]}\left(A_{p} / B_{p}\right)>1$ and $\sup _{p \in\left[p_{1}, p_{2}\right]} B_{p}<\infty$ to complete the proof. The last two assertions are equivalent since $A_{p}-B_{p} \in[\pi, 2 \pi]$ and they are equivalent to the fact that

$$
\sup _{p \in\left[p_{1}, p_{2}\right]} \int_{-y_{0}}^{y_{0}}\left|F_{p}(x)\right| d x<\infty
$$

Step 1: We prove that such $s$ exists.
By the approach used in the proof of Lemma 4 one proves also that there exists $D>0$ (depending on $p_{1}$ and $p_{2}$ only) such that $F_{p}(x) \leq \frac{D}{x^{p_{1}+1}}$ for any $x>D$ and $p \in\left[p_{1}, p_{2}\right]$. The proof of this fact is simpler than the proof of Lemma 4 so that we leave it to the reader. Recall that for any $p$ there is $\int_{R} F_{p}(x) d x=2 \pi$ and therefore for $z>D$ we have

$$
\int_{-z}^{z} F_{p}(x) d x>2 \pi-2 D \int_{z}^{\infty} \frac{d x}{x^{p_{1}+1}}=2 \pi-\frac{2 D}{p_{1} z^{p_{1}}}
$$

Hence there exists $s>0$ such that for any $z \geq s$ and $p \in\left[p_{1}, p_{2}\right]$ there is $\int_{-z}^{z} F_{p}(x) d x>\pi$.

Step 2: We prove that $\sup _{p \in\left[p_{1}, p_{2}\right]} \int_{-y_{0}}^{y_{0}}\left|F_{p}(x)\right| d x<\infty$.
Note that by the Hölder inequality and the Plancherel identity we have

$$
\begin{aligned}
\int_{-y_{0}}^{y_{0}}\left|F_{p}(x)\right| d x & \leq \sqrt{2 y_{0}}\left(\int_{-y_{0}}^{y_{0}}\left|F_{p}(x)\right|^{2} d x\right)^{1 / 2} \leq \sqrt{2 y_{0}}\left(\int_{R}\left|\hat{f}_{p}(x)\right|^{2} d x\right)^{1 / 2} \\
& =\sqrt{2 y_{0}}\left(2 \pi \int_{R} f_{p}(t)^{2} d t\right)^{1 / 2}=\sqrt{8 \pi y_{0}}\left(\int_{0}^{\infty} e^{-2 t^{p}} d t\right)^{1 / 2}
\end{aligned}
$$

and the last expression is uniformly bounded for $p \in\left[p_{1}, p_{2}\right]$. The proof of Lemma 5 is finished.

Let $\varphi_{p}(t)=e^{-|t|^{p}-\frac{1}{2} \sigma_{p}^{2} t^{2}}$. Lemma 5 immediately implies that for $x>$ $y$ there is $\hat{\varphi}_{p}(x)>0$. Note also that the family $\left(\hat{\varphi}_{p}\right)_{p \in\left[p_{1}, p_{2}\right]}$ is uniformly Lipschitz. Indeed,

$$
\begin{aligned}
\left|\left(\hat{\varphi}_{p}\right)^{\prime}(x)\right| & \leq \int_{R}|t| e^{-|t|^{p}-\frac{1}{2} \sigma_{p}^{2} t^{2}} d t \leq 2 \int_{0}^{\infty} t e^{-t^{p}} d t \\
& =\Gamma\left(1+\frac{2}{p}\right) \leq \sup _{u \in[1,2]} \Gamma(u)<\infty
\end{aligned}
$$

Now we are in a position to prove Proposition 1.
Let $p, q_{1}, q_{2}, \ldots \in\left(p_{1}, p_{2}\right)$ with $\lim _{n \rightarrow \infty} q_{n}=p$. Choose a subsequence $\left(q_{n_{l}}\right)$ such that

$$
\lim _{l \rightarrow \infty} \sigma_{q_{n_{l}}}=\liminf _{n \rightarrow \infty} \sigma_{q_{n}}=\sigma_{\mathrm{inf}}
$$

Then

$$
\varphi_{q_{n_{l}}} \xrightarrow[l \rightarrow \infty]{\stackrel{L_{1}}{\longrightarrow}} e^{-|t|^{p}-\frac{1}{2} \sigma_{\mathrm{inf}}^{2} t^{2}}=\varphi_{\mathrm{inf}}(t)
$$

by the Lebesgue majorized convergence theorem. Therefore $\hat{\varphi}_{q_{n_{l}}}$ tends uniformly to $\hat{\varphi}_{\mathrm{inf}}$ as $l \rightarrow \infty$. Hence $\hat{\varphi}_{\mathrm{inf}} \geq 0$. Assume that $\sigma_{\mathrm{inf}}<\sigma_{p}$. Then

$$
\hat{\varphi}_{p}(x)=E \hat{\varphi}_{\mathrm{inf}}\left(x+\sqrt{\sigma_{p}^{2}-\sigma_{\mathrm{inf}}^{2}} G\right)>0
$$

in contradiction to the fact that $\frac{1}{2 \pi} \hat{\varphi}_{p}$ as the continuous density of a pure $p$-pseudostable must have some zero point. Hence $\sigma_{\mathrm{inf}} \geq \sigma_{p}$. Now choose a subsequence $\left(q_{n_{l}}\right)$ such that

$$
\lim _{l \rightarrow \infty} \sigma_{q_{n_{l}}}=\limsup _{n \rightarrow \infty} \sigma_{q_{n}}=\sigma_{\text {sup }}
$$

(a priori it is possible that $\sigma_{\text {sup }}=\infty$ ). Then, again by the Lebesgue majorized convergence theorem we have

$$
\varphi_{q_{n_{l}}}(t) \underset{l \rightarrow \infty}{\stackrel{L_{1}}{\longrightarrow}} e^{-|t|^{p}-\frac{1}{2} \sigma_{\text {sup }}^{2} t^{2}}=\varphi_{\sup }(t)
$$

(with $\varphi_{\text {sup }}=0$ if $\sigma_{\text {sup }}=\infty$ ) and therefore $\hat{\varphi}_{q_{n_{l}}}$ tends uniformly to $\hat{\varphi}_{\text {sup }}$ as $l \rightarrow \infty$. Note that $\frac{1}{2 \pi} \hat{\varphi}_{q_{n_{l}}}$ as the continuous density of a pure $q_{n_{l}}$-pseudostable must have some zero point in $[-y, y]$ (since by Lemma 5 it has no zero points outside this interval). As $\hat{\varphi}_{q_{n_{l}}}$ are uniformly Lipschitz we deduce (the same argument appeared at the very end of the proof of Theorem 1) that $\hat{\varphi}_{\text {sup }}$ also has some zero point. But $\sigma_{\text {sup }}>\sigma_{p}$ would imply

$$
\hat{\varphi}_{\mathrm{sup}}(x)=E \hat{\varphi}_{p}\left(x+\sqrt{\sigma_{\mathrm{sup}}^{2}-\sigma_{p}^{2}} G\right)>0
$$

since $\frac{1}{2 \pi} \hat{\varphi}_{p}$ is the density of a pure $p$-pseudostable. The obtained contradiction proves that $\sigma_{\text {sup }} \leq \sigma_{p}$. We have proved that

$$
\liminf _{n \rightarrow \infty} \sigma_{q_{n}} \geq \sigma_{p} \geq \limsup _{n \rightarrow \infty} \sigma_{q_{n}}
$$

and therefore $\sigma_{q_{n}} \rightarrow \sigma_{p}$ as $n \rightarrow \infty$, so that $p \mapsto \sigma_{p}$ is continuous on $\left(p_{1}, p_{2}\right)$. Choosing $p_{1}$ and $p_{2}$ arbitrarily close to $4 k$ and $4 k+2$ respectively we prove that $p \mapsto \sigma_{p}$ is continuous on $(4 k, 4 k+2)$. It remains to investigate the boundary behavior. Assume that there exists a sequence $\left(p_{n}\right) \subset(4 k, 4 k+2)$ convergent to $4 k$ and such that the sequence $\sigma_{p_{n}}$ is bounded from above. Then there would exist a subsequence $\left(p_{n_{l}}\right)$ such that $\sigma_{p_{n_{l}}} \rightarrow \sigma$ as $l \rightarrow \infty$ for some $\sigma \geq 0$ and therefore $\varphi_{p_{n_{l}}}(t)$ would tend pointwise to $e^{-t^{4 k}-\frac{1}{2} \sigma^{2} t^{2}}$. Hence $e^{-t^{4 k}-\frac{1}{2} \sigma^{2} t^{2}}$ as a continuous function being the pointwise limit of the sequence of the characteristic functions would also be a characteristic function in contradiction to the fact that there are no $4 k$-pseudostables. Hence $\lim _{p \rightarrow 4 k^{+}} \sigma_{p}=\infty$. In a similar way one proves that $\lim _{p \rightarrow(4 k-2)^{-}} \sigma_{p}=\infty$. The proof of Proposition 1 is finished.

Remark 1. Let $X$ be a $p$-pseudostable with a characteristic function $\varphi(t)=$ $e^{-c|t|^{p}-\frac{1}{2} t^{2}}$. Then for all positive integers $l<p$ we have $E X^{l}=E G^{l}$.

Proof. It suffices to prove that $\varphi^{(l)}(0)$ does not depend on $c$ for positive integers $l<p$ and this is an easy consequence of the Leibniz rule and the fact that $\frac{d^{m}}{d t^{m}}\left(e^{-c|t|^{p}}\right)=0$ for $t=0$ and positive integer $m<p$.
K. M. Ball pointed out that by the so-called "moment method" (in his review article [D] Diaconis traces it back to Chebyshev's proof of the Central Limit Theorem and presents some of its applications) Remark 1 immediately yields the following corollary.

Corollary 1. If $X$ is a p-pseudostable then

$$
\sup _{t \in R}\left|P\left(X<t \sqrt{E X^{2}}\right)-P(G<t)\right| \leq \sqrt{\frac{\pi}{2(p-1)}}
$$

Proof. $X / \sqrt{E X^{2}}$ has a characteristic function of the form $\varphi(t)=e^{-c|t|^{p}-\frac{1}{2} t^{2}}$. Now it suffices to apply Theorem 2 of $[\mathrm{D}]$ and Remark 1 to $X / \sqrt{E X^{2}}$.

Corollary 2. Under the notation of Proposition 1

$$
\lim _{k \rightarrow \infty}\left(\inf _{p \in(4 k, 4 k+2)} \sigma_{p}\right)=\infty
$$

Proof. Assume that there exists a sequence $\left(p_{n}\right)$ tending to infinity with $p_{n} \in$ $\bigcup_{k=1}^{\infty}(4 k, 4 k+2)$ and $\sup _{n} \sigma_{p_{n}}<\infty$. Let $Z_{n}$ be the pure $p_{n}$-pseudostable with $E Z_{n}^{2}=1$, therefore it has the characteristic function $\psi_{n}(t)=e^{-\sigma_{p_{n}}^{-p_{n}}|t|^{p_{n}}-\frac{1}{2} t^{2}}$. Corollary 1 implies that $Z_{n}$ tends in distribution to $G$ as $n \rightarrow \infty$ and therefore $\psi_{n}(t) \rightarrow e^{-t^{2} / 2}$ pointwise, meaning that $\sigma_{p_{n}}^{-p_{n}}|t|^{p_{n}} \rightarrow 0$ as $n \rightarrow \infty$ for any real $t$. Taking $t=2 \sup _{n} \sigma_{p_{n}}$ we obtain the contradiction which ends the proof.

Remark 2. If $X$ is a pure $p$-pseudostable then

$$
\lim _{q \rightarrow p^{-}}(p-q)^{1 / p}\|X\|_{q}=\kappa_{p}\|X\|_{2}
$$

where $\kappa_{p}=\left(\frac{2}{\pi} \Gamma(p+1) \sin \left(\frac{p \pi}{2}\right)\right)^{1 / p} \sigma_{p}^{-1}$.
Proof. By Lemma 3 we can precisely describe the limit behavior of the density of $X$. The assertion follows by some elementary calculation.

One of the classical applications of $p$-stable random variables is the linear isometric embedding of $l_{p}^{n}$ space into $L_{q}(0,1)$ for $0<q<p \leq 2$. The main idea (a so-called representation theorem, cf. [L]) comes from P. Levy, at least for finite $n$ although the application to Banach spaces appeared much later. For embedding $l_{p}^{\infty}$ some more effort is needed (see [K] and [BDCK]). Of course there is no linear isomorphic embedding of $l_{p}^{\infty}$ into $L_{q}(0,1)$ for $2 \leq q<p \leq \infty$ since $L_{q}(0,1)$ has cotype $q$ and $l_{p}^{\infty}$ does not have cotype $q$. However, using $p$-pseudostables instead of $p$-stables we can transfer the ideas to obtain some other results.

We will need the following simple lemma.

Lemma 6. Let $X, X_{1}, X_{2}, \ldots$ be i.i.d. p-pseudostables with $E X^{2}=1$. Then for any $a=\left(a_{1}, a_{2}, \ldots\right) \in l_{2}^{\infty}$ the series $\sum_{n=1}^{\infty} a_{n} X_{n}$ is convergent a.s. and

$$
\sum_{n=1}^{\infty} a_{n} X_{n} \sim\|a\|_{p} X+\sqrt{\|a\|_{2}^{2}-\|a\|_{p}^{2}} G
$$

Proof. By the Kolmogorov three series theorem one easily checks that $\sum_{n=1}^{\infty} a_{n} X_{n}$ converges a.s.; therefore the series converges also in distribution to the same limit. To finish the proof it suffices to show that the characteristic functions of $\sum_{n=1}^{N} a_{n} X_{n}$ tend pointwise to the characteristic function of $\|a\|_{p} X+\sqrt{\|a\|_{2}^{2}-\|a\|_{p}^{2}} G$ as $N \rightarrow \infty$, which is trivial.

Before we pass to embedding results let us transfer the cotype argument to the pseudostable setting to obtain some bounds on $\kappa_{p}$ and $\sigma_{p}$.
Lemma 7. For $q \geq 2$ and any real $a, b$ there is

$$
\begin{aligned}
\sum_{l=0}^{\lfloor q / 2\rfloor-1}\binom{q}{2 l} & |a|^{q-2 l} b^{2 l}+\frac{1}{2}\binom{q}{2\lfloor q / 2\rfloor}|a|^{q-2\lfloor q / 2\rfloor} b^{2\lfloor q / 2\rfloor} \\
& \leq \frac{|a+b|^{q}+|a-b|^{q}}{2} \\
& \leq \sum_{l=0}^{\lfloor q / 2\rfloor}\binom{q}{2 l}|a|^{q-2 l} b^{2 l}+|b|^{q}
\end{aligned}
$$

Proof. Treat the three expressions, which we compare as functions of the parameter $b$ and note that their derivatives up to order $2\lfloor q / 2\rfloor$ agree at $b=0$, so that it suffices to prove the inequalities for $2\lfloor q / 2\rfloor$-th derivatives, i.e.

$$
\frac{|a|^{\beta}}{2} \leq \frac{|a+b|^{\beta}+|a-b|^{\beta}}{2} \leq|a|^{\beta}+|b|^{\beta},
$$

where $\beta=q-2\lfloor q / 2\rfloor \in[0,2]$, which are elementary and well-known to be true.

Lemma 8. Let $X$ be a p-pseudostable with $E X^{2}=1$. Then

$$
\left(2-2^{\frac{q}{p}}\right) E|X|^{q} \leq 2^{\frac{q}{2}+1} E|G|^{q}
$$

for any $q \in[2, p)$.
Proof. Recall that $X_{1}$ and $X_{2}$ denote independent copies of $X$. From an elementary inequality $\frac{|a+b|^{q}+|a-b|^{q}}{2} \geq|a|^{q}+|b|^{q}$ holding for $q \geq 2$ and any real $a, b$ we deduce that

$$
E\left|X_{1}+X_{2}\right|^{q}=E \frac{\left|X_{1}+X_{2}\right|^{q}+\left|X_{1}-X_{2}\right|^{q}}{2} \geq E\left|X_{1}\right|^{q}+E\left|X_{2}\right|^{q}=2 E|X|^{q}
$$

On the other hand there is $X_{1}+X_{2} \sim 2^{1 / p} X+\sqrt{2-2^{2 / p}} G$ so that

$$
\begin{aligned}
E\left|X_{1}+X_{2}\right|^{q}= & E\left|2^{1 / p} X+\sqrt{2-2^{2 / p}} G\right|^{q} \\
= & E \frac{\left|\sqrt{2-2^{2 / p}} G+2^{1 / p} X\right|^{q}+\left|\sqrt{2-2^{2 / p}} G-2^{1 / p} X\right|^{q}}{2} \\
\leq & \sum_{l=0}^{\lfloor q / 2\rfloor}\binom{q}{2 l} E\left|\sqrt{2-2^{2 / p}} G\right|^{q-2 l} E\left(2^{1 / p} X\right)^{2 l}+E\left|2^{1 / p} X\right|^{q} \\
= & \sum_{l=0}^{\lfloor q / 2\rfloor}\binom{q}{2 l} E\left|\sqrt{2-2^{2 / p}} G_{1}\right|^{q-2 l} E\left|2^{1 / p} G_{2}\right|^{2 l}+E\left|2^{1 / p} X\right|^{q} \\
\leq & E\left(\left|\sqrt{2-2^{2 / p}} G_{1}+2^{1 / p} G_{2}\right|^{q}+\left|\sqrt{2-2^{2 / p}} G_{1}-2^{1 / p} G_{2}\right|^{q}\right) \\
& +2^{q / p} E|X|^{q} \\
= & 2 E|\sqrt{2} G|^{q}+2^{q / p} E|X|^{q} \\
= & 2^{\frac{q}{2}+1} E|G|^{q}+2^{\frac{q}{p}} E|X|^{q},
\end{aligned}
$$

where we used Lemma 7, Remark 1 and again Lemma 7. Putting both inequalities together we finish the proof.

Proposition 2. For any $p \in \bigcup_{k=1}^{\infty}(4 k, 4 k+2)$ there is

$$
\kappa_{p} \leq 2\left(\frac{p \Gamma\left(\frac{p+1}{2}\right)}{\sqrt{\pi} \ln 2}\right)^{1 / p}
$$

and for any $\theta \in(0,1)$ there is

$$
\liminf _{k \rightarrow \infty}\left(\inf _{p \in(4 k+\theta, 4 k+2-\theta)} p^{-1 / 2} \sigma_{p}\right)>0
$$

Proof. The first assertion follows from Lemma 8 and Remark 2 as

$$
\lim _{q \rightarrow p^{-}} \frac{\left(2-2^{q / p}\right)^{1 / q}}{(p-q)^{1 / p}}=\left(\frac{2 \ln 2}{p}\right)^{1 / p}
$$

and

$$
\|G\|_{p}=\sqrt{2}\left(\frac{\Gamma\left(\frac{p+1}{2}\right)}{\sqrt{\pi}}\right)^{1 / p}
$$

The second assertion follows immediately from the first one - note that $\inf _{k} \inf _{p \in(4 k+\theta, 4 k+2-\theta)} \sin \left(\frac{p \pi}{2}\right)>0$ for any $\theta \in(0,1)$ and use the fact that $\lim _{u \rightarrow \infty} \frac{\Gamma(u)^{1 / u}}{u}=1 / e$. This ends the proof.

Lemma 9. If $X$ is a p-pseudostable and $E X^{2}=1$ then $4\|X\|_{q} \geq\|G\|_{q}$ for any $q \in[1, p)$.

Proof. As $X_{1}+X_{2} \sim 2^{1 / p} X+\sqrt{2-2^{2 / p}} G$ we have

$$
\begin{aligned}
2\|X\|_{q} & =\left\|X_{1}\right\|_{q}+\left\|X_{2}\right\|_{q} \geq\left\|X_{1}+X_{2}\right\|_{q} \\
& =\left\|2^{1 / p} X+\sqrt{2-2^{2 / p}} G\right\|_{q} \geq \sqrt{2-2^{2 / p}}\|G\|_{q} \geq \frac{1}{2}\|G\|_{p}
\end{aligned}
$$

since $p>4$.
Remark 3. In the above we have used the well known fact - if $Y$ and $Z$ are independent mean-zero random variables then

$$
\max \left(\|Y\|_{q},\|Z\|_{q}\right) \leq\|Y+Z\|_{q} \leq\|Y\|_{q}+\|Z\|_{q}
$$

for any $q \geq 1$. The first inequality follows by the Jensen inequality:

$$
\|Y+Z\|_{q}^{q}=E_{Y}\left(E_{Z}|Y+Z|^{q}\right) \geq E_{Y}|Y+E Z|^{q}=E|Y|^{q}=\|Y\|_{q}^{q}
$$

and by the same argument $\|Y+Z\|_{q} \geq\|Z\|_{q}$.
Proposition 3. Under the assumptions of Lemma 6 there is

$$
\frac{1}{32}\left(\|X\|_{q}\|a\|_{p}+\|G\|_{q}\|a\|_{2}\right) \leq\left\|\sum_{n=1}^{\infty} a_{n} X_{n}\right\|_{q} \leq\|X\|_{q}\|a\|_{p}+\|G\|_{q}\|a\|_{2}
$$

for any $q \in[1, p)$.
Proof. From Lemma 6 and Remark 3 we deduce that

$$
\left.\begin{array}{r}
\frac{1}{2}\left(\|a\|_{p}\|X\|_{q}+\right. \\
\leq\|a\|_{2}^{2}-\|a\|_{p}^{2}
\end{array}\|G\|_{q}\right) \leq\left\|\sum_{n=1}^{\infty} a_{n} X_{n}\right\|_{q} .
$$

The second inequality of Proposition 3 follows immediately. To prove the first one we consider two cases.

Case 1: $\|a\|_{p}^{2} \leq \frac{1}{2}\|a\|_{2}^{2}$
Then $\sqrt{\|a\|_{2}^{2}-\|a\|_{p}^{2}} \geq \frac{1}{2}\|a\|_{2}$ and therefore $\left\|\sum_{n=1}^{\infty} a_{n} X_{n}\right\|_{q} \geq \frac{1}{32}\left(\|a\|_{p}\|X\|_{q}+\right.$ $\left.\|a\|_{2}\|G\|_{q}\right)$.

Case 2: $\|a\|_{p}^{2} \geq \frac{1}{2}\|a\|_{2}^{2}$
Then $\|a\|_{p} \geq \frac{1}{2}\|a\|_{2}$ and by Lemma 9 we get

$$
\|a\|_{p}\|X\|_{q} \geq \frac{1}{2}\|a\|_{2}\|X\|_{q} \geq \frac{1}{8}\|a\|_{2}\|G\|_{q}
$$

and therefore
$\|a\|_{p}\|X\|_{q}+\sqrt{\|a\|_{2}^{2}-\|a\|_{p}^{2}}\|G\|_{q} \geq\|a\|_{p}\|X\|_{q} \geq \frac{1}{16}\|a\|_{p}\|X\|_{q}+\frac{1}{16}\|a\|_{2}\|G\|_{q}$,
yielding $\left\|\sum_{n=1}^{\infty} a_{n} X_{n}\right\|_{q} \geq \frac{1}{32}\left(\|a\|_{p}\|X\|_{q}+\|a\|_{2}\|G\|_{q}\right)$ which ends the proof.

It is well known that any sequence of independent random variables can be realized on the probability space $(0,1)$ equipped with the Lebesgue measure and the $\sigma$-field of Borel sets (an easy way to see it is to produce the i.i.d. sequence of random variables uniformly distributed on $[0,1]$ out of Rademacher functions and then to express given probability distributions as images of the uniform ones).

Corollary 3. Let $p \in \bigcup_{k=1}^{\infty}(4 k, 4 k+2)$ and $q \in[1, p)$. On a (Rosenthal type) linear space of square summable sequences equipped with the norm

$$
\|a\|=\|X\|_{q}\|a\|_{p}+\|G\|_{q}\|a\|_{2}
$$

let a linear $L_{q}(0,1)$-valued operator $T$ be given by

$$
T a=\sum_{n=1}^{\infty} a_{n} X_{n}
$$

where $X_{1}, X_{2}, \ldots$ are i.i.d. p-pseudostables defined on the probability space $\left((0,1), \lambda_{1}, \mathcal{B}(0,1)\right)$ and such that $E X_{n}^{2}=1$. Then

$$
\frac{1}{32}\|a\| \leq\|T a\|_{q} \leq\|a\|
$$

for any $a \in l_{2}^{\infty}$.
Proof. It is an immediate consequence of Proposition 3. Note that $X_{1}, X_{2}, \ldots$ indeed belong to $L_{q}$ since $E|X|^{q}<\infty$ for $q \in(0, p)$ - it can be deduced from Theorem 1 or directly from Definition 1, by a simple modification of Step 1 of [KPS].

The main disadvantage of Corollary 3 is that we do not have precise information on the possible values of $\frac{\|X\|_{q}}{\|G\|_{q}\|X\|_{2}}$ for $X$ being a $p$-pseudostable (note that Corollary 3 holds true also for $p$-pseudostables which are not pure). In fact it seems most interesting when $q$ is close to $p$. Note that for any even natural number $q<p$ we have

$$
\|T a\|_{q}=\|G\|_{q}\|a\|_{2}=((q-1)!!)^{1 / q}\|a\|_{2}
$$

as a simple consequence of Remark 1 , so that in this case we get an embedding similar to the classical isometric embedding of $l_{2}^{\infty}$ into $L_{q}$ using Gaussian random variables. If $X$ is a pure $p$-pseudostable then Remark 2 and Proposition 2 yield that $\lim _{q \rightarrow p^{-}} \frac{\|X\|_{q}}{\|G\|_{q}\|X\|_{2}}(p-q)^{1 / p}$ can be bounded from above by some universal constant (not depending on $p$.) However some lower bound would be much more useful since we are interested in the situation when the $l_{p}$-norm summand is as little perturbed by the $l_{2}$-summand as possible. We will see in a moment that the range of $q$ 's covered by Corollary 3 is far from the best possible for isomorphic embeddings of $l_{p}^{\infty}$ into $L_{q}$. Finally, also the
condition $p \in \bigcup_{k=1}^{\infty}(4 k, 4 k+2)$ seems restrictive. To obtain better results on embedding Rosenthal spaces into $L_{q}$ we will use the following fact due to Hitczenko, Montgomery-Smith and the present author.

Theorem 2. ([HMSO]) There exist universal positive constants $A$ and $B$ such that for any $p \geq 2$, any natural $n$ and independent symmetric random variables $Y_{1}, Y_{2}, \ldots, Y_{n}$ having logarithmically convex tails (i.e. such that $t \mapsto \ln P\left(\left|Y_{i}\right|>t\right)$ is a convex function on $\left.R_{+}\right)$and finite $p$-th moment, the inequalities

$$
\begin{aligned}
& A\left(\left(\sum_{i=1}^{n} E\left|Y_{i}\right|^{p}\right)^{1 / p}+\sqrt{p}\left(\sum_{i=1}^{n} E Y_{i}^{2}\right)^{1 / 2}\right) \\
& \quad \leq\left\|\sum_{i=1}^{n} Y_{i}\right\|_{p} \leq B\left(\left(\sum_{i=1}^{n} E\left|Y_{i}\right|^{p}\right)^{1 / p}+\sqrt{p}\left(\sum_{i=1}^{n} E Y_{i}^{2}\right)^{1 / 2}\right)
\end{aligned}
$$

hold true.
Corollary 4. Let $p \geq 2$. If $Y, Y_{1}, Y_{2}, \ldots$ are i.i.d. symmetric random variables with logarithmically convex tails defined on the probability space $((0,1)$, $\left.\lambda_{1}, \mathcal{B}(0,1)\right)$ and such that $E Y^{2}=1$ and $E|Y|^{p}<\infty$ then the linear operator $S$ defined on a linear space of square summable sequences equipped with the norm

$$
\|a\|=\|Y\|_{p}\|a\|_{p}+\sqrt{p}\|a\|_{2}
$$

by the formula $T a=\sum_{n=1}^{\infty} a_{n} Y_{n}$ satisfies

$$
A\|a\| \leq\|T a\|_{p} \leq B\|a\|
$$

where $A$ and $B$ are some universal positive constants.
Proof. The proof follows closely the proof of Lemma 6. To prove that the series $\sum_{n=1}^{\infty} a_{n} X_{n}$ is convergent also in $L_{p}$ note that the Cauchy condition is satisfied (it follows easily by Theorem 2 or by some general theory).

The above corollary gives a good embedding into $L_{p}(0,1)$. Before we turn to the embeddings into $L_{q}(0,1)$ for $q \in[2, p)$ let us determine the possible values of the parameter $s=\frac{\sqrt{p}\|Y\|_{2}}{\|Y\|_{p}}$ (of course we are not interested in the case $s>1$ since then the Banach-Mazur distance from $\|\cdot\|$ to the Euclidean norm is not greater than 2).

Lemma 10. Let $p>2$. If $s \in\left(0, \sqrt{2 p} \Gamma(p+1)^{-1 / p}\right)$ then there exists a symmetric random variable $Y$ with logarithmically convex tails and all moments finite such that $\frac{\sqrt{p}\|Y\|_{2}}{\|Y\|_{p}}=s$.

Proof. Let $Y$ be a symmetric random variable with $P(|Y|>t)=e^{-t^{1 / \theta}}$ for all $t>0$, where $\theta \geq 1$ is some constant. $Y$ has then the so-called Weibull
distribution and it has logarithmically convex tails and all moments finite. Let

$$
h(\theta)=\frac{\sqrt{p}\|Y\|_{2}}{\|Y\|_{p}}=\sqrt{p \Gamma(2 \theta+1)} \Gamma(\theta p+1)^{-1 / p}
$$

Since $h(\theta) \rightarrow 0$ as $\theta \rightarrow \infty$ and $h$ is continuous it takes on all values from the interval $(0, h(1))$ which ends the proof.

Remark 4. The estimate of Lemma 10 cannot be improved since for any symmetric random variable $Y$ with logarithmically convex tails there is

$$
\frac{\|Y\|_{p}}{\|Y\|_{2}} \geq \frac{\Gamma(p+1)^{1 / p}}{\sqrt{2}}
$$

for $p>2$ (see [HMSO] for the proof).
It seems that there is a gap in our method of isomorphic embedding Rosenthal spaces into $L_{q}$ for $s \in\left(q^{-1 / 2}, 1\right)$ but in a while we will see that this gap can be easily filled.

Lemma 11. Let $p>q>2$ and let $s \geq\left(\frac{1}{\sqrt{2}}\right)^{\frac{q(p-2)}{p-q}}$. Then for any $a \in l_{2}^{\infty}$ there is

$$
\|a\|_{p}+s\|a\|_{2} \leq\|a\|_{q}+s\|a\|_{2} \leq 3\left(\|a\|_{p}+s\|a\|_{2}\right) .
$$

Proof. The first inequality is trivial. To prove the second one it suffices to show that $\|a\|_{q} \leq 2\left(\|a\|_{p}+s\|a\|_{2}\right)$. Note that by the Hölder inequality

$$
\|a\|_{q} \leq\|a\|_{p}^{1-\beta}\|a\|_{2}^{\beta}
$$

where $\beta=\frac{2(p-q)}{q(p-2)} \in(0,1)$. Let $t=\|a\|_{p} /\|a\|_{2} \in(0,1]$ (the case $a=0$ is trivial). We are to prove that

$$
t^{1-\beta} \leq 2(t+s)
$$

so it suffices to show that

$$
\inf _{t \in(0,1]} t^{\beta}+s t^{\beta-1} \geq \frac{1}{2}
$$

The infimum is attained at $t=\frac{1-\beta}{\beta} s$ or at $t=1$. The second case is trivial and the first one leads to checking whether $\beta^{-\beta}(1-\beta)^{-(1-\beta)} s^{\beta} \geq \frac{1}{2}$. Note that $\inf _{u \in(0,1)} u^{-u}=1$; therefore it suffices to prove that

$$
s \geq 2^{1 / \beta}=\left(\frac{1}{\sqrt{2}}\right)^{\frac{q(p-2)}{p-q}}
$$

which was our assumption.

Corollary 5. Let $p>2$ and $s \in(0,1)$. If $q \in(2, p)$ is such that $s \geq$ $(1 / \sqrt{2})^{\frac{q(p-2)}{p-q}}$ then the Rosenthal space with a norm $\|a\|=\|a\|_{p}+s\|a\|_{2}$ is in the Banach-Mazur distance not greater than a certain universal constant (not depending on $p, s$ and $q$ ) from some linear subspace of $L_{q}(0,1)$.

Proof. If $s \in\left(0, \sqrt{2 p} \Gamma(p+1)^{-1 / p}\right.$ then the corollary is a direct consequence of Corollary 4, Lemma 10 and Lemma 11. If $s>\sqrt{2 p} \Gamma(p+1)^{-1 / p}$ then in Corollary 4 replace $Y, Y_{1}, Y_{2}, \ldots$ by an i.i.d. sequence $Z, Z_{1}, Z_{2}, \ldots$ with $Z \sim \mathcal{E}+c G$, where $\mathcal{E}$ and $G$ are independent, $\mathcal{E}$ is the Weibull distribution with $\theta=1$ (i.e. a symmetric exponential distribution) and $c>0$. Note that then, in view of Remark $3,\left\|\sum_{n=1}^{\infty} a_{n} Z_{n}\right\|_{p}$ is up to some universal multiplicative constant equal to

$$
\left\|\sum_{n=1}^{\infty} a_{n} \mathcal{E}_{n}\right\|_{p}+c\left\|\sum_{n=1}^{\infty} a_{n} G_{n}\right\|_{p}
$$

or

$$
\|\mathcal{E}\|_{p}\|a\|_{p}+\left(c+\|\mathcal{E}\|_{2}\right)\|G\|_{p}
$$

Choosing appropriately large $c$ we can represent any value from the interval $\left(\sqrt{2 p} \Gamma(p+1)^{-1 / p}, 1\right)$ as $\frac{c+\|\mathcal{E}\|_{2}\|G\|_{p}}{\|\mathcal{E}\|_{p}}$ up to a universal multiplicative constant since $\sqrt{2 p} \Gamma(p+1)^{-1 / p}\|\mathcal{E}\|_{p} /\|G\|_{p}$ is uniformly bounded away from zero for $p>2$. Now use Lemma 11 to finish the proof.

Remark 5. Of course the constant $1 / \sqrt{2}$ in Corollary 5 can be replaced by some other constant $1 / C$ with an appropriate change of the bound on the Banach-Mazur distance (the bound on the Banach-Mazur distance grows approximately like $C^{2}$ and in a moment we will see that it cannot be essentially improved).

Remark 6. The estimate of Corollary 5 is close to optimal. Let $s \in(0,1)$ and $p>2$. If the Rosenthal space with a norm $\|a\|=\|a\|_{p}+s\|a\|_{2}$ is in the Banach-Mazur distance less than $C$ from some linear subspace of $L_{q}(0,1)$ for $q \in(2, p)$ then $s \geq\left(1 / C^{\prime}\right)^{\frac{q(p-2)}{p-q}}$, where $C^{\prime}>1$ is some constant depending on $C$ only.

Proof. If $s \geq \frac{2(p-q)}{p(q-2)}$ then $s \geq \frac{2(p-q)}{q(p-2)}$ since $p(q-2) \leq q(p-2)$. Therefore $s \geq(1 / 2)^{\frac{q(p-2)}{p-q}}$ because $2^{-u} \leq 2 / u$ for $u>0$. Hence we can restrict ourselves to the case $s<\frac{2(p-q)}{p(q-2)}$. Put $n=\left\lfloor\left(\frac{2(p-q)}{p(q-2) s}\right)^{\frac{2 p}{p-2}}\right\rfloor \geq 1$. By a standard cotype argument we get

$$
C^{q} E\left\|\sum_{l=1}^{n} r_{l} v_{l}\right\|^{q} \geq \sum_{l=1}^{n}\left\|v_{l}\right\|^{q}
$$

where $r_{1}, r_{2}, \ldots, r_{n}$ are independent symmetric Bernoulli random variables $\left(P\left(r_{l}=1\right)=P\left(r_{l}=-1\right)=1 / 2\right)$ and $v_{1}, v_{2}, \ldots, v_{n}$ are vectors of the Rosenthal space. Taking $v_{l}=e_{l}$ (the $l$-th versor) we arrive at

$$
C\left(n^{1 / p}+s n^{1 / 2}\right) \geq(1+s) n^{1 / q} \geq n^{1 / q}
$$

Therefore

$$
C \geq \frac{1}{n^{\frac{1}{p}-\frac{1}{q}}+s n^{\frac{1}{2}-\frac{1}{q}}}
$$

By some elementary calculation one checks that the supremum of the expression $\frac{1}{n^{1 / p-1 / q}+s n^{1 / 2-1 / q}}$ over $n>0$ is attained at $n_{\max }=\left(\frac{2(p-q)}{p(q-2) s}\right)^{\frac{2 p}{p-2}}$ and is equal to $\beta^{\beta}(1-\beta)^{1-\beta} s^{-\beta}$, where $\beta=\frac{2(p-q)}{q(p-2)}$. Note that $n_{\max } \geq n=\left\lfloor n_{\max }\right\rfloor \geq$ $\frac{n_{\max }}{2}$, since we assumed that $s<\frac{2(p-q)}{p(q-2)}$. Therefore

$$
C \geq 2^{\frac{1}{p}-\frac{1}{q}} \frac{1}{n_{\max }^{\frac{1}{p}-\frac{1}{q}}+s n_{\max }^{\frac{1}{2}-\frac{1}{q}}} \geq \frac{1}{2} \beta^{\beta}(1-\beta)^{1-\beta} s^{-\beta}
$$

and hence

$$
s \geq\left(\frac{1}{\sqrt{6 C}}\right)^{\frac{q(p-2)}{p-q}}
$$

since $u^{u} \geq e^{-1 / e} \geq 1 / \sqrt{3}$ for $u \in(0,1)$. Taking $C^{\prime}=\sqrt{6 C}$ we finish the proof.

Proposition 4. There exist universal positive constants $A$ and $B$ such that for any $p>q>2$ and $s \in(0,1)$ the Rosenthal space with the norm given by $\|a\|=\|a\|_{p}+s\|a\|_{2}$ is in the Banach-Mazur distance not greater than As $s^{-\frac{2(p-q)}{q(p-2)}}$ from some linear subspace of $L_{q}(0,1)$ spanned by independent random variables and it is in the Banach-Mazur distance greater than $B s^{-\frac{2(p-q)}{q(p-2)}}$ from all linear subspaces of $L_{q}(0,1)$.

Proof. It is a simple consequence of Remark 5 and Remark 6.
Remark 7. Despite the similarities between Corollary 3 and Corollary 4 for any $p \in \bigcup_{k=1}^{\infty}(4 k, 4 k+2)$ there exists a non-pure $p$-pseudostable which does not have logarithmically convex tails. Also pure $p$-pseudostables do not have logarithmically convex tails. The author does not know whether there exists any $p$-pseudostable with logarithmically convex tail.

Proof. Note that for any $p \in \bigcup_{k=1}^{\infty}(4 k, 4 k+2)$ one can choose a sequence of non-pure $p$-pseudostables tending in distribution to some Gaussian random variable. If all of them had logarithmically convex tails then the limit distribution would also have logarithmically convex tails which is not the case. The contradiction ends the proof. Pure $p$-pseudostables cannot have logarithmically convex tails since by Theorem 1 their continuous densities have zero points.

In the end of the paper let us turn to the sections of the unit ball of $l_{p}^{n}$. There are many interesting results concerning this subject due to Ball, Hadwiger, Hensley, Koldobsky, Meyer, Pajor, Vaaler and others (see [BN] for
more references and related results on projections). The result of Ball ([B]) states that among hyperplane sections of the unit cube in $R^{n}$ the central section orthogonal to $(1,1,0,0,0, \ldots, 0)$ has the greatest ( $n-1$ )-dimensional Lebesgue measure. It was of interest whether the same direction of a hyperplane maximizes the $(n-1)$-dimensional Lebesgue measure of the section of the unit ball of $l_{p}^{n}$. The answer is negative, at least for small enough values of $p$. Perhaps it is positive for $p$ large enough - this problem remains open. In the recent paper of Barthe and Naor ([BN]) a similar observation was made for the projections of the unit ball of $l_{p}^{n}$ for $p \in(1,2)$ which in some sense is a dual problem (although there cannot be any formal duality since the "phase transition" in [BN] appears for $p=4 / 3$ whereas in our considerations there is no "phase transition" for $p=4$ ).

Proposition 5. Let $A(p, n)$ denote the ( $n-1$ )-dimensional Lebesgue measure of the central section of the unit ball of $l_{p}^{n}$ with the hyperplane orthogonal to $(1,1, \ldots, 1)$ and let $B(p, n)$ denote the $(n-1)$-dimensional Lebesgue measure of the central section of the unit ball of $l_{p}^{n}$ with the hyperplane orthogonal to $(1,1,0,0, \ldots, 0)$. Then

$$
\lim _{n \rightarrow \infty}\left(\frac{A(p, n)}{B(p, n)}\right)^{2}=\frac{\Gamma(1 / p)^{3} 2^{2 / p}}{\pi p^{2} \Gamma(3 / p)}
$$

which is greater than 1, for example, for $p=24$.
Proof. Some computer calculation suggests that the limit is greater than 1 for $p \in\left(2, p_{0}\right)$ and it is less than 1 for $p \in\left(p_{0}, \infty\right)$, where $p_{0}$ is some number close to 26 . It is clear that the limit is less than 1 for $p$ large enough since it tends to $3 / \pi$ as $p \rightarrow \infty$.

Let $Z_{1}, Z_{2}, \ldots, Z_{n}$ be i.i.d. random variables with the density $g_{p(x)}=$ $c_{p} e^{-|x|^{p}}$, where $c_{p}=\frac{1}{2 \Gamma\left(1+\frac{1}{p}\right)}$. To prove the formula for the limit recall the well known fact that the $(n-1)$-dimensional Lebesgue measure of the section of the unit ball of $l_{p}^{n}$ with the hyperplane orthogonal to the unit vector $a \in R^{n}$ is proportional to the value of continuous density $g$ of $a_{1} Z_{1}+a_{2} Z_{2}+\ldots+a_{n} Z_{n}$ at zero and the proportionality constant depends on $p$ and $n$ only (and it does not depend on the choice of $a$ ). Therefore

$$
\frac{A(p, n)}{B(p, n)}=g_{\frac{z_{1}+z_{2}+\ldots+z_{n}}{\sqrt{n}}}(0) / g_{\frac{z_{1}+Z_{2}}{\sqrt{2}}}(0)
$$

Note that

$$
g_{\frac{X_{1}+X_{2}}{\sqrt{2}}}(0)=\int_{R}\left(\sqrt{2} g_{p}(\sqrt{2} t)\right)^{2} d t=2^{-\frac{1}{2}-\frac{1}{p}} / \Gamma\left(1+\frac{1}{p}\right) .
$$

Since $E X^{2}=\frac{2 c_{p} \Gamma(3 / p)}{p}$, by the Central Limit Theorem we get

$$
\lim _{n \rightarrow \infty} g_{\frac{z_{1}+z_{2}+\ldots+z_{n}}{\sqrt{n}}}(0)=\sqrt{\frac{\Gamma(1 / p)}{2 \pi \Gamma(3 / p)}} .
$$

Here we used a version of the CLT for i.i.d. random variables stating that the integrability of the characteristic function $\left(\varphi_{Z}\right.$ is integrable due to Lemma 1) implies the uniform convergence of the densities to the normal density, cf. [F] for details. This ends the proof.
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# $\Psi_{2}$-Estimates for Linear Functionals on Zonoids 
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Summary. Let $K$ be a convex body in $\mathbb{R}^{n}$ with centre of mass at the origin and volume $|K|=1$. We prove that if $K \subseteq \alpha \sqrt{n} B_{2}^{n}$ where $B_{2}^{n}$ is the Euclidean unit ball, then there exists $\theta \in S^{n-1}$ such that

$$
\begin{equation*}
\|\langle\cdot, \theta\rangle\|_{L_{\psi_{2}}(K)} \leq c \alpha\|\langle\cdot, \theta\rangle\|_{L_{1}(K)}, \tag{*}
\end{equation*}
$$

where $c>0$ is an absolute constant. In other words, "every body with small diameter has $\psi_{2}$-directions". This criterion applies to the class of zonoids. In the opposite direction, we show that if an isotropic convex body $K$ of volume 1 satisfies (*) for every direction $\theta \in S^{n-1}$, then $K \subseteq C \alpha^{2} \sqrt{n} \log n B_{2}^{n}$, where $C>0$ is an absolute constant.

## 1 Introduction

We shall work in $\mathbb{R}^{n}$ which is equipped with a Euclidean structure $\langle\cdot, \cdot\rangle$. The Euclidean norm $\langle x, x\rangle^{1 / 2}$ is denoted by $|\cdot|$. We write $B_{2}^{n}$ for the Euclidean unit ball, $S^{n-1}$ for the unit sphere, and $\sigma$ for the rotationally invariant probability measure on $S^{n-1}$.

Throughout this note we assume that $K$ is a convex body in $\mathbb{R}^{n}$ with volume $|K|=1$ and centre of mass at the origin. Given $\alpha \in[1,2]$, the Orlicz norm $\|f\|_{\psi_{\alpha}}$ of a bounded measurable function $f: K \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\|f\|_{\psi_{\alpha}}=\inf \left\{t>0: \int_{K} \exp \left(\left(\frac{|f(x)|}{t}\right)^{\alpha}\right) d x \leq 2\right\} \tag{1.1}
\end{equation*}
$$

It is not hard to check that

$$
\begin{equation*}
\|f\|_{\psi_{\alpha}} \simeq \sup \left\{\frac{\|f\|_{p}}{p^{1 / \alpha}}: p \geq 1\right\} \tag{1.2}
\end{equation*}
$$

Let $y \neq 0$ in $\mathbb{R}^{n}$. We say that $K$ satisfies a $\psi_{\alpha}$-estimate with constant $b_{\alpha}$ in the direction of $y$ if

$$
\begin{equation*}
\|\langle\cdot, y\rangle\|_{\psi_{\alpha}} \leq b_{\alpha}\|\langle\cdot, y\rangle\|_{1} \tag{1.3}
\end{equation*}
$$

We say that $K$ is a $\psi_{\alpha}$-body with constant $b_{\alpha}$ if (1.3) holds for every $y \neq 0$.
It is easy to see that if $K$ satisfies a $\psi_{\alpha}$-estimate in the direction of $y$ and if $T \in S L(n)$, then $T(K)$ satisfies a $\psi_{\alpha}$-estimate (with the same constant) in the direction of $T^{*}(y)$. It follows that $T(K)$ is a $\psi_{\alpha}$-body if $K$ is a $\psi_{\alpha^{-}}$ body. By Borell's lemma (see [MiS], Appendix III), every convex body $K$ is a $\psi_{1}$-body with constant $b_{1}=c$, where $c>0$ is an absolute constant.

Estimates of this form are related to the hyperplane problem for convex bodies. Recall that a convex body $K$ of volume 1 with centre of mass at the origin is called isotropic if there exists a constant $L_{K}>0$ such that

$$
\begin{equation*}
\int_{K}\langle x, \theta\rangle^{2} d x=L_{K}^{2} \tag{1.4}
\end{equation*}
$$

for all $\theta \in S^{n-1}$. Every convex body $K$ with centre of mass at the origin has an isotropic image under $G L(n)$ which is uniquely determined up to orthogonal transformations (for more information on the isotropic position, see $[\mathrm{MiP}])$. It follows that the isotropic constant $L_{K}$ is an invariant for the class $\{T(K): T \in G L(n)\}$. The hyperplane problem asks if every convex body of volume 1 has a hyperplane section through its centre of mass with "area" greater than an absolute constant. An affirmative answer to this question is equivalent to the following statement: there exists an absolute constant $C>0$ such that $L_{K} \leq C$ for every isotropic convex body $K$.

Bourgain [Bou] has proved that $L_{K} \leq c \sqrt[4]{n} \log n$ for every origin symmetric isotropic convex body $K$ in $\mathbb{R}^{n}$ (the same estimate holds true for non-symmetric convex bodies as well; see [D2] and [P]). Bourgain's argument shows that if $K$ is a $\psi_{2}$-body with constant $b_{2}$, then $L_{K} \leq c b_{2} \log n$ where $c>0$ is an absolute constant. Examples of $\psi_{2}$-bodies are given by the ball and the cube in $\mathbb{R}^{n}$.

Alesker $[\mathrm{A}]$ has proved that the Euclidean norm satisfies a $\psi_{2}$-estimate: there exists an absolute constant $C>0$ such that

$$
\begin{equation*}
\int_{K} \exp \left(\frac{|x|^{2}}{C^{2} I_{2}^{2}}\right) d x \leq 2 \tag{1.5}
\end{equation*}
$$

for every isotropic convex body $K$ in $\mathbb{R}^{n}$, where $I_{2}^{2}=\int_{K}|x|^{2} d x$.
It is not clear if every isotropic convex body satisfies a good $\psi_{2}$-estimate for most directions $\theta \in S^{n-1}$; for a related conjecture, see [AnBP]. On the other hand, to the best of our knowledge, even the existence of some good $\psi_{2}$-direction has not been verified in full generality. This would correspond to a sharpening of Alesker's result.

Bobkov and Nazarov [BoN] have recently proved that every 1-unconditional and isotropic convex body satisfies a $\psi_{2}$-estimate with constant $c$ in the direction $y=(1,1, \ldots, 1)$, where $c>0$ is an absolute constant. The purpose of this note is to establish an analogous fact for zonoids.

Theorem 1.1. There exists an absolute constant $C>0$ with the following property: For every zonoid $Z$ in $\mathbb{R}^{n}$ with volume $|Z|=1$, there exists $\theta \in S^{n-1}$ such that

$$
\left(\int_{Z}|\langle x, \theta\rangle|^{p} d x\right)^{1 / p} \leq C \sqrt{p} \int_{Z}|\langle x, \theta\rangle| d x
$$

for every $p \geq 1$.

The proof of Theorem 1.1 is presented in Section 2. The argument shows that the same is true for every convex body in $\mathbb{R}^{n}$ which has a linear image of volume 1 with diameter of the order of $\sqrt{n}$ (we call these "bodies with small diameter"). In Section 3 we show that zonoids belong to this class.

In the opposite direction, we show that every $\psi_{2}$-isotropic convex body has small diameter. More precisely, in Section 4 we prove the following.
Theorem 1.2. Let $K$ be an isotropic convex body in $\mathbb{R}^{n}$. Assume that $K$ is a $\psi_{2}$-body with constant $b_{2}$. Then,

$$
K \subseteq C b_{2}^{2} \sqrt{n} \log n B_{2}^{n}
$$

where $C>0$ is an absolute constant.
The letters $c, c_{1}, c_{2}, c^{\prime}$ etc. denote absolute positive constants, which may change from line to line. Wherever we write $a \simeq b$, this means that there exist absolute constants $c_{1}, c_{2}>0$ such that $c_{1} a \leq b \leq c_{2} a$. We refer the reader to the books $[\mathrm{MiS}],[\mathrm{Pi}]$ and $[\mathrm{S}]$ for standard facts that we use in the sequel. We thank the referee for suggestions that improved the presentation and some estimates.

## 2 Bodies with Small Diameter

We say that a convex body $K$ in $\mathbb{R}^{n}$ with centre of mass at the origin has "small diameter" if $|K|=1$ and $K \subseteq \alpha \sqrt{n} B_{2}^{n}$, where $\alpha$ is "well bounded". Note that a convex body has a linear image with small diameter if and only if its polar body has bounded volume ratio. Our purpose is to show that bodies with small diameter have "good" $\psi_{2}$-directions.

Our first lemma follows by a simple computation.
Lemma 2.1. For every $p \geq 1$ and every $x \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\left(\int_{S^{n-1}}|\langle x, \theta\rangle|^{p} \sigma(d \theta)\right)^{1 / p} \simeq \frac{\sqrt{p}}{\sqrt{p+n}}|x| . \tag{2.1}
\end{equation*}
$$

Proof. Observe that

$$
\int_{B_{2}^{n}}|\langle x, y\rangle|^{p} d y=\left|B_{2}^{n}\right| \frac{n}{n+p} \int_{S^{n-1}}|\langle x, \theta\rangle|^{p} \sigma(d \theta)
$$

On the other hand,

$$
\begin{aligned}
\int_{B_{2}^{n}}|\langle x, y\rangle|^{p} d y & =|x|^{p} \int_{B_{2}^{n}}\left|\left\langle e_{1}, y\right\rangle\right|^{p} d y \\
& =2\left|B_{2}^{n-1}\right| \cdot|x|^{p} \int_{0}^{1} t^{p}\left(1-t^{2}\right)^{(n-1) / 2} d t \\
& =\left|B_{2}^{n-1}\right| \cdot|x|^{p} \frac{\Gamma\left(\frac{p+1}{2}\right) \Gamma\left(\frac{n+1}{2}\right)}{\Gamma\left(\frac{p+n+2}{2}\right)}
\end{aligned}
$$

Since $\left|B_{2}^{k}\right|=\pi^{k / 2} / \Gamma\left(\frac{k+2}{2}\right)$, we get

$$
\int_{S^{n-1}}|\langle x, \theta\rangle|^{p} \sigma(d \theta)=\frac{1}{\sqrt{\pi}} \frac{n+p}{n} \frac{\Gamma\left(\frac{p+1}{2}\right) \Gamma\left(\frac{n+2}{2}\right)}{\Gamma\left(\frac{p+n+2}{2}\right)}|x|^{p} .
$$

The result follows from Stirling's formula.
Lemma 2.2. Let $K$ be a convex body in $\mathbb{R}^{n}$ with volume $|K|=1$ and centre of mass at the origin. Then,

$$
\sigma\left(\theta \in S^{n-1}: \int_{K}|\langle x, \theta\rangle| d x \geq c_{1}\right) \geq 1-2^{-n}
$$

where $c_{1}>0$ is an absolute constant.
Proof. The Binet ellipsoid $E$ of $K$ is defined by

$$
\|\theta\|_{E}^{2}=\int_{K}\langle x, \theta\rangle^{2} d x=\left\langle M_{K} \theta, \theta\right\rangle,
$$

where $M_{K}=\left(\int_{K} x_{i} x_{j} d x\right)$ is the matrix of inertia of $K$ (see [MiP]). It is easily checked that $\operatorname{det} M_{K}=\operatorname{det} M_{T K}$ for every $T \in S L(n)$, and this implies that

$$
\int_{S^{n-1}}\|\theta\|_{E}^{-n} \sigma(d \theta)=\frac{|E|}{\left|B_{2}^{n}\right|}=\left(\operatorname{det} M_{K}\right)^{-1 / 2}=L_{K}^{-n}
$$

Then, Markov's inequality shows that

$$
\sigma\left(\theta \in S^{n-1}:\|\theta\|_{E} \geq L_{K} / 2\right) \geq 1-\frac{1}{2^{n}}
$$

Since $L_{K} \geq c$ and $\|\langle\cdot, \theta\rangle\|_{1} \simeq\|\langle\cdot, \theta\rangle\|_{2}$ (see [MiP]), the result follows.
Lemma 2.3. Let $K$ be a convex body in $\mathbb{R}^{n}$ with volume $|K|=1$ and centre of mass at the origin. Assume that $K \subseteq \alpha \sqrt{n} B_{2}^{n}$. Then,

$$
\int_{S^{n-1}} \int_{K} \exp \left(\frac{|\langle x, \theta\rangle|}{c_{2} \alpha}\right)^{2} d x \sigma(d \theta) \leq 2
$$

where $c_{2}>0$ is an absolute constant.
Proof. For every $s>0$ we have
$\int_{S^{n-1}} \int_{K} \exp \left(\frac{|\langle x, \theta\rangle|}{s}\right)^{2} d x \sigma(d \theta)=1+\sum_{k=1}^{\infty} \frac{1}{k!s^{2 k}} \int_{K} \int_{S^{n-1}}|\langle x, \theta\rangle|^{2 k} \sigma(d \theta) d x$.
From Lemma 2.1 we see that this is bounded by

$$
1+\sum_{k=1}^{\infty} \frac{1}{k!s^{2 k}}\left(\frac{c \cdot 2 k}{2 k+n}\right)^{k} \int_{K}|x|^{2 k} d x \leq 1+\sum_{k=1}^{\infty}\left(\frac{c^{\prime} \alpha}{s}\right)^{2 k}
$$

where $c, c^{\prime}>0$ are absolute constants. We conclude the proof taking $s=c_{2} \alpha$ where $c_{2}=2 c^{\prime}$.

An application of Markov's inequality gives the following.
Corollary 2.1. Let $K$ be a convex body in $\mathbb{R}^{n}$ with volume $|K|=1$ and centre of mass at the origin. Assume that $K \subseteq \alpha \sqrt{n} B_{2}^{n}$. Then, for every $A>2$ we have

$$
\sigma\left(\theta \in S^{n-1}: \int_{K} \exp \left(\frac{|\langle x, \theta\rangle|}{c_{2} \alpha}\right)^{2} d x<A\right)>1-\frac{2}{A}
$$

where $c_{2}>0$ is the constant from Lemma 2.3.
Theorem 2.1. Let $K$ be a convex body in $\mathbb{R}^{n}$ with volume $|K|=1$ and centre of mass at the origin. Assume that $K \subseteq \alpha \sqrt{n} B_{2}^{n}$. There exists $\theta \in S^{n-1}$ such that

$$
\left(\int_{K}|\langle x, \theta\rangle|^{p} d x\right)^{1 / p} \leq C \alpha \sqrt{p} \int_{K}|\langle x, \theta\rangle| d x
$$

for every $p>1$, where $C>0$ is an absolute constant.
Proof. Choose $A=4$. Using the inequality $e^{z}>z^{k} / k!(z>0)$, Lemma 2.2 and Corollary 2.1 we see that with probability greater than $\frac{1}{2}-\frac{1}{2^{n}}$ a direction $\theta \in S^{n-1}$ satisfies

$$
\int_{K}|\langle x, \theta\rangle| d x \geq c_{1} \quad \text { and } \quad \int_{K} \exp \left(\frac{|\langle x, \theta\rangle|}{c_{2} \alpha}\right)^{2} d x<4
$$

It follows that

$$
\int_{K}|\langle x, \theta\rangle|^{2 k} d x \leq 4 k!\left(c_{2} \alpha\right)^{2 k}
$$

for every $k \geq 1$, and hence

$$
\left(\int_{K}|\langle x, \theta\rangle|^{2 k} d x\right)^{\frac{1}{2 k}} \leq c \alpha \sqrt{2 k} \leq \frac{c}{c_{1}} \alpha \sqrt{2 k} \int_{K}|\langle x, \theta\rangle| d x
$$

This is the statement of the theorem for $p=2 k$. The general case follows easily.

Remarks. (a) Bourgain's argument in [Bou] shows that $L_{K}$ is bounded by a power of $\log n$ for every convex body $K$ in $\mathbb{R}^{n}$ if the following statement holds true: If an isotropic convex body $W$ in $\mathbb{R}^{n}$ is contained in the centered Euclidean ball of radius $\alpha \sqrt{n} L_{W}$, then $W$ is a $\psi_{2}$-body with constant $O\left(\alpha^{s}\right)$. Lemma 2.3 shows that, under the same assumptions, "half" of the directions are $\psi_{2}$-directions for $W$, with constant $c \alpha$.
(b) It can be also easily proved that convex bodies with small diameter have large hyperplane sections (this can be verified in several other ways, but the argument below gives some estimate on the distribution of the volume of their ( $n-1$ )-dimensional sections).

Proposition 2.1. Let $K$ be a convex body in $\mathbb{R}^{n}$ with volume $|K|=1$ and centre of mass at the origin. Assume that $K \subseteq \alpha \sqrt{n} B_{2}^{n}$. Then, for every $t>0$ we have

$$
\sigma\left(\theta \in S^{n-1}:\left|K \cap \theta^{\perp}\right| \geq \frac{c_{3}}{t \alpha}\right) \geq 1-2 e^{-t^{2}}
$$

where $c_{3}>0$ is an absolute constant.
Proof. Applying Jensen's inequality to Lemma 2.3, we get

$$
\int_{S^{n-1}} \exp \left(\left(\frac{\int_{K}|\langle x, \theta\rangle| d x}{c_{2} \alpha}\right)^{2}\right) \sigma(d \theta) \leq 2
$$

Markov's inequality shows that

$$
\sigma\left(\theta \in S^{n-1}: \int_{K}|\langle x, \theta\rangle| d x \geq c_{2} \alpha t\right) \leq 2 e^{-t^{2}}
$$

for every $t>0$. On the other hand, it is a well-known fact (see [MiP] for the symmetric case) that if $K$ has volume 1 and centre of mass at the origin, then

$$
\begin{equation*}
\int_{K}|\langle x, \theta\rangle| d x \simeq \frac{1}{\left|K \cap \theta^{\perp}\right|} \tag{2.2}
\end{equation*}
$$

for every $\theta \in S^{n-1}$. This completes the proof.

## 3 Positions of Zonoids

We first introduce some notation and recall basic facts about zonoids. The support function of a convex body $K$ is defined by $h_{K}(y)=\max _{x \in K}\langle x, y\rangle$ for all $y \neq 0$. The mean width of $K$ is given by

$$
w(K)=2 \int_{S^{n-1}} h_{K}(u) \sigma(d u)
$$

We say that $K$ has minimal mean width if $w(K) \leq w(T K)$ for every $T \in$ $S L(n)$.

Recall also the definition of the area measure $\sigma_{K}$ of a convex body $K$ : for every Borel $V \subseteq S^{n-1}$ we have

$$
\sigma_{K}(V)=\nu(\{x \in \operatorname{bd}(K): \text { the outer normal to } K \text { at } x \text { is in } V\})
$$

where $\nu$ is the $(n-1)$-dimensional surface measure on $K$. It is clear that $\sigma_{K}\left(S^{n-1}\right)=A(K)$, the surface area of $K$. We say that $K$ has minimal surface area if $A(K) \leq A(T K)$ for every $T \in S L(n)$.

A zonoid is a limit of Minkowski sums of line segments in the Hausdorff metric. Equivalently, a symmetric convex body $Z$ is a zonoid if and only if its
polar body is the unit ball of an $n$-dimensional subspace of an $L_{1}$ space; i.e. if there exists a positive measure $\mu$ (the supporting measure of $Z$ ) on $S^{n-1}$ such that

$$
\begin{equation*}
\|x\|_{Z^{\circ}}=\frac{1}{2} \int_{S^{n-1}}|\langle x, y\rangle| \mu(d y) \tag{3.1}
\end{equation*}
$$

The class of zonoids coincides with the class of projection bodies. Recall that the projection body $\Pi K$ of a convex body $K$ is the symmetric convex body whose support function is defined by

$$
\begin{equation*}
h_{\Pi K}(\theta)=\left|P_{\theta}(K)\right|, \quad \theta \in S^{n-1} \tag{3.2}
\end{equation*}
$$

where $P_{\theta}(K)$ is the orthogonal projection of $K$ onto $\theta^{\perp}$. From the integral representation

$$
\begin{equation*}
\left|P_{\theta}(K)\right|=\frac{1}{2} \int_{S^{n-1}}|\langle u, \theta\rangle| d \sigma_{K}(u) \tag{3.3}
\end{equation*}
$$

which is easily verified in the case of a polytope and extends to any convex body $K$ by approximation, it follows that the projection body of $K$ is a zonoid whose supporting measure is $\sigma_{K}$. Moreover, if we denote by $\mathcal{C}_{n}$ the class of symmetric convex bodies and by $\mathcal{Z}$ the class of zonoids, Aleksandrov's uniqueness theorem shows that the Minkowski map $\Pi: \mathcal{C}_{n} \rightarrow \mathcal{Z}$ with $K \mapsto \Pi K$, is injective. Note also that $\mathcal{Z}$ is invariant under invertible linear transformations (in fact, $\Pi(T K)=\left(T^{-1}\right)^{*}(\Pi K)$ for every $\left.T \in S L(n)\right)$ and closed in the Hausdorff metric. For more information on zonoids, see $[S]$ and [BouL].

We shall see that three natural positions of a zonoid have small diameter in the sense of Section 2. The proof makes use of the isotropic description of such positions which allows the use of the Brascamp-Lieb inequality.

1. Lewis position: A result of Lewis [L] (see also [B]) shows that every zonotope $Z$ has a linear image $Z_{1}$ (the "Lewis position" of $Z$ ) with the following property: there exist unit vectors $u_{1}, \ldots, u_{m}$ and positive real numbers $c_{1}, \ldots, c_{m}$ such that

$$
h_{Z_{1}}(x)=\sum_{j=1}^{m} c_{j}\left|\left\langle x, u_{j}\right\rangle\right|
$$

and

$$
I=\sum_{j=1}^{m} c_{j} u_{j} \otimes u_{j}
$$

where $I$ denotes the identity operator in $\mathbb{R}^{n}$. Using the Brascamp-Lieb inequality, Ball proved in $[\mathrm{B}]$ that, under these conditions,

$$
\left|Z_{1}^{\circ}\right| \leq \frac{2^{n}}{n!} \quad \text { and } \quad B_{2}^{n} \subseteq \sqrt{n} Z_{1}^{\circ}
$$

The reverse Santaló inequality for zonoids (see $[R]$ and $[G o M R]$ ) implies that

$$
\begin{equation*}
\left|Z_{1}\right| \geq 2^{n} \quad \text { and } \quad Z_{1} \subseteq \sqrt{n} B_{2}^{n} \tag{3.4}
\end{equation*}
$$

This shows that

$$
\begin{equation*}
\operatorname{diam}\left(Z_{1}\right) \leq \sqrt{n}\left|Z_{1}\right|^{1 / n} \tag{A}
\end{equation*}
$$

2. Lowner position: Assume that $B_{2}^{n}$ is the ellipsoid of minimal volume containing a zonoid $Z_{2}$. Let $Z_{1}$ be the Lewis position of $Z_{2}$. Then,

$$
\begin{equation*}
\frac{\left|B_{2}^{n}\right|}{\left|Z_{2}\right|} \leq \frac{\left|\sqrt{n} B_{2}^{n}\right|}{\left|Z_{1}\right|} \tag{3.5}
\end{equation*}
$$

Now, (3.5) and (3.4) show that

$$
\begin{equation*}
\operatorname{diam}\left(Z_{2}\right) \leq 2 \leq\left|Z_{1}\right|^{1 / n} \leq \sqrt{n}\left|Z_{2}\right|^{1 / n} \tag{B}
\end{equation*}
$$

3. Minimal mean width position: Assume that $Z_{3}=\Pi K$ is a zonoid of volume 1 which has minimal mean width. The results of [GM1] and [GMR] show that the area measure $\sigma_{K}$ is isotropic, i.e.

$$
\begin{equation*}
\int_{S^{n-1}}\langle u, \theta\rangle^{2} d \sigma_{K}(u)=\frac{A(K)}{n} \tag{3.6}
\end{equation*}
$$

for every $\theta \in S^{n-1}$, where $A(K)$ is the surface area of $K$. Moreover, a result of Petty [Pe] shows that $K$ has minimal surface area. Now, an application of the Cauchy-Schwarz inequality and (3.6) show that

$$
h_{Z_{3}}(\theta)=\frac{1}{2} \int_{S^{n-1}}|\langle\theta, u\rangle| d \sigma_{K}(u) \leq \frac{A(K)}{2 \sqrt{n}}
$$

for every $\theta \in S^{n-1}$. We will use the following fact from [GP]:
Lemma 3.1. If $K$ has minimal surface area, then

$$
A(K) \leq n|\Pi K|^{1 / n}
$$

It follows that $h_{Z_{3}}(\theta) \leq \sqrt{n} / 2$ for every $\theta \in S^{n-1}$. In other words,

$$
\begin{equation*}
\operatorname{diam}\left(Z_{3}\right) \leq \sqrt{n}\left|Z_{3}\right|^{1 / n} \tag{C}
\end{equation*}
$$

The preceding discussion shows that zonoids have positions with small diameter. More precisely, we have the following statement.

Theorem 3.1. Let $Z$ be a zonoid in Lewis or Lowner or minimal mean width position. Then,

$$
\operatorname{diam}(Z) \leq \sqrt{n}|Z|^{1 / n}
$$

It follows that the results of Section 2 apply to the class of zonoids: every zonoid has $\psi_{2}$-directions in the sense of Theorem 1.1.

Remark. We do not know if isotropic zonoids have small diameter. One can check that their mean width is bounded by $c \sqrt{n}$ (it is of the smallest possible order).

## 4 Isotropic $\psi_{2}$-Bodies have Small Diameter

The purpose of this last section is to show that a convex body is a $\psi_{2}$-body only if its isotropic position has small diameter. More precisely, we prove the following.

Theorem 4.1. Let $K$ be an isotropic convex body in $\mathbb{R}^{n}$. Assume that $K$ is a $\psi_{2}$-body with constant $b_{2}$. Then,

$$
K \subseteq C b_{2}^{2} \sqrt{n} \log n B_{2}^{n}
$$

where $C>0$ is an absolute constant.
The proof will follow from two simple lemmas. The idea for the first one comes from [GM2].

Lemma 4.1. Let $K$ be a convex body in $\mathbb{R}^{n}$ with volume 1 and centre of mass at the origin. Then, for every $\theta \in S^{n-1}$,

$$
\int_{K}|\langle x, \theta\rangle|^{p} d x \geq \frac{\Gamma(p+1) \Gamma(n)}{2 e \Gamma(p+n+1)} \max \left\{h_{K}^{p}(\theta), h_{K}^{p}(-\theta)\right\} .
$$

Proof. Consider the function $f_{\theta}(t)=\left|K \cap\left(\theta^{\perp}+t \theta\right)\right|$. Brunn's principle implies that $f_{\theta}^{1 /(n-1)}$ is concave. It follows that

$$
f_{\theta}(t) \geq\left(1-\frac{t}{h_{K}(\theta)}\right)^{n-1} f_{\theta}(0)
$$

for all $t \in\left[0, h_{K}(\theta)\right]$. Therefore,

$$
\begin{aligned}
\int_{K}|\langle x, \theta\rangle|^{p} d x= & \int_{0}^{h_{K}(\theta)} t^{p} f_{\theta}(t) d t+\int_{0}^{h_{K}(-\theta)} t^{p} f_{-\theta}(t) d t \\
\geq & \int_{0}^{h_{K}(\theta)} t^{p}\left(1-\frac{t}{h_{K}(\theta)}\right)^{n-1} f_{\theta}(0) d t \\
& +\int_{0}^{h_{K}(-\theta)} t^{p}\left(1-\frac{t}{h_{K}(-\theta)}\right)^{n-1} f_{\theta}(0) d t \\
= & f_{\theta}(0)\left(h_{K}^{p+1}(\theta)+h_{K}^{p+1}(-\theta)\right) \int_{0}^{1} s^{p}(1-s)^{n-1} d s \\
= & \frac{\Gamma(p+1) \Gamma(n)}{\Gamma(p+n+1)} f_{\theta}(0)\left(h_{K}^{p+1}(\theta)+h_{K}^{p+1}(-\theta)\right) \\
\geq & \frac{\Gamma(p+1) \Gamma(n)}{2 \Gamma(p+n+1)} f_{\theta}(0)\left(h_{K}(\theta)+h_{K}(-\theta)\right) \\
& \cdot \max \left\{h_{K}^{p}(\theta), h_{K}^{p}(-\theta)\right\} .
\end{aligned}
$$

Since $K$ has its centre of mass at the origin, we have $\left\|f_{\theta}\right\|_{\infty} \leq e f_{\theta}(0)$ (see $[\mathrm{MM}]$ ), and hence

$$
1=|K|=\int_{-h_{K}(-\theta)}^{h_{K}(\theta)} f_{\theta}(t) d t \leq e\left(h_{K}(\theta)+h_{K}(-\theta)\right) f_{\theta}(0) .
$$

This completes the proof.
Lemma 4.2. Let $K$ be a convex body in $\mathbb{R}^{n}$ with volume 1 and centre of mass at the origin. For every $\theta \in S^{n-1}$,

$$
\|\langle\cdot, \theta\rangle\|_{\psi_{2}} \geq \frac{c \max \left\{h_{K}(\theta), h_{K}(-\theta)\right\}}{\sqrt{n}},
$$

where $c>0$ is an absolute constant.
Proof. Let $\theta \in S^{n-1}$ and define

$$
I_{p}(\theta):=\left(\int_{K}|\langle x, \theta\rangle|^{p} d x\right)^{1 / p}
$$

for every $p \geq 1$. Then, (1.2) shows that

$$
\|\langle\cdot \theta\rangle\|_{\psi_{2}} \geq \frac{c I_{n}(\theta)}{\sqrt{n}}
$$

From Lemma 4.1 we easily see that $I_{n}(\theta) \simeq \max \left\{h_{K}(\theta), h_{K}(-\theta)\right\}$ and the result follows.

Proof of Theorem 4.1. Since $K$ is a $\psi_{2}$-body with constant $b_{2}$, Lemma 4.2 shows that

$$
\frac{c h_{K}(\theta)}{\sqrt{n}} \leq\|\langle\cdot, \theta\rangle\|_{\psi_{2}} \leq b_{2}\|\langle\cdot, \theta\rangle\|_{1}
$$

for every $\theta \in S^{n-1}$. Since $K$ is isotropic, we have

$$
\|\langle\cdot, \theta\rangle\|_{1} \leq L_{K}
$$

for every $\theta \in S^{n-1}$. Bourgain's argument in [Bou] (see also [D1]) together with the $\psi_{2}$-assumption show that

$$
L_{K} \leq c^{\prime} b_{2} \log n
$$

This implies that

$$
K \subseteq C b_{2}^{2} \sqrt{n} \log n B_{2}^{n} .
$$

Theorem 4.1 shows that $\psi_{2}$-bodies belong to a rather restricted class (their polars have at most logarithmic volume ratio). It would be interesting to decide if zonoids are $\psi_{2}$-bodies or not.
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Summary. We prove that every $n$-dimensional normed space with a type $p<2$, cotype 2, and (asymptotically) extremal Euclidean distance has a quotient of a subspace, which is well isomorphic to $\ell_{p}^{k}$ and with the dimension $k$ almost proportional to $n$. A structural result of a similar nature is also proved for a sequence of vectors with extremal Rademacher average inside a space of type $p$. The proofs are based on new results on restricted invertibility of operators from $\ell_{r}^{n}$ into a normed space $X$ with either type $r$ or cotype $r$.

## 1 Introduction

The initial motivation of this paper was the following problem from [J-S]: Let $1 \leq p \leq 2$ and let $X$ be an $n$-dimensional subspace of $L_{p}$ whose distance from Euclidean space satisfies the inequality $d\left(X, \ell_{2}^{n}\right) \geq \alpha n^{1 / p-1 / 2}$. Does $X$ contain a subspace of proportional dimension, which is well isomorphic to $\ell_{p}^{k}$ ? For $p=1$, the answer is positive [J-S], while for $1<p \leq 2$ the question is still open. The paper [B-T] contains related results and solutions to other problems from [J-S], but left this particular problem open as well. Although the present paper leaves this problem open as well, we do show here that $X$ has an almost proportional quotient of a subspace which is almost well isomorphic to $\ell_{p}^{k}$. The term "almost" above refers to factors of order a power of $\log n$. We actually get the same conclusion for a wider class of spaces. This clearly is implied by Theorem 13.

Not surprisingly our approach involves restricted invertibility methods. We have two kinds of such results. The first is for operators from $\ell_{q}^{n}$ into spaces with cotype $q$. This is the content of Corollary 6. Section 2 in which it is contained is heavily based on a method developed by Gowers in [G1] and [G2]. The second restricted invertibility result is for operators from either $\ell_{2}^{n}$ or $\ell_{p}^{n}$ into spaces with type $p$. This is contained in Section 3. Section 4 contains the proof of the structural Theorem 13. Finally, Section 5 contains a related result: Under the same conditions as in Theorem 13 one can get a
subspace, rather than quotient of a subspace, almost well isomorphic to $\ell_{p}^{k}$. However, its dimension $k$ is a certain power of $n$ rather than being close to a proportion of $n$.

Most of the undefined notions here can be found in [TJ]. We only recall here the definition of the Lorentz spaces $L_{p, q}$.

Let $(\Omega, \Sigma, \mu)$ be a measure space, $1 \leq p \leq \infty$, and $1 \leq q \leq \infty$. The Lorentz space $L_{p, q}(\mu)$ consists of all equivalent classes of $\mu$-measurable functions $f$ such that

$$
\begin{aligned}
& \|f\|_{p, q}=\left(\int_{0}^{\infty}\left(t^{1 / p} f^{*}(t)\right)^{q} d t / t\right)^{1 / q}<\infty \quad \text { if } 1 \leq q<\infty \\
& \|f\|_{p, \infty}=\sup _{t} t^{1 / p} f^{*}(t)<\infty
\end{aligned}
$$

where $f^{*}$ is the decreasing rearrangement of $|f|$, i.e. $f^{*}(t)=\inf (a: \mu\{|f|>$ $a\} \leq t), 0<t<\infty$.

If $p=q$ then $L_{p, p}(\mu)$ is $L_{p}(\mu)$. In general $\|f\|_{p, q}$ is a quasi-norm, which for $p>1$ is equivalent to a norm, the equivalence constant depending on $p$ and $q$ only. So we consider $L_{p, q}(\mu)$ under this norm.

For a positive integer $n$, one defines the finite dimensional spaces $\ell_{p, q}^{n}$ to be $L_{p, q}(\mu)$, where $\mu$ is the uniform measure on the interval $I=\{1, \ldots, n\}$, $\mu(\{i\})=1$.

It can be easily checked for $1 \leq p<\infty, 1 \leq q \leq \infty$ that $\|x\|_{p} \leq$ $(\log n)^{1 / p}\|x\|_{p, \infty}$ for all $x \in \ell_{p, q}^{n}$, and that $\left\|\sum_{i=1}^{n} e_{i}\right\|_{p, q} \sim n^{1 / p}$, where $e_{i}$ are the coordinate vectors in $\ell_{p, q}^{n, q}$.

Our estimates often involve "constants" that depend on various parameters. So we write, for example, $c=c(p, M)$ to denote a constant depending on $p$ and $M$ only.
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## 2 Restricted Invertibility: Spaces with Cotype

Let us start with a general theorem about finite symmetric block bases which is of independent interest. This theorem (and its proof) is a variant of Gowers' results on the subject and in a sense lies in-between [G1] and [G2].

Theorem 1. Let $1 \leq q<\infty$, and let $B \geq 1$. Let $X$ be a Banach space, let $n \geq 1$ and $\left(x_{i}\right)_{i \leq n}$ be a sequence of $n$ vectors in $X$ satisfying

$$
\left\|\sum a_{i} x_{i}\right\| \leq B\|a\|_{q} \quad \text { and } \quad \mathbb{E}\left\|\sum \varepsilon_{i} a_{i} x_{i}\right\| \geq\|a\|_{q}
$$

for all $a=\left(a_{i}\right) \in \mathbb{R}^{n}$. Then for any $\varepsilon>0$ there exists a block basis $\left(y_{i}\right)_{i \leq m}$ of permutation of $\left(x_{i}\right)$, which is $(1+\varepsilon)$-symmetric and has cardinality

$$
m \geq(c \varepsilon / B)^{2 q+2} n / \log n
$$

where $c>0$ is an absolute constant.
First recall the definition of a symmetric basis in its natural "localized" form used in the proof. Let $m \geq 1$ and consider the group

$$
\Psi=\{-1,1\}^{m} \times S_{m}
$$

acting on $\mathbb{R}^{m}$ as follows: for $a \in \mathbb{R}^{m}$ and $(\eta, \sigma) \in \Psi$, we define $a_{\eta, \sigma}=$ $\sum_{i=1}^{m} \eta_{i} e_{\sigma(i)}$.

Definition 2. Let $C \geq 1$. A set of vectors $\left(y_{i}\right)_{i \leq m}$ in $X$ is said to be $C$ symmetric at $a \in \mathbb{R}^{m}$ if for every $(\eta, \sigma) \in \Psi$ we have

$$
\left\|\sum_{i}\left(a_{\eta, \sigma}\right)_{i} y_{i}\right\|_{X} \leq C\left\|\sum_{i} a_{i} y_{i}\right\|_{X}
$$

A set $\left(y_{i}\right)_{i \leq m}$ is $C$-symmetric if for every $a \in \mathbb{R}^{m},\left(y_{i}\right)_{i \leq m}$ is $C$-symmetric at $a$.

Proof of Theorem 1. Fix an integer $m$ of the form $m=2+\left(c^{\prime} \varepsilon / B\right)^{2 q+2} n / \log n$ where $c^{\prime}>0$ is an absolute constant to be defined later. As in [G1], we divide the interval of natural numbers $[1, n]$ into $m$ blocks of length $h$ (where $h \sim \log n$ ), and relabel the indices in $[1, n]$ as follows: the pair $(i, j)$ will be the $j$-th element in the $i$-th block, $i=1, \ldots, m, j=1, \ldots, h$. This identifies $[1, n]$ with the product $[1, m] \times[1, h]$. Consider the group

$$
\Omega=\{-1,1\}^{n} \times S_{n}
$$

Here we think of $S_{n}$ as the group of permutations of the product $[1, m] \times[1, h]$. We write $\pi_{i j}=\pi((i, j))$ for $\pi \in S_{n}$ and $\theta_{i j}=\theta_{(i, j)}$ for $\theta \in\{-1,1\}^{n}$. Define the random operator $\phi_{\theta, \pi}: \mathbb{R}^{m} \rightarrow X$ by setting

$$
\phi_{\theta, \pi}\left(e_{i}\right)=\sum_{j=1}^{h} \theta_{i j} x_{\pi_{i j}}, \quad i=1, \ldots, m
$$

We shall show that with high probability the vectors $y_{i}=\phi_{\theta, \pi}\left(e_{i}\right)$ for $i=$ $1, \ldots, m$ are $(1+\varepsilon)$-symmetric.

The first ingredient in the proof is a lemma from [G2], which says that in any normed space the symmetry of a sequence can be verified on a set of a polynomial, not exponential, cardinality.

Lemma 3. [G2]. Let $\varepsilon>0$, let $\left(\mathbb{R}^{m},\|\cdot\|\right)$ be a normed space and set $N=m^{D}$, where $D=\varepsilon^{-1} \log \left(3 \varepsilon^{-1}\right)$. There exists a set $\mathcal{N}$ of cardinality $N$ in $\mathbb{R}^{m}$ such that if the standard basis of $\mathbb{R}^{m}$ is $(1+\varepsilon)$-symmetric at each element from $\mathcal{N}$, then it is $(1+\varepsilon)(1-6 \varepsilon)^{-1}$-symmetric.

The next lemma is central. For a real valued random variable $Z$, by $M(Z)$ we denote its median, that is, the number satisfying $\mathbb{P}\{Z \leq M(Z)\} \geq 1 / 2$ and $\mathbb{P}\{Z \geq M(Z)\} \geq 1 / 2$.

Lemma 4. Let $1<q<\infty$ and $B \geq 1$. Let $\left(x_{j}\right)_{j \leq n}$ be a sequence of vectors satisfying $\left\|\sum a_{j} x_{j}\right\| \leq B\|a\|_{q}$ for all $a \in \mathbb{R}^{n}$. Fix $a \in \mathbb{R}^{m}$ and $0<\beta<1 / 2$. Then with the notation above we have

$$
\mathbb{P}_{\Omega}\left(\max _{\eta, \sigma \in \Psi}\left|\left\|\phi_{\theta, \pi}\left(a_{\eta, \sigma}\right)\right\|-\bar{M}\left(\left\|\phi_{\theta, \pi}(a)\right\|\right)\right|>\beta\|a\|_{q} h^{1 / q}\right) \leq m^{-(c / \beta) \log (c / \beta)}
$$

where $\bar{M}$ denotes the expectation if $q=1$, or the median if $q>1$, and provided that

$$
m \leq(c \beta / B)^{2 q+2} n / \log n
$$

where $c>0$ is an absolute constant.
This deviation inequality was proved in [G1] (page 195, (iii)) and the form of $\bar{M}$ follows from the proof. Moreover, the inequality is stated in [G1] for a particular value of $m$ although it is clear from the proof that it is valid for all smaller values of $m$ as well.

To successfully apply this lemma we require the estimate

$$
\begin{equation*}
\bar{M}\left(\left\|\phi_{\theta, \pi}(a)\right\|\right) \geq(1 / 6)\|a\|_{q} h^{1 / q} \tag{1}
\end{equation*}
$$

For $\bar{M}$ being the expectation, an estimate follows readily from our lower bound assumption in Theorem 1 , even with the constant 1 replacing $1 / 6$. This settles the case $q=1$. For $q>1$, we will use the following lemma, a version of which will also be needed in Section 5 .

Lemma 5. Let $\left(x_{i}\right)$ be a finite sequence of vectors in a Banach space, and $\left(a_{i}\right)$ be scalars. Then

$$
\mathbb{P}_{\Omega}\left\{\left\|\sum \theta_{i} a_{i} x_{\pi(i)}\right\| \geq(1 / 2) \mathbb{E}\left\|\sum \theta_{i} a_{i} x_{\pi(i)}\right\|\right\} \geq \delta
$$

where $\delta>0$ is an absolute constant.
Proof. Define the random variable $Z=\left\|\sum \theta_{i} a_{i} x_{\pi(i)}\right\|$, and let $\|Z\|_{p}=$ $\left(\mathbb{E}|Z|^{p}\right)^{1 / p}$. By Kahane's inequality for any $0<p, r<\infty$ we have $\|Z\|_{r} \leq$ $A\|Z\|_{p}$, where $A=A(p, r)$ (see $\left.[\mathrm{M}-\mathrm{S}] 9.2\right)$. Then

$$
\begin{equation*}
\mathbb{P}_{\Omega}\left\{Z \geq 2^{-1 / p}\|Z\|_{p}\right\} \geq\left(2 A^{p}\right)^{r /(p-r)} \tag{2}
\end{equation*}
$$

This estimate follows from the standard argument (see e.g., [Le-Ta], Lemma 4.2) based on Hölder's inequality. For $t>0$ we have

$$
\mathbb{E} Z^{p} \leq t^{p}+\int_{Z>t} Z^{p} d \mathbb{P}_{\Omega} \leq t^{p}+\|Z\|_{r}^{p} \mathbb{P}_{\Omega}\{Z>t\}^{1-p / r}
$$

Setting $t=2^{-1 / p}\|Z\|_{p}$ we get (2). Now the conclusion of the lemma follows from (2) with $p=1, r=1 / 2$.

We return to the proof of Theorem 1. First, to complete the proof of (1), let $Z=\left\|\phi_{\theta, \pi}(a)\right\|$. It is easy to check that our lower bound assumption implies that $\mathbb{E} Z \geq\|a\|_{q} h^{1 / q}$. Let $\delta$ be as in Lemma 5 and let $c>0$ be a constant from Lemma 4. Fix $0<\beta_{1}<1 / 3$ such that $2^{-\left(c / \beta_{1}\right) \log \left(c / \beta_{1}\right)}<\delta$. We shall ensure later that $m$ satisfies the upper bound assumption of Lemma 4. Using Lemma 4 together with the above lower bound for $\mathbb{E} Z$ we get, since $m \geq 2$,

$$
\begin{aligned}
& \mathbb{P}_{\Omega}\{|Z-M(Z)|>(1 / 3) \mathbb{E} Z\} \\
& \quad \leq \mathbb{P}_{\Omega}\{|Z-M(Z)|>\beta \mathbb{E} Z\} \leq 2^{-(c / \beta) \log (c / \beta)}<\delta
\end{aligned}
$$

On the other hand, by Lemma 5 we have $\mathbb{P}_{\Omega}\{Z \geq(1 / 2) \mathbb{E} Z\} \geq \delta$. An easy calculation shows $M(Z) \geq(1 / 6) \mathbb{E} Z \geq(1 / 6)\|a\|_{q} h^{1 / q}$, which is (1).

Finally, we can now finish the proof of Theorem 1. Fix any $0<\varepsilon<1 / 6$, let $D$ be as in the Lemma 3, given by $D=\varepsilon^{-1} \log \left(3 \varepsilon^{-1}\right)$ and let $\mathcal{N}$ be the set in the conclusion of this lemma. Let $c>0$ be the constant from Lemma 4. Set $\beta_{2}=c \varepsilon / 3$. Then $\left(c / \beta_{2}\right) \log \left(c / \beta_{2}\right)>D$. We may additionally assume that $\beta_{2}<\varepsilon / 2$. By a suitable choice of the constant $c^{\prime}$ fixed at the beginning of the proof we may ensure that $m$ satisfies the upper bound assumption in Lemma 4 for $\beta=\min \left(\beta_{1}, \beta_{2}\right)$. By Lemma 4 together with (1) we observe that the vectors $\left(y_{i}\right)_{i \leq m}=\left(\phi_{\theta, \pi}\left(e_{i}\right)\right)_{i \leq m}$ are $(1+\varepsilon)$-symmetric at any fixed $a \in \mathcal{N}$ with probability at least $1-m^{-D}$. It follows that there is a choice of $\left(y_{i}\right)_{i \leq m}$ which is $(1+\varepsilon)$-symmetric at each $a \in \mathcal{N}$. Then Lemma 3 yields that $\left(y_{i}\right)_{i \leq m}$ is $(1+\varepsilon)(1-6 \varepsilon)^{-1}$-symmetric. This completes the proof of Theorem 1.

As an immediate corollary we get a restricted invertibility result for operators $\ell_{q}^{n} \rightarrow X$ where $X$ is a Banach space of cotype $q$.

Corollary 6. Let $q \geq 2$ and $K, M \geq 1$. Let $X$ be a Banach space with cotype $q$ constant $C_{q}(X) \leq K$. Let $u: \ell_{q}^{n} \rightarrow X$ be an operator with $\|u\| \leq M$ and satisfying the non-degeneracy condition $\left\|u e_{i}\right\| \geq 1$ for $i=1, \ldots, n$. Then there exists a subspace $E$ in $\mathbb{R}^{n}$ spanned by disjointly supported vectors such that

$$
\|u x\| \geq(1 / 2 K)\|x\| \quad \text { for } \quad x \in E
$$

and

$$
\operatorname{dim} E \geq(c / M K)^{2 q+2} n / \log n
$$

where $c>0$ is an absolute constant.

## 3 Restricted Invertibility: Spaces with Type

In this section we prove some restricted invertibility results for operators with values in spaces of type $p$. The conclusion is slightly weaker than the known results for the more special case of operators between $\ell_{p}^{n}$ spaces ([B-T],

Theorem 5.7). In that case the conclusion holds with the $\ell_{p^{-}}$rather than $\ell_{p, \infty^{-}}$ norm. As we will see later such a stronger conclusion does not hold in general under our assumptions (see Remark 2 after Corollary 12).
Theorem 7. Let $1<p \leq 2$ and $K, M \geq 1$. Let $X$ be a Banach space with type $p$ constant $T_{p}(X) \leq K$. Let $u: \ell_{2}^{n} \rightarrow X$ be an operator with $\|u\| \leq M$ and satisfying the non-degeneracy condition $\ell(u) \geq \sqrt{n}$. Then there exists a subset $\sigma \subset\{1, \ldots, n\}$ of cardinality $|\sigma| \geq$ cn such that

$$
\|u x\|_{X} \geq(c / K) n^{1 / 2-1 / p}\|x\|_{p, \infty} \quad \text { for } \quad x \in \mathbb{R}^{\sigma}
$$

where $c=c(p, M)>0$.
Remark. Let $p=2$, let $X$ be a space with dual of cotype $2, C_{2}\left(X^{*}\right) \leq K$ and let $u$ satisfy all the assumptions of Theorem 7 . Then the resulting estimate can be improved to the lower $\ell_{2}$ estimate $\|u x\|_{X} \geq c\|x\|_{2}$ for all $x \in \mathbb{R}^{\sigma}$, where $c=c(K, M)>0$.

The proof of the theorem is based on the following two lemmas. The first one is a reformulation of the generalization of Elton's theorem in $[\mathrm{B}-\mathrm{T}]$, Theorem 5.2.

Lemma 8. Let $1<r<\infty$ and $M \geq 1$. Let $\left(x_{i}\right)_{1}^{n}$ be a set of vectors in a Banach space satisfying
(1) $\left\|\sum_{\eta} x_{i}\right\| \leq M|\eta|^{1 / r}$ for any subset $\eta \subset\{1, \ldots, n\}$;
(2) $\mathbb{E}\left\|\sum \varepsilon_{i} x_{i}\right\| \geq n^{1 / r}$.

Then there exists a subset $\sigma \subset\{1, \ldots, n\}$ of cardinality $|\sigma| \geq$ cn such that

$$
\left\|\sum_{\sigma} a_{i} x_{i}\right\| \geq c n^{-1 / r^{\prime}}\|a\|_{1} \quad \text { for } \quad a \in \mathbb{R}^{\sigma}
$$

where $c=c(r, M)>0$.
The second lemma is a factorization result of Pisier $[\mathrm{P}]$ for $(q, 1)$-summing operators. We do not need here the definition of such operators and their norms $\pi_{q, 1}$, and the interested reader can find them e.g., in [TJ]. Let us only recall that it is easy to see (e.g., [TJ], the proof of Theorem 21.4) that if $Y$ is a Banach space of cotype $q \geq 2$ and $\mathcal{K}$ is a compact Hausdorff space then every bounded operator $T: C(\mathcal{K}) \rightarrow Y$ is $(q, 1)$-summing and $\pi_{q, 1}(T) \leq C_{q}(Y)\|T\|$. We shall combine this fact with Pisier's factorization theorem which states [P] (see also [TJ] Theorem 21.2 and (21.6))
Lemma 9. Let $1 \leq q<\infty$, let $Y$ be a Banach space and let $T: C(\mathcal{K}) \rightarrow Y$ be a $(q, 1)$-summing operator. There exists a probability measure $\lambda$ on $\mathcal{K}$ such that $T$ factors as $T=\tilde{T} j$,

$$
T: C(\mathcal{K}) \xrightarrow{j} L_{q, 1}(\lambda) \xrightarrow{\tilde{T}} Y,
$$

where $j$ is the natural inclusion map and $\|\tilde{T}\| \leq c \pi_{q, 1}(T)$, where $c$ is an absolute constant.

Corollary 10. Let $q>2$ and $K \geq 1$. Let $Y$ be a Banach space with $C_{q}(Y) \leq$ $K$. Let $T: \ell_{\infty}^{n} \rightarrow Y$. Then there exists a subset $\sigma \subset\{1, \ldots, n\}$ of cardinality $|\sigma| \geq n / 2$ such that

$$
\left\|T R_{\sigma}: \ell_{q, 1}^{n} \rightarrow Y\right\| \leq c K n^{-1 / q}\|T\|
$$

where $R_{\sigma}$ denotes the coordinate projection in $\mathbb{R}^{n}$ onto $\mathbb{R}^{\sigma}$ and $c$ is an absolute constant.

Proof. Observe that $\pi_{q, 1}(T) \leq K\|T\|$. Consider Pisier's factorization

$$
T: \ell_{\infty}^{n} \xrightarrow{j} L_{q, 1}(\lambda) \xrightarrow{\tilde{T}} Y,
$$

where $\lambda$ is a probability measure on $\{1, \ldots, n\}$ and $\|\tilde{T}\| \leq c \pi_{q, 1}(T)$. Then the set $\sigma=\{j: \lambda(j) \leq 2 / n\}$ has cardinality at least $n / 2$. Moreover

$$
\left\|j R_{\sigma}: \ell_{q, 1}^{\sigma} \rightarrow L_{q, 1}(\lambda)\right\| \leq(2 / n)^{1 / q}
$$

This immediately completes the proof.
In the dual setting, this gives
Corollary 11. Let $1<p<2$ and let $T_{p}(X) \leq K$. Consider vectors $\left(y_{j}\right)_{1}^{n}$ in $X$ such that $\left\|\sum a_{i} y_{i}\right\| \geq\|a\|_{1}$ for all $a \in \mathbb{R}^{n}$. Then there exists a subset $\sigma \subset\{1, \ldots, n\}$ of cardinality $|\sigma| \geq n / 2$ such that

$$
\left\|\sum_{\sigma} a_{i} y_{i}\right\| \geq(c / K) n^{1 / p^{\prime}}\|a\|_{p, \infty} \quad \text { for } \quad a \in \mathbb{R}^{\sigma}
$$

where $c>0$ is an absolute constant.
Proof. Let $X_{0}$ be the span of $\left(y_{j}\right)_{1}^{n}$, and define $T: X_{0} \rightarrow \ell_{1}^{n}$ by $T y_{j}=e_{j}$ for $j=1, \ldots, n$. Then $\|T\| \leq 1$, so $\left\|T^{*}: \ell_{\infty}^{n} \rightarrow X_{0}^{*}\right\| \leq 1$. Apply Corollary 10 with $Y=X_{0}^{*}$ and $q=p^{\prime}$. We get a subset $\sigma$ of cardinality at least $n / 2$ such that

$$
\left\|T^{*} R_{\sigma}: \ell_{p^{\prime}, 1}^{n} \rightarrow X_{0}^{*}\right\| \leq c K n^{-1 / p^{\prime}}
$$

Thus

$$
\left\|R_{\sigma} T: X_{0} \rightarrow \ell_{p, \infty}^{n}\right\| \leq c K n^{-1 / p^{\prime}}
$$

Note that $R_{\sigma} T y_{j}=e_{j}$ for $j \in \sigma$. From this the desired estimate follows.
Now, Theorem 7 is a combination of Lemma 8 (for $r=2$ ) and Corollary 11. One needs only to recall that $X$ has cotype $q$, where $q<\infty$ and $C_{q}(X)$ both depend only on $p$ and $T_{p}(X)$ (see $[\mathrm{K}-\mathrm{T}]$ for quantitative estimates), and that $\ell(u) \leq C \mathbb{E}\left\|\sum \varepsilon_{i} u e_{i}\right\|$ where $C$ depends on $q$ and $C_{q}(X)$ only. If $p=2$, the remark following the theorem is proved by a similar argument, with use of Pisier's factorization in Lemma 9 replaced by Maurey's strengthening of Grothendieck's theorem ([TJ], Theorem 10.4) and Pietsch's factorization for 2 -summing operators ([TJ], Theorem 9.2).

As a corollary we have a further invertibility result.

Corollary 12. Let $1<p \leq 2, K, M \geq 1$ and $\alpha>0$. Let $X$ be a Banach space with type $p$ constant $T_{p}(X) \leq K$. Let $u: \ell_{p}^{n} \rightarrow X$ be an operator with $\|u\| \leq M$ and satisfying the non-degeneracy condition $\ell\left(u: \ell_{2}^{n} \rightarrow X\right) \geq n^{1 / p}$. Then there exists a subset $\sigma \subset\{1, \ldots, n\}$ of cardinality $|\sigma| \geq c n$ such that

$$
\|u x\|_{X} \geq(c / K)\|x\|_{p, \infty} \quad \text { for } \quad x \in \mathbb{R}^{\sigma}
$$

where $c=c(p, M)>0$.
The proof is an easy application of Theorem 7 for the operator $w=$ $n^{1 / 2-1 / p} u: \ell_{2}^{n} \rightarrow X$.

Remarks. 1. The proof above shows that Theorem 7 remains valid with the same estimates if the norm $\left\|u: \ell_{2}^{n} \rightarrow X\right\|$ is replaced by $M=\left\|u: \ell_{2,1}^{n} \rightarrow X\right\|$. An analogous fact is true also for Corollary 12. If $p=1$, both Theorem 7 and Corollary 12 are true (and follow directly from Lemma 8) if the space $X$ is assumed to have cotype $q$, for some $q<\infty$.
2. The space $\ell_{p, q}$ (with $1<p<2$ and $1<q<\infty$ ) has type $p$. This known fact follows for example from the easy fact that $\ell_{p, q}$ has an upper $p$-estimate for disjoint vectors, together with Theorems 1.e. 16 and 1.f. 10 in [L-T]. It follows that one cannot improve the conclusions of Theorem 7 and Corollary 12 by replacing $\|\cdot\|_{p, \infty}$ by $\|\cdot\|_{p}$.

## 4 Spaces with Extremal Euclidean Distance

In this section we concentrate on the structure of finite-dimensional normed spaces which, while satisfying geometric type-cotype conditions, have the distance to a Euclidean space of maximal order. The maximality of the distance is expressed in terms of the lower estimate which for some $1 \leq p \leq 2$ (depending on of the properties of $X$ ) has the form

$$
\begin{equation*}
d_{X}=d\left(X, \ell_{2}^{n}\right) \geq \alpha n^{1 / p-1 / 2} \tag{3}
\end{equation*}
$$

for some constant $\alpha>0$.
The main result of this section is
Theorem 13. Let $1<p \leq 2, K \geq 1$ and $\alpha>0$. Let $X$ be an $n$ dimensional normed space with cotype 2 constant $C_{2}(X) \leq K$ and type $p$ constant $T_{p}(X) \leq K$, and whose Euclidean distance satisfies (3). Then there exists $Y$, a quotient of a subspace of $X$, of dimension $k \geq c n(\log n)^{-b}$ such that $d\left(Y, \ell_{p}^{k}\right) \leq C(\log n)^{1 / p}$, where $c=c(p, K, \alpha)>0, C=C(p, K, \alpha)$ and $b=b(p)>0$.

We do not know whether the log-factor can be removed in either the distance or the dimension estimates. We also do not know whether "quotient
of a subspace" can be replaced by "subspace" without an essential change to the estimates.

The proof of this theorem depends on two successive steps: the first is the lower estimate result for spaces satisfying our assumptions, and the second is a lower estimate for dual spaces. The latter step is based on Corollary 6, while the former one is contained in the following lower $\ell_{p, \infty}$-estimate for spaces with maximal Euclidean distance.

Theorem 14. Let $1<p<2, K \geq 1$ and $\alpha>0$. Let $X$ be an $n$-dimensional normed space with cotype 2 constant $C_{2}(X) \leq K$ and type $p$ constant $T_{p}(X) \leq$ $K$, and whose Euclidean distance satisfies $d\left(X, \ell_{2}^{n}\right) \geq \alpha n^{1 / p-1 / 2}$. Then there exist $k \geq$ cn norm one vectors $y_{1}, \ldots, y_{k}$ in $X$ such that

$$
\left\|\sum_{i} a_{i} y_{i}\right\|_{X} \geq c\|a\|_{p, \infty} \quad \text { for } \quad a \in \mathbb{R}^{k}
$$

where $c=c(p, K, \alpha)>0$.
Remark. As often happens in such cases, the proof has the unsatisfactory feature that it yields constants tending to 0 as $p \rightarrow 2$. Of course, by Kwapien's theorem (see e.g., [TJ] Theorem 13.15) an even stronger statement holds for $p=2$.

To prove Theorem 14 we require some preliminaries. First recall the definition which has often been used in a similar context (see [TJ], §27). The relative Euclidean factorization constant $e_{k}(X)(k=1,2, \ldots)$ of a Banach space $X$ is the smallest $C$ such that for every subspace $E$ of $X$ of dimension $k$ there exists a projection $P$ in $X$ onto $E$ with the $\ell_{2}$ factorable norm satisfying $\gamma_{2}(P) \leq C$.

Note that the Euclidean distance satisfies

$$
d\left(X, \ell_{2}^{n}\right) \leq e_{n}(X)
$$

We will work with a relaxation of the parameter $e_{k}(X)$ which will be shown to be comparable to $e_{k}(X)$ (up to a logarithm of the dimension).

Definition 15. For $k=1,2, \ldots$, we denote by $e_{k}^{\prime}(X)$ the smallest $C$ such that for every subspace $E$ of $X$ of dimension $k$ there exists a projection $P$ in $X$ such that $P(X) \subset E$, $\operatorname{rank} P \geq k / 2$, and $\gamma_{2}(P) \leq C$.

Lemma 16. Let $X$ be a Banach space and $n$ be a natural number. Then

$$
e_{n}^{\prime}(X) \leq e_{n}(X) \leq \sum_{k=0}^{\infty} e_{n / 2^{k}}^{\prime}(X)
$$

Proof. Assume for simplicity that $n$ is a power of 2 ; the general case easily follows. It is well known in the theory of 2-factorable operators (see e.g., [TJ],

Theorem 27.1) that the right hand side inequality will follow once we prove that for every $v: \ell_{2}^{n} \rightarrow X$ such that $\pi_{2}\left(v^{*}\right)=1$ we have

$$
\pi_{2}(v) \leq \sum_{k=0}^{\infty} e_{n / 2^{k}}^{\prime}(X)
$$

To this end fix $v$ as above and without loss of generality assume that $v$ is one-to-one. Let $P_{0}$ be a projection on $X$ such that $P_{0}(X) \subset v\left(\ell_{2}^{n}\right), \operatorname{rank} P_{0} \geq n / 2$ and $\gamma_{2}\left(P_{0}\right) \leq e_{n}^{\prime}(X)$. Let $H_{0}=v^{-1}\left(P_{0} X\right)$. By passing to a smaller subspace if necessary we may assume that $\operatorname{dim} H_{0}=n / 2$.

By induction construct $k_{0}=\log _{2} n$ mutually orthogonal subspaces $H_{k} \subset$ $\ell_{2}^{n}$ with $\operatorname{dim} H_{k}=n / 2^{k+1}$ and projections $P_{k}$ from $X$ onto $v\left(H_{k}\right)$ such that $\gamma_{2}\left(P_{k}\right) \leq e_{n / 2^{k}}^{\prime}(X)$ for $k=0, \ldots, k_{0}-1$.

For $k=0, \ldots, k_{0}-1$, denote by $Q_{k}: \ell_{2}^{n} \rightarrow H_{k}$ the orthogonal projection onto $H_{k}$. Then

$$
\pi_{2}\left(v Q_{k}\right)=\pi_{2}\left(P_{k} v Q_{k}\right) \leq \pi_{2}\left(P_{k} v\right) \leq \gamma_{2}\left(P_{k}\right) \pi_{2}\left(v^{*}\right) \leq e_{n / 2^{k}}^{\prime}(X)
$$

Since $\ell_{2}^{n}=H_{0} \oplus \ldots \oplus H_{k_{0}-1}$, then

$$
\pi_{2}(v)=\pi_{2}\left(\sum_{k=0}^{k_{0}-1} v Q_{k}\right) \leq \sum_{k=0}^{k_{0}-1} e_{n / 2^{k}}^{\prime}(X)
$$

as required.
Let us recall a standard set-up for finite-dimensional normed spaces. The Euclidean unit ball on $\mathbb{R}^{n}$ is denoted by $B_{2}^{n}$ (and it corresponds to the Euclidean norm $\left.\|\cdot\|_{2}\right)$. Let $\|\cdot\|_{X}$ be a norm on $\mathbb{R}^{n}$, and $X$ be the corresponding normed space. Let $Q$ be an orthogonal projection in $\mathbb{R}^{n}$. Then by $Q X$ we denote the quotient of $X$ with the canonical norm $\|y\|_{Q X}=\inf \left\{\|x\|_{X}: Q x=\right.$ $y\}$. This way we view $Q X$ as the vector space $Q\left(\mathbb{R}^{n}\right)$ with the norm $\|\cdot\|_{Q X}$. In particular, $Q X$ carries the Euclidean structure inherited from $\mathbb{R}^{n}$ with the unit ball $Q\left(B_{2}^{n}\right)=B_{2}^{n} \cap Q\left(\mathbb{R}^{n}\right)$.

Lemma 17. Let $X$ be a normed space, $\operatorname{dim} X=n$, and assume that $\pi_{2}$ (id: $\left.X \rightarrow \ell_{2}^{n}\right) \leq A \sqrt{n}$. Let $Q$ be an orthogonal projection in $\mathbb{R}^{n}$. Let $Y \subset Q\left(\mathbb{R}^{n}\right)$ be an m-dimensional subspace on which we consider two norms: the Euclidean norm $\|\cdot\|_{2}$ and the norm $\|\cdot\|_{Q X}$. Then

$$
\ell\left(i d:\left(Y,\|\cdot\|_{2}\right) \rightarrow\left(Y,\|\cdot\|_{Q X}\right)\right) \geq\left(1 / A T_{2}\left(X^{*}\right)^{2}\right) m / \sqrt{n} .
$$

Proof. To shorten the notation, denote the operator $i d:\left(Y,\|\cdot\|_{2}\right) \rightarrow(Y, \| \cdot$ $\left.\|_{Q X}\right)$ by $u$. We first estimate $\pi_{2}\left(u^{-1}\right)$. Recall that for any operator $w: Z \rightarrow$ $Z_{1}$, the norm $\pi_{2}(w)$ is equal to the supremum of $\left(\sum\left\|w v e_{j}\right\|^{2}\right)^{1 / 2}$ where the supremum runs over all operators $v: \ell_{2}^{k} \rightarrow Z$ with $\|v\| \leq 1$ and all $k$ (see [TJ] Proposition 9.7).

Thus fix $v: \ell_{2}^{k} \rightarrow\left(Y,\|\cdot\|_{Q X}\right)$ with $\|v\| \leq 1$. Consider $v$ as an operator into $Q X$. Using Maurey's extension theorem for the dual operator (see [TJ] Theorem 13.13), there exists a lifting $v^{\prime}: \ell_{2}^{k} \rightarrow X, Q v^{\prime}=v$, with $\left\|v^{\prime}\right\| \leq$ $T_{2}\left(X^{*}\right)$ (note that $(Q X)^{*}$ is a subspace of $\left.X^{*}\right)$. Therefore

$$
\begin{aligned}
\left(\sum_{i=1}^{k}\left\|u^{-1} v e_{i}\right\|_{2}^{2}\right)^{1 / 2} & =\left(\sum_{i=1}^{k}\left\|Q v^{\prime} e_{i}\right\|_{2}^{2}\right)^{1 / 2} \leq\left(\sum_{i=1}^{k}\left\|v^{\prime} e_{i}\right\|_{2}^{2}\right)^{1 / 2} \\
& \leq T_{2}\left(X^{*}\right) \pi_{2}\left(i d: X \rightarrow \ell_{2}^{n}\right) \leq A T_{2}\left(X^{*}\right) \sqrt{n}
\end{aligned}
$$

Thus $\pi_{2}\left(u^{-1}\right) \leq A T_{2}\left(X^{*}\right) \sqrt{n}$.
It is now sufficient to use two well known and easy facts (see [TJ], Proposition 9.10 and Theorem 12.2 (ii)) that $m \leq \pi_{2}(u) \pi_{2}\left(u^{-1}\right)$ and $\pi_{2}(u) \leq$ $C_{2}(Y) \ell(u)$, to get $\ell(u) \geq m / A C_{2}(Y) T_{2}\left(X^{*}\right) \sqrt{n}$. Since $C_{2}(Y) \leq T_{2}\left(Y^{*}\right) \leq$ $T_{2}\left(X^{*}\right)$, this completes the proof.

Proof of Theorem 14. It is well known and easy to see from Maurey's extension theorem (see [TJ], Prop. 27.4) that for every $k=1,2, \ldots$ we have

$$
\begin{equation*}
e_{k}^{\prime}(X) \leq c C_{2}(X) T_{p}(X) k^{1 / p-1 / 2} \leq c K^{2} k^{1 / p-1 / 2} \tag{4}
\end{equation*}
$$

where $c$ is an absolute constant.
Assume again that $n$ is a power of 2 , let $A_{p}=1-2^{1 / p-1 / 2}$ and let $k_{0}$ be the smallest $k$ such that $e_{n / 2^{k}}^{\prime}(X) \geq\left(A_{p} \alpha / 2\right)\left(n / 2^{k}\right)^{1 / p-1 / 2}$. If no such $k$ exists let $k_{0}=\infty$. By the maximality of distance, Lemma 16 and (4) we get

$$
\begin{aligned}
\alpha n^{1 / p-1 / 2} & \leq e_{n}(X) \leq \sum_{k=0}^{\infty} e_{n / 2^{k}}^{\prime}(X) \\
& \leq n^{1 / p-1 / 2}\left(\frac{A_{p} \alpha}{2} \sum_{k=0}^{\infty} 2^{-k(1 / p-1 / 2)}+c K^{2} \sum_{k=k_{0}}^{\infty} 2^{-k(1 / p-1 / 2)}\right) \\
& \leq n^{1 / p-1 / 2}\left((\alpha / 2)+c K^{2} 2^{-k_{0}(1 / p-1 / 2)} A_{p}^{-1}\right)
\end{aligned}
$$

This shows that $k_{0}$ is finite and $k_{0} \leq C$, where $C=C(p, K, \alpha)$.
Set $m=n / 2^{k_{0}}$ and $d=\left(A_{p} \alpha / 2\right) m^{1 / p-1 / 2}$. Then $m \geq \beta n$ and $d \geq \beta d_{X}$, where $\beta=\beta(p, K, \alpha)>0$. Moreover,

$$
\begin{equation*}
e_{m}^{\prime}(X) \geq d \tag{5}
\end{equation*}
$$

Let $|\cdot|_{2}$ be a Euclidean norm on $X$ given by a combination of a distance ellipsoid and the maximal volume ellipsoid (see [TJ], Prop. 17.2). Denote the $n$-dimensional Hilbert space $\left(X,|\cdot|_{2}\right)$ by $H$ and write $\|\cdot\|_{X}$ for the norm in $X$. Then we have

$$
\begin{gathered}
\left(\sqrt{2} d_{X}\right)^{-1}|x|_{2} \leq\|x\|_{X} \leq \sqrt{2}|x|_{2}, \quad \text { for } \quad x \in X \\
\pi_{2}(i d: X \rightarrow H) \leq \sqrt{2 n}
\end{gathered}
$$

Using (5), we will prove

Lemma 18. Under the notation above there exist vectors $x_{1}, \ldots, x_{\beta^{\prime} m}$ in $X$ with $\left\|x_{i}\right\|_{X} \leq d^{-1}$ and an orthogonal projection $R$ on $H$ with $\operatorname{rank} R \geq m / 2$ and such that

$$
\beta^{\prime}\|a\|_{2} \leq\left|\sum a_{i} R x_{i}\right|_{2} \leq B\|a\|_{2} \quad \text { for } \quad a \in \mathbb{R}^{\beta^{\prime} m}
$$

where $\beta^{\prime}=\beta^{\prime}(p, K, \alpha)>0$ and $B=B(p, K, \alpha)$.
Proof. Estimate (5) implies that there exists a subspace $E$ in $X$ with $\operatorname{dim} E=$ $m$ such that for every projection $P$ in $X$ with $P(X) \subset E$, $\operatorname{rank} P \geq m / 2$ we have $\|P: X \rightarrow H\| \geq d /\|i d: H \rightarrow X\| \geq d / \sqrt{2}$.

Our vectors $x_{i}$ will be chosen among a sequence of vectors constructed by induction as follows. Assume that $1 \leq k<m / 2$ and that vectors $x_{1}, \ldots, x_{k-1}$ have already been constructed. Let $P$ be the orthogonal projection in $H$ onto $\left[x_{1}, \ldots, x_{k-1}\right]^{\perp} \cap E$. Then $P$ satisfies the assumptions above, so there exists an $x_{k} \in X$ such that $\left\|x_{k}\right\|_{X}=1 / d$ and $\left|P x_{k}\right|_{2} \geq 1 / \sqrt{2}$. Let also $f_{k}=P x_{k} /\left|P x_{k}\right|_{2}$.

This procedure gives us vectors $x_{1}, \ldots, x_{m / 2}$ with $\left\|x_{i}\right\|_{X}=1 / d$ and orthonormal vectors $f_{1}, \ldots, f_{m / 2}$ such that

$$
\left\langle x_{i}, f_{i}\right\rangle \geq 1 / \sqrt{2} \quad \text { for } \quad 1 \leq i \leq m / 2
$$

Let $\beta=\beta(p, K, \alpha)$ be the constant appearing before (5), and we may clearly assume that $\beta \leq 1$.

Note that

$$
\begin{equation*}
\left|x_{i}\right|_{2} \leq \sqrt{2} d_{X} / d \leq \sqrt{2} / \beta \quad \text { for } \quad i \leq m / 2 \tag{6}
\end{equation*}
$$

A known and easy argument shows that for every $0<\delta<1 / 2$ there exists an orthogonal projection $R$ in $\left[x_{i}\right]_{i \leq m / 2}$ with corank $R \leq \delta m$ and such that

$$
\begin{equation*}
\left|\sum_{1}^{m / 2} a_{i} R x_{i}\right|_{2} \leq 1 /\left(\beta^{2} \delta\right)\|a\|_{2} \quad \text { for } \quad a \in \mathbb{R}^{m / 2} \tag{7}
\end{equation*}
$$

Indeed, denote by $H_{1}$ the space $\left(\left[x_{i}\right],|\cdot|_{2}\right)$ and consider the operator $T$ : $\ell_{2}^{m / 2} \rightarrow H_{1}$ defined by $T e_{i}=x_{i}$ for $i=1, \ldots, m / 2$. Let $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq 0$ be the $s$-numbers of $T$ so that $T f_{i}=\lambda_{i} f_{i}^{\prime}$ for some orthonormal bases $\left\{f_{i}\right\}$ and $\left\{f_{i}^{\prime}\right\}$ in $\ell_{2}^{m / 2}$ and $H_{1}$, respectively. We have, by (6),

$$
\sum_{i=1}^{m / 2} \lambda_{i}^{2}=\|T\|_{H S}^{2}=\sum_{i=1}^{m / 2}\left|x_{i}\right|_{2}^{2} \leq m / \beta^{2} .
$$

This implies that for $i_{0}=\delta m$ we have $\lambda_{i_{0}} \leq 1 /\left(\beta^{2} \delta\right)$, and then the projection $R$ onto $\left[f_{i_{0}+1}, \ldots, f_{m / 2}\right]$ satisfies (7).

Set $\delta=\beta^{2} / 32$ and let $R$ satisfy (7). Extend $R$ to all of $H$ by setting $R x=x$ for $x \in\left[x_{i}\right]^{\perp}$. Then for $R^{\prime}=i d-R$ we have $\operatorname{rank} R^{\prime} \leq \delta m$. Therefore

$$
\begin{aligned}
\sum_{i=1}^{m / 2}\left|R x_{i}\right|_{2} & \geq \sum_{i=1}^{m / 2}\left\langle R x_{i}, f_{i}\right\rangle=\sum_{i=1}^{m / 2}\left\langle x_{i}, f_{i}\right\rangle-\sum_{i=1}^{m / 2}\left\langle R^{\prime} x_{i}, f_{i}\right\rangle \\
& \geq 2^{-3 / 2} m-\sum_{i=1}^{m / 2}\left\langle x_{i}, R^{\prime} f_{i}\right\rangle \geq 2^{-3 / 2} m-(\sqrt{2} / \beta) \sum_{i=1}^{m / 2}\left|R^{\prime} f_{i}\right|_{2} \\
& \geq 2^{-3 / 2} m-(\sqrt{2} / \beta) \sqrt{m / 2}\left\|R^{\prime}\right\|_{\mathrm{HS}} \\
& \geq 2^{-3 / 2} m-(\sqrt{\delta} / \beta) m=2^{-5 / 2} m
\end{aligned}
$$

From this inequality and (6) it easily follows that the set $\sigma=\left\{i:\left|R x_{i}\right|_{2} \geq\right.$ $1 / 4 \sqrt{2}\}$ has cardinality $|\sigma| \geq \beta m / 16$. Applying Theorem 1.2 from $[\mathrm{B}-\mathrm{T}]$ for the operator $T: \ell_{2}^{\sigma} \rightarrow H$ defined by $T e_{i}=R x_{i}$ for $i \in \sigma$, we get, by (7) and the definition of $\sigma$ that there exists a subset $\sigma^{\prime} \subset \sigma$ such that

$$
\left|\sum_{i \in \sigma^{\prime}} a_{i} R x_{i}\right|_{2} \geq \beta^{\prime}\|a\|_{2} \quad \text { for } \quad a \in \mathbb{R}^{\sigma^{\prime}}
$$

Moreover, $\left|\sigma^{\prime}\right| \geq \beta^{\prime} m$, where $\beta^{\prime}=\beta^{\prime}(p, K, \alpha)>0$. This together with (7) completes the proof by relabeling the vectors from $\sigma^{\prime}$.

Returning to the proof of Theorem 14, identify $X$ with $\mathbb{R}^{n}$ in such a way that $|\cdot|_{2}$ coincides with the usual $\ell_{2}^{n}$-norm $\|\cdot\|_{2}$. Let $x_{1}, \ldots, x_{\beta^{\prime} n}$ be vectors constructed in Lemma 18. If $\left(R X,\|\cdot\|_{R X}\right)$ denotes the quotient of $X$ given by $R$ then first note that

$$
\left\|\sum a_{i} R x_{i}\right\|_{R X} \leq \sqrt{2}\left|\sum a_{i} R x_{i}\right|_{2} \leq \sqrt{2} B\|a\|_{2} \quad \text { for } \quad a \in \mathbb{R}^{\beta^{\prime} n}
$$

Consider the subspace $Y=\left[R x_{i}\right]_{i=1}^{\beta^{\prime} m}$ of $R X$, (i.e., with the norm $\|\cdot\|_{R X}$ inherited from $R X$ ), and consider also the norm $\|\cdot\|_{2}$ on $Y$ inherited from $\ell_{2}^{n}$. To apply Lemma 17 note that since $X$ has control of the cotype 2 constant and the $K$-convexity constant (having non-trivial type) then $T_{2}\left(X^{*}\right)$ is bounded above by a function of $K$. Thus by the lemma, the $\ell$-norm of the identity operator satisfies $\ell\left(i d:\left(Y,\|\cdot\|_{2}\right) \rightarrow Y\right) \geq c \sqrt{n}$, where $c=c(p, K, \alpha)>0$. On the other hand, since the set of vectors $\left(R x_{i}\right)$ admits a lower $\ell_{2}$-estimate, then by the ideal property of the $\ell$-norm $\ell(i d)$ can be estimated using that set, namely,

$$
\ell\left(i d:\left(Y,\|\cdot\|_{2}\right) \rightarrow Y\right) \leq\left(1 / \beta^{\prime}\right) \mathbb{E}\left\|\sum_{i=1}^{\beta^{\prime} m} g_{i} R x_{i}\right\|_{R X}
$$

Thus

$$
\mathbb{E}\left\|\sum_{i=1}^{\beta^{\prime} n} g_{i} R x_{i}\right\|_{R X} \geq c_{1} \sqrt{n}
$$

where $c_{1}=c_{1}(p, K, \alpha)>0$. Then by Theorem 7 there exists a subset $\eta$ of $\left\{1, \ldots, \beta^{\prime} m\right\}$ of cardinality $|\eta|>c_{2} n$ and such that

$$
\left\|\sum_{\eta} a_{i} R x_{i}\right\|_{R X} \geq c_{2} n^{1 / 2-1 / p}\|a\|_{p, \infty}, \quad \text { for } \quad a \in \mathbb{R}^{\eta}
$$

where $c_{2}=c_{2}(p, K, \alpha)>0$. Recall that $\left\|x_{i}\right\|_{X}=d^{-1}$. Then for $i \in \eta$ let $y_{i}=d x_{i}$. Clearly, $y_{i}$ 's are unit vectors in $X$ and for $a \in \mathbb{R}^{\eta}$ we have

$$
\left\|\sum a_{i} y_{i}\right\|_{X} \geq d\left\|\sum a_{i} R x_{i}\right\|_{R X} \geq c_{2}\left(d n^{1 / 2-1 / p}\right)\|a\|_{p, \infty} \geq c_{3}\|a\|_{p, \infty},
$$

where $c_{3}=c_{3}(p, K, \alpha)>0$. This completes the proof of Theorem 14 .
Now we are ready to prove Theorem 13, as a combination of Theorem 14 and Corollary 6.

Proof of Theorem 13. We can clearly assume that $1<p<2$, because for $p=2$ the whole space $X$ is $K^{2}$-isomorphic to $\ell_{2}^{n}$ by Kwapien's Theorem (see [TJ] Theorem 13.15).

We apply Theorem 14 , and let $\left(y_{i}\right)_{i \leq k}$ be the vectors from its conclusion, $k \geq c n$ with $c=c(p, K, \alpha)$. Consider the space $X_{1}=\left[y_{i}\right]_{i \leq k}$ as a subspace of $X$. Since the vectors $y_{i}$ are necessarily linearly independent, we may define the operator $v: X_{1} \rightarrow \ell_{p}^{k}$ by

$$
v y_{i}=e_{i}, \quad \text { for } i \leq k
$$

Then by the conclusion of Theorem 14

$$
\|v\| \leq\left\|v: X_{1} \rightarrow \ell_{p, \infty}^{k}\right\|\left\|i d: \ell_{p, \infty}^{k} \rightarrow \ell_{p}\right\| \leq C_{1}(\log n)^{1 / p}
$$

where $C_{1}=C_{1}(p, K, \alpha)$. Consider the adjoint operator $v^{*}: \ell_{q}^{k} \rightarrow X_{1}^{*}$, where $1 / q+1 / p=1$. Then

$$
\begin{equation*}
\left\|v^{*}\right\| \leq C_{1}(\log n)^{1 / p} \tag{8}
\end{equation*}
$$

and for all $i \leq k$,

$$
\left\|v^{*} e_{i}\right\| \geq\left\langle v^{*} e_{i}, y_{i}\right\rangle=\left\langle e_{i}, e_{i}\right\rangle=1
$$

Applying Corollary 6 we get norm one vectors $\left(h_{i}\right)_{i \leq m}$ in $\ell_{q}^{k}$ with disjoint supports satisfying for all $a \in \mathbb{R}^{k}$,

$$
\left\|v^{*}\left(\sum_{i=1}^{m} a_{i} h_{i}\right)\right\|_{X_{1}^{*}} \geq \frac{1}{2 K}\left\|\sum_{i=1}^{m} a_{i} h_{i}\right\|_{q}=\frac{1}{2 K}\|a\|_{q}
$$

Moreover, $m \geq c_{1}(\log n)^{-2(q+1) / p} n / \log n$, where $c_{1}=c_{1}(p, K, \alpha)>0$.
Also from (8),

$$
\left\|v^{*}\left(\sum_{i=1}^{m} a_{i} h_{i}\right)\right\|_{X_{1}^{*}} \leq C_{1}(\log n)^{1 / p}\|a\|_{q}
$$

Thus the sequence of vectors $z_{i}=v^{*} h_{i}, i \leq m$, spans in $X_{1}^{*}$ a subspace $Z$, which is $C(\log n)^{1 / p}$-isomorphic to $\ell_{q}^{m}$, with $C=C(p, K, \alpha)$. Since $Z$ is a subspace of a quotient $X_{1}^{*}$ of $X^{*}$, the space $Z^{*}$ is a quotient of a subspace of
 13.

## $5 \ell_{p}^{n}$ Subspaces in Spaces with Extremal Type $p$

We show another interesting application of methods discussed here to the structure of subspaces of spaces which attain their best type. More precisely, if a Banach space of type $p$ contains a sequence of vectors with extremal Rademacher average, then it contains a relatively large subspace close to $\ell_{p}^{k}$.

Proposition 19. Let $1<p \leq 2, K \geq 1$ and $\alpha>0$. Let $X$ be a Banach space with type $p$ constant $T_{p}(X) \leq K$. Assume that there exist norm one vectors $x_{1}, \ldots, x_{n}$ in $X$ such that $\mathbb{E}\left\|\sum_{1}^{n} \varepsilon_{i} x_{i}\right\| \geq \alpha n^{1 / p}$. Then there is a block basis of permutation of $\left(x_{i}\right)_{i \leq n}$ of cardinality $m$ which is $C(\log n)^{1 / p}$-equivalent to the unit vector basis in $\ell_{p}^{m}$, and $m \geq c(\log n)^{-1} n^{2 / p-1}$, where $C=C(p, K, \alpha)$ and $c=c(p, K, \alpha)>0$.

The proof combines the main result of [G2] and Corollary 12.
Proof. Fix an $\varepsilon>0$. By [G2], our assumption on the Rademacher average of $\left(x_{i}\right)$ implies that there exists a block basis $\left(y_{i}\right)_{1}^{m}$ of permutation of $\left(x_{i}\right)_{1}^{n}$, with blocks of random $\pm 1$ coefficients and equal lengths, which is 2 -symmetric with probability larger than $1-\varepsilon$. Moreover $m \geq c(\log n)^{-1} n^{2 / p-1}$, where $c=c(p, \alpha, \varepsilon)$ and we may assume that $m$ is an even number. The precise definition of the random vectors $\left(y_{i}\right)$ is given in the proof of Theorem 1, the underlying probability space being denoted by $\mathbb{P}_{\Omega}$.

Then with probability larger than $1-\varepsilon$ the following holds for all subsets $\sigma$ of $\{1, \ldots, m\}$ of cardinality $|\sigma|=m / 2$ :

$$
2\left\|\sum_{i \in \sigma} y_{i}\right\| \geq\left\|\sum_{i \in \sigma} y_{i}\right\|+\frac{1}{2}\left\|\sum_{i \in \sigma^{c}} y_{i}\right\| \geq \frac{1}{2}\left\|\sum_{i=1}^{m} y_{i}\right\| .
$$

On the other hand, by Lemma 5 we have, with probability larger than $\delta>0$,

$$
\begin{aligned}
\left\|\sum_{i=1}^{m} y_{i}\right\| & =\left\|\sum_{i=1}^{n} \varepsilon_{i} x_{\pi(i)}\right\| \geq \frac{1}{2} \mathbb{E}_{\Omega}\left\|\sum_{i=1}^{n} \varepsilon_{i} x_{\pi(i)}\right\| \\
& =\frac{1}{2} \mathbb{E}\left\|\sum_{i=1}^{n} \varepsilon_{i} x_{i}\right\| \geq \frac{1}{2} \alpha n^{1 / p}
\end{aligned}
$$

(where $\pi$ denotes a random permutation of $\{1, \ldots, n\}$, and $\mathbb{E}$ is the expectation over random signs $\left.\varepsilon_{i}\right)$. Therefore with probability larger than $\delta-\varepsilon$

$$
\begin{equation*}
\left\|\sum_{i \in \sigma} y_{i}\right\| \geq \frac{1}{8} \alpha n^{1 / p} \text { holds for all subsets } \sigma, \quad|\sigma|=m / 2 \tag{9}
\end{equation*}
$$

Let $n=m h$ and we can assume that $h$ is integer. By the type assumption and the definition of $y_{i}$, for every $i \leq m$ we have $\mathbb{E}_{\Omega}\left\|y_{i}\right\| \leq K h^{1 / p}$. Then $\mathbb{E}_{\Omega}\left(\sum_{i=1}^{m}\left\|y_{i}\right\|\right) \leq K m h^{1 / p}$. So, with probability larger than $1-\varepsilon$ we have $\left(\sum_{i=1}^{m}\left\|y_{i}\right\|\right) \leq(1 / \varepsilon) K m h^{1 / p}$. This clearly implies that

$$
\begin{equation*}
\exists \text { a subset } \sigma,|\sigma|=m / 2 \text {, such that }\left\|y_{i}\right\| \leq \frac{2}{\varepsilon} K h^{1 / p} \quad \text { for } \quad i \in \sigma . \tag{10}
\end{equation*}
$$

With probability at least $\delta-2 \varepsilon$, events (9) and (10) hold simultaneously. For $\varepsilon=\delta / 3$ this probability is positive, so we can consider a realization of $\left(y_{i}\right)$ for which both events occur. Let $z_{i}=h^{-1 / p} y_{i}, i \in \sigma$. Then $\left\|z_{i}\right\| \leq(6 / \delta) K$, so by the type $p$ and symmetry

$$
\left\|\sum_{i \in \sigma} a_{i} z_{i}\right\| \leq(12 / \delta) K^{2}\|a\|_{p} \quad \text { for all } \quad\left(a_{i}\right)_{i \in \sigma}
$$

Next, by (9) and symmetry

$$
\left\|\sum_{i \in \sigma} \varepsilon_{i} z_{i}\right\| \geq \frac{1}{2} h^{-1 / p}\left\|\sum_{i \in \sigma} y_{i}\right\| \geq \frac{1}{16} \alpha m^{1 / p} .
$$

Corollary 12 yields then that there exists a subset $\sigma_{1} \subset \sigma$ with cardinality $\left|\sigma_{1}\right| \geq c m$ and such that

$$
\left\|\sum_{i \in \sigma_{1}} a_{i} z_{i}\right\| \geq c\|a\|_{p, \infty} \quad \text { for all } \quad\left(a_{i}\right)_{i \in \sigma}
$$

where $c=c(p, K, \alpha)>0$. This completes the proof.
Remark. It is not clear whether the exponent $2 / p-1$ in Proposition 19 is optimal. However, for $p=2$ the optimal exponent must be 0 , because the identical vectors $x_{i}=1$ in $X=\mathbb{R}^{1}$ satisfy the assumptions of Proposition 19.

As a corollary we get a variant of Theorem 13 where the conclusion is improved by getting a subspace rather than quotient of a subspace, at the price of a worse estimate on the dimension.

Proposition 20. Under the assumptions of Theorem 13, there exists a subspace $Y$ of $X$ of dimension $k \geq c(\log n)^{-1} n^{2 / p-1}$, with $d\left(Y, \ell_{p}^{k}\right) \leq C(\log n)^{1 / p}$, where $C=C(p, K, \alpha)$ and $c=c(p, K, \alpha)>0$.

Proof. By (3) and Kwapien's theorem we get $T_{2}(X) \geq c_{1} K^{-1} \alpha n^{1 / p-1 / 2}$, where $c_{1}>0$ is an absolute constant. By Tomczak-Jaegermann's result (cf. [TJ], Theorems 25.6 and 25.1), the type 2 constant can be essentially computed on $n$ vectors, i.e. there exist vectors $\left(x_{i}\right)_{i \leq n}$ in $X$ such that

$$
\begin{equation*}
\mathbb{E}\left\|\sum_{i=1}^{n} \varepsilon_{i} x_{i}\right\| \geq c_{2} K^{-1} \alpha n^{1 / p-1 / 2}\left(\sum_{i=1}^{n}\left\|x_{i}\right\|^{2}\right)^{1 / 2} \tag{11}
\end{equation*}
$$

for some absolute $c_{2}>0$.
Now we employ a known argument to show that the vectors $x_{i}$ can be essentially chosen of norm one. We can assume that $\sum_{i=1}^{n}\left\|x_{i}\right\|^{2}=n$, so that the right side in (11) is $c_{2} K^{-1} \alpha n^{1 / p}$. Fix a positive number $M$ and let $\sigma=\left\{i \in[1, n]:\left\|x_{i}\right\| \leq M\right\}$. Then $\left|\sigma^{c}\right| \leq\left(\sum_{i=1}^{n}\left\|x_{i}\right\|^{2}\right) / M^{2}=M^{-2} n$. Therefore, using the type $p$ of $X$ we see that

$$
\begin{aligned}
\mathbb{E}\left\|\sum_{i \in \sigma^{c}} \varepsilon_{i} x_{i}\right\| & \leq K\left(\sum_{i \in \sigma^{c}}\left\|x_{i}\right\|^{p}\right)^{1 / p} \leq K\left|\sigma^{c}\right|^{1 / p-1 / 2}\left(\sum_{i \in \sigma^{c}}\left\|x_{i}\right\|^{2}\right)^{1 / 2} \\
& \leq K M^{1-2 / p} n^{1 / p}
\end{aligned}
$$

Define the vectors $y_{i}=x_{i} /\left\|x_{i}\right\|, i \in \sigma$. By the standard comparison principle it follows that

$$
\begin{align*}
\mathbb{E}\left\|\sum_{i \in \sigma} \varepsilon_{i} y_{i}\right\| & \geq M^{-1} \mathbb{E}\left\|\sum_{i \in \sigma} \varepsilon_{i} x_{i}\right\| \geq M^{-1}\left(\mathbb{E}\left\|\sum_{i=1}^{n} \varepsilon_{i} x_{i}\right\|-\mathbb{E}\left\|\sum_{i \in \sigma^{c}} \varepsilon_{i} x_{i}\right\|\right) \\
& \geq M^{-1}\left(c_{2} K^{-1} \alpha n^{1 / p}-K M^{1-2 / p} n^{1 / p}\right) \tag{12}
\end{align*}
$$

Choosing $M$ so that $K M^{1-2 / p}=\left(c_{2} / 2\right) K^{-1} \alpha$, we make the right hand side in (12) bounded below by $\left(\left(c_{2} \alpha / 2\right) K^{2+p}\right)^{2-p}$. This clearly implies that there exist norm one vectors $\left(z_{i}\right)_{i \leq n}$ in $X$ for which

$$
\mathbb{E}\left\|\sum_{i=1}^{n} \varepsilon_{i} z_{i}\right\| \geq c(K, \alpha) n^{1 / p}
$$

An application of Proposition 19 for the vectors $\left(z_{i}\right)$ finishes the proof.
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# Polytopes with Vertices Chosen Randomly from the Boundary of a Convex Body 

Carsten Schütt ${ }^{1}$ * and Elisabeth Werner ${ }^{2,3}$ **<br>${ }^{1}$ Christian Albrechts Universität, Mathematisches Seminar, 24098 Kiel, Germany, schuett@math.uni-kiel.de<br>${ }^{2}$ Department of Mathematics, Case Western Reserve University, Cleveland, Ohio 44106, USA, emw2@po.cwru.edu<br>${ }^{3}$ Université de Lille 1, Ufr de Mathématique, 59655 Villeneuve d'Ascq, France.

Summary. Let K be a convex body in $\mathbb{R}^{n}$ and let $f: \partial K \rightarrow \mathbb{R}_{+}$be a continuous, positive function with $\int_{\partial K} f(x) \mathrm{d} \mu_{\partial K}(x)=1$ where $\mu_{\partial K}$ is the surface measure on $\partial K$. Let $\mathbb{P}_{f}$ be the probability measure on $\partial K$ given by $\mathbb{P}_{f}(x)=f(x) \mathrm{d} \mu_{\partial K}(x)$. Let $\kappa$ be the (generalized) Gauß-Kronecker curvature and $\mathbb{E}(f, N)$ the expected volume of the convex hull of $N$ points chosen randomly on $\partial K$ with respect to $\mathbb{P}_{f}$. Then, under some regularity conditions on the boundary of $K$

$$
\lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}(f, N)}{\left(\frac{1}{N}\right)^{\frac{2}{n-1}}}=c_{n} \int_{\partial K} \frac{\kappa(x)^{\frac{1}{n-1}}}{f(x)^{\frac{2}{n-1}}} \mathrm{~d} \mu_{\partial K}(x),
$$

where $c_{n}$ is a constant depending on the dimension $n$ only.
The minimum at the right-hand side is attained for the normalized affine surface area measure with density

$$
f_{a s}(x)=\frac{\kappa(x)^{\frac{1}{n+1}}}{\int_{\partial K} \kappa(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial K}(x)} .
$$
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## 1 Introduction

### 1.1 Notation and Background. The Main Theorem

How well can a convex body be approximated by a polytope?
This is a central question in the theory of convex bodies, not only because it is a natural question and interesting in itself but also because it is relevant in many applications, for instance in computervision ([SaT1], [SaT2]), tomography [Ga], geometric algorithms [E].
We recall that a convex body $K$ in $\mathbb{R}^{n}$ is a compact, convex subset of $\mathbb{R}^{n}$ with non-empty interior and a polytope $P$ in $\mathbb{R}^{n}$ is the convex hull of finitely many points in $\mathbb{R}^{n}$.

As formulated above, the question is vague and we need to make it more precise.

Firstly, we need to clarify what we mean by "approximated". There are many metrics which can and have been considered. For a detailed account concerning these metrics we refer to the articles by Gruber [Gr1],[Gr3]. We will concentrate here on the symmetric difference metric $d_{s}$ which measures the distance between two convex bodies $C$ and $K$ through the volume of the difference set

$$
d_{s}(C, K)=\operatorname{vol}_{n}(C \triangle K)=\operatorname{vol}_{n}((C \backslash K) \cup(K \backslash C))
$$

Secondly, various assumptions can be made and have been made on the approximating polytopes $P$. For instance, one considers only polytopes contained in $K$ or only polytopes containing $K$, polytopes with a fixed number of verices, polytopes with a fixed number of facets, etc. Again we refer to the articles [Gr1],[Gr3] for details.

We will concentrate here on the question of approximating a convex body $K$ in $\mathbb{R}^{n}$ by inscribed polytopes $P_{N}$ with a fixed number of vertices $N$ in the $d_{s}$ metric. As we deal with inscribed polytopes the $d_{s}$ metric reduces to the volume difference

$$
\operatorname{vol}_{n}(K)-\operatorname{vol}_{n}\left(P_{N}\right)
$$

and we ask how the (optimal) dependence is in this metric on the various paramenters involved like the dimension $n$, the number of vertices $N$ and so on.

As a first result in this direction we want to mention a result by Bronshteyn and Ivanov [BrI].
There is a numerical constant $c>0$ such that for every convex body $K$ in $\mathbb{R}^{n}$ which is contained in the Euclidean unit ball and for every $N \in \mathbb{N}$ there exists a polytope $P_{N} \subseteq K$ with $N$ vertices such that

$$
\operatorname{vol}_{n}(K)-\operatorname{vol}_{n}\left(P_{N}\right) \leq c \frac{n \operatorname{vol}_{n}(K)}{N^{\frac{2}{n-1}}}
$$

The dependence on $N$ and $n$ in this result is optimal. This can be seen from the next two results. The first is due to Macbeath and says that the Euclidean unit ball $B_{2}^{n}$ is worst approximated in the $d_{s}$ metric by polytopes or more precisely [Ma]:
For every convex body $K$ in $\mathbb{R}^{n}$ with vol $_{n}(K)=\operatorname{vol}_{n}\left(B_{2}^{n}\right)$ we have

$$
\begin{aligned}
& \inf \left\{d_{s}\left(K, P_{N}\right): P_{N} \subseteq K \text { and } P_{N} \text { has at most } \mathrm{N} \text { vertices }\right\} \leq \\
& \inf \left\{d_{s}\left(B_{2}^{n}, P_{N}\right): P_{N} \subseteq B_{2}^{n} \text { and } P_{N} \text { has at most } \mathrm{N} \text { vertices }\right\} .
\end{aligned}
$$

Notice that $\inf \left\{d_{s}\left(K, P_{N}\right): P_{N} \subseteq K\right.$ and $P_{N}$ has at most N vertices $\}$ is the $d_{s}$-distance of the best approximating inscribed polytope with $N$ vertices to $K$. By a compactness argument such a best approximating polytope exists always.

Hence to get an estimate from below for the Bronshteyn Ivanov result, it is enough to check the Euclidean unit ball which was done by Gordon, Reisner and Schütt [GRS1], [GRS2].
There are two positive constants $a$ and $b$ such that for all $n \geq 2$, every $N \geq(b n)^{\frac{2}{n+1}}$, every polytope $P_{N} \subseteq B_{2}^{n}$ with at most $N$ vertices one has

$$
\operatorname{vol}_{n}\left(B_{2}^{n}\right)-\operatorname{vol}_{n}\left(P_{N}\right) \geq a \frac{n \operatorname{vol}_{n}\left(B_{2}^{n}\right)}{N^{\frac{2}{n-1}}}
$$

Thus the optimal dependence on the dimension is $n$ and on $N$ it is $N^{\frac{2}{n-1}}$. The next result is about best approximation for large $N$.

Let $K$ be a convex body in $\mathbb{R}^{n}$ with $C^{2}$-boundary $\partial K$ and everywhere strictly positive curvature $\kappa$. Then

$$
\begin{gathered}
\lim _{N \rightarrow \infty} \frac{\inf \left\{d_{s}\left(K, P_{N}\right) \mid P_{N} \subseteq K \text { and } P_{N} \text { has at most } \mathrm{N} \text { vertices }\right\}}{\left(\frac{1}{N}\right)^{\frac{2}{n-1}}} \\
=\frac{1}{2} \operatorname{del}_{n-1}\left(\int_{\partial K} \kappa(x)^{\frac{1}{n-1}} \mathrm{~d} \mu_{\partial K}(x)\right)^{\frac{n+1}{n-1}}
\end{gathered}
$$

This theorem was proved by McClure and Vitale $[\mathrm{McV}]$ in dimension 2 and by Gruber [Gr2] for general $n$. On the right hand side of the above equation we find the expression $\int_{\partial K} \kappa(x)^{\frac{1}{n-1}} d \mu_{\partial K}(x)$ which is an affine invariant, the so called affine surface area of $K$ which "measures" the boundary behaviour of $K$. It is natural that such a term should appear in questions of approximation of convex bodies by polytopes. Intuitively we expect that more vertices of the approximating polytope should be put where the boundary of $K$ is very curved and fewer points should be put where the boundary of $K$ is flat to get a good approximation in the $d_{s}$-metric. In Section 1.3 we will discuss the affine surface in more detail.
$d e l_{n-1}$, which also appears on the right hand side of the above formula, is a constant that depends on $n$ only. The value of this constant is known for for $n=2,3$. Putting for $K$ the Euclidean unit ball in the last mentioned theorem, it follows from the result above by Gordon, Reisner and Schütt [GRS1], [GRS2] that $d e l_{n-1}$ is of the order $n$. $_{\text {del }}^{n-1}{ }^{n}$ was determined more precisely by Mankiewicz and Schütt [MaS1], [MaS2]. We refer to Section 1.4. for the exact statements.

Now we want to come to approximation of convex bodies by random polytopes.

A random polytope is the convex hull of finitely many points that are chosen from $K$ with respect to a probability measure $\mathbb{P}$ on $K$. The expected volume of a random polytope of $N$ points is

$$
\mathbb{E}(\mathbb{P}, N)=\int_{K} \ldots \int_{K} \operatorname{vol}_{n}\left(\left[x_{1}, \ldots, x_{N}\right]\right) \mathrm{d} \mathbb{P}\left(x_{1}\right) \ldots \mathrm{d} \mathbb{P}\left(x_{N}\right)
$$

where $\left[x_{1}, \ldots, x_{N}\right]$ is the convex hull of the points $x_{1}, \ldots, x_{N}$. Thus the expression $\operatorname{vol}_{n}(K)-\mathbb{E}(\mathbb{P}, N)$ measures how close a random polytope and the convex body are in the symmetric difference metric. Rényi and Sulanke [ReS1], [ReS2] have investigated this expression for large numbers $N$ of chosen points. They restricted themselves to dimension 2 and the case that the probability measure is the normalized Lebesgue measure on $K$.

Their results were extended to higher dimensions in case that the probability measure is the normalized Lebesgue measure. Wieacker [Wie] settled the case of the Euclidean ball in dimenision $n$. Bárány proved the result for convex bodies with $C^{3}$-boundary and everywhere positive curvature [ Ba 1$]$. This result was generalized to arbitrary convex bodies in [Sch1] (see also Section 1.4):
Let $K$ be a convex body in $\mathbb{R}^{n}$. Then

$$
\lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}\left(\mathbb{P}_{m}, N\right)}{\left(\frac{\operatorname{vol}_{n}(K)}{N}\right)^{\frac{2}{n+1}}}=c_{1}(n) \int_{\partial K} \kappa(x)^{\frac{1}{n-1}} \mathrm{~d} \mu_{\partial K}(x)
$$

where $c_{1}(n)$ is a constant that depends on $n$.
We can use this result to obtain an approximation of a convex body by a polytope with at most $N$ vertices. Notice that this does not give the optimal dependence on $N$. One of the reasons is that not all the points chosen at random from $K$ appear as vertices of the approximating random polytope. We will get back to this point in Section 1.4.

One avoids this problem that not all points chosen appear as vertices of the random polytope by choosing the points at random directly on the boundary of the convex body $K$.

This is what we do in this paper. We consider convex bodies in dimension $n$ and probability measures that are concentrated on the boundary of the convex body. It is with respect to such probability measures that we choose the points at random on the boundary of $K$ and all those points will then be vertices of the random polytope. This had been done before only in the case of the Euclidean ball by Müller [Mü] who proved the asymptotic formula for the Euclidean ball with the normalized surface measure as probability measure.

Here we treat much more general measures $\mathbb{P}_{f}$ defined on the boundary of $K$ where we only assume that the measure has a continuous density $f$ with respect to the surface measure $\mu_{\partial K}$ on $\partial K$. Under some additional technical assumptions we prove an asymptotic formula. This is the content of Theorem 1.1.

In the remainder of Section 1.1 we will introduce further notation used throughout the paper. We conclude Section 1.1 by stating the Theorem 1.1. The whole paper is devoted to prove this main theorem. In doing that, we develop tools that should be helpful in further investigations.

In Section 1.2 we compute which is the optimal $f$ to give the least value in the volume difference

$$
\operatorname{vol}_{n}(K)-\mathbb{E}\left(\mathbb{P}_{f}, N\right)
$$

It will turn out that the affine surface area density gives the optimal measure: Choosing points according to this measure gives random polytopes of greatest possible volume. Again, this is intuitively clear: An optimal measure should put more weight on points with higher curvature. Moreover, and this is a crucial observation, if the optimal measure is unique then it must be affine invariant. There are not too many such measures and the affine surface measure is the first that comes to ones mind. This measure satisfies two necessary properties: It is affine invariant and it puts more weight on points with greater curvature.

In Section 1.5 we compare random approximation with best approximation and observe a remarkable fact. Namely, it turns out that -up to a nu-
merical constant- random approximation with the points chosen $\mathbb{P}_{f}$-randomly from the boundary of $K$ with the optimal $f$ is as good as best approximation.

In Section 1.3 we propose an extension of the $p$-affine surface area which was introduced by Lutwak [Lu] and Hug [Hu]. We also give a geometric interpretation of the $p$-affine surface area in terms of random polytopes.

It was a crucial step in the proof of Theorem 1.1 to relate the random polytope to a geometric object. The appropriate geometric object turned out to be the surface body which we introduce in Chapter 2.

In Chapter 3 we review J. Müller's proof for the case of the Euclidean ball. We use his result in our proof.

Chapter 4 is devoted to prove probabilistic inequalities needed for the proof of Theorem 1.1 and finally Chapter 5 gives the proof of Theorem 1.1.

Now we introduce further notations used throughout the paper.
$B_{2}^{n}(x, r)$ is the Euclidean ball in $\mathbb{R}^{n}$ centered at $x$ with radius $r$. We denote $B_{2}^{n}=B_{2}^{n}(0,1) . S^{n-1}$ is the boundary $\partial B_{2}^{n}$ of the Euclidean unit ball. The norm $\|\cdot\|$ is the Euclidean norm.

The distance $d(A, B)$ of two sets in $\mathbb{R}^{n}$ is

$$
d(A, B)=\inf \{\|x-y\| x \in A, y \in B\} .
$$

For a convex body $K$ the metric projection $p: \mathbb{R}^{n} \rightarrow K$ maps $x$ onto the unique point $p(x) \in K$ with

$$
\|x-p(x)\|=\inf _{y \in K}\|x-y\|
$$

The uniqueness of the point $p(x)$ follows from the convexity of $K$. If $x \in K$ then $p(x)=x$.

For $x, \xi$ in $\mathbb{R}^{n}, \xi \neq 0, H(x, \xi)$ denotes the hyperplane through $x$ and orthogonal to $\xi$. The two closed halfspaces determined by this hyperplane are denoted by $H^{-}(x, \xi)$ and $H^{+}(x, \xi) . H^{-}(x, \xi)$ is usually the halfspace that contains $x+\xi$. Sometimes we write $H, H^{+}$and $H^{-}$, if it is clear which are the vectors $x$ and $\xi$ involved.

For points $x_{1}, \ldots x_{N} \in \mathbb{R}^{n}$ we denote by

$$
\left[x_{1}, \ldots x_{N}\right]=\left\{\lambda_{1} x_{1}+\cdots+\lambda_{N} x_{N} \mid 0 \leq \lambda_{i} \leq 1,1 \leq i \leq N, \sum_{i=1}^{N} \lambda_{i}=1\right\}
$$

the convex hull of these points. In particular, the closed line segment between two points $x$ and $y$ is

$$
[x, y]=\{\lambda x+(1-\lambda) y \mid 0 \leq \lambda \leq 1\}
$$

The open line segment is denoted by

$$
(x, y)=\{\lambda x+(1-\lambda) y \mid 0<\lambda<1\} .
$$

$\mu_{\partial K}$ is the surface area measure on $\partial K$. It equals the restriction of the $n-1-$ dimensional Hausdorff measure to $\partial K$. We write in short $\mu$ if it is clear which is the body $K$ involved. Let $f: \partial K \rightarrow \mathbb{R}$ be a integrable, nonnegative function with

$$
\int_{\partial K} f(x) \mathrm{d} \mu=1
$$

Then we denote by $\mathbb{P}_{f}$ the probability measure with $\mathrm{d} \mathbb{P}_{f}=f \mathrm{~d} \mu_{\partial K}$ and $\mathbb{E}(f, N)=\mathbb{E}\left(\mathbb{P}_{f}, N\right)$. If $f$ is the constant function $\left(\operatorname{vol}_{n-1}(\partial K)\right)^{-1}$ then we write $\mathbb{E}(\partial K, N)=\mathbb{E}\left(\mathbb{P}_{f}, N\right)$. For a measurable subset $A$ of $\partial K$ we write $\operatorname{vol}_{n-1}(A)$ for $\mu_{\partial K}(A)$.

Let $K$ be a convex body in $\mathbb{R}^{n}$ with boundary $\partial K$. For $x \in \partial K$ we denote the outer unit normal by $N_{\partial K}(x)$. We write in short $N(x)$ if it is clear which is the body $K$ involved. The normal $N(x)$ may not be unique. $\kappa_{\partial K}(x)$ is the (generalized) Gauß curvature at $x$ (see also Section 1.5 for the precise definition). By a result of Aleksandrov [Al] it exists almost everywhere. Again, we write in short $\kappa(x)$ if it is clear which is the body $K$ involved. The centroid or center of mass cen of $K$ is

$$
\operatorname{cen}=\frac{\int_{K} x \mathrm{~d} x}{\operatorname{vol}_{n}(K)}
$$

We conclude Section 1.1 with the main theorem.

Theorem 1.1. Let $K$ be a convex body in $\mathbb{R}^{n}$ such that there are $r$ and $R$ in $\mathbb{R}$ with $0<r \leq R<\infty$ so that we have for all $x \in \partial K$

$$
B_{2}^{n}\left(x-r N_{\partial K}(x), r\right) \subseteq K \subseteq B_{2}^{n}\left(x-R N_{\partial K}(x), R\right)
$$

and let $f: \partial K \rightarrow \mathbb{R}_{+}$be a continuous, positive function with $\int_{\partial K} f(x) \mathrm{d} \mu_{\partial K}(x)=$ 1. Let $\mathbb{P}_{f}$ be the probability measure on $\partial K$ given by $\mathbb{P}_{f}(x)=f(x) \mathrm{d} \mu_{\partial K}(x)$.

Then we have

$$
\lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}(f, N)}{\left(\frac{1}{N}\right)^{\frac{2}{n-1}}}=c_{n} \int_{\partial K} \frac{\kappa(x)^{\frac{1}{n-1}}}{f(x)^{\frac{2}{n-1}}} \mathrm{~d} \mu_{\partial K}(x)
$$

where $\kappa$ is the (generalized) Gauß-Kronecker curvature and

$$
c_{n}=\frac{(n-1)^{\frac{n+1}{n-1}} \Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{\frac{2}{n-1}}}
$$

The minimum at the right-hand side is attained for the normalized affine surface area measure with density

$$
f_{a s}(x)=\frac{\kappa(x)^{\frac{1}{n+1}}}{\int_{\partial K} \kappa(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial K}(x)}
$$
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The condition: There are $r$ and $R$ in $\mathbb{R}$ with $0<r \leq R<\infty$ so that we have for all $x \in \partial K$

$$
B_{2}^{n}\left(x-r N_{\partial K}(x), r\right) \subseteq K \subseteq B_{2}^{n}\left(x-R N_{\partial K}(x), R\right)
$$

is satisfied if $K$ has a $C^{2}$-boundary with everywhere positive curvature. This follows from Blaschke's rolling theorem ([Bla2], p.118) and a generalization of it ([Lei], Remark 2.3). Indeed, we can choose

$$
r=\min _{x \in \partial K} \min _{1 \leq i \leq n-1} r_{i}(x) \quad R=\max _{x \in \partial K} \max _{1 \leq i \leq n-1} r_{i}(x)
$$

where $r_{i}(x)$ denotes the $i$-th principal curvature radius.
By a result of Aleksandrov [Al] the generalized curvature $\kappa$ exists a.e. on every convex body. It was shown in [SW1] that $\kappa^{\frac{1}{n+1}}$ is an integrable function. Therefore the density

$$
f_{a s}(x)=\frac{\kappa(x)^{\frac{1}{n+1}}}{\int_{\partial K} \kappa(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial K}(x)} .
$$

exists provided that $\int_{\partial K} \kappa(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial K}(x)>0$. This is certainly assured by the assumption on the boundary of $K$.

### 1.2 Discussion of Some Measures $\mathbb{P}_{f}$ and the Optimality of the Affine Surface Area Measure

We want to discuss some measures that are of interest.

1. The most interesting measure is the normalized affine surface area measure as given in the theorem. This measure is affine invariant, i.e. for an affine, volume preserving map $T$ and all measurable subsets $A$ of $\partial K$

$$
\int_{A} \kappa_{\partial K}^{\frac{1}{n+1}}(x) \mathrm{d} \mu_{\partial K}(x)=\int_{T(A)} \kappa_{\partial T(K)}^{\frac{1}{n+1}}(x) \mathrm{d} \mu_{\partial T(K)}(x)
$$

Please note that if the optimal measure is unique it should be affine invariant since the image measure induced by $T$ must also be optimal.

We show that the measure is affine invariant. To do so we introduce the convex floating body. For $t \in \mathbb{R}, t>0$ sufficiently small, the convex floating body $C_{[t]}$ of a convex body $C$ [SW1] is the intersection of all halfspaces whose defining hyperplanes cut off a set of $n$-dimensional volume $t$ from $C$. By [SW1] we have for all convex bodies $C$

$$
\lim _{t \rightarrow 0} \frac{\operatorname{vol}_{n}(C)-\operatorname{vol}_{n}\left(C_{[t]}\right)}{t^{\frac{2}{n+1}}}=d_{n} \int_{\partial C} \kappa_{\partial C}(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial C}(x)
$$

where $d_{n}=\frac{1}{2}\left(\frac{n+1}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{2 /(n+1)}$. For an affine, volume preserving map $T$ we have

$$
\begin{equation*}
\operatorname{vol}_{n}(C)=\operatorname{vol}_{n}(T(C)) \quad \text { and } \quad \operatorname{vol}_{n}\left(C_{[t]}\right)=\operatorname{vol}_{n}\left(T\left(C_{[t]}\right)\right) \tag{1}
\end{equation*}
$$

Thus the expression

$$
\int_{\partial C} \kappa_{\partial C}(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial C}(x)
$$

is affine invariant. For a closed subset $A$ of $\partial K$ where $K$ is a convex body, we define the convex body $C$ as the convex hull of $A$. For a point $x \in \partial C$ with $x \notin A$ we have that the curvature must be 0 if it exists. Thus we get by the affine invariance (1) for all closed sets $A$

$$
\int_{A} \kappa_{\partial C}(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial C}(x)=\int_{\partial T(A)} \kappa_{\partial T(C)}(y)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial T(C)}(y) .
$$

This formula extends to all measurable sets. For the affine surface measure we get

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}(f, N)}{\left(\frac{1}{N}\right)^{\frac{2}{n-1}}}=c_{n}\left(\int_{\partial K} \kappa(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial K}(x)\right)^{\frac{n+1}{n-1}} . \tag{2}
\end{equation*}
$$

We show now that the expression for any other measure given by a density $f$ is greater than or equal to (2). Since $\int_{\partial K} f(x) \mathrm{d} \mu_{\partial K}(x)=1$, we have

$$
\begin{aligned}
& \left(\frac{1}{\operatorname{vol}_{n-1}(\partial K)} \int_{\partial K}\left|\frac{\kappa(x)}{f(x)^{2}}\right|^{\frac{1}{n-1}} \mathrm{~d} \mu_{\partial K}(x)\right)^{\frac{1}{n+1}} \\
& =\left(\frac{1}{\operatorname{vol}_{n-1}(\partial K)} \int_{\partial K}\left|\left(\frac{\kappa(x)}{f(x)^{2}}\right)^{\frac{1}{n^{2}-1}}\right|^{n+1} \mathrm{~d} \mu_{\partial K}(x)\right)^{\frac{1}{n+1}} \times \\
& \left(\frac{1}{\operatorname{vol}_{n-1}(\partial K)} \int_{\partial K}\left|f(x)^{\frac{2}{n^{2}-1}}\right|^{\frac{n^{2}-1}{2}} \mathrm{~d} \mu_{\partial K}(x)\right)^{\frac{2}{n^{2}-1}}\left(\operatorname{vol}_{n-1}(\partial K)\right)^{\frac{2}{n^{2}-1}}
\end{aligned}
$$

We have $\frac{1}{n+1}+\frac{2}{n^{2}-1}=\frac{1}{n-1}$ and we apply Hölder inequality to get

$$
\begin{aligned}
& \left(\frac{1}{\operatorname{vol}_{n-1}(\partial K)} \int_{\partial K}\left|\frac{\kappa(x)}{f(x)^{2}}\right|^{\frac{1}{n-1}} \mathrm{~d} \mu_{\partial K}(x)\right)^{\frac{1}{n+1}} \\
& \quad \geq\left(\frac{1}{\operatorname{vol}_{n-1}(\partial K)} \int_{\partial K} \kappa(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial K}(x)\right)^{\frac{1}{n-1}}\left(\operatorname{vol}_{n-1}(\partial K)\right)^{\frac{2}{n^{2}-1}}
\end{aligned}
$$

which gives us

$$
\int_{\partial K}\left|\frac{\kappa(x)}{f(x)^{2}}\right|^{\frac{1}{n-1}} \mathrm{~d} \mu_{\partial K}(x) \geq\left(\int_{\partial K} \kappa(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial K}(x)\right)^{\frac{n+1}{n-1}}
$$

2. The second measure of interest is the surface measure given by the constant density

$$
f(x)=\frac{1}{\operatorname{vol}_{n-1}(\partial K)}
$$

This measure is not affine invariant and we get

$$
\lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}(f, N)}{\left(\frac{\operatorname{vol}_{n-1}(\partial K)}{N}\right)^{\frac{2}{n-1}}}=c_{n} \int_{\partial K} \kappa(x)^{\frac{1}{n-1}} \mathrm{~d} \mu_{\partial K}(x)
$$

3. The third measure is obtained in the following way. Let $K$ be a convex body, cen its centroid and $A$ a subset of $\partial K$. Let

$$
\mathbb{P}(A)=\frac{\operatorname{vol}_{n}([\operatorname{cen}, A])}{\operatorname{vol}_{n}(K)}
$$

If the centroid is the origin, then the density is given by

$$
f(x)=\frac{<x, N_{\partial K}(x)>}{\int_{\partial K}<x, N_{\partial K}(x)>\mathrm{d} \mu_{\partial K}(x)}
$$

and the measure is invariant under linear, volume preserving maps. We have $\frac{1}{n} \int_{\partial K}<x, N(x)>\mathrm{d} \mu_{\partial K}(x)=\operatorname{vol}_{n}(K)$ and thus

$$
f(x)=\frac{<x, N_{\partial K}(x)>}{n \operatorname{vol}_{n}(K)}
$$

We get

$$
\lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}(f, N)}{\left(\frac{n \operatorname{vol}_{n}(K)}{N}\right)^{\frac{2}{n-1}}}=c_{n} \int_{\partial K} \frac{\kappa(x)^{\frac{1}{n-1}}}{<x, N_{\partial K}(x)^{\frac{2}{n-1}}} \mathrm{~d} \mu_{\partial K}(x)
$$

We recall that for $p>0$ the $p$-affine surface area $O_{p}(K)[\mathrm{Lu}],[\mathrm{Hu}]$ of a convex body $K$ is defined as (see 1.3 below for more details)

$$
O_{p}(K)=\int_{\partial K} \frac{\kappa(x)^{\frac{p}{n+p}}}{<x, N_{\partial K}(x)>^{\frac{n(p-1)}{n+p}}} \mathrm{~d} \mu_{\partial K}(x) .
$$

Note that then for $n>2$ the right hand expression above is a $p$-affine surface area with $p=n /(n-2)$.
4. More generally, let $K$ be a convex body in $\mathbb{R}^{n}$ with centroid at the origin and satisfying the assumptions of Theorem 1.1. Let $\alpha$ and $\beta$ be real numbers. Let the density be given by

$$
f_{\alpha, \beta}(x)=\frac{<x, N_{\partial K}(x)>^{\alpha} \kappa(x)^{\beta}}{\int_{\partial K}<x, N_{\partial K}(x)>^{\alpha} \kappa(x)^{\beta} d \mu_{\partial K}(x)} .
$$

Then by Theorem 1.1

$$
\begin{gathered}
\lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}\left(f_{\alpha, \beta}, N\right)}{\left(\frac{1}{N}\right)^{\frac{2}{n-1}}}= \\
c_{n}\left(\int_{\partial K} \frac{\kappa(x)^{\frac{1-2 \beta}{n-1}} \mathrm{~d} \mu_{\partial K}(x)}{<x, N_{\partial K}(x)>^{\frac{2 \alpha}{n-1}}}\right)\left(\int_{\partial K}<x, N_{\partial K}(x)>^{\alpha} \kappa(x)^{\beta} \mathrm{d} \mu_{\partial K}(x)\right)^{\frac{2}{n-1}} .
\end{gathered}
$$

The second expression on the right hand side of this equation is a $p$-affine surface area iff

$$
\alpha=-\frac{n(p-1)}{n+p} \quad \text { and } \quad \beta=\frac{p}{n+p} .
$$

Then

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}(f, N)}{\left(\frac{O_{p}(K)}{N}\right)^{\frac{2}{n-1}}} \\
&=c_{n} \int_{\partial K} \kappa(x)^{\frac{n-p}{(n-1)(n+p)}}<x, N_{\partial K}(x)^{\frac{2 n(p-1)}{(n-1)(n+p)}} \mathrm{d} \mu_{\partial K}(x)
\end{aligned}
$$

Note that the right hand side of this equality is a $q$-affine surface area with $q=\frac{n-p}{n+p-2}$.
5. Another measure of interest is the measure induced by the Gauß map. The Gauß map $N_{\partial K}: \partial K \rightarrow \partial B_{2}^{n}$ maps a point $x$ to its normal $N_{\partial K}(x)$. As a measure we define

$$
\mathbb{P}(A)=\sigma\left\{N_{\partial K}(x) \mid x \in A\right\}
$$

where $\sigma$ is the normalized surface measure on $\partial B_{2}^{n}$. This can also be written as

$$
\mathbb{P}(A)=\frac{\int_{A} \kappa(x) \mathrm{d} \mu_{\partial K}(x)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}
$$

This measure is not invariant under linear transformations with determinant 1 . This can easily be seen by considering the circle with radius 1 in $\mathbb{R}^{2}$. An
affine transformation changes the circle into an ellipse. We consider a small neighborhood of an apex with small curvature. This is the affine image of a small set whose image under the Gauß map is larger. We get

$$
\lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}(f, N)}{\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{N}\right)^{\frac{2}{n-1}}}=c_{n} \int_{\partial K} \kappa(x)^{-\frac{1}{n-1}} \mathrm{~d} \mu_{\partial K}(x)
$$

### 1.3 Extensions of the $\boldsymbol{p}$-Affine Surface Area

The $p$-affine surface area $O_{p}(K)$ was introduced by Lutwak [Lu], see also Hug $[\mathrm{Hu}]$. For $p=1$ we get the affine surface area which is related to curve evolution and computer vision [SaT1, SaT2]. Meyer and Werner [MW1, MW2] gave a geometric interpretation of the $p$-affine surface area in terms of the Santaló bodies. They also observed that -provided the integrals exist- the definition of Lutwak for the $p$-affine surface area makes sense for $-n<p \leq 0$ and their geometric interpretation in terms of the Santaló bodies also holds for this range of $p$. They also gave a definition of the $p$-affine surface area for $p=-n$ together with its geometric interpretation.

In view of 1.2 .4 we propose here to extend the $p$-range even further, namely to $-\infty \leq p \leq \infty$. Theorem 1.1 then provides a geometric interpretation of the $p$-affine surface area for this whole $p$-range. See also [SW2] for another geometric interpretation.

Let $K$ be a convex body in $\mathbb{R}^{n}$ with the origin in its interior. For $p$ with $p \neq-n$ and $-\infty \leq p \leq \infty$ we put

$$
O_{ \pm \infty}(K)=\int_{\partial K} \frac{\kappa(x)}{<x, N_{\partial K}(x)>^{n}} \mathrm{~d} \mu_{\partial K}(x)
$$

and

$$
O_{p}(K)=\int_{\partial K} \frac{\kappa(x)^{\frac{p}{n+p}}}{<x, N_{\partial K}(x)>^{\frac{n(p-1)}{n+p}}} \mathrm{~d} \mu_{\partial K}(x)
$$

provided the integrals exist.
If 0 is an interior point of $K$ then there are strictly positive constants $a$ and $b$ such that

$$
a \leq<x, N_{\partial K}(x)>\leq b
$$

Assume now that $K$ is such that the assumptions of Theorem 1.1 hold. Then the above integrals are finite. We consider the densities

$$
f_{ \pm \infty}(x)=\frac{1}{O_{ \pm \infty}(K)} \frac{\kappa(x)}{<x, N_{\partial K}(x)>^{n}}
$$

and for $-\infty<p<\infty, p \neq-n$

$$
f_{p}(x)=\frac{1}{O_{p}(K)} \frac{\kappa(x)^{\frac{p}{n+p}}}{<x, N_{\partial K}(x)>^{\frac{n(p-1)}{n+p}}} .
$$

As a corollary to Theorem 1.1 we get the following geometric interpretation of the $p$-affine surface area.

$$
\begin{aligned}
\lim _{N \rightarrow \infty} & \frac{\operatorname{vol}_{n}(K)-\mathbb{E}\left(f_{ \pm \infty}, N\right)}{\left(\frac{O_{ \pm \infty}(K)}{N}\right)^{\frac{2}{n-1}}}= \\
& c_{n} \int_{\partial K} \kappa(x)^{-\frac{1}{n-1}}<x, N_{\partial K}(x)>^{\frac{2 n}{n-1}} \mathrm{~d} \mu_{\partial K}(x)=O_{-1}(K)
\end{aligned}
$$

and

$$
\begin{aligned}
\lim _{N \rightarrow \infty} & \frac{\operatorname{vol}_{n}(K)-\mathbb{E}\left(f_{p}, N\right)}{\left(\frac{O_{p}(K)}{N}\right)^{\frac{2}{n-1}}}= \\
& c_{n} \int_{\partial K} \kappa(x)^{\frac{n-p}{n-1)(n+p)}}<x, N_{\partial K}(x)^{\frac{2 n(p-1)}{(n-1)(n+p)}} \mathrm{d} \mu_{\partial K}(x)=O_{q}(K)
\end{aligned}
$$

where $q=\frac{n-p}{n+p-2}$.
Thus each density $f_{p}$ gives us a $q$-affine surface area $O_{q}$ with $q=\frac{n-p}{n+p-2}$ as the expected difference volume. Note that for the density $f_{-n+2}$ we get $O_{ \pm \infty}(K)$. Conversely, for each $q$-affine surface area $O_{q},-\infty \leq q \leq+\infty$, $q \neq-n$, there is a density $f_{p}$ with $p=\frac{n-n q+2 q}{q+1}$ such that

$$
\lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}\left(f_{p}, N\right)}{\left(\frac{O_{p}(K)}{N}\right)^{\frac{2}{n-1}}}=c_{n} O_{q}(K)
$$

### 1.4 Random Polytopes of Points Chosen from the Convex Body

Whereas random polytopes of points chosen from the boundary of a convex body have up to now only been considered in the case of the Euclidean ball [Mü], random polytopes of points chosen from the convex body and not only from the boundary have been investigated in great detail. This has been done by Rényi and Sulanke [ReS1, ReS2] in dimension 2. Wieacker [Wie] computed the expected difference volume for the Euclidean ball in $\mathbb{R}^{n}$. Bárány [Ba1] showed for convex bodies $K$ in $\mathbb{R}^{n}$ with $C^{3}$-boundary and everywhere positive curvature that

$$
\lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}(\mathbb{P}, N)}{\left(\frac{\operatorname{vol}_{n}(K)}{N}\right)^{\frac{2}{n+1}}}=c_{1}(n) \int_{\partial K} \kappa(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial K}(x)
$$

where $\mathbb{P}$ is the normalized Lebesgue measure on $K, \kappa(x)$ is the GaußKronecker curvature, and

$$
c_{1}(n)=\frac{(n+1)^{\frac{2}{n+1}}\left(n^{2}+n+2\right)\left(n^{2}+1\right) \Gamma\left(\frac{n^{2}+1}{n+1}\right)}{2(n+3)(n+1)!\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)^{\frac{2}{n+1}}}
$$

Schütt [Sch1] verified that this formula holds for all convex bodies, where $\kappa(x)$ is the generalized Gauß-Kronecker curvature.

The order of best approximation of convex bodies by polytopes with a given number of vertices $N$ is $N^{-\frac{2}{n-1}}$ (see above). The above formula for random polytopes chosen from the body gives $N^{-\frac{2}{n+1}}$. Thus random approximation by choosing the points from $K$ does not give the optimal order. But one has to take into account that not all points chosen from the convex body turn out to be vertices of a random polytope. Substituting $N$ by the number of expected vertices we get the optimal order [Ba2] for the exponent of $N$ in the case of a convex body with $C^{3}$-boundary and everywhere positive curvature. Indeed, for all convex bodies with a $C^{3}$-boundary and everywhere positive curvature the expected number of $i$-dimensional faces is of the order $N^{\frac{n-1}{n+1}}[\mathrm{Ba} 2]$.

### 1.5 Comparison between Best and Random Approximation

Now we want to compare random approximation with best approximation in more detail. We will not only consider the exponent of $N$ but also the other factors. It turns out that random approximation and best approximation with the optimal density are very close.

McClure and Vitale [ McV ] obtained an asymptotic formula for best approximation in the case $n=2$. Gruber [Gr2] generalized this to higher dimensions. The metric used in these results is the symmetric difference metric $d_{S}$. Then these asymptotic best approximation results are (see above for the precise formulation):

If a convex body $K$ in $\mathbb{R}^{n}$ has a $C^{2}$-boundary with everywhere positive curvature, then

$$
\inf \left\{d_{S}\left(K, P_{N}\right) \mid P_{N} \subset K \text { and } P_{N} \text { is a polytope with at most } \mathrm{N} \text { vertices }\right\}
$$

is asymptotically the same as

$$
\frac{1}{2} \operatorname{del}_{n-1}\left(\int_{\partial K} \kappa(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial K}(x)\right)^{\frac{n+1}{n-1}}\left(\frac{1}{N}\right)^{\frac{2}{n-1}}
$$

where $\operatorname{del}_{n-1}$ is a constant that is related to the Delone triangulations and depends only on the dimension $n$. Equivalently, the result states that if we divide one expression by the other and take the limit for $N$ to $\infty$ we obtain 1. It was shown by Gordon, Reisner and Schütt in [GRS1, GRS2] that the constant $\operatorname{del}_{n-1}$ is of the order of $n$, which means that there are numerical constants $a$ and $b$ such that we have for all $n \in \mathbb{N}$

$$
a n \leq \operatorname{del}_{n-1} \leq b n
$$

It is clear from Theorem 1.1 that we get the best random approximation if we choose the affine surface area measure. Then the order of magnitude for random approximation is

$$
\frac{(n-1)^{\frac{n+1}{n-1}} \Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{\frac{2}{n-1}}}\left(\int_{\partial K} \kappa(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial K}(x)\right)^{\frac{n+1}{n-1}}\left(\frac{1}{N}\right)^{\frac{2}{n-1}}
$$

Since

$$
\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{\frac{2}{n-1}} \sim \frac{1}{n} \quad \text { and } \quad \Gamma\left(n+1+\frac{2}{n-1}\right) \sim \Gamma(n+1)(n+1)^{\frac{2}{n-1}}
$$

random approximation (with randomly choosing the points from the boundary of $K$ ) is of the same order as

$$
n\left(\int_{\partial K} \kappa(x)^{\frac{1}{n+1}} \mathrm{~d} \mu_{\partial K}(x)\right)^{\frac{n+1}{n-1}}\left(\frac{1}{N}\right)^{\frac{2}{n-1}}
$$

which is the same order as best approximation.
In two papers by Mankiewicz and Schütt the constant $\operatorname{del}_{n-1}$ has been better estimated [MaS1, MaS2]. It was shown there

$$
\frac{n-1}{n+1} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)^{-\frac{2}{n-1}} \leq \operatorname{del}_{n-1} \leq\left(1+\frac{c \ln n}{n}\right) \frac{n-1}{n+1} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)^{-\frac{2}{n-1}}
$$

where $c$ is a numerical constant. In particular, $\lim _{n \rightarrow \infty} \frac{\operatorname{del}_{n-1}}{n}=\frac{1}{2 \pi e}=$ 0.0585498.... Thus

$$
\begin{aligned}
& \left(1-c \frac{\ln n}{n}\right) \lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}\left(f_{a s}, N\right)}{\left(\frac{1}{N}\right)^{\frac{2}{n-1}}} \\
& \leq \lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \inf \left\{d_{S}\left(K, P_{N}\right) \mid P_{N} \subset K \text { and } P_{N}\right. \\
& \\
& \quad \text { is a polytope with at most } \mathrm{N} \text { vertices }\} .
\end{aligned}
$$

In order to verify this we have to estimate the quotient

$$
\frac{(n-1)^{\frac{n+1}{n-1}} \Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{\frac{2}{n-1}}}\left(\frac{1}{2} \operatorname{del}_{n-1}\right)^{-1}
$$

Since $\frac{n-1}{n+1} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)^{-\frac{2}{n-1}} \leq \operatorname{del}_{n-1}$ the quotient is less than $\frac{1}{n!} \Gamma(n+1+$ $\frac{2}{n-1}$ ). Now we use Stirlings formula to get

$$
\frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{n!} \leq 1+c \frac{\ln n}{n}
$$

### 1.6 Subdifferentials and Indicatrix of Dupin

Let $\mathcal{U}$ be a convex, open subset of $\mathbb{R}^{n}$ and let $f: \mathcal{U} \rightarrow \mathbb{R}$ be a convex function. $\mathrm{d} f(x) \in \mathbb{R}^{n}$ is called subdifferential at the point $x_{0} \in \mathcal{U}$, if we have for all $x \in \mathcal{U}$

$$
f\left(x_{0}\right)+<\mathrm{d} f\left(x_{0}\right), x-x_{0}>\leq f(x) .
$$

A convex function has a subdifferential at every point and it is differentiable at a point if and only if the subdifferential is unique. Let $\mathcal{U}$ be an open, convex subset in $\mathbb{R}^{n}$ and $f: \mathcal{U} \rightarrow \mathbb{R}$ a convex function. $f$ is said to be twice differentiable in a generalized sense in $x_{0} \in \mathcal{U}$, if there is a linear map $\mathrm{d}^{2} f\left(x_{0}\right)$ and a neighborhood $\mathcal{U}\left(x_{0}\right) \subseteq \mathcal{U}$ such that we have for all $x \in \mathcal{U}\left(x_{0}\right)$ and for all subdifferentials $\mathrm{d} f(x)$

$$
\left\|\mathrm{d} f(x)-\mathrm{d} f\left(x_{0}\right)-\mathrm{d}^{2} f\left(x_{0}\right)\left(x-x_{0}\right)\right\| \leq \Theta\left(\left\|x-x_{0}\right\|\right)\left\|x-x_{0}\right\|
$$

where $\Theta$ is a monotone function with $\lim _{t \rightarrow 0} \Theta(t)=0 . \mathrm{d}^{2} f\left(x_{0}\right)$ is called generalized Hesse-matrix. If $f(0)=0$ and $\mathrm{d} f(0)=0$ then we call the set

$$
\left\{x \in \mathbb{R}^{n} \mid x^{t} \mathrm{~d}^{2} f(0) x=1\right\}
$$

the indicatrix of Dupin at 0 . Since $f$ is convex this set is an ellipsoid or a cylinder with a base that is an ellipsoid of lower dimension. The eigenvalues of $\mathrm{d}^{2} f(0)$ are called principal curvatures and their product is called the Gauß-Kronecker curvature $\kappa$. Geometrically the eigenvalues of $\mathrm{d}^{2} f(0)$ that are different from 0 are the lengths of the principal axes of the indicatrix raised to the power -2 .

The following lemma can be found in e.g. [SW1].
Lemma 1.1. Let $\mathcal{U}$ be an open, convex subset of $\mathbb{R}^{n}$ and $0 \in \mathcal{U}$. Suppose that $f: \mathcal{U} \rightarrow \mathbb{R}$ is twice differentiable in the generalized sense at 0 and that $f(0)=0$ and $\mathrm{d} f(0)=0$.
(i) Suppose that the indicatrix of Dupin at 0 is an ellipsoid. Then there is a monotone, increasing function $\psi:[0,1] \rightarrow[1, \infty)$ with $\lim _{s \rightarrow 0} \psi(s)=1$ such that

$$
\begin{aligned}
& \left\{(x, s) \left\lvert\, x^{t} \mathrm{~d}^{2} f(0) x \leq \frac{2 s}{\psi(s)}\right.\right\} \\
& \quad \subseteq\{(x, s) \mid f(x) \leq s\} \subseteq\left\{(x, s) \mid x^{t} \mathrm{~d}^{2} f(0) x \leq 2 s \psi(s)\right\}
\end{aligned}
$$

(ii) Suppose that the indicatrix of Dupin is an elliptic cylinder. Then for every $\epsilon>0$ there is $s_{0}>0$ such that we have for all $s$ with $s<s_{0}$

$$
\left\{(x, s) \mid x^{t} \mathrm{~d}^{2} f(0) x+\epsilon\|x\|^{2} \leq 2 s\right\} \subseteq\{(x, s) \mid f(x) \leq s\}
$$

Lemma 1.2. Let $K$ be a convex body in $\mathbb{R}^{n}$ with $0 \in \partial K$ and $N(0)=-e_{n}$. Suppose that the indicatrix of Dupin at 0 is an ellipsoid. Suppose that the principal axes $b_{i} e_{i}$ of the indicatrix are multiples of the unit vectors $e_{i}, i=$ $1, \ldots, n-1$. Let $\mathcal{E}$ be the $n$-dimensional ellipsoid

$$
\mathcal{E}=\left\{x \in \mathbb{R}^{n} \left\lvert\, \sum_{i=1}^{n-1} \frac{x_{i}^{2}}{b_{i}^{2}}+\frac{\left(x_{n}-\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}\right)^{2}}{\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}} \leq\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}\right.\right\}
$$

Then there is an increasing, continuous function $\phi:[0, \infty) \rightarrow[1, \infty)$ with $\phi(0)=1$ such that we have for all $t$

$$
\begin{aligned}
& \left\{\left.\left(\frac{x_{1}}{\phi(t)}, \ldots, \frac{x_{n-1}}{\phi(t)}, t\right) \right\rvert\, x \in \mathcal{E}, x_{n}=t\right\} \\
& \quad \subseteq K \cap H((0, \ldots, 0, t), N(0)) \\
& \quad \subseteq\left\{\left(\phi(t) x_{1}, \ldots, \phi(t) x_{n-1}, t\right) \mid x \in \mathcal{E}, x_{n}=t\right\}
\end{aligned}
$$

We call $\mathcal{E}$ the standard approximating ellipsoid .

Proof. Lemma 1.2 follows from Lemma 1.1. Let $f$ be a function whose graph is locally the boundary of the convex body. Consider $(x, s)$ with

$$
x^{t} \mathrm{~d}^{2} f(0) x=2 s
$$

which is the same as

$$
\sum_{i=1}^{n-1} \frac{x_{i}^{2}}{b_{i}^{2}}=2 s
$$

Then

$$
\begin{aligned}
\sum_{i=1}^{n-1} \frac{x_{i}^{2}}{b_{i}^{2}}+ & \frac{\left(x_{n}-\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}\right)^{2}}{\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}} \\
& =2 s+\frac{\left(s-\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}\right)^{2}}{\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}}=\frac{s^{2}}{\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}}+\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}
\end{aligned}
$$

Let us denote the lengths of the principal axes of the indicatrix of Dupin by $b_{i}, i=1, \ldots, n-1$. Then the lengths $a_{i}, i=1, \ldots, n$ of the principal axes of the standard approximating ellipsoid $\mathcal{E}$ are

$$
\begin{equation*}
a_{i}=b_{i}\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{1}{n-1}} \quad i=1, \ldots, n-1 \quad \text { and } \quad a_{n}=\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}} \tag{3}
\end{equation*}
$$

This follows immediately from Lemma 1.2. For the Gauß-Kronecker curvature we get

$$
\begin{equation*}
\prod_{i=1}^{n-1} \frac{a_{n}}{a_{i}^{2}} \tag{4}
\end{equation*}
$$

This follows as the Gauß-Kronecker curvature equals the product of the eigenvalues of the Hesse matrix. The eigenvalues are $b_{i}^{-2}, i=1, \ldots, n-1$. Thus

$$
\prod_{i=1}^{n-1} b_{i}^{-2}=\left(\prod_{i=1}^{n-1} b_{i}\right)^{2} \prod_{i=1}^{n-1}\left(b_{i}\left(\prod_{k=1}^{n-1} b_{k}\right)^{\frac{1}{n-1}}\right)^{-2}=\prod_{i=1}^{n-1} \frac{a_{n}}{a_{i}^{2}}
$$

In particular, if the indicatrix of Dupin is a sphere of radius $\sqrt{\rho}$ then the standard approximating ellipsoid is a Euclidean ball of radius $\rho$.

We consider the transform $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$

$$
\begin{equation*}
T(x)=\left(\frac{x_{1}}{a_{1}}\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}, \ldots, \frac{x_{n-1}}{a_{n-1}}\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}, x_{n}\right) \tag{5}
\end{equation*}
$$

This transforms the standard approximating ellipsoid $\mathcal{E}$ into a Euclidean ball $T(\mathcal{E})$ with radius $r=\left(\prod_{i=1}^{n-1} b_{i}\right)^{2 /(n-1)}$. This is obvious since the principal axes of the standard approximating ellipsoid are given by (3). The map $T$ is volume preserving.

Lemma 1.3. Let

$$
\mathcal{E}=\left\{\left.x \in \mathbb{R}^{n}\left|\sum_{i=1}^{n}\right| \frac{x_{i}}{a_{i}}\right|^{2} \leq 1\right\}
$$

and let $H=H\left(\left(a_{n}-\Delta\right) e_{n}, e_{n}\right)$. Then for all $\Delta$ with $\Delta \leq \frac{1}{2} a_{n}$ the intersection $\mathcal{E} \cap H$ is an ellipsoid whose principal axes have lengths

$$
\frac{a_{i}}{a_{n}}\left(2 a_{n} \Delta-\Delta^{2}\right)^{\frac{1}{2}} \quad i=1, \ldots, n-1
$$

Moreover,

$$
\begin{aligned}
& \operatorname{vol}_{n-1}(\mathcal{E} \cap H) \leq \operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap H^{-}\right) \\
& \quad \leq \sqrt{1+\frac{2 \Delta a_{n}^{3}}{\left(a_{n}-\Delta\right)^{2} \min _{1 \leq i \leq n-1} a_{i}^{2}}} \operatorname{vol}_{n-1}(\mathcal{E} \cap H)
\end{aligned}
$$

and

$$
\begin{gathered}
\operatorname{vol}_{n-1}(\mathcal{E} \cap H)=\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(\prod_{i=1}^{n-1} a_{i}\right)\left(\frac{2 \Delta}{a_{n}}-\left|\frac{\Delta}{a_{n}}\right|^{2}\right)^{\frac{n-1}{2}} \\
=\frac{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}{\sqrt{\kappa\left(a_{n} e_{n}\right)}}\left(2 \Delta-\frac{\Delta^{2}}{a_{n}}\right)^{\frac{n-1}{2}}
\end{gathered}
$$

where $\kappa$ is the Gauß-Kronecker curvature.

Proof. The left hand inequality is trivial. We show the right hand inequality. Let $p_{e_{n}}$ be the orthogonal projection onto the subspace orthogonal to $e_{n}$. We have

$$
\begin{equation*}
\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap H^{-}\right)=\int_{\mathcal{E} \cap H} \frac{1}{\left\langle e_{n}, N_{\partial \mathcal{E}}(\bar{y})>\right.} \mathrm{d} y \tag{6}
\end{equation*}
$$

where $\bar{y}_{i}=y_{i}, i=1, \ldots, n-1$, and

$$
\bar{y}_{n}=a_{n} \sqrt{1-\sum_{i=1}^{n-1}\left|\frac{y_{i}}{a_{i}}\right|^{2}}
$$

Therefore we get

$$
\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap H^{-}\right) \leq \frac{\operatorname{vol}_{n-1}(\mathcal{E} \cap H)}{\min _{x \in \partial \mathcal{E} \cap H^{-}}<e_{n}, N_{\partial \mathcal{E}}(x)>}
$$

We have

$$
N_{\partial \mathcal{E}}(x)=\frac{\left(\frac{x_{i}}{a_{i}^{2}}\right)_{i=1}^{n}}{\sqrt{\sum_{i=1}^{n}\left|\frac{x_{i}}{a_{i}^{2}}\right|^{2}}} .
$$

Therefore we get

$$
\begin{aligned}
<e_{n}, N_{\partial \mathcal{E}}(x)> & =\frac{\frac{x_{n}}{a_{n}^{2}}}{\sqrt{\sum_{i=1}^{n}\left|\frac{x_{i}}{a_{i}^{2}}\right|^{2}}}=\left(1+\frac{a_{n}^{4}}{x_{n}^{2}} \sum_{i=1}^{n-1} \frac{x_{i}^{2}}{a_{i}^{4}}\right)^{-\frac{1}{2}} \\
& \geq\left(1+\frac{a_{n}^{4}}{x_{n}^{2} \min _{1 \leq i \leq n-1} a_{i}^{2}} \sum_{i=1}^{n-1} \frac{x_{i}^{2}}{a_{i}^{2}}\right)^{-\frac{1}{2}} \\
& =\left(1+\frac{a_{n}^{4}}{x_{n}^{2} \min _{1 \leq i \leq n-1} a_{i}^{2}}\left(1-\left|\frac{x_{n}}{a_{n}}\right|^{2}\right)\right)^{-\frac{1}{2}} \\
& =\left(1+\frac{a_{n}^{2}}{\min _{1 \leq i \leq n-1} a_{i}^{2}}\left(\frac{a_{n}^{2}}{x_{n}^{2}}-1\right)\right)^{-\frac{1}{2}}
\end{aligned}
$$

The last expression is smallest for $x_{n}=a_{n}-\Delta$. We get

$$
\begin{aligned}
<e_{n}, N_{\partial \mathcal{E}}(x)> & \geq\left(1+\frac{a_{n}^{2}\left(2 \Delta a_{n}-\Delta^{2}\right)}{\left(a_{n}-\Delta\right)^{2} \min _{1 \leq i \leq n-1} a_{i}^{2}}\right)^{-\frac{1}{2}} \\
& \geq\left(1+\frac{2 \Delta a_{n}^{3}}{\left(a_{n}-\Delta\right)^{2} \min _{1 \leq i \leq n-1} a_{i}^{2}}\right)^{-\frac{1}{2}}
\end{aligned}
$$

The equalities are proved using

$$
\kappa\left(a_{n} e_{n}\right)=\prod_{i=1}^{n-1} \frac{a_{n}}{a_{i}^{2}}
$$

Lemma 1.4. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Suppose that the indicatrix of Dupin at $x_{0}$ exists and is an ellipsoid. Let $\mathcal{E}$ be the standard approximating ellipsoid at $x_{0}$. Then for all $\epsilon>0$ there is $\Delta_{0}$ such that for all $\Delta<\Delta_{0}$

$$
\begin{gathered}
\operatorname{vol}_{n-1}\left(K \cap H\left(x_{0}-\Delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right) \leq \\
(1+\epsilon) \sqrt{\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{0}-\Delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right) \leq} \\
\left(a_{n}-\Delta\right)^{2} \min _{1 \leq i \leq n-1} a_{i}^{2} \\
\operatorname{vol}_{n-1}\left(K \cap H\left(x_{0}-\Delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)
\end{gathered}
$$ where $a_{1}, \ldots, a_{n}$ are the lengths of the principal axes of $\mathcal{E}$.

Proof. We can assume that $K$ is in such a position that $N_{\partial K}\left(x_{0}\right)$ coincides with the $n$-th unit vector $e_{n}$ and that the equation of the approximating ellipsoid is

$$
\mathcal{E}=\left\{\left.x \in \mathbb{R}^{n}\left|\sum_{i=1}^{n}\right| \frac{x_{i}}{a_{i}}\right|^{2} \leq 1\right\} .
$$

Then the proof follows from Lemma 1.2 and Lemma 1.3.

Lemma 1.5. Let $H$ be a hyperplane with distance $p$ from the origin and $s$ the area of the cap cut off by $H$ from $B_{2}^{n}$.r denotes the radius of the $n-1$ dimensional Euclidean ball $H \cap B_{2}^{n}$. We have

$$
\frac{\mathrm{d} p}{\mathrm{~d} s}=-\left(r^{n-3} \operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{-1}=-\left(\left(1-p^{2}\right)^{\frac{n-3}{2}} \operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{-1} .
$$

Proof. Using (6) and polar coordinates, we get for the surface area $s$ of a cap of the Euclidean ball of radius 1

$$
s=\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right) \int_{0}^{r} \frac{t^{n-2}}{\left(1-t^{2}\right)^{\frac{1}{2}}} \mathrm{~d} t=\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right) \int_{0}^{\sqrt{1-p^{2}}} \frac{t^{n-2}}{\left(1-t^{2}\right)^{\frac{1}{2}}} \mathrm{~d} t
$$

This gives

$$
\frac{\mathrm{d} s}{\mathrm{~d} p}=-\frac{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\left(1-p^{2}\right)^{\frac{n-2}{2}}}{p} \frac{p}{\sqrt{1-p^{2}}}=-r^{n-3} \operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)
$$

Lemma 1.6. (Aleksandrov [Al]) Let $K$ be a convex body in $\mathbb{R}^{n}$. Then its boundary is almost everywhere twice differentiable in the generalized sense.

For a proof of this result see $[\mathrm{Ban}],[\mathrm{EvG}],[\mathrm{BCP}]$.
At each point where $\partial K$ is twice differentiable in the generalized sense the indicatrix of Dupin exists. Therefore the indicatrix of Dupin exists almost everywhere.

Lemma 1.7. (John [J]) Let $K$ be a convex body in $\mathbb{R}^{n}$ that is centrally symmetric with respect to the origin. Then there exists an ellipsoid $\mathcal{E}$ with center 0 such that

$$
\mathcal{E} \subseteq K \subseteq \sqrt{n} \mathcal{E}
$$

Lemma 1.8. Let $K$ and $C$ be convex bodies in $\mathbb{R}^{n}$ such that $C \subseteq K$ and 0 is an interior point of $C$. Then we have for all integrable functions $f$

$$
\int_{\partial C} f(x) \mathrm{d} \mu_{\partial C}(x)=\int_{\partial K} f(x(y)) \frac{\|x(y)\|^{n}<y, N(y)>}{\|y\|^{n}<x(y), N(x(y))>} \mathrm{d} \mu_{\partial K}(y)
$$

where $\{x(y)\}=[0, y] \cap \partial C$.

## 2 The Surface Body

### 2.1 Definitions and Properties of the Surface Body

Let $0<s$ and let $f: \partial K \rightarrow \mathbb{R}$ be a nonnegative, integrable function with $\int_{\partial K} f \mathrm{~d} \mu=1$.

The surface body $K_{f, s}$ is the intersection of all the closed half-spaces $H^{+}$ whose defining hyperplanes $H$ cut off a set of $\mathbb{P}_{f}$-measure less than or equal to s from $\partial K$. More precisely,

$$
K_{f, s}=\bigcap_{\mathbb{P}_{f}\left(\partial K \cap H^{-}\right) \leq s} H^{+} .
$$

We write usually $K_{s}$ for $K_{f, s}$ if it is clear which function f we are considering. It follows from the Hahn-Banach theorem that $K_{0} \subseteq K$. If in addition $f$ is almost everywhere nonzero, then $K_{0}=K$. This is shown in Lemma 2.1.(iv).
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We say that a sequence of hyperplanes $H_{i}, i \in \mathbb{N}$, in $\mathbb{R}^{n}$ converges to a hyperplane $H$ if we have for all $x \in H$ that

$$
\lim _{i \rightarrow \infty} d\left(x, H_{i}\right)=0
$$

where $d(x, H)=\inf \{\|x-y\|: y \in H\}$. This is equivalent to: The sequence of the normals of $H_{i}$ converges to the normal of $H$ and there is a point $x \in H$ such that

$$
\lim _{i \rightarrow \infty} d\left(x, H_{i}\right)=0
$$

Lemma 2.1. Let $K$ be a convex body in $\mathbb{R}^{n}$ and let $f: \partial K \rightarrow \mathbb{R}$ be a a.e. positive, integrable function with $\int_{\partial K} f \mathrm{~d} \mu=1$. Let $\xi \in S^{n-1}$.
(i) Let $x_{0} \in \partial K$. Then

$$
\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{0}-t \xi, \xi\right)\right)
$$

is a continuous function of $t$ on

$$
\left[0, \max _{y \in K}<x_{0}-y, \xi>\right) .
$$

(ii) Let $x \in \mathbb{R}^{n}$. Then the function

$$
\mathbb{P}_{f}\left(\partial K \cap H^{-}(x-t \xi, \xi)\right)
$$

is strictly increasing on

$$
\left[\min _{y \in K}<x-y, \xi>, \max _{y \in K}<x-y, \xi>\right]
$$

(iii) Let $H_{i}, i \in \mathbb{N}$, be a sequence of hyperplanes that converge to the hyperplane $H_{0}$. Assume that the hyperplane $H_{0}$ intersects the interior of $K$. Then we have

$$
\lim _{i \rightarrow \infty} \mathbb{P}_{f}\left(\partial K \cap H_{i}^{-}\right)=\mathbb{P}_{f}\left(\partial K \cap H_{0}^{-}\right)
$$

(iv)

$$
\stackrel{\circ}{K} \subseteq \bigcup_{0<s} K_{s}
$$

In particular, $K=K_{0}$.

Proof. (i)

$$
\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{0}-t \xi, \xi\right)\right)
$$

is a continuous function on

$$
\left[0, \max _{y \in K}<x_{0}-y, \xi>\right)
$$

Then (i) follows as $f$ is an integrable function.
(ii) Since $H^{-}(x, \xi)$ is the half space containing $x+\xi$ we have for $t_{1}<t_{2}$

$$
H^{-}\left(x-t_{1} \xi, \xi\right) \subsetneq H^{-}\left(x-t_{2} \xi, \xi\right)
$$

If

$$
\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x-t_{1} \xi, \xi\right)\right)=\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x-t_{2} \xi, \xi\right)\right)
$$

then $f$ is a.e. 0 on $\partial K \cap H^{-}\left(x-t_{2} \xi, \xi\right) \cap H^{+}\left(x-t_{1} \xi, \xi\right)$. This is not true.
(iii) Let $H_{i}=H_{i}\left(x_{i}, \xi_{i}\right), i=0,1, \ldots$ We have that

$$
\lim _{i \rightarrow \infty} x_{i}=x_{0} \quad \lim _{i \rightarrow \infty} \xi_{i}=\xi_{0}
$$

where $x_{0}$ is an interior point of $K$. Therefore

$$
\begin{aligned}
& \forall \epsilon>0 \exists i_{0} \forall i>i_{0}: \\
& \quad \partial K \cap H^{-}\left(x_{0}+\epsilon \xi_{0}, \xi_{0}\right) \subseteq \partial K \cap H^{-}\left(x_{i}, \xi_{i}\right) \subseteq \partial K \cap H^{-}\left(x_{0}-\epsilon \xi_{0}, \xi_{0}\right)
\end{aligned}
$$

This implies

$$
\begin{aligned}
\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{0}+\epsilon \xi_{0}, \xi_{0}\right)\right) & \leq \mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{i}, \xi_{i}\right)\right) \\
& \leq \mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{0}-\epsilon \xi_{0}, \xi_{0}\right)\right)
\end{aligned}
$$

Since $x_{0}$ is an interior point of $K$, for $\epsilon$ small enough $x_{0}-\epsilon \xi_{0}$ and $x_{0}+\epsilon \xi_{0}$ are interior points of $K$. Therefore,

$$
H\left(x_{0}-\epsilon \xi_{0}, \xi_{0}\right) \quad \text { and } \quad H\left(x_{0}+\epsilon \xi_{0}, \xi_{0}\right)
$$

intersect the interior of $K$. The claim now follows from (i).
(iv) Suppose the inclusion is not true. Then there is $x \in \stackrel{\circ}{K}$ with $x \notin$ $\bigcup_{0<s} K_{s}$. Therefore, for every $s>0$ there is a hyperplane $H_{s}$ with $x \in H_{s}$ and

$$
\mathbb{P}_{f}\left(\partial K \cap H_{s}^{-}\right) \leq s
$$

By compactness and by (iii) there is a hyperplane $H$ with $x \in H$ and

$$
\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)=0
$$

On the other hand, $\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)>0$ which implies

$$
\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)>0
$$

since $f$ is a.e. positive.
We have $K=K_{0}$ because $K_{0}$ is a closed set that contains $\stackrel{\circ}{K}$.

Lemma 2.2. Let $K$ be a convex body in $\mathbb{R}^{n}$ and let $f: \partial K \rightarrow \mathbb{R}$ be a a.e. positive, integrable function with $\int_{\partial K} f \mathrm{~d} \mu=1$.
(i) For all s such that $K_{s} \neq \emptyset$, and all $x \in \partial K_{s} \cap \stackrel{\circ}{K}$ there exists a supporting hyperplane $H$ to $\partial K_{s}$ through $x$ such that $\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)=s$.
(ii) Suppose that for all $x \in \partial K$ there is $R(x)<\infty$ so that

$$
K \subseteq B_{2}^{n}\left(x-R(x) N_{\partial K}(x), R(x)\right)
$$

Then we have for all $0<s$ that $K_{s} \subset \stackrel{\circ}{K}$.

Proof. (i) There is a sequence of hyperplanes $H_{i}$ with $K_{s} \subseteq H_{i}^{+}$and $\mathbb{P}_{f}(\partial K \cap$ $\left.H_{i}^{-}\right) \leq s$ such that the distance between $x$ and $H_{i}$ is less than $\frac{1}{i}$. We check this.

Since $x \in \partial K_{s}$ there is $z \notin K_{s}$ with $\|x-z\|<\frac{1}{i}$. There is a hyperplane $H_{i}$ separating $z$ from $K_{s}$ satisfying

$$
\mathbb{P}_{f}\left(\partial K \cap H_{i}^{-}\right) \leq s \quad \text { and } \quad K_{s} \subseteq H_{i}^{+}
$$

We have

$$
d\left(x, H_{i}\right) \leq\|x-z\|<\frac{1}{i} .
$$

By compactness and by Lemma 2.1 .(iii) there is a subsequence that converges to a hyperplane $H$ with $x \in H$ and $\mathbb{P}_{f}\left(\partial K \cap H^{-}\right) \leq s$.

If $\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)<s$ then we choose a hyperplane $\tilde{H}$ parallel to $H$ such that $\mathbb{P}_{f}\left(\partial K \cap \tilde{H}^{-}\right)=s$. By Lemma 2.1.(i) there is such a hyperplane. Consequently, $x$ is not an element of $K_{s}$. This is a contradiction.
(ii) Suppose there is $x \in \partial K$ with $x \in K_{s}$ and $0<s$. By $K \subseteq B_{2}^{n}(x-$ $\left.R(x) N_{\partial K}(x), R(x)\right)$ we get

$$
\operatorname{vol}_{n-1}\left(\partial K \cap H\left(x, N_{\partial K}(x)\right)\right)=0
$$

By Lemma 2.1.(i) we can choose a hyperplane $H$ parallel to $H\left(x, N_{\partial K}(x)\right)$ that cuts off a set with $\mathbb{P}_{f}\left(\partial K \cap \tilde{H}^{-}\right)=s$. This means that $x \notin K_{s}$.

Lemma 2.3. Let $K$ be a convex body in $\mathbb{R}^{n}$ and let $f: \partial K \rightarrow \mathbb{R}$ be a a.e positive, integrable function with $\int_{\partial K} f \mathrm{~d} \mu=1$.
(i) Let $s_{i}, i \in \mathbb{N}$, be a strictly increasing sequence of positive numbers with $\lim _{i \rightarrow \infty} s_{i}=s_{0}$. Then we have

$$
K_{s_{0}}=\bigcap_{i=1}^{\infty} K_{s_{i}}
$$

(ii) There exists $T$ with $0<T \leq \frac{1}{2}$ such that $K_{T}$ is nonempty and $\operatorname{vol}_{n}\left(K_{T}\right)=$ 0 and $\operatorname{vol}_{n}\left(K_{t}\right)>0$ for all $t<T$.

Proof. (i) Since we have for all $i \in \mathbb{N}$ that $K_{s_{0}} \subseteq K_{s_{i}}$, we get

$$
K_{s_{0}} \subseteq \bigcap_{i=1}^{\infty} K_{s_{i}}
$$

We show now that both sets are in fact equal. Let us consider $x \notin K_{s_{0}}$. If $x \notin K$, then $x \notin \bigcap_{i=1}^{\infty} K_{s_{i}}$, as

$$
K=K_{0} \supseteq \bigcap_{i=1}^{\infty} K_{s_{i}}
$$

If $x \in K$ and $x \notin K_{s_{0}}$ then there is a hyperplane $H$ with $x \in \stackrel{\circ}{H^{-}}, K_{s_{0}} \subseteq H^{+}$, and

$$
\mathbb{P}_{f}\left(K \cap H^{-}\right) \leq s_{0}
$$

There is a hyperplane $H_{1}$ that is parallel to $H$ and that contains $x$. There is another hyperplane $H_{2}$ that is parallel to both these hyperplanes and whose distance to $H$ equals its distance to $H_{1}$. By Lemma 2.1.(ii) we get

$$
0 \leq \mathbb{P}_{f}\left(\partial K \cap H_{1}^{-}\right)<\mathbb{P}_{f}\left(\partial K \cap H_{2}^{-}\right)<\mathbb{P}_{f}\left(\partial K \cap H^{-}\right) \leq s_{0}
$$

Let $s_{0}^{\prime}=\mathbb{P}_{f}\left(\partial K \cap H_{2}^{-}\right)$. It follows that

$$
x \notin \bigcap_{\mathbb{P}_{f}\left(H^{-} \cap \partial K\right) \leq s_{0}^{\prime}} H^{+}=K_{s_{0}^{\prime}}
$$

Therefore $x \notin K_{s_{i}}$, for $s_{i} \geq s_{0}^{\prime}$.
(ii) We put

$$
T=\sup \left\{s \mid \operatorname{vol}_{n}\left(K_{s}\right)>0\right\}
$$

Since the sets $K_{s}$ are compact, convex, nonempty sets,

$$
\bigcap_{\operatorname{vol}_{n}\left(K_{s}\right)>0} K_{s}
$$

is a compact, convex, nonempty set. On the other hand, by (i) we have

$$
K_{T}=\bigcap_{s<T} K_{s}=\bigcap_{\operatorname{vol}_{n}\left(K_{s}\right)>0} K_{s}
$$

Now we show that $\operatorname{vol}_{n}\left(K_{T}\right)=0$. Suppose that $\operatorname{vol}_{n}\left(K_{T}\right)>0$. Then there is $x_{0} \in \stackrel{\circ}{K}_{T}$. Let

$$
t_{0}=\inf \left\{\mathbb{P}_{f}\left(\partial K \cap H^{-}\right) \mid x_{0} \in H\right\}
$$

Since we require that $x_{0} \in H$ we have that $\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)$is only a function of the normal of $H$. By Lemma 2.1.(iii), $\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)$is a continuous function of the normal of $H$. By compactness this infimum is attained and there is $H_{0}$ with $x_{0} \in H_{0}$ and

$$
\mathbb{P}_{f}\left(\partial K \cap H_{0}^{-}\right)=t_{0}
$$

Moreover, $t_{0}>T$. If not, then $K_{T} \subseteq H_{0}^{+}$and $x_{0} \in H_{0}$, which means that $x_{0} \in \partial K_{T}$, contradicting the assumption that $x_{0} \in \stackrel{\circ}{K}_{T}$.

Now we consider $K_{(1 / 2)\left(T+t_{0}\right)}$. We claim that $x_{0}$ is an interior point of this set and therefore

$$
\operatorname{vol}_{n}\left(K_{\frac{1}{2}\left(T+t_{0}\right)}\right)>0,
$$

contradicting the fact that $T$ is the supremum of all $t$ with

$$
\operatorname{vol}_{n}\left(K_{t}\right)>0
$$

We verify now that $x_{0}$ is an interior point of $K_{(1 / 2)\left(T+t_{0}\right)}$. Suppose $x_{0}$ is not an interior point of this set. Then in every neighborhood of $x_{0}$ there is $x \notin K_{\frac{1}{2}\left(T+t_{0}\right)}$. Therefore for every $\epsilon>0$ there is a hyperplane $H_{\epsilon}$ such that

$$
\mathbb{P}_{f}\left(\partial K \cap H_{\epsilon}^{-}\right) \leq \frac{1}{2}\left(T+t_{0}\right), \quad x \in H_{\epsilon} \quad \text { and } \quad\left\|x-x_{0}\right\|<\epsilon
$$

By Lemma 2.1.(iii) we conclude that there is a hyperplane $H$ with $x_{0} \in H$ and

$$
\mathbb{P}_{f}\left(\partial K \cap H^{-}\right) \leq \frac{1}{2}\left(T+t_{0}\right)
$$

But this contradicts the definition of $t_{0}$.

In the next lemma we need the Hausdorff distance $d_{H}$ which for two convex bodies $K$ and $L$ in $\mathbb{R}^{n}$ is

$$
d_{H}(K, L)=\max \left\{\max _{x \in L} \min _{y \in K}\|x-y\|, \max _{y \in K} \min _{x \in L}\|x-y\|\right\} .
$$

Lemma 2.4. Let $K$ be a convex body in $\mathbb{R}^{n}$ and let $f: \partial K \rightarrow \mathbb{R}$ be a positive, continuous function with $\int_{\partial K} f \mathrm{~d} \mu=1$.
(i) Suppose that $K$ has a $C^{1}$-boundary. Let $s$ be such that $K_{s} \neq \emptyset$ and let $x \in \partial K_{s} \cap \stackrel{\circ}{K}$. Let $H$ be a supporting hyperplane of $K_{s}$ at $x$ such that $\mathbb{P}_{f}(\partial K \cap$ $\left.H^{-}\right)=s$. Then $x$ is the center of gravity of $\partial K \cap H$ with respect to the measure

$$
\frac{f(y) \mu_{\partial K \cap H}(y)}{<N_{\partial K \cap H}(y), N_{\partial K}(y)>}
$$

i.e.

$$
x=\frac{\int_{\partial K \cap H} \frac{y f(y) \mathrm{d} \mu_{\partial K \cap H}(y)}{\left\langle N_{\partial K \cap H}(y), N_{\partial K}(y)\right\rangle}}{\int_{\partial K \cap H} \frac{f(y) \mathrm{d} \mu_{\partial K \cap H}(y)}{\left\langle N_{\partial K \cap H}(y), N_{\partial K}(y)\right\rangle}},
$$

where $N_{\partial K}(y)$ is the unit outer normal to $\partial K$ at $y$ and $N_{\partial K \cap H}(y)$ is the unit outer normal to $\partial K \cap H$ at $y$ in the plane $H$.
(ii) If $K$ has a $C^{1}$-boundary and $K_{s} \subset \stackrel{\circ}{K}$, then $K_{s}$ is strictly convex.
(iii) Suppose that $K$ has a $C^{1}$-boundary and $K_{T} \subset \stackrel{\circ}{K}$. Then $K_{T}$ consists of one point $\left\{x_{T}\right\}$ only. This holds in particular, if for every $x \in \partial K$ there are $r(x)>0$ and $R(x)<\infty$ such that $B_{2}^{n}\left(x-r(x) N_{\partial K}(x), r(x)\right) \subseteq K \subseteq$ $B_{2}^{n}\left(x-R(x) N_{\partial K}(x), R(x)\right)$.
(iv) For all $s$ with $0 \leq s<T$ and $\epsilon>0$ there is $\delta>0$ such that $d_{H}\left(K_{s}, K_{s+\delta}\right)<\epsilon$.

We call the point $x_{T}$ of Lemma 2.4.(iii) the surface point. If $K_{T}$ does not consist of one point only, then we define $x_{T}$ to be the centroid of $K_{T}$.

Proof. (i) By Lemma 2.2.(i) there is a hyperplane $H$ with $s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)$. Let $\tilde{H}$ be another hyperplane passing through $x$ and $\epsilon$ the angle between the two hyperplanes. Then we have

$$
s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\right) \leq \mathbb{P}_{f}\left(\partial K \cap \tilde{H}^{-}\right)
$$

Let $\xi$ be one of the two vectors in $H$ with $\|\xi\|=1$ that are orthogonal to $H \cap \tilde{H}$. Then

$$
\begin{aligned}
0 & \leq \mathbb{P}_{f}\left(\partial K \cap \tilde{H}^{-}\right)-\mathbb{P}_{f}\left(\partial K \cap H^{-}\right) \\
& =\int_{\partial K \cap H} \frac{<y-x, \xi>f(y) \tan \epsilon}{<N_{\partial K \cap H}(y), N_{\partial K}(y)>} \mathrm{d} \mu_{\partial K \cap H}(y)+o(\epsilon) .
\end{aligned}
$$

We verify the latter equality. First observe that for $y \in \partial K \cap H$ the "height" is $<y-x, \xi>\tan \epsilon$. This follows from the following two graphics.


Fig. 2.4.1


Fig. 2.4.2

A surface element at $y$ equals, up to an error of order $o(\epsilon)$, the product of a volume element at $y$ in $\partial K \cap H$ and the length of the tangential line segment between $H$ and $\tilde{H}$ at $y$. The length of this tangential line segment is, up to an error of order $o(\epsilon)$,

$$
\frac{<y-x, \xi>\tan \epsilon}{<N_{\partial K \cap H}(y), N_{\partial K}(y)>} .
$$
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Therefore,

$$
0 \leq \int_{\partial K \cap H} \frac{<y-x, \xi>f(y) \tan \epsilon}{<N_{\partial K \cap H}(y), N_{\partial K}(y)>} \mathrm{d} \mu_{\partial K \cap H}(y)+o(\epsilon)
$$

We divide both sides by $\epsilon$ and pass to the limit for $\epsilon$ to 0 . Thus we get for all $\xi$

$$
0 \leq \int_{\partial K \cap H} \frac{<y-x, \xi>f(y)}{<N_{\partial K \cap H}(y), N_{\partial K}(y)>} \mathrm{d} \mu_{\partial K \cap H}(y)
$$

Since this inequality holds for $\xi$ as well as $-\xi$ we get for all $\xi$

$$
0=\int_{\partial K \cap H} \frac{<y-x, \xi>f(y)}{<N_{\partial K \cap H}(y), N_{\partial K}(y)>} \mathrm{d} \mu_{\partial K \cap H}(y)
$$

or

$$
0=\left\langle\int_{\partial K \cap H} \frac{(y-x) f(y)}{<N_{\partial K \cap H}(y), N_{\partial K}(y)>} \mathrm{d} \mu_{\partial K \cap H}(y), \xi\right\rangle
$$

Therefore,

$$
x=\frac{\int_{\partial K \cap H} \frac{y f(y) \mathrm{d} \mu_{\partial K \cap H}(y)}{\left\langle N_{\partial K \cap H}(y), N_{\partial K}(y)\right\rangle}}{\int_{\partial K \cap H} \frac{f(y) \mathrm{d} \mu_{\partial K \cap H}(y)}{\left\langle N_{\partial K \cap H}(y), N_{\partial K}(y)\right\rangle}} .
$$

(ii) Suppose that $K_{s}$ is not strictly convex. Then $\partial K_{s}$ contains a line-segment [u,v]. Let $x \in(u, v)$. As $K_{s} \subseteq \stackrel{\circ}{K}$ it follows from Lemma 2.2.(i) that there exists a support-hyperplane $H=H\left(x, N_{K_{s}}(x)\right)$ of $K_{s}$ such that $\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)=s$. Moreover, we have that $u, v \in H$.

By (i)

$$
x=u=v=\frac{\int_{\partial K \cap H} \frac{y f(y) \mathrm{d} \mu_{\partial K \cap H}(y)}{\left\langle N_{\partial K \cap H}(y), N_{\partial K}(y)\right\rangle}}{\int_{\partial K \cap H} \frac{f(y) \mathrm{d} \mu_{\partial K \cap H}(y)}{\left\langle N_{\partial K \cap H}(y), N_{\partial K}(y)\right\rangle}} .
$$

(iii) By Lemma 2.3.(ii) there is $T$ such that $K_{T}$ has volume 0 . Suppose that $K_{T}$ consists of more than one point. All these points are elements of the boundary of $K_{T}$ since the volume of $K_{T}$ is 0 . Therefore $\partial K_{T}$ contains a line-segment $[u, v]$ and cannot be strictly convex, contradicting (ii).

The condition: For every $x \in \partial K$ there is $r(x)<\infty$ such that $K \supseteq$ $B_{2}^{n}\left(x-r(x) N_{\partial K}(x), r(x)\right)$, implies that $K$ has everywhere unique normals. This is equivalent to differentiability of $\partial K$. By Corollary 25.5.1 of [Ro] $\partial K$ is continuously differentiable. The remaining assertion of (iii) now follows from Lemma 2.2.(ii).
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We have the following remarks.
(i) The assertion of Lemma 2.2.(i) is not true if $x \in \partial K$. As an example consider the square $S$ with sidelength 1 in $\mathbb{R}^{2}$ and $f(x)=\frac{1}{4}$ for all $x \in \partial S$. For $s=\frac{1}{16}$ the midpoints of the sides of the square are elements of $S_{1 / 16}$, but the tangent hyperplanes through these points contain one side and therefore cut off a set of $\mathbb{P}_{f}$-volume $\frac{1}{4}$ (compare Figure 2.4.4). The construction in higher dimensions for the cube is done in the same way. This example also shows that the surface body is not necessarily strictly convex and it shows that the assertion of Lemma 2.2.(ii) does not hold without additional assumptions.
(ii) If K is a symmetric convex body and f is symmetric (i.e. $f(x)=f(-x)$ if the center of symmetry is 0 ), then the surface point $x_{T}$ coincides with the center of symmetry.

If $K$ is not symmetric then $T<\frac{1}{2}$ is possible. An example for this is a regular triangle $C$ in $\mathbb{R}^{2}$. If the sidelength is 1 and $f=\frac{1}{3}$, then $T=\frac{4}{9}$ and $C_{\frac{4}{9}}$ consists of the barycenter of $C$.
(iii) In Lemma 2.4 we have shown that under certain assumptions the surface body reduces to a point. In general this is not the case. We give an example. Let $K$ be the Euclidean ball $B_{2}^{n}$ and

$$
f=\frac{\chi_{C}+\chi_{-C}}{2 \operatorname{vol}_{n-1}(C)}
$$

where $C$ is a cap of the Euclidean ball with surface area equal to $\frac{1}{4} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)$. Then we get that for all $s$ with $s<\frac{1}{2}$ that $K_{s}$ contains a Euclidean ball with positive radius. On the other hand $K_{1 / 2}=\emptyset$.

### 2.2 Surface Body and the Indicatrix of Dupin

The indicatrix of Dupin was introduced in section 1.5.

Lemma 2.5. Let $K$ be a convex body in $\mathbb{R}^{n}$ and let $f: \partial K \rightarrow \mathbb{R}$ be a a.e. positive, integrable function with $\int_{\partial K} f \mathrm{~d} \mu=1$. Let $x_{0} \in \partial K$. Suppose that the indicatrix of Dupin exists at $x_{0}$ and is an ellipsoid (and not a cylinder). For all $s$ such that $K_{s} \neq \emptyset$, let the point $x_{s}$ be defined by

$$
\left\{x_{s}\right\}=\left[x_{T}, x_{0}\right] \cap \partial K_{s} .
$$

Then for every $\epsilon>0$ there is $s_{\epsilon}$ so that for all $s$ with $0<s \leq s_{\epsilon}$ the points $x_{s}$ are interior points of $K$ and for all normals $N_{\partial K_{s}}\left(x_{s}\right)$ (if not unique)

$$
<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>\geq 1-\epsilon .
$$

If $x_{0}$ is an interior point of an $(n-1)$-dimensional face, then, as in the example of the cube, there is $s_{0}>0$ such that we have for all $s$ with $0 \leq s \leq s_{0}$ that $x_{0} \in \partial K_{s}$. Thus $x_{s}=x_{0}$.

Proof. Let us first observe that for all $s$ with $0<s<T$ where $T$ is given by Lemma 2.3.(ii) the point $x_{s}$ is an interior point of $K$. First we observe that $x_{0} \neq x_{T}$ since the indicatrix of Dupin at $x_{0}$ is an ellipsoid. Again (see Figure 2.5.1), since the indicatrix of Dupin at $x_{0}$ is an ellipsoid, $\left(x_{T}, x_{0}\right)$ is a subset of the convex hull of a cap contained in $K$ and $x_{T}$. Thus $\left(x_{T}, x_{0}\right) \subset \stackrel{\circ}{K}$. Lemma 2.1. (i) assures that

$$
\mathbb{P}_{f}\left(\partial K \cap H\left(x_{0}-t N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)
$$
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is a continuous function on $\left[0, \max _{y \in K}<x_{0}-y, N_{\partial K}\left(x_{0}\right)>\right)$.
We claim now

$$
\forall \delta>0 \exists s_{\delta}>0 \forall s, 0 \leq s \leq s_{\delta}:<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>\geq 1-\delta
$$

Suppose that is not true. Then there is a sequence $s_{n}, n \in \mathbb{N}$, such that

$$
\lim _{n \rightarrow \infty} s_{n}=0 \quad \lim _{n \rightarrow \infty} N_{\partial K_{s_{n}}}\left(x_{s_{n}}\right)=\xi
$$

where $\xi \neq N_{\partial K}\left(x_{0}\right)$. By Lemma 2.1.(iv) $\lim _{n \rightarrow \infty} x_{s_{n}}=x_{0}$. Thus we get

$$
\lim _{n \rightarrow \infty} s_{n}=0 \quad \lim _{n \rightarrow \infty} x_{s_{n}}=x_{0} \quad \lim _{n \rightarrow \infty} N_{\partial K_{s_{n}}}\left(x_{s_{n}}\right)=\xi
$$

Since the normal at $x_{0}$ is unique and $\xi \neq N_{\partial K}\left(x_{0}\right)$ the hyperplane $H\left(x_{0}, \xi\right)$ contains an interior point of $K$. There is $y \in \partial K$ and a supporting hyperplane $H(y, \xi)$ to $K$ at $y$ that is parallel to $H\left(x_{0}, \xi\right)$. There is $\epsilon>0$ and $n_{0}$ such that for all $n$ with $n \geq n_{0}$

$$
B_{2}^{n}(y, \epsilon) \cap H^{+}\left(x_{s_{n}}, N_{\partial K_{s_{n}}}\left(x_{s_{n}}\right)\right)=\emptyset .
$$

Thus we get

$$
B_{2}^{n}(y, \epsilon) \cap \bigcup_{n \geq n_{0}} K_{s_{n}}=\emptyset
$$

On the other hand, by Lemma 2.1.(iv) we have

$$
\bigcup_{s>0} K_{s} \supseteq \stackrel{\circ}{K}
$$

This is a contradiction.

Lemma 2.6. Let $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a diagonal matrix with $a_{i}>0$ for all $i=1, \ldots, n$. Then we have for all $x, y \in \mathbb{R}^{n}$ with $\|x\|=\|y\|=1$

$$
\left\|\frac{A x}{\|A x\|}-\frac{A y}{\|A y\|}\right\| \leq 2\left(\frac{\max _{1 \leq i \leq n} a_{i}}{\min _{1 \leq i \leq n} a_{i}}\right)\|x-y\|
$$

In particular we have

$$
1-\left\langle\frac{A x}{\|A x\|}, \frac{A y}{\|A y\|}\right\rangle \leq 2\left(\frac{\max _{1 \leq i \leq n} a_{i}}{\min _{1 \leq i \leq n} a_{i}}\right)^{2}\|x-y\|^{2}
$$

Proof. We have

$$
\|A x-A y\| \leq\left(\max _{1 \leq i \leq n} a_{i}\right)\|x-y\|
$$

and

$$
\begin{aligned}
\left\|\frac{A x}{\|A x\|}-\frac{A y}{\|A y\|}\right\| & \leq\left\|\frac{A x}{\|A x\|}-\frac{A y}{\|A x\|}\right\|+\left\|\frac{A y}{\|A x\|}-\frac{A y}{\|A y\|}\right\| \\
& \leq \frac{\left(\max _{1 \leq i \leq n} a_{i}\right)\|x-y\|}{\|A x\|}+\frac{\|A x\|-\|A y\| \|}{\|A x\|\|A y\|}\|A y\| \\
& \leq 2 \frac{\left(\max _{1 \leq i \leq n} a_{i}\right)\|x-y\|}{\|A x\|}
\end{aligned}
$$

Since $\|x\|=1$ we have $\|A x\| \geq \min _{1 \leq i \leq n}\left|a_{i}\right|\|x\|$.

By Lemma 2.5 the normal to $\partial K_{s}$ at $x_{s}$ differs little from the normal to $K$ at $x_{0}$ if $s$ is small. Lemma 2.7 is a strengthening of this result.

Lemma 2.7. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Let $f: \partial K \rightarrow \mathbb{R}$ be an integrable, a.e. positive function with $\int_{\partial K} f \mathrm{~d} \mu=1$ that is continuous at $x_{0}$. Suppose that the indicatrix of Dupin exists at $x_{0}$ and is an ellipsoid (and not a cylinder). For all such that $K_{s} \neq \emptyset$, let $x_{s}$ be defined by $\left\{x_{s}\right\}=$ $\left[x_{T}, x_{0}\right] \cap \partial K_{s}$.
(i) Then for every $\epsilon>0$ there is $s_{\epsilon}$ so that for all $s$ with $0<s \leq s_{\epsilon}$ the points $x_{s}$ are interior points of $K$ and

$$
s \leq \mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) \leq(1+\epsilon) s
$$

(ii) Then for every $\epsilon>0$ there is $s_{\epsilon}$ so that for all $s$ with $0<s \leq s_{\epsilon}$ and all normals $N_{\partial K_{s}}\left(x_{s}\right)$ at $x_{s}$

$$
s \leq \mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \leq(1+\epsilon) s
$$

Proof. We position $K$ so that $x_{0}=0$ and $N_{\partial K}\left(x_{0}\right)=e_{n}$. Let $b_{i}, i=$ $1, \ldots, n-1$ be the lenghts of the principal axes of the indicatrix of Dupin. Then, by Lemma 1.2 and (3) the lengths of the principal axes of the standard approximating ellipsoid $\mathcal{E}$ at $x_{0}$ are given by

$$
a_{i}=b_{i}\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{1}{n-1}} \quad i=1, \ldots, n-1 \quad \text { and } \quad a_{n}=\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}
$$

We consider the transform $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}(5)$

$$
\begin{equation*}
T(x)=\left(\frac{x_{1}}{a_{1}}\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}, \ldots, \frac{x_{n-1}}{a_{n-1}}\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}, x_{n}\right) \tag{7}
\end{equation*}
$$

This transforms the standard approximating ellipsoid into a Euclidean ball with radius $r=\left(\prod_{i=1}^{n-1} b_{i}\right)^{2 /(n-1)} . T$ is a diagonal map with diagonal elements $\frac{\sqrt{a_{n}}}{b_{1}}, \ldots, \frac{\sqrt{a_{n}}}{b_{n-1}}, 1$.

Let $\epsilon>0$ be given. Let $\delta>0$ be such that

$$
\frac{(1+\delta)^{\frac{5}{2}}}{(1-\delta)\left(1-c^{2} \delta\right)^{3}} \leq 1+\epsilon
$$

where

$$
c=2 \frac{\max \left\{\max _{1 \leq i \leq n-1} \frac{b_{i}}{\sqrt{a_{n}}}, 1\right\}}{\min \left\{\min _{1 \leq i \leq n-1} \frac{b_{i}}{\sqrt{a_{n}}}, 1\right\}} .
$$

As $f$ is continuous at $x_{0}$ there exists a neighborhood $B_{2}^{n}\left(x_{0}, \alpha\right)$ of $x_{0}$ such that for all $x \in B_{2}^{n}\left(x_{0}, \alpha\right) \cap \partial K$

$$
\begin{equation*}
f\left(x_{0}\right)(1-\delta) \leq f(x) \leq f\left(x_{0}\right)(1+\delta) \tag{8}
\end{equation*}
$$

By Lemma 2.5, for all $\rho>0$ there exists $s(\rho)$ such that for all $s$ with $0<s \leq$ $s(\rho)$

$$
\begin{equation*}
<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>\geq 1-\rho \tag{9}
\end{equation*}
$$

and the points $x_{s}$ are interior points of $K$.
Therefore, for $\delta>0$ given, it is possible to choose $s(\delta)$ such that for all $s$ with $0<s \leq s(\delta), N_{\partial K}\left(x_{0}\right)$ and $N_{\partial K_{s}}\left(x_{s}\right)$ differ so little that both of the following hold

$$
\begin{equation*}
\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \subseteq B_{2}^{n}\left(x_{0}, \alpha\right) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>\geq 1-\delta \tag{11}
\end{equation*}
$$

Indeed, in order to obtain (11) we have to choose $\rho$ smaller than $\delta$. In order to satisfy (10) we choose $s(\delta)$ so small that the distance of $x_{s}$ to $x_{0}$ is less than one half of the height of the biggest cap of $K$ with center $x_{0}$ that is
contained in the set $K \cap B_{2}^{n}\left(x_{0}, \alpha\right)$. Now we choose $\rho$ in (9) sufficiently small so that (10) holds.

As the points $x_{s}$ are interior points of $K$, by Lemma 2.2.(i), for all $s$ with $0<s \leq s(\delta)$ there is $N_{\partial K_{s}}\left(x_{s}\right)$ such that

$$
\begin{equation*}
s=\mathbb{P}_{f}\left(\partial K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) .\right. \tag{12}
\end{equation*}
$$

Please note that

$$
\begin{equation*}
\frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|} \tag{13}
\end{equation*}
$$

is the normal of the hyperplane

$$
T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
$$

We observe next that (9) implies that for all $\rho>0$ there exists $s(\rho)$ such that for all $s \leq s(\rho)$

$$
\begin{equation*}
\left\langle N_{\partial K}\left(x_{0}\right), \frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\rangle \geq 1-c^{2} \rho \tag{14}
\end{equation*}
$$

where $T^{-1 t}$ is the transpose of the inverse of $T$ and $c$ the constant above.
Indeed, since

$$
<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>\geq 1-\rho
$$

we have

$$
\left\|N_{\partial K}\left(x_{0}\right)-N_{\partial K_{s}}\left(x_{s}\right)\right\| \leq \sqrt{2 \rho}
$$

Now we apply Lemma 2.6 to the map $T^{-1 t}$. Since $N_{\partial K}\left(x_{0}\right)=e_{n}=$ $T^{-1 t}\left(e_{n}\right)=T^{-1 t}\left(N_{\partial K}\left(x_{0}\right)\right)$ we obtain with

$$
c=2 \frac{\max \left\{\max _{1 \leq i \leq n-1} \frac{b_{i}}{\sqrt{a_{n}}}, 1\right\}}{\min \left\{\min _{1 \leq i \leq n-1} \frac{b_{i}}{\sqrt{a_{n}}}, 1\right\}}
$$

that

$$
\left\|N_{\partial K}\left(x_{0}\right)-\frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\| \leq c \sqrt{2 \rho}
$$

which is the same as

$$
1-c^{2} \rho \leq\left\langle N_{\partial K}\left(x_{0}\right), \frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\rangle
$$

By Lemma 1.4, for $\delta$ given there exists $t_{1}$ such that for all $t$ with $t \leq t_{1}$

$$
\begin{align*}
& \operatorname{vol}_{n-1}\left(K \cap H\left(x_{0}-t N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right) \\
& \leq \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{0}-t N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)  \tag{15}\\
& \leq(1+\delta) \sqrt{1+\frac{2 t a_{n}^{3}}{\left(a_{n}-t\right)^{2} \min _{1 \leq i \leq n-1} a_{i}^{2}}} \\
& \quad \times \operatorname{vol}_{n-1}\left(K \cap H\left(x_{0}-t N\left(x_{0}\right), N\left(x_{0}\right)\right)\right) .
\end{align*}
$$

Recall that $r$ is the radius of the approximating Euclidean ball for $T(K)$ at $x_{0}=0$. For $\delta$ given, we choose $\eta=\eta(\delta)$ such that

$$
\begin{equation*}
\eta<\min \left\{r \frac{1-\left(1-c^{2} \delta\right)^{\frac{2}{n-1}}}{1+\left(1-c^{2} \delta\right)^{\frac{2}{n-1}}}, \delta\right\} \tag{16}
\end{equation*}
$$

Then, for such an $\eta$, by Lemma 1.2, there is $t_{2}>0$ so that we have for all $t$ with $0 \leq t \leq t_{2}$

$$
\begin{align*}
& B_{2}^{n}\left(x_{0}-(r-\eta) N_{\partial K}\left(x_{0}\right), r-\eta\right) \cap T\left(H\left(x_{0}-t N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right) \\
& \subseteq T(K) \cap T\left(H\left(x_{0}-t N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)  \tag{17}\\
& \subseteq B_{2}^{n}\left(x_{0}-(r+\eta) N_{\partial K}\left(x_{0}\right), r+\eta\right) \cap T\left(H\left(x_{0}-t N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)
\end{align*}
$$

Let $t_{0}=\min \left\{t_{1}, t_{2}\right\}$.
By (14) we can choose $s(\eta)$ such that for all $s \leq s(\eta), N_{\partial K}\left(x_{0}\right)$ and the normal to $T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)$ differ so little that both of the following hold

$$
\begin{equation*}
\left\langle N_{\partial K}\left(x_{0}\right), \frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\rangle \geq 1-c^{2} \eta \geq 1-c^{2} \delta \tag{18}
\end{equation*}
$$

and

$$
\begin{align*}
\min \left\{y_{n} \mid y=\right. & \left(y_{1}, \ldots, y_{n}\right) \in T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)  \tag{19}\\
& \left.\cap B_{2}^{n}\left(x_{0}-(r-\eta) N_{\partial K}\left(x_{0}\right), r-\eta\right)\right\} \geq-t_{0}
\end{align*}
$$

Then we get by (17) for all $s$ with $0<s \leq s(\eta)$

$$
\begin{align*}
B_{2}^{n}\left(x_{0}\right. & \left.-(r-\eta) N_{\partial K}\left(x_{0}\right), r-\eta\right) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& \subseteq T(K) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)  \tag{20}\\
& \subseteq B_{2}^{n}\left(x_{0}-(r+\eta) N_{\partial K}\left(x_{0}\right), r+\eta\right) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) .
\end{align*}
$$

The set on the left hand side of $(20)$ is a $(n-1)$-dimensional Euclidean ball whose radius is greater or equal

$$
\begin{equation*}
\sqrt{2(r-\eta) h_{s}-h_{s}^{2}} \tag{21}
\end{equation*}
$$

where $h_{s}$ is the distance of $T\left(x_{s}\right)$ to the boundary of the Euclidean ball $B_{2}^{n}\left(x_{0}-(r-\eta) N_{\partial K}\left(x_{0}\right), r-\eta\right)$. See Figure 2.7.1. The height of the cap

$$
K \cap H^{-}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)
$$

is denoted by $\Delta_{s}$. It is also the height of the cap

$$
K \cap H^{-}\left(T\left(x_{s}\right), N_{\partial K}\left(x_{0}\right)\right)
$$

because $T$ does not change the last coordinate. Let $\theta$ be the angle between $x_{0}-T\left(x_{T}\right)$ and $N_{\partial K}\left(x_{0}\right)$. Then we have by the Pythagorean theorem

$$
\left((r-\eta)-h_{s}\right)^{2}=\left((r-\eta)-\Delta_{s}\right)^{2}+\left(\Delta_{s} \tan \theta\right)^{2}
$$

and consequently

$$
h_{s}=(r-\eta)\left[1-\sqrt{\left(1-\frac{\Delta_{s}}{r-\eta}\right)^{2}+\left(\frac{\Delta_{s} \tan \theta}{r-\eta}\right)^{2}}\right] .
$$
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$x_{0}$ and $T\left(x_{s}\right)$ are in the plane that can be seen in Figure 2.7.1. We use now $\sqrt{1-t} \leq 1-\frac{1}{2} t$ to get that

$$
\begin{equation*}
h_{s} \geq \Delta_{s}-\frac{1}{2} \frac{\Delta_{s}^{2}}{r-\eta}\left(1+\tan ^{2} \theta\right) . \tag{22}
\end{equation*}
$$

Now we prove (i). The inequality

$$
s \leq \mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)
$$

holds because $H$ passes through $x_{s}$. We show the right hand inequality. Let $\epsilon, \delta$ and $\eta$ be as above. We choose $s_{\delta}$ such that

1. $s_{\delta} \leq \min \{s(\delta), s(\eta)\}$
2. $\Delta_{s_{\delta}} \leq \min \left\{t_{0}, \frac{a_{n}}{2},(r-\eta), \frac{a_{n}^{2} \delta}{8 \min _{1 \leq i \leq(n-1)} b_{i}}, \frac{4 c^{2} \delta(r-\eta)}{(n-1)\left(1+\tan ^{2} \theta\right)}\right.$,

$$
\left.2\left(r-\eta \frac{1+\left(1-c^{2} \delta\right)^{\frac{2}{n-1}}}{1-\left(1-c^{2} \delta\right)^{\frac{2}{n-1}}}\right)\right\} .
$$

We have for all $s \leq s_{\delta}$

$$
\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \geq \operatorname{vol}_{n-1}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) .
$$

Now note that

$$
\begin{align*}
\operatorname{vol}_{n-1}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) & =\frac{\operatorname{vol}_{n-1}\left(p_{e_{n}}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)}{<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>}  \tag{23}\\
& \geq \operatorname{vol}_{n-1}\left(p_{e_{n}}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right) \tag{24}
\end{align*}
$$

where $p_{e_{n}}$ is the orthogonal projection onto the first $n-1$ coordinates.
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Since $T \circ p_{e_{n}}=p_{e_{n}} \circ T$ and since $T$ is volume preserving in hyperplanes that are orthogonal to $e_{n}$ we get

$$
\begin{aligned}
& \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& \quad \geq \operatorname{vol}_{n-1}\left(p_{e_{n}}\left(T(K) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)\right. \\
& \quad=\left\langle N_{\partial K}\left(x_{0}\right), \frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\rangle \operatorname{vol}_{n-1}\left(T(K) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right.
\end{aligned}
$$

The last equality follows from (13) and (23). By (18) we then get that the latter is greater than or equal to

$$
\left(1-c^{2} \delta\right) \operatorname{vol}_{n-1}\left(T(K) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)
$$

which, in turn, by (20) and (21) is greater than or equal to

$$
\left(1-c^{2} \delta\right) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(2(r-\eta) h_{s}-h_{s}^{2}\right)^{\frac{n-1}{2}}
$$

By (22) and as the function $\left(2(r-\eta) \Delta-\Delta^{2}\right)^{\frac{n-1}{2}}$ is increasing in $\Delta$ for $\Delta \leq$ $r-\eta$, the latter is greater or equal

$$
\begin{equation*}
\left(1-c^{2} \delta\right) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(1-\frac{\left(1+\tan ^{2} \theta\right) \Delta_{s}}{2(r-\eta)}\right)^{\frac{n-1}{2}}\left(2(r-\eta) \Delta_{s}-\Delta_{s}^{2}\right)^{\frac{n-1}{2}} \tag{25}
\end{equation*}
$$

In the last inequality we have also used that $\left(1-\frac{\left(1+\tan ^{2} \theta\right) \Delta_{s}}{2(r-\eta)}\right)^{\frac{n-1}{2}} \leq 1$.
$\Delta_{s} \leq \frac{4 c^{2} \delta(r-\eta)}{(n-1)\left(1+\tan ^{2} \theta\right)}$ implies that

$$
\left(1-\frac{\left(1+\tan ^{2} \theta\right) \Delta_{s}}{2(r-\eta)}\right)^{\frac{n-1}{2}} \geq\left(1-\frac{2 c^{2}}{n-1} \delta\right)^{\frac{n-1}{2}} \geq 1-c^{2} \delta
$$

$\Delta_{s} \leq 2\left(r-\eta \frac{1+\left(1-c^{2} \delta\right)^{\frac{2}{n-1}}}{1-\left(1-c^{2} \delta\right)^{\frac{2}{n-1}}}\right)$ implies that

$$
2(r-\eta)-2(r+\eta)\left(1-c^{2} \delta\right)^{\frac{2}{n-1}} \geq \Delta_{s}\left(1-\left(1-c^{2} \delta\right)^{\frac{2}{n-1}}\right)
$$

which is equivalent to

$$
\left(2(r-\eta)-\Delta_{s}\right) \geq\left(1-c^{2} \delta\right)^{\frac{2}{n-1}}\left(2(r+\eta)-\Delta_{s}\right)
$$

and

$$
\left(2(r-\eta) \Delta_{s}-\Delta_{s}^{2}\right)^{\frac{n-1}{2}} \geq\left(1-c^{2} \delta\right)\left(2(r+\eta) \Delta_{s}-\Delta_{s}^{2}\right)^{\frac{n-1}{2}}
$$

Hence we get for all $s \leq s_{\delta}$ that (25) is greater than

$$
\begin{aligned}
& \left(1-c^{2} \delta\right)^{3} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(2(r+\eta) \Delta_{s}-\Delta_{s}^{2}\right)^{\frac{n-1}{2}} \\
& =\left(1-c^{2} \delta\right)^{3} \operatorname{vol}_{n-1}\left(B_{2}^{n}\left(x_{0}-(r+\eta) N_{\partial K}\left(x_{0}\right), r+\eta\right)\right. \\
& \left.\quad \cap H\left(x_{0}-\Delta_{s} N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right) \\
& \quad=\left(1-c^{2} \delta\right)^{3} \operatorname{vol}_{n-1}\left(B_{2}^{n}\left(x_{0}-(r+\eta) N_{\partial K}\left(x_{0}\right), r+\eta\right)\right. \\
& \left.\quad \cap T\left(H\left(x_{0}-\Delta_{s} N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)\right),
\end{aligned}
$$

as $T$ does not change the last coordinate. By (17) the latter is greater than

$$
\begin{aligned}
& \left(1-c^{2} \delta\right)^{3} \operatorname{vol}_{n-1}\left(T(K) \cap T\left(H\left(x_{0}-\Delta_{s} N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)\right. \\
& \quad=\left(1-c^{2} \delta\right)^{3} \operatorname{vol}_{n-1}\left(K \cap H\left(x_{0}-\Delta_{s} N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right) \\
& \quad \geq \frac{\left(1-c^{2} \delta\right)^{3}}{1+\delta} \frac{\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{0}-\Delta_{s} N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)}{\left(1+\frac{2 \Delta_{s} a_{n}^{3}}{\left(a_{n}-\Delta_{s}\right)^{2} \min _{1 \leq i \leq(n-1)} a_{i}^{2}}\right)^{\frac{1}{2}}} \\
& \quad \geq \frac{\left(1-c^{2} \delta\right)^{3}}{(1+\delta)^{\frac{3}{2}}} \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{0}-\Delta_{s} N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right) .
\end{aligned}
$$

The second last inequality follows with (15) and the last inequality follows as $\Delta_{s} \leq \frac{a_{n}^{2} \delta}{8 \min _{1} \leq i \leq(n-1) b_{i}}$.
Therefore we get altogether that

$$
\begin{align*}
& \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)  \tag{26}\\
& \quad \geq \frac{\left(1-c^{2} \delta\right)^{3}}{(1+\delta)^{\frac{3}{2}}} \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{0}-\Delta_{s} N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)
\end{align*}
$$

Hence, by (12)

$$
s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)=\int_{\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)} f(x) \mathrm{d} \mu
$$

By (8)

$$
s \geq(1-\delta) f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
$$

By (26)

$$
\left.s \geq \frac{(1-\delta)\left(1-c^{2} \delta\right)^{3}}{(1+\delta)^{\frac{3}{2}}} f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{0}-\Delta_{s} N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)\right)
$$

By (8) and (10)

$$
\begin{aligned}
s & \geq \frac{(1-\delta)\left(1-c^{2} \delta\right)^{3}}{(1+\delta)^{\frac{5}{2}}} \int_{\left.\partial K \cap H^{-}\left(x_{0}-\Delta_{s} N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)} f(x) \mathrm{d} \mu \\
& \left.=\frac{(1-\delta)\left(1-c^{2} \delta\right)^{3}}{(1+\delta)^{\frac{5}{2}}} \mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{0}-\Delta_{s} N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)\right) .
\end{aligned}
$$

For $\epsilon$ given, we choose now $s_{\epsilon}=s_{\delta}$. By our choice of $\delta$, this finishes (i).
(ii) We assume that the assertion is not true. Then
$\exists \epsilon>0 \forall s_{\epsilon}>0 \exists s, 0<s<s_{\epsilon} \exists N_{\partial K_{s}}\left(x_{s}\right): \mathbb{P}_{f}\left(\partial K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \geq(1+\epsilon) s$.
We consider $y_{s} \in H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ such that $T\left(y_{s}\right)$ is the center of the $n-1$ dimensional Euclidean ball

$$
B_{2}^{n}\left(x_{0}-(r-\eta) N\left(x_{0}\right), r-\eta\right) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) .
$$

Since $y_{s} \in H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ we have $y_{s} \notin \stackrel{\circ}{K}_{s}$. Consequently, by the definition of $K_{s}$ there is a hyperplane $H$ such that $y_{s} \in H$ and $\mathbb{P}_{f}\left(\partial K \cap H^{-}\right) \leq s$.

On the other hand, we shall show that for all hyperplanes $H$ with $y_{s} \in H$ we have $\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)>s$ which gives a contradiction.

We choose $\delta$ as in the proof of (i) and moreover so small that $\epsilon>10 \delta$ and $s_{\delta}$ small enough so that the two following estimates hold.

$$
\begin{aligned}
(1+\epsilon) s & \leq \mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& \leq(1+\delta) f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
\end{aligned}
$$

We verify this. As $f$ is continuous at $x_{0}$, for all $\delta>0$ there exists $\alpha$ such that for all $x \in B_{2}^{n}\left(x_{0}, \alpha\right) \cap \partial K$

$$
(1-\delta) f\left(x_{0}\right) \leq f(x) \leq(1+\delta) f\left(x_{0}\right)
$$

By Lemma 2.5, for all $\rho>0$ there is $s_{\rho}$ such that for all $s$ with $0<s \leq s_{\rho}$

$$
<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>\geq 1-\rho
$$

Moreover, the indicatrix at $x_{0}$ exists and is an ellipsoid. Therefore we can choose $s_{\rho}$ sufficiently small so that for all $s$ with $0<s \leq s_{\rho}$

$$
\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \subseteq B_{2}^{n}\left(x_{0}, \alpha\right)
$$

Thus there is $s_{\delta}$ such that for all $s$ with $0<s \leq s_{\delta}$

$$
\begin{aligned}
\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) & =\int_{\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)} f(x) \mathrm{d} \mu(x) \\
& \leq(1+\delta) f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
\end{aligned}
$$

Thus

$$
(1+\epsilon) s \leq(1+\delta) f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
$$

Since the indicatrix at $x_{0}$ exists and is an ellipsoid for all $\rho$ there is $s_{\rho}$ such that for all $x \in \partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$

$$
<N_{\partial K}(x), N_{\partial K_{s}}\left(x_{s}\right)>\geq 1-\rho .
$$

Therefore

$$
(1+\epsilon) s \leq(1+2 \delta) f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
$$

which by (23) equals

$$
(1+2 \delta) f\left(x_{0}\right) \frac{\operatorname{vol}_{n-1}\left(p_{e_{n}}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)}{<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>}
$$

By Lemma 2.5 for all $s$ with $0<s \leq s_{\delta}$

$$
(1+\epsilon) s \leq(1+3 \delta) f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(p_{e_{n}}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)
$$

Since $T \circ p_{e_{n}}=p_{e_{n}} \circ T$ and since $T$ is volume preserving in hyperplanes that are orthogonal to $e_{n}$ we get

$$
(1+\epsilon) s \leq(1+3 \delta) f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(p_{e_{n}}\left(T(K) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)\right)
$$

Since

$$
\begin{aligned}
& \left.T(K) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right) \\
& \left.\quad \subseteq B_{2}^{n}\left(x_{0}-(r+\eta) N_{\partial K}\left(x_{0}\right), r+\eta\right) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)
\end{aligned}
$$

we get

$$
\begin{aligned}
& (1+\epsilon) s \\
& \quad \leq(1+3 \delta) f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(p_{e_{n}}\left(B_{2}^{n}\left(x_{0}-(r+\eta) N_{\partial K}\left(x_{0}\right), r+\eta\right)\right)\right. \\
& \left.\cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)
\end{aligned}
$$

and thus

$$
\begin{aligned}
& (1+\epsilon) s \\
& \quad \leq(1+4 \delta) f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(p _ { e _ { n } } \left(B_{2}^{n}\left(x_{0}-(r-\eta) N_{\partial K}\left(x_{0}\right), r-\eta\right)\right.\right. \\
& \left.\left.\quad \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)\right)
\end{aligned}
$$

Since $T\left(y_{s}\right)$ is the center of

$$
\left.B_{2}^{n}\left(x_{0}-(r-\eta) N_{\partial K}\left(x_{0}\right), r-\eta\right) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)
$$

we have for all hyperplanes $H$ with $y_{s} \in H$

$$
\begin{aligned}
& (1+\epsilon) s \\
& \quad \leq(1+4 \delta) f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(p_{e_{n}}\left(B_{2}^{n}\left(x_{0}-(r-\eta) N_{\partial K}\left(x_{0}\right), r-\eta\right) \cap T(H)\right)\right.
\end{aligned}
$$

Thus we get for all hyperplanes $H$ with $y_{s} \in H$ and

$$
B_{2}^{n}\left(x_{0}-(r-\eta) N_{\partial K}\left(x_{0}\right), r-\eta\right) \cap T(H) \subseteq T(K) \cap T(H)
$$

that

$$
(1+\epsilon) s \leq(1+5 \delta) \mathbb{P}_{f}\left(\partial K \cap H^{-}\right)
$$

Please note that $\epsilon>10 \delta$. We can choose $s_{\delta}$ so small that we have for all $s$ with $0<s \leq s_{\delta}$ and all hyperplanes $H$ with $y_{s} \in H$ and

$$
B_{2}^{n}\left(x_{0}-(r-\eta) N_{\partial K}\left(x_{0}\right), r-\eta\right) \cap T(H) \nsubseteq T(K) \cap T(H)
$$

that

$$
s<\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)
$$

Thus we have $s<\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)$for all $H$ which is a contradiction.

Lemma 2.8. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Suppose that the indicatrix of Dupin at $x_{0}$ exists and is an ellipsoid. Let $f: \partial K \rightarrow \mathbb{R}$ be a a.e. positive, integrable function with $\int f \mathrm{~d} \mu=1$ that is continuous at $x_{0}$. Let $\mathcal{E}$ be the standard approximating ellipsoid at $x_{0}$. For $0 \leq s \leq T$ let $x_{s}$ be given by

$$
\left\{x_{s}\right\}=\left[x_{T}, x_{0}\right] \cap \partial K_{s}
$$

and $\bar{x}_{s}$ by

$$
\left\{\bar{x}_{s}\right\}=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \cap\left\{x_{0}+t N_{\partial K}\left(x_{0}\right) \mid t \in \mathbb{R}\right\} .
$$

The map $\Phi: \partial K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \rightarrow \partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ is defined by

$$
\{\Phi(y)\}=\partial \mathcal{E} \cap\left\{\bar{x}_{s}+t\left(y-x_{s}\right) \mid t \geq 0\right\}
$$

Then, for every $\epsilon>0$ there is $s_{\epsilon}$ such that we have for all $s$ with $0<s<s_{\epsilon}$ and all $z \in \partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$

$$
\begin{aligned}
& \left|\frac{1}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}-\frac{1}{\sqrt{1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}\right| \\
& \quad \leq \frac{\epsilon}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} .
\end{aligned}
$$

Proof. During this proof several times we choose the number $s_{\epsilon}$ sufficiently small in order to assure certain properties. Overall, we take the minimum of all these numbers.

Note that $\bar{x}_{s} \in K$ and by Lemma 2.7.(i) $x_{s}$ is an interior point of $K$ for $s$ with $0<s \leq s_{\epsilon}$. Therefore the angles between any of the normals are strictly larger than 0 and the expressions are well-defined.

Let $z_{s}$ be given by

$$
\left\{z_{s}\right\}=\left\{x_{0}+t N_{\partial K}\left(x_{0}\right) \mid t \in \mathbb{R}\right\} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)
$$



Fig. 2.8.1

In Figure 2.8 .1 we see the plane through $x_{0}$ spanned by $N_{\partial K}\left(x_{0}\right)$ and $N_{\partial K_{s}}\left(x_{s}\right)$. The point $x_{s}$ is not necessarily in this plane, but $z_{s}$ is. The point $x_{s}$ is contained in the intersection of the planes $H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ and $H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$.

As in the proof of Lemma 2.7 let $b_{i}, i=1, \ldots, n-1$ be the lenghts of the principal axes of the indicatrix of Dupin. Then, by Lemma 1.2 and by (3) in the standard approximating ellipsoid $\mathcal{E}$ at $x_{0}$ the lengths of the principal axes are given by

$$
a_{i}=b_{i}\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{1}{n-1}} \quad i=1, \ldots, n-1 \quad \text { and } \quad a_{n}=\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}} .
$$

We can assume that $x_{0}=0$ and $N_{\partial K}\left(x_{0}\right)=e_{n}$. The standard approximating ellipsoid $\mathcal{E}$ is centered at $x_{0}-a_{n} N_{\partial K}\left(x_{0}\right)$ and given by

$$
\sum_{i=1}^{n-1}\left|\frac{x_{i}}{a_{i}}\right|^{2}+\left|\frac{x_{n}}{a_{n}}+1\right|^{2} \leq 1
$$

We consider the transform $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$

$$
T(x)=\left(\frac{x_{1}}{a_{1}}\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}, \ldots, \frac{x_{n-1}}{a_{n-1}}\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}, x_{n}\right)
$$

See (5) and (7). This transforms the ellipsoid into a Euclidean sphere with radius $\rho=\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}$, i.e.

$$
T(\mathcal{E})=B_{2}^{n}((0, \ldots, 0,-\rho), \rho)
$$

Let $\delta>0$ be given. Then there exists $s_{\delta}$ such that for all $s$ with $0<s \leq s_{\delta}$ and all normals $N_{\partial K_{s}}\left(x_{s}\right)$ at $x_{s}$ (the normal may not be unique)

$$
\begin{equation*}
f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(T(\mathcal{E}) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right) \leq(1+\delta) s \tag{27}
\end{equation*}
$$

Indeed, by Lemma 2.7.(ii) we have

$$
\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \leq(1+\delta) s
$$

Now

$$
\begin{aligned}
(1+\delta) s & \geq \mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& =\int_{\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)} f(x) \mathrm{d} \mu_{\partial K}(x) .
\end{aligned}
$$

By continuity of $f$ at $x_{0}$

$$
\begin{aligned}
(1+\delta)^{2} s & \geq f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& \geq f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) .
\end{aligned}
$$

We have $N_{\partial K}\left(x_{0}\right)=e_{n}$. By (23) we see that the latter equals

$$
f\left(x_{0}\right) \frac{\operatorname{vol}_{n-1}\left(p_{e_{n}}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)}{<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>}
$$

Since $<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>\leq 1$

$$
(1+\delta)^{2} s \geq f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(p_{e_{n}}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)
$$

Since $T$ is volume preserving in all hyperplanes orthogonal to $N_{\partial K}\left(x_{0}\right)$

$$
(1+\delta)^{2} s \geq f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(T\left(p_{e_{n}}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)\right) .
$$

Since $T \circ p_{e_{n}}=p_{e_{n}} \circ T$

$$
\begin{aligned}
&(1+\delta)^{2} s \geq f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(p_{e_{n}}( \right.\left.\left.T(K) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)\right) \\
&=f\left(x_{0}\right)\left\langle N_{\partial K}\left(x_{0}\right), \frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\rangle \\
& \quad \times \operatorname{vol}_{n-1}\left(T(K) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right) .
\end{aligned}
$$

The latter equality follows since $e_{n}=N_{\partial K}\left(x_{0}\right)$. As in the proof of Lemma 2.7. (i) we get

$$
(1+\delta)^{3} s \geq f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(T(K) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)
$$



Fig. 2.8.2
$T(\mathcal{E})$ approximates $T(K)$ well as $\mathcal{E}$ approximates $K$ well. By Lemma 2.5 we have $<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>\geq 1-\delta$. This and Lemma 1.2 give

$$
(1+\delta)^{4} s \geq f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(T(\mathcal{E}) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right)
$$

Now we pass to a new $\delta$ and establish (27).
$\bar{x}_{s}$ is the point where the plane $H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ and the line through $x_{0}$ with direction $N_{\partial K}\left(x_{0}\right)$ intersect.

$$
\left\{\bar{x}_{s}\right\}=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \cap\left\{x_{0}+t N_{\partial K}\left(x_{0}\right) \mid t \in \mathbb{R}\right\}
$$

In Figure 2.8 .2 we see the plane through $x_{0}$ spanned by the vectors $N_{\partial K}\left(x_{0}\right)$ and $T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)$. The point $z_{s}$ is also contained in this plane. The line
through $x_{0}, T\left(x_{s}\right)$, and $T\left(x_{T}\right)$ is not necessarily in this plane. We see only its projection onto this plane. Also the angle $\theta$ is not necessarily measured in this plane. $\theta$ is measured in the plane spanned by $N_{\partial K}\left(x_{0}\right)$ and $x_{0}-T\left(x_{T}\right)$.
$\alpha$ is the angle between the hyperplanes

$$
T\left(H\left(x_{s}, N_{\partial K}\left(x_{s}\right)\right)\right) \quad \text { and } \quad H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right) .
$$

Please observe that $\bar{x}_{s}=T\left(\bar{x}_{s}\right), z_{s}=T\left(z_{s}\right)$ and that the plane

$$
T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
$$

is orthogonal to $T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)$.
We observe that for small enough $s_{\delta}$ we have for $s$ with $0<s \leq s_{\delta}$

$$
\begin{equation*}
\left\|x_{0}-\bar{x}_{s}\right\| \geq(1-\delta)\left\|x_{0}-z_{s}\right\| \tag{28}
\end{equation*}
$$

which is the same as

$$
\left\|x_{0}-T\left(\bar{x}_{s}\right)\right\| \geq(1-\delta)\left\|x_{0}-z_{s}\right\|
$$

We check the inequality. Figure 2.8.2 gives us that

$$
\left\|\bar{x}_{s}-z_{s}\right\| \leq \tan \theta \tan \alpha\left\|x_{0}-z_{s}\right\|
$$

We would have equality here if the angle $\theta$ would be contained in the plane that is seen in Figure 2.8.2. The angle $\theta$ is fixed, but we can make sure that the angle $\alpha$ is arbitrarily small. By Lemma 2.5 it is enough to choose $s_{\delta}$ sufficiently small. Thus (28) is established.

By Figure 2.8.2 the radius of the $n$-1-dimensional ball

$$
B_{2}^{n}\left(x_{0}-\rho N_{\partial K}\left(x_{0}\right), \rho\right) \cap T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
$$

with $\rho=\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}$ equals

$$
\sqrt{\rho^{2}-\left(\rho-\left\|x_{0}-\bar{x}_{s}\right\|\right)^{2} \cos ^{2} \alpha}
$$

which by (28) is greater than or equal to

$$
\begin{aligned}
& \sqrt{\rho^{2}-}\left(\rho-(1-\delta)\left\|x_{0}-z_{s}\right\|\right)^{2} \cos ^{2} \alpha \\
& \quad=\sqrt{\rho^{2}-\left(\rho-(1-\delta)\left\|x_{0}-z_{s}\right\|\right)^{2}\left\langle N_{\partial K}\left(x_{0}\right), \frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\rangle^{2}}
\end{aligned}
$$

By (27) we get with a new $\delta$

$$
\begin{align*}
& {\left[\rho^{2}-\left(\rho-(1-\delta)\left\|x_{0}-z_{s}\right\|\right)^{2}\langle \right.}\left.\left.N_{\partial K}\left(x_{0}\right), \frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\rangle^{2}\right]^{\frac{n-1}{2}} \\
& \times \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right) \\
& \leq \operatorname{vol}_{n-1}\left(T(\mathcal{E}) \cap H\left(T\left(x_{s}\right), T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right) \leq \frac{(1+\delta) s}{f\left(x_{0}\right)} \tag{29}
\end{align*}
$$

On the other hand,

$$
\begin{aligned}
s \leq \mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) & =\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) \\
& =\int_{\partial K \cap H^{-}\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)} f(x) \mathrm{d} \mu(x) .
\end{aligned}
$$

Now we use the continuity of $f$ at $x_{0}$ and Lemma 1.4 to estimate the latter.

$$
s \leq(1+\delta) f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(K \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)
$$

As above we use that $T$ is volume-preserving in hyperplanes orthogonal to $N_{\partial K}\left(x_{0}\right)$. Note that $T\left(H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)=H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)$.

$$
s \leq(1+\delta) f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(T(K) \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)
$$

Since $T(\mathcal{E})$ approximates $T(K)$ well (Lemma 1.2)

$$
s \leq(1+\delta)^{2} f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(T(\mathcal{E}) \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)
$$

Therefore (29) is less than

$$
\begin{aligned}
& (1+\delta)^{3} \operatorname{vol}_{n-1}\left(T(\mathcal{E}) \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) \\
& \quad=(1+\delta)^{3}\left(\rho^{2}-\left(\rho-\left\|x_{0}-z_{s}\right\|\right)^{2}\right)^{\frac{n-1}{2}} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right) \\
& \quad=(1+\delta)^{3}\left(2 \rho\left\|x_{0}-z_{s}\right\|-\left\|x_{0}-z_{s}\right\|^{2}\right)^{\frac{n-1}{2}} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)
\end{aligned}
$$

From this we get

$$
\begin{aligned}
\rho^{2}-\left(\rho-(1-\delta)\left\|x_{0}-z_{s}\right\|\right)^{2} & \left\langle N_{\partial K}\left(x_{0}\right), \frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\rangle^{2} \\
& \leq(1+\delta)^{\frac{6}{n-1}}\left(2 \rho\left\|x_{0}-z_{s}\right\|-\left\|x_{0}-z_{s}\right\|^{2}\right)
\end{aligned}
$$

which gives us

$$
\begin{gathered}
\left(\rho-(1-\delta)\left\|x_{0}-z_{s}\right\|\right)^{2}\left(1-\left\langle N_{\partial K}\left(x_{0}\right), \frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\rangle^{2}\right) \\
\leq(1+\delta)^{\frac{6}{n-1}}\left(2 \rho\left\|x_{0}-z_{s}\right\|-\left\|x_{0}-z_{s}\right\|^{2}\right) \\
-2(1-\delta) \rho\left\|x_{0}-z_{s}\right\|+(1-\delta)^{2}\left\|x_{0}-z_{s}\right\|^{2}
\end{gathered}
$$

This is less than $c \delta \rho\left\|x_{0}-z_{s}\right\|$ where $c$ is a numerical constant. Thus we have

$$
1-\left\langle N_{\partial K}\left(x_{0}\right), \frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\rangle^{2} \leq c \delta \frac{\rho\left\|x_{0}-z_{s}\right\|}{\left(\rho-\left\|x_{0}-z_{s}\right\|\right)^{2}}
$$
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If we choose $s_{\delta}$ sufficiently small we get for all $s$ with $0<s \leq s_{\delta}$

$$
\begin{equation*}
1-\left\langle N_{\partial K}\left(x_{0}\right), \frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\rangle^{2} \leq \delta\left\|x_{0}-z_{s}\right\| . \tag{30}
\end{equation*}
$$

This is equivalent to

$$
\begin{equation*}
1-\left\langle N_{\partial K}\left(x_{0}\right), \frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\rangle \leq \delta\left\|x_{0}-z_{s}\right\| \tag{31}
\end{equation*}
$$

which is the same as

$$
\begin{equation*}
\left\|N_{\partial K}\left(x_{0}\right)-\frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}\right\| \leq \sqrt{2 \delta\left\|x_{0}-z_{s}\right\|} . \tag{32}
\end{equation*}
$$

Now we show that for every $\epsilon>0$ there is $s_{\epsilon}$ such that we have for all $s$ with $0<s \leq s_{\epsilon}$

$$
\begin{equation*}
\left\|N_{\partial K}\left(\Phi^{-1}(z)\right)-N_{\partial \mathcal{E}}(z)\right\| \leq \epsilon \sqrt{\left\|x_{0}-z_{s}\right\|} \tag{33}
\end{equation*}
$$

By Lemma 2.6 it is enough to show

$$
\left\|\frac{T^{-1 t}\left(N_{\partial K}\left(\Phi^{-1}(z)\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K}\left(\Phi^{-1}(z)\right)\right)\right\|}-\frac{T^{-1 t}\left(N_{\partial \mathcal{E}}(z)\right)}{\left\|T^{-1 t}\left(N_{\partial \mathcal{E}}(z)\right)\right\|}\right\| \leq \epsilon \sqrt{\left\|x_{0}-z_{s}\right\|}
$$

$T$ transforms the approximating ellipsoid $\mathcal{E}$ into the Euclidean ball $T(\mathcal{E})=$ $B_{2}^{n}\left(x_{0}-\rho N_{\partial K}\left(x_{0}\right), \rho\right)$. We have

$$
N_{\partial T K}\left(T\left(\Phi^{-1}(z)\right)\right)=\frac{T^{-1 t}\left(N_{\partial K}\left(\Phi^{-1}(z)\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K}\left(\Phi^{-1}(z)\right)\right)\right\|}
$$

and

$$
N_{\partial T \mathcal{E}}(T(z))=\frac{T^{-1 t}\left(N_{\partial \mathcal{E}}(z)\right)}{\left\|T^{-1 t}\left(N_{\partial \mathcal{E}}(z)\right)\right\|}
$$

Therefore, the above inequality is equivalent to

$$
\left\|N_{\partial T K}\left(T\left(\Phi^{-1}(z)\right)\right)-N_{\partial T \mathcal{E}}(T(z))\right\| \leq \epsilon \sqrt{\left\|x_{0}-z_{s}\right\|} .
$$

$T(z)$ and $T\left(\Phi^{-1}(z)\right)$ ) are elements of the hyperplane $T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)$ that is orthogonal to $T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)$. We want to verify now this inequality.

It follows from Lemma 1.2 that for every $\eta$ there is a $\delta$ so that

$$
\begin{align*}
& B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right) \cap H^{-}\left(x_{0}-\delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) \\
& \subseteq T(K) \cap H^{-}\left(x_{0}-\delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)  \tag{34}\\
& \subseteq B_{2}^{n}\left(x_{0}-(\rho+\eta) N_{\partial K}\left(x_{0}\right), \rho+\eta\right) \cap H^{-}\left(x_{0}-\delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)
\end{align*}
$$

For $s_{\eta}$ sufficiently small we get for all $s$ with $0<s \leq s_{\eta}$

$$
\begin{align*}
& T\left(H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \cap B_{2}^{n}\left(x_{0}-(\rho+\eta) N_{\partial K}\left(x_{0}\right), \rho+\eta\right) \\
& \qquad \subseteq H^{-}\left(x_{0}-2\left\|x_{0}-z_{s}\right\| N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)  \tag{35}\\
& \cap B_{2}^{n}\left(x_{0}-(\rho+\eta) N_{\partial K}\left(x_{0}\right), \rho+\eta\right) .
\end{align*}
$$

We verify this. By (30) the angle $\beta$ between the vectors

$$
N_{\partial K}\left(x_{0}\right) \quad \text { and } \quad \frac{T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)}{\left\|T^{-1 t}\left(N_{\partial K_{s}}\left(x_{s}\right)\right)\right\|}
$$

satisfies $\sin ^{2} \beta \leq \delta\left\|x_{0}-z_{s}\right\|$. In case (35) does not hold we have

$$
\tan \beta \geq \frac{1}{4} \sqrt{\frac{\left\|x_{0}-z_{s}\right\|}{\rho+\eta}}
$$
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This is true since $T\left(H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)$ intersects the two hyperplanes $H\left(x_{0}-\left\|x_{0}-z_{s}\right\| N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$ and $H\left(x_{0}-2\left\|x_{0}-z_{s}\right\| N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$. Compare Figure 2.8.4. This is impossible if we choose $\delta$ sufficiently small.

Let $s_{\eta}$ be such that (35) holds. The distance of $T\left(\Phi^{-1}(z)\right)$ ) to the boundary of $B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right)$ is less than $\frac{4 \eta}{\rho-\eta}\left\|x_{0}-z_{s}\right\|$. We check
this. $\left.T\left(\Phi^{-1}(z)\right)\right)$ is contained in $B_{2}^{n}\left(x_{0}-(\rho+\eta) N_{\partial K}\left(x_{0}\right), \rho+\eta\right)$ but not in $B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right)$. See Figure 2.8.5.
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Let $t_{n}$ denote the $n$-th coordinate of $\left.T\left(\Phi^{-1}(z)\right)\right)$. By Figure 2.8 .5 we get

$$
\begin{aligned}
\|\left(x_{0}-(\rho-\eta)\right. & \left.N_{\partial K}\left(x_{0}\right)\right)-y \|^{2} \\
& =\left(\rho-\eta-\left|t_{n}\right|\right)^{2}+\left(2\left|t_{n}\right|(\rho+\eta)-t_{n}^{2}\right) \\
& =(\rho-\eta)^{2}+4 \eta\left|t_{n}\right|
\end{aligned}
$$

Thus the distance of $\left.T\left(\Phi^{-1}(z)\right)\right)$ to the boundary of

$$
B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right)
$$

is less than

$$
\begin{aligned}
\|\left(x_{0}-(\rho-\eta)\right. & \left.N_{\partial K}\left(x_{0}\right)\right)-y \|-(\rho-\eta) \\
& =\sqrt{(\rho-\eta)^{2}+4 \eta\left|t_{n}\right|}-(\rho-\eta) \\
& =(\rho-\eta)\left\{\sqrt{1+\frac{4 \eta\left|t_{n}\right|}{(\rho-\eta)^{2}}}-1\right\} \\
& \leq(\rho-\eta) \frac{2 \eta\left|t_{n}\right|}{(\rho-\eta)^{2}}=\frac{2 \eta\left|t_{n}\right|}{\rho-\eta}
\end{aligned}
$$

By (35) we have $\left|t_{n}\right| \leq 2\left\|x_{0}-z_{s}\right\|$. Thus we get

$$
\left\|\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right)\right)-y\right\|-(\rho-\eta) \leq \frac{4 \eta\left\|x_{0}-z_{s}\right\|}{\rho-\eta}
$$

Thus the distance of $\left.T\left(\Phi^{-1}(z)\right)\right)$ to the boundary of

$$
B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right)
$$

is less than

$$
\begin{equation*}
\frac{4 \eta}{\rho-\eta}\left\|x_{0}-z_{s}\right\| . \tag{36}
\end{equation*}
$$

By (34)

$$
\begin{aligned}
& B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right) \cap H^{-}\left(x_{0}-\delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) \\
& \subseteq T(K) \cap H^{-}\left(x_{0}-\delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) .
\end{aligned}
$$

Therefore a supporting hyperplane of $\partial T(K)$ at $\left.T\left(\Phi^{-1}(z)\right)\right)$ cannot intersect

$$
B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right) \cap H^{-}\left(x_{0}-\delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) .
$$

Therefore, if we choose $s_{\epsilon}$ small enough a supporting hyperplane of $\partial T(K)$ at $T\left(\Phi^{-1}(z)\right)$ ) cannot intersect

$$
B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right) .
$$

We consider now a supporting hyperplane of $B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right)$ that is parallel to $T\left(H\left(\Phi^{-1}(z), N_{\partial K}\left(\Phi^{-1}(z)\right)\right)\right)$. Let $w$ be the contact point of this supporting hyperplane and $B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right)$.
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Thus the hyperplane is $\left.H\left(w, N_{\partial K}\left(\Phi^{-1}(z)\right)\right)\right)$ and

$$
\begin{equation*}
N_{\partial B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right)}(w)=N_{\partial T K}\left(T\left(\Phi^{-1}(z)\right)\right) . \tag{37}
\end{equation*}
$$

We introduce two points $v \in \partial B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right)$ and $u$.

$$
\begin{gathered}
v=x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right)+(\rho-\eta) \frac{\left.T\left(\Phi^{-1}(z)\right)\right)-\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right)\right)}{\left.\| T\left(\Phi^{-1}(z)\right)\right)-\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right)\right) \|} \\
\{u\}=\left[x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), T\left(\Phi^{-1}(z)\right)\right] \cap H\left(w, T^{-1 t}\left(N_{\partial K}\left(\Phi^{-1}(z)\right)\right)\right)
\end{gathered}
$$

We claim that

$$
\|w-u\| \leq \epsilon \sqrt{\left\|x_{0}-z_{s}\right\|} .
$$

We check this inequality. By the Pythagorean theorem (see Figure 2.8.6)

$$
\|w-u\|=\sqrt{\left\|u-\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right)\right)\right\|^{2}-(\rho-\eta)^{2}} .
$$

By (36) the distance $\left.\| T\left(\Phi^{-1}(z)\right)\right)-v \|$ of $\left.T\left(\Phi^{-1}(z)\right)\right)$ to the boundary of $B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right)$ is less than $\frac{4 \eta}{\rho-\eta}\left\|x-z_{s}\right\|$. Since $\|v-u\| \leq$ $\left.\| v-T\left(\Phi^{-1}(z)\right)\right) \|$ we get with $\epsilon=\frac{4 \eta}{\rho-\eta}$

$$
\begin{aligned}
\|w-u\| & \leq \sqrt{\left(\rho-\eta+\epsilon\left\|x_{0}-z_{s}\right\|\right)^{2}-(\rho-\eta)^{2}} \\
& \leq \sqrt{\left.2 \epsilon \rho\left\|x_{0}-z_{s}\right\|\right)+\left(\epsilon\left\|x_{0}-z_{s}\right\|\right)^{2}} .
\end{aligned}
$$

This implies

$$
\|w-u\| \leq \epsilon \sqrt{\left\|x_{0}-z_{s}\right\|}
$$

and also

$$
\|w-v\| \leq \epsilon \sqrt{\left\|x_{0}-z_{s}\right\|} .
$$

Since

$$
\begin{aligned}
N(w) & =N_{\partial B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right)}(w) \\
N(v) & =N_{\partial B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right)}(v)
\end{aligned}
$$

we get

$$
\|N(w)-N(v)\|=\frac{\|w-v\|}{\rho-\eta} \leq \epsilon \frac{\sqrt{\left\|x_{0}-z_{s}\right\|}}{\rho-\eta}
$$

Since $\left.N(w)=N_{\partial K}\left(T\left(\Phi^{-1}(z)\right)\right)\right)$ we get

$$
\left.\| N_{\partial T(K)}\left(T\left(\Phi^{-1}(z)\right)\right)\right)-N(v) \| \leq \epsilon \frac{\sqrt{\left\|x_{0}-z_{s}\right\|}}{\rho-\eta}
$$

We observe that

$$
\|v-T(z)\| \leq \frac{\epsilon}{\rho} \sqrt{\left\|x_{0}-z_{s}\right\|}
$$

This is done as above. Both points are located between the two Euclidean balls $B_{2}^{n}\left(x_{0}-(\rho-\eta) N_{\partial K}\left(x_{0}\right), \rho-\eta\right)$ and $B_{2}^{n}\left(x_{0}-(\rho+\eta) N_{\partial K}\left(x_{0}\right), \rho+\eta\right)$.

The line passing through both points also intersects both balls and thus the distance between both points must be smaller than $\frac{\epsilon}{\rho} \sqrt{\left\|x_{0}-z_{s}\right\|}$.

From this we conclude in the same way as we have done for $N(v)$ and $\left.N_{\partial K}\left(T\left(\Phi^{-1}(z)\right)\right)\right)$ that we have with a new $\epsilon$

$$
\left\|N(v)-N_{\partial T \mathcal{E}}(T(z))\right\| \leq \frac{\epsilon}{\rho} \sqrt{\left\|x_{0}-z_{s}\right\|}
$$

Therefore we get by triangle inequality

$$
\left.\| N_{\partial T K}\left(T\left(\Phi^{-1}(z)\right)\right)\right)-N_{\partial T \mathcal{E}}(T(z)) \| \leq \frac{\epsilon}{\rho} \sqrt{\left\|x_{0}-z_{s}\right\|}
$$

and thus finally the claimed inequality (33) with a new $\epsilon$

$$
\left\|N_{\partial K}\left(\Phi^{-1}(z)\right)-N_{\partial \mathcal{E}}(z)\right\| \leq \epsilon \sqrt{\left\|x_{0}-z_{s}\right\|}
$$

Now we show

$$
\begin{equation*}
1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2} \geq c\left\|x_{0}-z_{s}\right\| \tag{38}
\end{equation*}
$$

For all $s$ with $0<s \leq s_{\epsilon}$ the distance of $T\left(x_{s}\right)$ to the boundary of $T \mathcal{E}=$ $B_{2}^{n}\left(x_{0}-\rho N_{\partial K}\left(x_{0}\right), \rho\right)$ is larger than $c\left\|x_{0}-z_{s}\right\|$. Thus the height of the cap

$$
T \mathcal{E} \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)
$$

is larger than $c\left\|x_{0}-z_{s}\right\|$. The radius of the cap is greater than $\sqrt{2 c \rho\left\|x_{0}-z_{s}\right\|}$. By Figure 2.8.2 there is a $c$ such that we have for all $s$ with $0<s \leq s_{\eta}$

$$
\left\|T\left(x_{s}\right)-x_{0}\right\| \leq c\left\|x_{0}-z_{s}\right\| .
$$

By triangle inequality we get with a new $c$

$$
\left\|x_{0}-T(z)\right\| \geq c \sqrt{\rho\left\|x_{0}-z_{s}\right\|}
$$

We have

$$
\left.N_{\partial T \mathcal{E}}(T(z))=\frac{1}{\rho}(T(z))-\left(x_{0}-\rho N_{\partial K}\left(x_{0}\right)\right)\right)
$$

We get

$$
\begin{aligned}
c \sqrt{\rho\left\|x_{0}-z_{s}\right\|} & \leq\left\|x_{0}-T(z)\right\| \\
& \left.=\| \rho N_{\partial K}\left(x_{0}\right)-\left(T(z)-\left(x_{0}-\rho N_{\partial K}\left(x_{0}\right)\right)\right)\right) \| \\
& =\rho\left\|N_{\partial K}\left(x_{0}\right)-N_{\partial T \mathcal{E}}(T(z))\right\| .
\end{aligned}
$$

Since $\left.T\left(N_{\partial K}\left(x_{0}\right)\right)\right)=N_{\partial K}\left(x_{0}\right)$ we get by Lemma 2.6 with a new $c$

$$
\left.c \sqrt{\left\|x_{0}-z_{s}\right\|} \leq \| N_{\partial K}\left(x_{0}\right)-N_{\partial \mathcal{E}}(z)\right) \| .
$$

We have by (32) and Lemma 2.6

$$
\begin{equation*}
\left\|N_{\partial K}\left(x_{0}\right)-N_{\partial K_{s}}\left(x_{s}\right)\right\| \leq \delta \sqrt{\left\|x_{0}-z_{s}\right\|} . \tag{39}
\end{equation*}
$$

Now we get by triangle inequality

$$
\left.c \sqrt{\left\|x_{0}-z_{s}\right\|} \leq \| N_{\partial K_{s}}\left(x_{s}\right)-N_{\partial \mathcal{E}}(z)\right) \|
$$

By (33) and triangle inequality we get

$$
c \sqrt{\left\|x_{0}-z_{s}\right\|} \leq\left\|N_{\partial K_{s}}\left(x_{s}\right)-N_{\partial \mathcal{E}}\left(\Phi^{-1}(z)\right)\right\| .
$$

Therefore we get with a new constant $c$

$$
\begin{aligned}
c\left\|x_{0}-z_{s}\right\| & \leq 1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}\left(\Phi^{-1}(z)\right)> \\
& \leq 1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}\left(\Phi^{-1}(z)\right)>^{2} .
\end{aligned}
$$

We have

$$
\begin{aligned}
&\left|<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}\right| \\
&=\mid<N_{\partial K}\left(\Phi^{-1}(z)\right)+N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>\times \\
&< N_{\partial K}\left(\Phi^{-1}(z)\right)-N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>\mid \\
& \leq 2\left|<N_{\partial K}\left(\Phi^{-1}(z)\right)-N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>\right| \\
& \leq 2\left|<N_{\partial K}\left(\Phi^{-1}(z)\right)-N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)-N_{\partial \mathcal{E}}(z)>\right| \\
&+2\left|<N_{\partial K}\left(\Phi^{-1}(z)\right)-N_{\partial \mathcal{E}}(z), N_{\partial \mathcal{E}}(z)>\right| \\
& \leq 2\left\|N_{\partial K}\left(\Phi^{-1}(z)\right)-N_{\partial \mathcal{E}}(z)\right\|\left\|N_{\partial K_{s}}\left(x_{s}\right)-N_{\partial \mathcal{E}}(z)\right\| \\
&+2\left|1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial \mathcal{E}}(z)>\right| .
\end{aligned}
$$

By (33)

$$
\left\|N_{\partial K}\left(\Phi^{-1}(z)\right)-N_{\partial \mathcal{E}}(z)\right\| \leq \epsilon \sqrt{\left\|x_{0}-z_{s}\right\|}
$$

which is the same as

$$
1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial \mathcal{E}}(z)>\leq \frac{1}{2} \epsilon^{2}\left\|x-z_{s}\right\|
$$

We get

$$
\begin{align*}
& \left|<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}\right|  \tag{40}\\
& \quad \leq 2 \epsilon \sqrt{\left\|x_{0}-z_{s}\right\|}\left\|N_{\partial K_{s}}\left(x_{s}\right)-N_{\partial \mathcal{E}}(z)\right\|+\epsilon^{2}\left\|x_{0}-z_{s}\right\| .
\end{align*}
$$

We show

$$
\begin{equation*}
\left\|N_{\partial K_{s}}\left(x_{s}\right)-N_{\partial \mathcal{E}}(z)\right\| \leq c \sqrt{\left\|x_{0}-z_{s}\right\|} \tag{41}
\end{equation*}
$$

By (35) we have

$$
\left\|N_{\partial T K_{s}}\left(T x_{s}\right)-N_{\partial T \mathcal{E}}(T z)\right\| \leq c \sqrt{\left\|x_{0}-z_{s}\right\|} .
$$

(41) follows now from this and Lemma 2.6. (40) and (41) give now

$$
\begin{aligned}
& \left|<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}\right| \\
& \quad \leq 2 \epsilon \sqrt{\left\|x_{0}-z_{s}\right\|} \sqrt{\left\|x_{0}-z_{s}\right\|}+\epsilon^{2}\left\|x_{0}-z_{s}\right\| \leq 3 \epsilon\left\|x_{0}-z_{s}\right\|
\end{aligned}
$$

With this we get

$$
\begin{aligned}
& \left|\frac{1}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}-\frac{1}{\sqrt{1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}\right| \\
& =\frac{\mid \sqrt{1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}-\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}} \sqrt{1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \\
& \leq \frac{\left|<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}\right|}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}\left(1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}\right)} \\
& \leq \frac{1}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}} \frac{3 \in x_{0}-z_{s} \|}{\left(1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}\right)} .}
\end{aligned}
$$

By (38) we have that $1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2} \geq c\left\|x_{0}-z_{s}\right\|$. Therefore we get

$$
\begin{gathered}
\left|\frac{1}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}-\frac{1}{\sqrt{1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}\right| \\
\quad \leq \frac{3 \epsilon}{c \sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}
\end{gathered}
$$

Lemma 2.9. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Suppose that the indicatrix of Dupin at $x_{0}$ exists and is an ellipsoid. Let $f: \partial K \rightarrow \mathbb{R}$ be a integrable, a.e. positive function with $\int f \mathrm{~d} \mu=1$ that is continuous at $x_{0}$. Let $\bar{x}_{s}$ and $\Phi$ be as given in Lemma 2.8 and $z_{s}$ as given in the proof of Lemma 2.8 .
(i) For every $\epsilon$ there is $s_{\epsilon}$ so that we have for all $s$ with $0<s \leq s_{\epsilon}$

$$
\begin{aligned}
& (1-\epsilon) \sup _{y \in \partial K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)}\left|<N_{\partial K}\left(x_{0}\right), y-x_{0}>\right| \\
& \quad \leq\left\|x_{0}-z_{s}\right\| \\
& \quad \leq(1+\epsilon)_{y \in \partial K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)}\left|<N_{\partial K}\left(x_{0}\right), y-x_{0}>\right| .
\end{aligned}
$$

(ii) For every $\epsilon$ there is $s_{\epsilon}$ so that we have for all $s$ with $0<s \leq s_{\epsilon}$ and all $z \in \partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{0}\right)\right)$

$$
\begin{aligned}
&(1-\epsilon)<N_{\partial K \cap H}\left(\Phi^{-1}(z)\right), z-x_{s}> \\
& \leq<N_{\partial \mathcal{E} \cap H}(z), z-x_{s}> \\
&\left.\leq(1+\epsilon)<N_{\partial K \cap H}\left(\Phi^{-1}(z)\right)\right), z-x_{s}>
\end{aligned}
$$

where $H=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ and the normals are taken in the plane $H$. (iii) Let $\phi: \partial K \cap H \rightarrow \mathbb{R}$ be the real valued, positive function such that

$$
\Phi(y)=\bar{x}_{s}+\phi(y)\left(y-\bar{x}_{s}\right)
$$

For every $\epsilon$ there is $s_{\epsilon}$ such that we have for all $s$ with $0<s \leq s_{\epsilon}$ and all $y \in \partial K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$

$$
1-\epsilon \leq \phi(y) \leq 1+\epsilon
$$

Proof. We may suppose that $x_{0}=0$ and $N_{\partial K}\left(x_{0}\right)=e_{n}$.
(i) We put

$$
m_{s}=\inf _{y \in \partial K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)}\left|<N_{\partial K}\left(x_{0}\right), y-x_{0}>\right| .
$$

We show now the right hand inequality. Let $\rho$ be strictly greater than all the lengths of the principal axes of the standard approximating ellipsoid $\mathcal{E}$. Then there is $\eta>0$

$$
\begin{aligned}
\mathcal{E} \cap H\left(x_{0}-\right. & \left.\eta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) \\
& \subseteq B_{2}^{n}\left(x_{0}-\rho N_{\partial K}\left(x_{0}\right), \rho\right) \cap H\left(x_{0}-\eta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) .
\end{aligned}
$$

Let $\alpha_{s}$ denote the angle between $N_{\partial K}\left(x_{0}\right)$ and $N_{\partial K_{s}}\left(x_{s}\right)$. Recall that in the proof of Lemma 2.8 we put

$$
\left\{z_{s}\right\}=\left\{x_{0}+t N_{\partial K}\left(x_{0}\right) \mid t \in \mathbb{R}\right\} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)
$$

Then we have

$$
\begin{aligned}
\tan \alpha_{s} & \geq \frac{\left\|x_{0}-z_{s}\right\|-m_{s}}{c\left\|x_{0}-z_{s}\right\|+\sqrt{\rho^{2}-\left(\rho-\left\|x_{0}-z_{s}\right\|\right)^{2}}} \\
& \geq \frac{\left\|x_{0}-z_{s}\right\|-m_{s}}{c\left\|x_{0}-z_{s}\right\|+\sqrt{2 \rho\left\|x_{0}-z_{s}\right\|-\left\|x_{0}-z_{s}\right\|^{2}}} \\
& \geq \frac{\left\|x_{0}-z_{s}\right\|-m_{s}}{c\left\|x_{0}-z_{s}\right\|+\sqrt{2 \rho\left\|x_{0}-z_{s}\right\|}}
\end{aligned}
$$

To see this consult Figure 2.9.1. In Figure 2.9 .1 we see the plane through $x_{0}$ that is spanned by $N_{\partial K}\left(x_{0}\right)$ and $N_{\partial K_{s}}\left(x_{s}\right)$. The point $x_{s}$ is not necessarily in this plane.


Fig. 2.9.1

On the other hand, by (39)

$$
\sin ^{2} \alpha_{s}=1-<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2} \leq \epsilon\left\|x_{0}-z_{s}\right\|
$$

which implies for sufficiently small $\epsilon$

$$
\tan \alpha_{s} \leq \sqrt{2 \epsilon\left\|x_{0}-z_{s}\right\|}
$$

Altogether we get

$$
\sqrt{2 \epsilon\left\|x_{0}-z_{s}\right\|} \geq \frac{\left\|x_{0}-z_{s}\right\|-m_{s}}{c\left\|x_{0}-z_{s}\right\|+\sqrt{2 \rho\left\|x_{0}-z_{s}\right\|}}
$$

and thus

$$
(c \sqrt{2 \epsilon}+4 \sqrt{\epsilon \rho})\left\|x_{0}-z_{s}\right\| \geq\left\|x_{0}-z_{s}\right\|-m_{s}
$$

Finally we get with a new constant $c$

$$
(1-2 c \sqrt{\epsilon})\left\|x_{0}-z_{s}\right\| \leq m_{s}
$$

The left hand inequality is proved similarly.
(ii) By (i) we have for all $s$ with $0<s \leq s_{\epsilon}$

$$
\begin{aligned}
\partial K \cap H^{-}\left(x_{s}\right. & \left.+\epsilon\left\|x_{0}-z_{s}\right\| N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) \\
& \subseteq \partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \\
& \subseteq \partial K \cap H^{-}\left(x_{s}-\epsilon\left\|x_{0}-z_{s}\right\| N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)
\end{aligned}
$$

$p_{N_{\partial K}\left(x_{0}\right)}$ is the orthogonal projection onto the subspace orthogonal to $N_{\partial K}\left(x_{0}\right)$. From this we get

$$
\begin{aligned}
p_{N_{\partial K}\left(x_{0}\right)}(K & \left.\cap H\left(x_{s}+\epsilon\left\|x_{0}-z_{s}\right\| N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right) \\
& \subseteq p_{N_{\partial K}\left(x_{0}\right)}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& \subseteq p_{N_{\partial K}\left(x_{0}\right)}\left(K \cap H\left(x_{s}-\epsilon\left\|x_{0}-z_{s}\right\| N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right) .
\end{aligned}
$$

Let $\mathcal{D}$ be the indicatrix of Dupin at $x_{0}$. By Lemma 1.1 for every $\epsilon$ there is $t_{\epsilon}$ so that for all $t$ with $0<t \leq t_{\epsilon}$

$$
(1-\epsilon) \mathcal{D} \subseteq \frac{1}{\sqrt{2 t}} p_{N_{\partial K}\left(x_{0}\right)}\left(K \cap H\left(x_{0}-t N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right) \subseteq(1+\epsilon) \mathcal{D} .
$$

By choosing a proper $s_{\epsilon}$ we get for all $s$ with $0<s \leq s_{\epsilon}$

$$
\begin{equation*}
(1-\epsilon) \mathcal{D} \subseteq \frac{1}{\sqrt{2\left\|x_{0}-z_{s}\right\|}} p_{N_{\partial K}\left(x_{0}\right)}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \subseteq(1+\epsilon) \mathcal{D} \tag{42}
\end{equation*}
$$

We get the same inclusions for $\mathcal{E}$ instead of $K$.

$$
\begin{equation*}
(1-\epsilon) \mathcal{D} \subseteq \frac{1}{\sqrt{2\left\|x_{0}-z_{s}\right\|}} p_{N_{\partial \mathcal{E}}\left(x_{0}\right)}\left(\mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \subseteq(1+\epsilon) \mathcal{D} \tag{43}
\end{equation*}
$$

Consider now $y \in \partial K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ and $\Phi(y)$. Since

$$
p_{N_{\partial K}\left(x_{0}\right)}\left(\bar{x}_{s}\right)=x_{0}=0
$$

there is $\lambda>0$ so that

$$
p_{N_{\partial K}\left(x_{0}\right)}(y)=\lambda p_{N_{\partial K}\left(x_{0}\right)}(\Phi(y))
$$

By (42) and (43) we get with a new $s_{\epsilon}$

$$
\left\|N_{p_{N_{\partial K}\left(x_{0}\right)}(\partial K \cap H)}\left(p_{N_{\partial K}\left(x_{0}\right)}(y)\right)-N_{p_{N_{\partial K}\left(x_{0}\right)}(\partial \mathcal{E} \cap H)}\left(p_{N_{\partial K}\left(x_{0}\right)}(\Phi(y))\right)\right\|<\epsilon
$$

where $H=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ and the normals are taken in the subspace of the first $n-1$ coordinates. The projection $p_{N_{\partial K}\left(x_{0}\right)}$ is an isomorphism between $\mathbb{R}^{n-1}$ and $H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$. The norm of this isomorphism equals 1 and the norm of its inverse is less than $1+\epsilon$ if we choose $s_{\epsilon}$ sufficiently small. Therefore, if we choose a new $s_{\epsilon}$ we get for all $s$ with $0<s \leq s_{\epsilon}$

$$
\left\|N_{\partial K \cap H}(y)-N_{\partial \mathcal{E} \cap H}(\Phi(y))\right\|<\epsilon
$$

(iii) follows from (42) and (43) and from the fact that the projection $p_{N_{\partial K}\left(x_{0}\right)}$ is an isomorphism between $\mathbb{R}^{n-1}$ and $H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ whose norm equals 1 and the norm of its inverse is less than $1+\epsilon$. Indeed, the norm of the inverse depends only on the angle between $\mathbb{R}^{n}$ and $H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$. The angle between these two planes will be as small as we wish if we choose $s_{\epsilon}$ small enough.

Lemma 2.10. (i) Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Suppose that the indicatrix of Dupin at $x_{0}$ exists and is an ellipsoid. Let $f: \partial K \rightarrow \mathbb{R}$ be a integrable, a.e. positive function with $\int f \mathrm{~d} \mu=1$. Suppose that $f$ is continuous at $x_{0}$ and $f\left(x_{0}\right)>0$. Let $x_{s}$ and $\Phi$ as given by Lemma 2.8 and let $z_{s}$ be given as in the proof of Lemma 2.8 by

$$
\left\{z_{s}\right\}=\left\{x_{0}+t N_{\partial K}\left(x_{0}\right) \mid t \in \mathbb{R}\right\} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)
$$

For every $x_{0} \in \partial K$ and every $\epsilon>0$ there is $s_{\epsilon}$ so that we have for all $s$ with $0<s<s_{\epsilon}$

$$
\begin{aligned}
& \left\lvert\, \int_{\partial K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)} \frac{f(y)}{\sqrt{1-<N_{\partial K}(y), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H\left(x_{s}, N\left(x_{s}\right)\right)}(y)\right. \\
& \left.\quad-\int_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)} \frac{f\left(\Phi^{-1}(z)\right)}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K}\left(x_{0}>^{2}\right.}} \mathrm{d} \mu_{\partial \mathcal{E} \cap H\left(x_{s}, N\left(x_{0}\right)\right)}(z) \right\rvert\, \\
& \quad \leq \epsilon \int_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)} \frac{f\left(\Phi^{-1}(z)\right)}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K}\left(x_{0}>^{2}\right.}} \mathrm{d} \mu_{\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)}(z) .
\end{aligned}
$$

(ii) Let $B_{2}^{n}$ denote the Euclidean ball and $\left(B_{2}^{n}\right)_{s}$ its surface body with respect to the constant density $\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}$. Let $\left\{x_{s}\right\}=\partial\left(B_{2}^{n}\right)_{s} \cap\left[0, e_{n}\right]$ and $H_{s}$ the tangent hyperplane to $\left(B_{2}^{n}\right)_{s}$ at $x_{s}$. For every $\epsilon>0$ there is $s_{\epsilon}$ so that we have for all $s$ with $0<s<s_{\epsilon}$

$$
\begin{aligned}
& (1-\epsilon) \\
& \quad\left(s \frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{n-3}{n-1}} \operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right) \\
& \quad \leq \int_{\partial B_{2}^{n} \cap H_{s}} \frac{1}{\sqrt{1-<N_{\partial\left(B_{2}^{n}\right)_{s}}\left(x_{s}\right), N_{\partial B_{2}^{n}}(y)>^{2}}} \mathrm{~d} \mu_{\partial B_{2}^{n} \cap H_{s}}(y) \\
& \quad \leq\left(s \frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{n-3}{n-1}} \operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right) .
\end{aligned}
$$

(iii) Let $a_{1}, \ldots, a_{n}>0$ and

$$
\mathcal{E}=\left\{\left.x\left|\sum_{i=1}^{n}\right| \frac{x(i)}{a_{i}}\right|^{2} \leq 1\right\}
$$

Let $\mathcal{E}_{s}, 0<s \leq \frac{1}{2}$, be the surface bodies with respect to the constant density $\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}$. Moreover, let $\lambda_{\mathcal{E}}: \mathbb{R}^{+} \rightarrow\left[0, a_{n}\right]$ be such that $\lambda_{\mathcal{E}}(s) e_{n} \in \partial \mathcal{E}_{s}$ and $H_{s}$ the tangent hyperplane to $\mathcal{E}_{s}$ at $\lambda_{\mathcal{E}}(s) e_{n}$. Then, for all $\epsilon>0$ there is $s_{\epsilon}$ such that for all $s$ and $t$ with $0 \leq s, t \leq \frac{1}{2}$

$$
\begin{aligned}
\int_{\partial \mathcal{E} \cap H_{s}} & \frac{1}{\sqrt{1-<N_{\partial \mathcal{E}_{s}}\left(x_{s}\right), N_{\partial \mathcal{E}}(y)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H_{s}}(y) \\
& \leq(1+\epsilon)\left(\frac{s}{t}\right)^{\frac{n-3}{n-1}} \int_{\partial \mathcal{E} \cap H_{t}} \frac{1}{\sqrt{1-<N_{\partial \mathcal{E}_{t}}\left(x_{t}\right), N_{\partial \mathcal{E}}(y)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H_{t}}(y) .
\end{aligned}
$$

Please note that $N_{\partial \mathcal{E}_{s}}\left(\lambda_{\mathcal{E}}(s) e_{n}\right)=N_{\partial \mathcal{E}}\left(a_{n} e_{n}\right)=e_{n}$.

Proof. (i) In the first part of the proof $H$ denotes $H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$. We prove first that for every $\epsilon$ there is $s_{\epsilon}$ so that we have for all $s$ with $0<s \leq s_{\epsilon}$

$$
\begin{align*}
& \left\lvert\, \int_{\partial K \cap H} \frac{f(y)}{\sqrt{1-<N_{\partial K}(y), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H}(y)\right. \\
& \left.\quad-\int_{\partial \mathcal{E} \cap H} \frac{f\left(\Phi^{-1}(z)\right)}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H}(z) \right\rvert\,  \tag{44}\\
& \quad \leq \epsilon \int_{\partial \mathcal{E} \cap H} \frac{f\left(\Phi^{-1}(z)\right)}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H}(z) .
\end{align*}
$$

$\bar{x}_{s}$ and $\Phi$ are as given in Lemma 2.8. There is a real valued, positive function $\phi: \partial K \cap H \rightarrow \mathbb{R}$ such that

$$
\Phi(y)=\bar{x}_{s}+\phi(y)\left(y-\bar{x}_{s}\right)
$$

By Lemma 1.8 we have with $y=\Phi^{-1}(z)$

$$
\begin{aligned}
& \int_{\partial K \cap H} \frac{f(y)}{\sqrt{1-<N_{\partial K}(y), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H}(y) \\
& =\int_{\partial \mathcal{E} \cap H} \frac{f\left(\Phi^{-1}(z)\right) \phi^{-n+2}\left(\Phi^{-1}(z)\right)}{\sqrt{1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \\
& \times \frac{<N_{\partial \mathcal{E} \cap H}(z), \frac{z}{\|z\| \|}>N_{\partial K \cap H}\left(\Phi^{-1}(z)\right), \frac{z}{\|z\|}>}{} \mathrm{d} \mu_{\partial \mathcal{E} \cap H}(z) \\
& =\int_{\partial \mathcal{E} \cap H} \frac{f\left(\Phi^{-1}(z)\right) \phi^{-n+2}\left(\Phi^{-1}(z)\right)}{\sqrt{1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \\
& \times \frac{<N_{\partial \mathcal{E} \cap H}(z), z>}{<N_{\partial K \cap H}\left(\Phi^{-1}(z)\right), z>} \mathrm{d} \mu_{\partial \mathcal{E} \cap H}(z) .
\end{aligned}
$$

With this we get

$$
\begin{aligned}
& \left\lvert\, \int_{\partial K \cap H} \frac{f(y)}{\sqrt{1-<N_{\partial K}(y), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H}(y)\right. \\
& \left.\leq \int_{\partial \mathcal{E} \cap H} \frac{f\left(\Phi^{-1}(z)\right)}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H}(z) \right\rvert\, \\
& \leq \int_{\partial \mathcal{E} \cap H} \frac{f\left(\Phi^{-1}(z)\right)}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \\
& \left.-\frac{f\left(\Phi^{-1}(z)\right)}{\sqrt{1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H}(z) \right\rvert\, \\
& +\left|\int_{\partial \mathcal{E} \cap H} \frac{f\left(\Phi^{-1}(z)\right)\left(1-\phi^{-n+2}\left(\Phi^{-1}(z)\right) \frac{<N_{\partial \mathcal{E} \cap H}(z), z>}{\left\langleN _ { \partial K \cap H } \left(\Phi^{-1}(z), z>\right.\right.}\right)}{\sqrt{1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H}(z)\right| .
\end{aligned}
$$

By Lemma 2.8 we have

$$
\begin{aligned}
& \left|\frac{1}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}-\frac{1}{\sqrt{1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}\right| \\
& \quad \leq \frac{\epsilon}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}
\end{aligned}
$$

which gives the right estimate of the first summand.
We apply Lemma 2.9.(ii) and (iii) to the second summand. The second summand is less than

$$
\epsilon \int_{\partial \mathcal{E} \cap H} \frac{f\left(\Phi^{-1}(z)\right)}{\sqrt{1-<N_{\partial K}\left(\Phi^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H}(z) .
$$

Now we apply Lemma 2.8 and get that this is less than or equal to

$$
3 \epsilon \int_{\partial \mathcal{E} \cap H} \frac{f\left(\Phi^{-1}(z)\right)}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H}(z) .
$$

This establishes (44). Now we show

$$
\begin{align*}
& \left\lvert\, \int_{\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)} \frac{f\left(\Phi^{-1}(y)\right)}{\sqrt{1-<N_{\partial \mathcal{E}}(y), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)}(y)\right. \\
& \left.-\int_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)} \frac{f\left(\Phi^{-1}(z)\right)}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)}(z) \right\rvert\, \\
& \leq \epsilon \int_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)} \frac{f\left(\Phi^{-1}(z)\right)}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)}(z) . \tag{45}
\end{align*}
$$

Since $f$ is continuous at $x_{0}$ and $f\left(x_{0}\right)>0$ it is equivalent to show

$$
\begin{aligned}
& \left\lvert\, \int_{\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)} \frac{f\left(x_{0}\right)}{\sqrt{1-<N_{\partial \mathcal{E}}(y), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)}(y)\right. \\
& \left.-\int_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)} \frac{f\left(x_{0}\right)}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)}(z) \right\rvert\, \\
& \leq \epsilon \int_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)} \frac{f\left(x_{0}\right)}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)}(z)
\end{aligned}
$$

which is of course the same as

$$
\begin{align*}
& \left\lvert\, \int_{\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)} \frac{1}{\sqrt{1-<N_{\partial \mathcal{E}}(y), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)}(y)\right. \\
& \left.-\int_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)} \frac{1}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)}(z) \right\rvert\, \\
& \leq \epsilon \int_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)} \frac{1}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)}(z) . \tag{46}
\end{align*}
$$

We put $\mathcal{E}$ in such a position that $N_{\partial K}\left(x_{0}\right)=e_{n}, x_{0}=r_{n} e_{n}$, and such that $\mathcal{E}$ is given by the equation

$$
\sum_{i=1}^{n}\left|\frac{y_{i}}{r_{i}}\right|^{2}=1
$$

Let $\xi \in \partial B_{2}^{n}$ and $y=\left(r\left(\xi, y_{n}\right) \xi, y_{n}\right) \in \partial \mathcal{E}$. Then

$$
N_{\partial \mathcal{E}}(y)=\frac{\left(\frac{y_{1}}{r_{1}^{2}}, \ldots, \frac{y_{n}}{r_{n}^{2}}\right)}{\sqrt{\sum_{i=1}^{n} \frac{y_{i}^{2}}{r_{i}^{4}}}}=\frac{\left(\frac{r\left(\xi, y_{n}\right) \xi_{1}}{r_{1}^{2}}, \ldots, \frac{r\left(\xi, y_{n}\right) \xi_{n-1}}{r_{n-1}^{2}}, \frac{y_{n}}{r_{n}^{2}}\right)}{\sqrt{\frac{y_{n}^{2}}{r_{n}^{4}}+r\left(\xi, y_{n}\right)^{2} \sum_{i=1}^{n-1} \frac{\xi_{i}^{2}}{r_{i}^{4}}}}
$$

with

$$
\begin{equation*}
r\left(\xi, y_{n}\right)=\frac{\sqrt{r_{n}^{2}-y_{n}^{2}}}{r_{n} \sqrt{\sum_{i=1}^{n-1} \frac{\xi_{i}^{2}}{r_{i}^{2}}}} \tag{47}
\end{equation*}
$$

As $N_{\partial K}\left(x_{0}\right)=e_{n}$ we get

$$
<N_{\partial \mathcal{E}}(y), N_{\partial K}\left(x_{0}\right)>=\frac{y_{n}}{r_{n}^{2} \sqrt{\sum_{i=1}^{n} \frac{y_{i}^{2}}{r_{i}^{4}}}}
$$

Therefore

$$
\frac{1}{1-<N_{\partial \mathcal{E}}(y), N_{\partial K}\left(x_{0}\right)>^{2}}=\frac{\sum_{i=1}^{n} \frac{y_{i}^{2}}{r_{i}^{4}}}{\sum_{i=1}^{n-1} \frac{y_{i}^{2}}{r_{i}^{4}}} .
$$

For $y, z \in \partial \mathcal{E}$ we get

$$
\frac{1-<N_{\partial \mathcal{E}}(z), N_{\partial K}\left(x_{0}\right)>^{2}}{1-<N_{\partial \mathcal{E}}(y), N_{\partial K}\left(x_{0}\right)>^{2}}=\frac{\sum_{i=1}^{n} \frac{y_{i}^{2}}{r_{i}^{4}}}{\sum_{i=1}^{n} \frac{z_{i}^{2}}{r_{i}^{4}}} \frac{\sum_{i=1}^{n-1} \frac{z_{i}^{2}}{r_{i}^{4}}}{\sum_{i=1}^{n-1} \frac{y_{i}^{2}}{r_{i}^{4}}} .
$$

For $y, z \in \partial \mathcal{E}$ with the same direction $\xi$ we get by (47)

$$
\frac{1-<N_{\partial \mathcal{E}}(z), N_{\partial K}\left(x_{0}\right)>^{2}}{1-<N_{\partial \mathcal{E}}(y), N_{\partial K}\left(x_{0}\right)>^{2}}=\frac{\sum_{i=1}^{n} \frac{y_{i}^{2}}{r_{i}^{4}}}{\sum_{i=1}^{n} \frac{z_{i}^{2}}{r_{i}^{4}}}\left(\frac{r_{n}^{2}-z_{n}^{2}}{r_{n}^{2}-y_{n}^{2}}\right)
$$

We can choose $s_{\epsilon}$ sufficiently small so that we have for all $s$ with $0<s \leq s_{\epsilon}$, and all $y \in \partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right), z \in \partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$

$$
\left|y_{n}-r_{n}\right|<\epsilon \quad\left|z_{n}-r_{n}\right|<\epsilon
$$

and by Lemma 2.9.(i)

$$
1-\epsilon \leq \frac{r_{n}-z_{n}}{r_{n}-y_{n}} \leq 1+\epsilon
$$

We pass to a new $\epsilon$ and obtain: We can choose $s_{\epsilon}$ sufficiently small so that we have for all $s$ with $0<s \leq s_{\epsilon}$, and all $y \in \partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right), z \in$ $\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$ such that $p_{e_{n}}(y)$ and $p_{e_{n}}(z)$ are colinear

$$
\begin{equation*}
1-\epsilon \leq \frac{1-<N_{\partial \mathcal{E}}(z), N_{\partial K}\left(x_{0}\right)>^{2}}{1-<N_{\partial \mathcal{E}}(y), N_{\partial K}\left(x_{0}\right)>^{2}} \leq 1+\epsilon \tag{48}
\end{equation*}
$$

By Lemma 2.5 we have

$$
<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>\geq 1-\epsilon
$$

Therefore, the orthogonal projection $p_{e_{n}}$ restricted to the hyperplane

$$
H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)
$$

is a linear isomorphism between this hyperplane and $\mathbb{R}^{n-1}$ and moreover, $\left\|p_{e_{n}}\right\|=1$ and $\left\|p_{e_{n}}^{-1}\right\| \leq \frac{1}{1-\epsilon}$. By this, there is $s_{\epsilon}$ such that for all $s$ with $0<s \leq s_{\epsilon}$

$$
\begin{aligned}
(1-\epsilon) & \int_{\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)} \frac{\mathrm{d} \mu_{\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)}(y)}{\sqrt{1-<N_{\partial \mathcal{E}}(y), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \\
& \leq \int_{p_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)} \frac{\mathrm{d} \mu_{p_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)}(z)}{\sqrt{1-<N_{\partial \mathcal{E}}\left(p_{e_{n}}^{-1}(z)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \\
& \leq \int_{\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)} \frac{\mathrm{d} \mu_{\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)(y)}^{\sqrt{1-<N_{\partial \mathcal{E}}(y), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}}{}
\end{aligned}
$$

where $z=p_{e_{n}}(y)$. Let $q_{e_{n}}$ denote the orthogonal projection from

$$
H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)
$$

to $\mathbb{R}^{n-1} . q_{e_{n}}$ is an isometry. Therefore

$$
\begin{aligned}
& \int_{\partial \mathcal{E}} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{0}\right)\right) \\
& \quad \frac{\mathrm{d} \mu_{\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{0}\right)\right)}(y)}{\sqrt{1-<N_{\partial \mathcal{E}}(y), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \\
& \quad=\int_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)} \frac{\mathrm{d} \mu_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)}(y)}{\sqrt{1-<N_{\partial \mathcal{E}}\left(q_{e_{n}}^{-1}(y)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}
\end{aligned}
$$

Thus, in order to show (46) it suffices to show

$$
\begin{aligned}
& \left\lvert\, \int_{p_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)} \frac{\mathrm{d} \mu_{p_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)}(y)}{\sqrt{1-<N_{\partial \mathcal{E}}\left(p_{e_{n}}^{-1}(y)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}\right. \\
& \quad-\int_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)} \frac{\mathrm{d} \mu_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)}(y)}{\sqrt{1-<N_{\partial \mathcal{E}}\left(q_{e_{n}}^{-1}(y)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \\
& \leq \epsilon \int_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)} \frac{\mathrm{d} \mu_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)}}{\sqrt{1-<N_{\partial \mathcal{E}}\left(q_{e_{n}}^{-1}(y)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}
\end{aligned}
$$

Let $\rho: q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) \rightarrow p_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)$ be the radial map defined by

$$
\{\rho(y)\}=\{t y \mid t \geq 0\} \cap p_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) .
$$

We have

$$
\begin{aligned}
& (1-\epsilon) \int_{p_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)} \frac{\mathrm{d} \mu_{p_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)}(y)}{\sqrt{1-<N_{\partial \mathcal{E}}\left(p_{e_{n}}^{-1}(y)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \\
& \leq \int_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)} \frac{\mathrm{d} \mu_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)}(y)}{\sqrt{1-<N_{\partial \mathcal{E}}\left(p_{e_{n}}^{-1}(\rho(y))\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \\
& \leq(1+\epsilon) \int_{p_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)} \frac{\mathrm{d} \mu_{p_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)(y)}^{\sqrt{1-<N_{\partial \mathcal{E}}\left(p_{e_{n}}^{-1}(y)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}}{}
\end{aligned}
$$

To see this, consider the indicatrix of Dupin $\mathcal{D}$ of $K$ at $x_{0}$. We have by (43)

$$
\begin{aligned}
& (1-\epsilon) \mathcal{D} \subseteq \frac{1}{\sqrt{2\left\|x_{0}-z_{s}\right\|}} q_{e_{n}}\left(\mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) \subseteq(1+\epsilon) \mathcal{D} \\
& (1-\epsilon) \mathcal{D} \subseteq \frac{1}{\sqrt{2\left\|x_{0}-z_{s}\right\|}} p_{e_{n}}\left(\mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{s}\right)\right)\right) \subseteq(1+\epsilon) \mathcal{D} .
\end{aligned}
$$

They imply that with a new $s_{\epsilon}$ the surface element changes at most by a factor $(1+\epsilon)$. Thus, in order to verify (46), it is enough to show

$$
\begin{align*}
& \left\lvert\, \int_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)} \frac{\mathrm{d} \mu_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)}(y)}{\sqrt{1-<N_{\partial \mathcal{E}}\left(p_{e_{n}}^{-1}(\rho(y))\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}\right. \\
& \quad-\int_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)} \frac{\mathrm{d} \mu_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)}(y)}{\sqrt{1-<N_{\partial \mathcal{E}}\left(q_{e_{n}}^{-1}(y)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \tag{49}
\end{align*}
$$

$$
\leq \epsilon \int_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)} \frac{\mathrm{d} \mu_{q_{e_{n}}\left(\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)}(y)}{\sqrt{1-<N_{\partial \mathcal{E}}\left(q_{e_{n}}^{-1}(y)\right), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} .
$$

We verify this. By (48) there is $s_{\epsilon}$ so that we have for all $s$ with $0<s \leq s_{\epsilon}$, and all $y \in \partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right), z \in \partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$ such that $p_{e_{n}}(y)$ and $p_{e_{n}}(z)$ are colinear

$$
1-\epsilon \leq \frac{\left\|N_{\partial \mathcal{E}}(z)-N_{\partial K}\left(x_{0}\right)\right\|}{\left\|N_{\partial \mathcal{E}}(y)-N_{\partial K}\left(x_{0}\right)\right\|} \leq 1+\epsilon .
$$

By (39) for every $\epsilon$ there is $s_{\epsilon}$ such that for all $s$ with $0<s \leq s_{\epsilon}$

$$
\left\|N_{\partial K}\left(x_{0}\right)-N_{\partial K_{s}}\left(x_{s}\right)\right\| \leq \epsilon \sqrt{\left\|x_{0}-z_{s}\right\|}
$$

and by the formula following (2.8.13) for all $y \in \partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ and $z \in \partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$

$$
\begin{aligned}
\left\|N_{\partial \mathcal{E}}(y)-N_{\partial K_{s}}\left(x_{s}\right)\right\| & \geq c \sqrt{\left\|x_{0}-z_{s}\right\|} \\
\left\|N_{\partial \mathcal{E}}(z)-N_{\partial K_{s}}\left(x_{s}\right)\right\| & \geq c \sqrt{\left\|x_{0}-z_{s}\right\|}
\end{aligned}
$$

Therefore,

$$
\left\|N_{\partial K}\left(x_{0}\right)-N_{\partial K_{s}}\left(x_{s}\right)\right\| \leq \epsilon \sqrt{\left\|x_{0}-z_{s}\right\|} \leq \frac{\epsilon}{c}\left\|N_{\partial \mathcal{E}}(z)-N_{\partial K_{s}}\left(x_{s}\right)\right\|
$$

By triangle inequality

$$
\begin{equation*}
\left\|N_{\partial \mathcal{E}}(z)-N_{\partial K_{s}}\left(x_{s}\right)\right\| \leq\left(1+\frac{\epsilon}{c}\right)\left\|N_{\partial \mathcal{E}}(z)-N_{\partial K}\left(x_{0}\right)\right\| \tag{50}
\end{equation*}
$$

and the same inequality for $y$. In the same way we get the estimates from below. Thus there is $s_{\epsilon}$ so that we have for all $s$ with $0<s \leq s_{\epsilon}$, and all $y \in \partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right), z \in \partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$ such that $p_{e_{n}}(y)$ and $p_{e_{n}}(z)$ are colinear

$$
1-\epsilon \leq \frac{\left\|N_{\partial \mathcal{E}}(z)-N_{\partial K_{s}}\left(x_{s}\right)\right\|}{\left\|N_{\partial \mathcal{E}}(y)-N_{\partial K_{s}}\left(x_{s}\right)\right\|} \leq 1+\epsilon
$$

which is the same as

$$
1-\epsilon \leq \frac{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}{1-<N_{\partial \mathcal{E}}(y), N_{\partial K_{s}}\left(x_{s}\right)>^{2}} \leq 1+\epsilon
$$

This establishes (49) and consequently (45). Combining the formulas (44) and (45) gives

$$
\begin{aligned}
& \left\lvert\, \int_{\partial K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)} \frac{f(y) \mathrm{d} \mu_{\partial K \cap H\left(x_{s}, N\left(x_{s}\right)\right)}(y)}{\sqrt{1-<N_{\partial K}(y), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}}\right. \\
& \left.-\int_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)} \frac{f\left(\Phi^{-1}(z)\right) \mathrm{d} \mu_{\partial \mathcal{E} \cap H\left(x_{s}, N\left(x_{0}\right)\right)}(z)}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} \right\rvert\, \\
& \quad \leq \epsilon \int_{\partial \mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)} \frac{f\left(\Phi^{-1}(z)\right) \mathrm{d} \mu_{\partial \mathcal{E} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)(z)}}{\sqrt{1-<N_{\partial \mathcal{E}}(z), N_{\partial K_{s}}\left(x_{s}\right)>^{2}}} .
\end{aligned}
$$

It is left to replace $N_{\partial K_{s}}\left(x_{s}\right)$ by $N_{\partial K}\left(x_{0}\right)$. This is done by using the formula (50) relating the two normals.
(ii) For every $\epsilon>0$ there is $s_{\epsilon}$ such that for all $s$ with $0<s \leq s_{\epsilon}$

$$
(1-\epsilon) s \leq \frac{\operatorname{vol}_{n-1}\left(B_{2}^{n} \cap H_{s}\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)} \leq \frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n} \cap H_{s}^{-}\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}=s
$$

$B_{2}^{n} \cap H_{s}$ is the boundary of a $n$ - 1-dimensional Euclidean ball with radius

$$
r=\left(\frac{\operatorname{vol}_{n-1}\left(B_{2}^{n} \cap H_{s}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}}
$$

Therefore

$$
\left((1-\epsilon) s \frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}} \leq r \leq\left(s \frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}}
$$

We have $N\left(x_{s}\right)=e_{n}$ and $\sqrt{1-<e_{n}, N_{\partial B_{2}^{n}}(y)>^{2}}$ is the sine of the angle between $e_{n}$ and $N_{\partial B_{2}^{n}}(y)$. This equals the radius $r$ of $B_{2}^{n} \cap H_{s}$. Altogether we get

$$
\begin{aligned}
& \int_{\partial B_{2}^{n} \cap H_{s}} \frac{\mathrm{~d} \mu_{\partial B_{2}^{n} \cap H_{s}}(y)}{\sqrt{1-<N\left(x_{s}\right), N_{\partial B_{2}^{n}}(y)>^{2}}} \\
& \quad=r^{n-3} \operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right) \leq\left(s \frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{n-3}{n-1}} \operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)
\end{aligned}
$$

(iii) $\mathcal{E} \cap H_{s}$ and $\mathcal{E} \cap H_{t}$ are homothetic, $n$-1-dimensional ellipsoids. The factor $\phi_{0}$ by which we have to multiply $\mathcal{E} \cap H_{s}$ in order to recover $\mathcal{E} \cap H_{t}$ is

$$
\phi_{0}=\left(\frac{\operatorname{vol}_{n-1}\left(\mathcal{E} \cap H_{t}\right)}{\operatorname{vol}_{n-1}\left(\mathcal{E} \cap H_{s}\right)}\right)^{\frac{1}{n-1}} .
$$

On the other hand, for all $\epsilon>0$ there is $s_{\epsilon}$ such that for all $s$ with $0<s \leq s_{\epsilon}$

$$
(1-\epsilon) s \leq \frac{\operatorname{vol}_{n-1}\left(\mathcal{E} \cap H_{s}\right)}{\operatorname{vol}_{n-1}(\partial \mathcal{E})} \leq \frac{\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap H_{s}^{-}\right)}{\operatorname{vol}_{n-1}(\partial \mathcal{E})}=s
$$

Therefore

$$
\left(\frac{(1-\epsilon) t}{s}\right)^{\frac{1}{n-1}} \leq \phi_{0} \leq\left(\frac{t}{(1-\epsilon) s}\right)^{\frac{1}{n-1}}
$$

The volume of a volume element of $\partial \mathcal{E} \cap H_{s}$ that is mapped by the homothety onto one in $\partial \mathcal{E} \cap H_{t}$ increases by $\phi_{0}^{n-2}$.

Now we estimate how much the angle between $N_{\partial \mathcal{E}}(y)$ and $N_{\partial \mathcal{E}_{s}}\left(x_{s}\right)=e_{n}$ changes. The normal to $\mathcal{E}$ at $y$ is

$$
\left(\frac{y_{i}}{a_{i}^{2} \sqrt{\sum_{k=1}^{n} \frac{y_{k}^{2}}{a_{k}^{4}}}}\right)_{i=1}^{n}
$$

Thus

$$
<N_{\partial \mathcal{E}}(y), e_{n}>=\frac{y_{n}}{a_{n}^{2} \sqrt{\sum_{k=1}^{n} \frac{y_{k}^{2}}{a_{k}^{4}}}}
$$

and

$$
1-<N_{\partial \mathcal{E}}(y), e_{n}>^{2}=\frac{\sum_{k=1}^{n-1} \frac{y_{k}^{2}}{a_{k}^{4}}}{\sum_{k=1}^{n} \frac{y_{k}^{2}}{a_{k}^{4}}} .
$$

Let $y(s) \in \mathcal{E} \cap H_{s}$ and $y(t) \in \mathcal{E} \cap H_{t}$ be vectors such that $\left(y_{1}(s), \ldots, y_{n-1}(s)\right)$ and $\left(y_{1}(t), \ldots, y_{n-1}(t)\right)$ are colinear. Then

$$
\left(y_{1}(t), \ldots, y_{n-1}(t)\right)=\phi_{0}\left(y_{1}(s), \ldots, y_{n-1}(s)\right)
$$

Thus

$$
\frac{1-<N_{\partial \mathcal{E}}(y(t)), e_{n}>^{2}}{1-<N_{\partial \mathcal{E}}(y(s)), e_{n}>^{2}}=\frac{\sum_{k=1}^{n-1} \frac{y_{k}^{2}(t)}{a_{k}^{4}}}{\sum_{k=1}^{n} \frac{y_{k}^{2}(t)}{a_{k}^{4}}} \frac{\sum_{k=1}^{n} \frac{\frac{y_{k}^{2}(s)}{a_{k}^{4}}}{\sum_{k=1}^{n-1} \frac{y_{k}^{2}(s)}{a_{k}^{4}}}=\phi_{0}^{2} \frac{\sum_{k=1}^{n} \frac{y_{k}^{2}(s)}{a_{k}^{4}}}{\sum_{k=1}^{n} \frac{y_{k}^{2}(t)}{a_{k}^{4}}} . . . ~ . ~}{\text {. }}
$$

For every $\epsilon>0$ there is $s_{\epsilon}$ such that for all $s$ with $0<s \leq s_{\epsilon}$ we have $a_{n}-\epsilon \leq y_{n}(s) \leq a_{n}$. Therefore there is an appropriate $s_{\epsilon}$ such that for all $s$ with $0<s \leq s_{\epsilon}$

$$
1-\epsilon \leq \frac{\sum_{k=1}^{n} \frac{y_{k}^{2}(t)}{a_{k}^{4}}}{\sum_{k=1}^{n} \frac{y_{k}^{2}(s)}{a_{k}^{4}}} \leq 1+\epsilon
$$

Thus

$$
(1-\epsilon) \phi_{0} \leq \frac{\sqrt{1-<N_{\partial \mathcal{E}}(y(t)), e_{n}>^{2}}}{\sqrt{1-<N_{\partial \mathcal{E}}(y(s)), e_{n}>^{2}}} \leq(1+\epsilon) \phi_{0}
$$

Consequently, with a new $s_{\epsilon}$

$$
\begin{aligned}
& \int_{\partial \mathcal{E} \cap H_{s}} \frac{\mathrm{~d} \mu_{\partial \mathcal{E} \cap H_{s}}(y)}{\sqrt{1-N_{\partial \mathcal{E}_{s}}\left(x_{s}\right), N_{\partial \mathcal{E}}(y)>^{2}}} \\
& \leq \leq(1+\epsilon) \phi_{0}^{-(n-3)} \int_{\partial \mathcal{E} \cap H_{t}} \frac{\mathrm{~d} \mu_{\partial \mathcal{E} \cap H_{t}}(y)}{\sqrt{1-<N_{\partial \mathcal{E}_{t}}\left(x_{t}\right), N_{\partial \mathcal{E}}(y)>^{2}}} \\
& \quad \leq(1+\epsilon)\left(\frac{s}{t}\right)^{\frac{n-3}{n-1}} \int_{\partial \mathcal{E} \cap H_{t}} \frac{\mathrm{~d} \mu_{\partial \mathcal{E} \cap H_{t}}(y)}{\sqrt{1-<N_{\partial \mathcal{E}_{t}}\left(x_{t}\right), N_{\partial \mathcal{E}}(y)>^{2}}} .
\end{aligned}
$$

Lemma 2.11. Let $K$ be a convex body in $\mathbb{R}^{n}$ such that for all $t>0$ the inclusion $K_{t} \subseteq \stackrel{\circ}{K}$ holds and that $K$ has everywhere a unique normal. Let $f: \partial K \rightarrow \mathbb{R}$ a continuous, positive function with $\int_{\partial K} f(x) \mathrm{d} \mu_{\partial K}(x)=1$.
(i) Let $t<T$ and $\epsilon>0$ such that $t+\epsilon<T$. Let $x \in \partial K_{t}$ and let $H\left(x, N_{\partial K_{t}}(x)\right)$ be a hyperplane such that

$$
\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x, N_{\partial K_{t}}(x)\right)\right)=t
$$

Let $h(x, \epsilon)$ be defined by

$$
\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x-h(x, \epsilon) N_{\partial K_{t}}(x), N_{\partial K_{t}}(x)\right)\right)=t+\epsilon
$$

Then we have for sufficiently small $\epsilon$

$$
\epsilon-o(\epsilon)=\int_{\partial K \cap H\left(x, N_{\partial K_{t}}(x)\right)} \frac{f(y) h(x, \epsilon) \mathrm{d} \mu_{\left.\partial K \cap H\left(x, N_{\partial K_{t}}(x)\right)\right)(y)}}{\sqrt{1-\left\langle N_{\partial K_{t}}(x), N_{\partial K}(y)>^{2}\right.}} .
$$

(ii) Let $t+\epsilon<T, x \in \partial K_{t+\epsilon}$, and $H\left(x, N_{\partial K_{t+\epsilon}}(x)\right)$ a hyperplane such that

$$
\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x, N_{\partial K_{t+\epsilon}}(x)\right)\right)=t+\epsilon
$$

Let $k(x, \epsilon)$ be defined

$$
\mathbb{P}_{f}\left(\partial K \cap H\left(x+k(x, \epsilon) N_{\partial K_{t+\epsilon}}(x), N_{\partial K_{t+\epsilon}}(x)\right)\right)=t
$$

Then we have

$$
\epsilon+o(\epsilon)=\int_{\partial K \cap H\left(x, N_{\partial K_{t+\epsilon}}(x)\right)} \frac{f(y) k(x, \epsilon) \mathrm{d} \mu_{\partial K \cap H\left(x, N_{\partial K_{t+\epsilon}}(x)\right)(y)}}{\sqrt{1-<N_{\partial K_{t+\epsilon}}(x), N_{\partial K}(y)>^{2}}}
$$

(iii) Let $\mathcal{E}$ be an ellipsoid

$$
\mathcal{E}=\left\{\left.x\left|\sum_{i=1}^{n}\right| \frac{x_{i}}{a_{i}}\right|^{2} \leq 1\right\}
$$

and $\mathcal{E}_{s}, 0<s \leq \frac{1}{2}$ surface bodies with respect to the constant density. $\left\{x_{s}\right\}=$ $\left[0, a_{n} e_{n}\right] \cap \partial \mathcal{E}_{s}$. Let $\Delta:(0, T) \rightarrow[0, \infty)$ be such that $\Delta(s)$ is the height of the cap $\mathcal{E} \cap H^{-}\left(x_{s}, N_{\partial \mathcal{E}_{s}}\left(x_{s}\right)\right)$. Then $\Delta$ is a differentiable, increasing function and

$$
\frac{\mathrm{d} \Delta}{\mathrm{~d} s}(s)=\left(\int_{\partial \mathcal{E} \cap H_{s}} \frac{\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}}{\sqrt{1-<N_{\partial \mathcal{E}_{s}}\left(x_{s}\right), N_{\partial \mathcal{E}}(y)>^{2}}} \mathrm{~d} \mu(y)\right)^{-1}
$$

where $H_{s}=H\left(x_{s}, N_{\partial \mathcal{E}_{s}}\left(x_{s}\right)\right)$.

Proof. (i) As $K_{t} \subset \stackrel{\circ}{K}$ we can apply Lemma 2.2 and assure that for all $0<$ $t<T$ and all $x \in \partial K_{t}$ there is a normal $N_{\partial K_{t}}(x)$ with

$$
t=\int_{\partial K \cap H^{-}\left(x, N_{\partial K_{t}}(x)\right)} f(z) \mathrm{d} \mu_{\partial K}(z)
$$
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We have

$$
\begin{aligned}
& \epsilon=\int_{\left.\partial K \cap H^{-}\left(x-h(x, \epsilon) N_{\partial K_{t}}(x)\right), N_{\partial K_{t}}(x)\right)} f(z) \mathrm{d} \mu_{\partial K}(z) \\
&-\int_{\partial K \cap H^{-}\left(x, N_{\partial K_{t}}(x)\right)} f(z) \mathrm{d} \mu_{\partial K}(z) \\
&=\int_{\left.\partial K \cap H^{-}\left(x-h(x, \epsilon) N_{\partial K_{t}}(x)\right), N_{\partial K_{t}}(x)\right) \cap H^{+}\left(x, N_{\partial K_{t}}(x)\right)} f(z) \mathrm{d} \mu_{\partial K}(z) .
\end{aligned}
$$

Consider now small $\epsilon$. Since $K$ has everywhere a unique normal a surface element of

$$
\left.\partial K \cap H^{-}\left(x-h(x, \epsilon) N_{\partial K_{t}}(x)\right), N_{\partial K_{t}}(x)\right) \cap H^{+}\left(x, N_{\partial K_{t}}(x)\right)
$$

at $y$ has approximately the area

$$
h(x, \epsilon) d \mu_{\partial K \cap H\left(x, N_{\partial K_{t}}(x)\right)}(y)
$$

divided by the cosine of the angle between $N_{\partial K}(y)$ and $N_{\partial K \cap H\left(x, N_{\partial K_{t}}(x)\right)}(y)$. The latter normal is taken in the plane $H\left(x, N_{\partial K_{t}}(x)\right)$. The vector $N_{\partial K}(y)$ is
contained in the plane spanned by $N_{\partial K \cap H\left(x, N_{\partial K_{t}}(x)\right)}(y)$ and $N_{\partial K_{t}}(x)$. Thus we have

$$
\begin{aligned}
N_{\partial K}(y)=<N_{\partial K}(y), & N_{\partial K \cap H\left(x, N_{\partial K_{t}}(x)\right)}(y)>N_{\partial K \cap H\left(x, N_{\partial K_{t}}(x)\right)}(y) \\
& +<N_{\partial K}(y), N_{\partial K_{t}}(x)>N_{\partial K_{t}}(x)
\end{aligned}
$$

which implies

$$
1=<N_{\partial K}(y), N_{\partial K \cap H\left(x, N_{\partial K_{t}}(x)\right)}(y)>^{2}+<N_{\partial K}(y), N_{\partial K_{t}}(x)>^{2} .
$$

We get for the approximate area of the surface element

$$
\frac{h(x, \epsilon) d \mu_{\partial K \cap H\left(x, N_{\partial K_{t}}(x)\right)}(y)}{<N_{\partial K}(y), N_{\partial K \cap H\left(x, N_{\partial K_{t}}(x)\right)}(y)>}=\frac{h(x, \epsilon) d \mu_{\partial K \cap H\left(x, N_{\partial K_{t}}(x)\right)}(y)}{\sqrt{1-<N_{\partial K}(y), N_{\partial K_{t}}(x)>^{2}}} .
$$

Since $f$ is a continuous function

$$
\epsilon+o(\epsilon)=\int_{\partial\left(K \cap H\left(x, N_{\partial K_{t}}(x)\right)\right)} \frac{f(y) h(x, \epsilon) \mathrm{d} \mu_{\left.\partial K \cap H\left(x, N_{\partial K_{t}}(x)\right)\right)(y)}}{\sqrt{1-<N_{\partial K_{t}}(x), N_{\partial K}(y)>^{2}}} .
$$

(iii) By the symmetries of the ellipsoids $e_{n}$ is a normal to the surface body $\mathcal{E}_{s}$. In fact we have

$$
\mathbb{P}\left\{\partial \mathcal{E} \cap H^{-}\left(x_{s}, e_{n}\right)\right\}=s
$$

This follows from Lemma 2.4. Moreover,

$$
h\left(x_{s}, \epsilon\right) \leq \Delta(s+\epsilon)-\Delta(s) \leq k\left(x_{s}, \epsilon\right)
$$

Lemma 2.12. Let $K$ be a convex body in $\mathbb{R}^{n}$ that has everywhere a unique normal and let $f: \partial K \rightarrow \mathbb{R}$ be a continuous, positive function with $\int_{\partial K} f(x) \mathrm{d} \mu_{\partial K}(x)=1 . K_{s}, 0 \leq s \leq T$, are the surface bodies of $K$ with respect to the density $f$. Suppose that for all $t$ with $0<t \leq T$ we have $K_{t} \subseteq \stackrel{\circ}{K}$. Let $G: K \rightarrow \mathbb{R}$ be a continuous function. Then

$$
\int_{K_{s}} G(x) \mathrm{d} x
$$

is a continuous, decreasing function of $s$ on the interval $[0, T]$ and a differentiable function on $(0, T)$. Its derivative is

$$
\frac{\mathrm{d}}{\mathrm{~d} s} \int_{K_{s}} G(x) \mathrm{d} x=-\int_{\partial K_{s}} \frac{G\left(x_{s}\right) \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right)}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)} .
$$

where $H_{s}=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$. The derivative is bounded on all intervals $[a, T)$ with $[a, T) \subset(0, T)$ and

$$
\int_{K} G(x) \mathrm{d} x=\int_{0}^{T} \int_{\partial K_{s}} \frac{G\left(x_{s}\right) \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right) \mathrm{d} s}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)} .
$$

Proof. We have

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} s} \int_{K_{s}} G(x) \mathrm{d} x & =\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon}\left(\int_{K_{s+\epsilon}} G(x) \mathrm{d} x-\int_{K_{s}} G(x) \mathrm{d} x\right) \\
& =-\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{K_{s} \backslash K_{s+\epsilon}} G(x) \mathrm{d} x
\end{aligned}
$$

provided that the right hand side limit exists.
Let $\Delta\left(x_{s}, \epsilon\right)$ be the distance of $x_{s}$ to $\partial K_{s+\epsilon}$. By Lemma 2.4.(iv), for all $s$ and $\delta>0$ there is $\epsilon>0$ such that $d_{H}\left(K_{s}, K_{s+\epsilon}\right)<\delta$. By this and the continuity of $G$ we get

$$
\frac{\mathrm{d}}{\mathrm{~d} s} \int_{K_{s}} G(x) \mathrm{d} x=-\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{\partial K_{s}} G\left(x_{s}\right) \Delta\left(x_{s}, \epsilon\right) \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right) .
$$

We have to show that the right hand side limit exists. By Lemma 2.11.(i) we have

$$
\epsilon-o(\epsilon)=\int_{\partial\left(K \cap H\left(x, N_{\partial K_{t}}(x)\right)\right)} \frac{f(y) h(x, \epsilon) \mathrm{d} \mu_{\partial K \cap H\left(x, N_{\partial K_{t}}(x)\right)(y)}}{\sqrt{1-<N_{\partial K_{t}}(x), N_{\partial K}(y)>^{2}}} .
$$

Since $h\left(x_{s}, \epsilon\right) \leq \Delta\left(x_{s}, \epsilon\right)$ we get

$$
\begin{aligned}
\liminf _{\epsilon \rightarrow 0} & \frac{1}{\epsilon} \\
& \int_{\partial K_{s}} G\left(x_{s}\right) \Delta\left(x_{s}, \epsilon\right) \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right) \\
& \geq \int_{\partial K_{s}} \frac{G\left(x_{s}\right)}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-\left\langle N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right.}} \mathrm{d} \mu_{\partial K \cap H_{s}}(y)} \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right)
\end{aligned}
$$

where $H_{s}=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$. We show the inverse inequality for the Limes Superior. This is done by using Lemma 2.11.(ii).

We show now that the function satisfies the fundamental theorem of calculus.

$$
\begin{aligned}
\int_{\partial K \cap H_{s}} & \frac{f(y) \mathrm{d} \mu_{\partial K \cap H_{s}}(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \\
& \geq \int_{\partial K \cap H_{s}} f(y) \mathrm{d} \mu_{\partial K \cap H_{s}}(y) \geq \min _{y \in \partial K} f(y) \operatorname{vol}_{n-2}\left(\partial K \cap H_{s}\right)
\end{aligned}
$$

By the isoperimetric inequality there is a constant $c>0$ such that

$$
\int_{\partial K \cap H_{s}} \frac{f(y) \mathrm{d} \mu_{\partial K \cap H_{s}}(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \geq c \min _{y \in \partial K} f(y) \operatorname{vol}_{n-1}\left(K \cap H_{s}\right)
$$

By our assumption $K_{s} \subseteq \stackrel{\circ}{K}$ the distance between $\partial K$ and $\partial K_{s}$ is strictly larger than 0 . From this we conclude that there is a constant $c>0$ such that for all $x_{s} \in \partial K_{s}$

$$
\operatorname{vol}_{n-1}\left(K \cap H_{s}\right) \geq c
$$

This implies that for all $s$ with $0<s<T$ there is a constant $c_{s}>0$

$$
\left|\frac{\mathrm{d}}{\mathrm{~d} s} \int_{K_{s}} G(x) \mathrm{d} x\right| \leq c_{s} .
$$

Thus, on all intervals $[a, T) \subset(0, T)$ the derivative is bounded and therefore the function is absolutely continuous. We get for all $t_{0}, t$ with $0<t_{0} \leq t<T$

$$
\int_{t_{0}}^{t} \frac{\mathrm{~d}}{\mathrm{~d} s} \int_{K_{s}} G(x) \mathrm{d} x=\int_{K_{t}} G(x) \mathrm{d} x-\int_{K_{t_{0}}} G(x) \mathrm{d} x
$$

We take the limit of $t_{0} \rightarrow 0$. By Lemma 2.3.(iii) we have $\bigcup_{t>0} K_{t} \supseteq \stackrel{\circ}{K}$. The monotone convergence theorem implies

$$
\int_{0}^{t} \frac{\mathrm{~d}}{\mathrm{~d} s} \int_{K_{s}} G(x) \mathrm{d} x=\int_{K_{t}} G(x) \mathrm{d} x-\int_{K} G(x) \mathrm{d} x
$$

Now we take the limit $t \rightarrow T$. By Lemma 2.3 we have $K_{T}=\bigcap_{t<T} K_{t}$. The monotone convergence theorem implies

$$
\int_{0}^{T} \frac{\mathrm{~d}}{\mathrm{~d} s} \int_{K_{s}} G(x) \mathrm{d} x=\int_{K_{T}} G(x) \mathrm{d} x-\int_{K} G(x) \mathrm{d} x .
$$

Since the volume of $K_{T}$ equals 0 we get

$$
\int_{0}^{T} \frac{\mathrm{~d}}{\mathrm{~d} s} \int_{K_{s}} G(x) \mathrm{d} x=-\int_{K} G(x) \mathrm{d} x .
$$

## 3 The Case of the Euclidean Ball

We present here a proof of the main theorem in case that the convex body is the Euclidean ball. This result was proven by J. Müller [Mü]. We include the results of chapter 3 for the sake of completeness. Most of them are known.

Proposition 3.1. (Müller [Mü]) We have

$$
\begin{aligned}
\lim _{N \rightarrow \infty} & \frac{\operatorname{vol}_{n}\left(B_{2}^{n}\right)-\mathbb{E}\left(\partial B_{2}^{n}, N\right)}{N^{-\frac{2}{n-1}}} \\
& =\frac{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}{2(n+1)!}\left(\frac{(n-1) \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{n+1}{n-1}} \Gamma\left(n+1+\frac{2}{n-1}\right) \\
& =\frac{(n-1)^{\frac{n+1}{n-1}}\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{\frac{n+1}{n-1}}}{\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{\frac{2}{n-1}}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!} .
\end{aligned}
$$

We want to show first that almost all random polytopes are simplicial.
Lemma 3.1. The $n^{2}$-dimensional Hausdorff measure of the real $n \times n$ matrices with determinant 0 equals 0 .

Proof. We use induction. For $n=1$ the only matrix with determinant 0 is the zeromatrix. Let $A_{11}$ be the submatrix of the matrix $A$ that is obtained by deleting the first row and column. We have

$$
\{A \mid \operatorname{det}(A)=0\} \subseteq\left\{A \mid \operatorname{det}\left(A_{11}\right)=0\right\} \cup\left\{A \mid \operatorname{det}(A)=0 \text { and } \operatorname{det}\left(A_{11}\right) \neq 0\right\}
$$

Since

$$
\left\{A \mid \operatorname{det}\left(A_{11}\right)=0\right\}=\mathbb{R}^{n^{2}-(n-1)^{2}} \times\left\{B \in M_{n-1} \mid \operatorname{det}(B)=0\right\}
$$

we get by the induction assumption that $\left\{A \mid \operatorname{det}\left(A_{11}\right)=0\right\}$ is a nullset. We have

$$
\begin{aligned}
& \left\{A \mid \operatorname{det}(A)=0 \text { and } \operatorname{det}\left(A_{11}\right) \neq 0\right\} \\
& \left.\quad=\left\{A \left\lvert\, a_{11}=\frac{1}{\operatorname{det}\left(A_{11}\right)} \sum_{i=1}^{n} a_{1 i}(-1)^{1+i} \operatorname{det}\left(A_{1 i}\right)\right.\right)\right\} .
\end{aligned}
$$

Since this is the graph of a function it is a nullset.

Lemma 3.2. The $n(n-1)$-dimensional Hausdorff measure of the real $n \times n$ matrices whose determinant equal 0 and whose columns have Euclidean norm equal to 1 is 0 .

Proof. Let $A_{i, j}$ be the submatrix of the matrix $A$ that is obtained by deleting the $i$-th row and $j$-th column. We have

$$
\{A \mid \operatorname{det}(A)=0\} \subseteq\left\{A \mid \operatorname{det}\left(A_{11}\right)=0\right\} \cup\left\{A \mid \operatorname{det}(A)=0 \text { and } \operatorname{det}\left(A_{11}\right) \neq 0\right\}
$$

By Lemma 3.1 the set of all $(n-1) \times(n-1)$ matrices with determinant equal to 0 has $(n-1)^{2}$-dimensional Hausdorff measure 0 . Therefore, the set

$$
\left\{\left(a_{1}, \ldots, a_{n-1}\right) \mid \operatorname{det}\left(\bar{a}_{1}, \ldots, \bar{a}_{n-1}\right)=0\right\}
$$

has $(n-1)^{2}$-dimensional Hausdorff measure 0 where $\bar{a}_{i}$ is the vector $a_{i}$ with the first coordinate deleted. From this we conclude that $\left\{A \mid \operatorname{det}\left(A_{11}\right)=0\right\}$ has $n(n-1)$-dimensional Hausdorff measure 0.

As in Lemma 3.1 we have

$$
\begin{aligned}
& \left\{A \mid \operatorname{det}(A)=0 \text { and } \operatorname{det}\left(A_{11}\right) \neq 0\right\} \\
& \left.\quad=\left\{A \left\lvert\, a_{11}=\frac{1}{\operatorname{det}\left(A_{11}\right)} \sum_{i=1}^{n} a_{1 i}(-1)^{1+i} \operatorname{det}\left(A_{1 i}\right)\right.\right)\right\}
\end{aligned}
$$

By this and since the columns of the matrix have Euclidean length 1 the above set is the graph of a differentiable function of $n(n-1)-1$ variables. Thus the $n(n-1)$-dimensional Hausdorff measure is 0 .

The next lemma says that almost all random polytopes of points chosen from a convex body are simplicial. Intuitively this is obvious. Suppose that we have chosen $x_{1}, \ldots, x_{n}$ and we want to choose $x_{n+1}$ so that it is an element of the hyperplane spanned by $x_{1}, \ldots, x_{n}$, then we are choosing it from a nullset.

Lemma 3.3. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $\mathbb{P}$ the normalized Lebesgue measure on $K$. Let $\mathbb{P}_{K}^{N}$ the $N$-fold probability measure of $\mathbb{P}$. Then

$$
\begin{equation*}
\mathbb{P}_{K}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \exists i_{1}, \ldots, i_{n+1} \exists H: x_{i_{1}}, \ldots, x_{i_{n+1}} \in H\right\}=0 \tag{i}
\end{equation*}
$$

where $H$ denotes a hyperplane in $\mathbb{R}^{n}$.
(ii)

$$
\mathbb{P}_{K}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \exists i_{1}, \ldots, i_{n}: x_{i_{1}}, \ldots, x_{i_{n}} \text { are linearly dependent }\right\}=0
$$

Proof. (i) It suffices to show that

$$
\mathbb{P}_{K}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \exists H: x_{1}, \ldots, x_{n+1} \in H\right\}=0
$$

Let $X=\left(x_{1}, \ldots, x_{n}\right)$. We have that

$$
\begin{aligned}
&\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \exists H: x_{1}, \ldots, x_{n+1} \in H\right\}=\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \operatorname{det}(X)=0\right\} \\
& \cup\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \operatorname{det}(X) \neq 0 \text { and } \quad \exists t_{1}, \ldots, t_{n-1}:\right. \\
&\left.x_{n+1}=x_{n}+\sum_{i=1}^{n-1} t_{i}\left(x_{i}-x_{n}\right)\right\} .
\end{aligned}
$$

The set with $\operatorname{det}(X)=0$ has measure 0 by Lemma 3.1. Now we consider the second set. $\operatorname{det}(X) \neq 0$ and $x_{n+1}=x_{n}+\sum_{i=1}^{n-1} t_{i}\left(x_{i}-x_{n}\right)$ imply that

$$
X^{-1}\left(x_{n+1}\right)=X^{-1}\left(x_{n}+\sum_{i=1}^{n-1} t_{i}\left(x_{i}-x_{n}\right)\right)=e_{n}+\sum_{i=1}^{n-1} t_{i}\left(e_{i}-e_{n}\right) .
$$

We get

$$
t_{i}=<X^{-1}\left(x_{n+1}\right), e_{i}>\quad i=1, \ldots, n-1
$$

Therefore we get

$$
\begin{gathered}
\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \operatorname{det}(X) \neq 0 \text { and } \exists t_{1}, \ldots, t_{n-1}: x_{n+1}=x_{n}+\sum_{i=1}^{n-1} t_{i}\left(x_{i}-x_{n}\right)\right\} \\
\subseteq\left\{\left(x_{1}, \ldots, x_{n}, z, x_{n+2}, \ldots, x_{N}\right) \mid \operatorname{det}(X) \neq 0\right. \text { and } \\
\left.z=x_{n}+\sum_{i=1}^{n-1}<X^{-1}\left(x_{n+1}\right), e_{i}>\left(x_{i}-x_{n}\right)\right\}
\end{gathered}
$$

We have that

$$
\frac{\partial z}{\partial x_{n+1}(j)}=\sum_{i=1}^{n-1}<X^{-1}\left(e_{j}\right), e_{i}>\left(x_{i}-x_{n}\right)
$$

Since all the vectors $\frac{\partial z}{\partial x_{n+1}(j)}, j=1, \ldots, n$ are linear combinations of the vectors $x_{i}-x_{n}, i=1, \ldots, n-1$, the rank of the matrix

$$
\left(\frac{\partial z}{\partial x_{n+1}(j)}\right)_{j=1}^{n}
$$

is at most $n-1$. Therefore, the determinant of the Jacobian of the function mapping $\left(x_{1}, \ldots, x_{N}\right)$ onto $\left(x_{1}, \ldots, x_{n}, z, x_{n+2}, \ldots, x_{N}\right)$ is 0 . Thus the set

$$
\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \operatorname{det}(X) \neq 0 \text { and } \exists t_{1}, \ldots, t_{n-1}: x_{n+1}=x_{n}+\sum_{i=1}^{n-1} t_{i}\left(x_{i}-x_{n}\right)\right\}
$$

has measure 0 .

Lemma 3.4. Let $\mathbb{P}_{\partial B_{2}^{n}}$ be the normalized surface measure on $\partial B_{2}^{n}$. Let $\mathbb{P}_{\partial B_{2}^{n}}^{N}$ the $N$-fold probability measure of $\mathbb{P}_{\partial B_{2}^{n}}$. Then we have

$$
\begin{equation*}
\mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \exists i_{1}, \ldots, i_{n+1} \exists H: x_{i_{1}}, \ldots, x_{i_{n+1}} \in H\right\}=0 \tag{i}
\end{equation*}
$$

where $H$ denotes a hyperplane in $\mathbb{R}^{n}$.
(ii)
$\mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \exists i_{1}, \ldots, i_{n}: x_{i_{1}}, \ldots, x_{i_{n}}\right.$ are linearly dependent $\}=0$

Proof. Lemma 3.4 is shown in the same way as Lemma 3.3. We use in addition the Cauchy-Binet formula ([EvG], p. 89).

Lemma 3.5. Almost all random polytopes of points chosen from the boundary of the Euclidean ball with respect to the normalized surface measure are simplicial.

Lemma 3.5 follows from Lemma 3.4.(i).
Let $F$ be a $n-1$-dimensional face of a polytope. Then $\operatorname{dist}(F)$ is the distance of the hyperplane containing $F$ to the origin 0 . We define

$$
\Phi_{j_{1}, \ldots, j_{k}}(x)=\frac{1}{n} \operatorname{vol}_{n-1}\left(\left[x_{j_{1}}, \ldots, x_{j_{k}}\right]\right) \operatorname{dist}\left(x_{j_{1}}, \ldots, x_{j_{k}}\right)
$$

if $\left[x_{j_{1}}, \ldots, x_{j_{k}}\right]$ is a $n-1$-dimensional face of the polytope $\left[x_{1}, \ldots, x_{N}\right]$ and if $0 \in H^{+}$where $H$ denotes the hyperplane containing the face $\left[x_{j_{1}}, \ldots, x_{j_{k}}\right]$ and $H^{+}$the halfspace containing $\left[x_{1}, \ldots, x_{N}\right]$. We define

$$
\Phi_{j_{1}, \ldots, j_{k}}(x)=-\frac{1}{n} \operatorname{vol}_{n-1}\left(\left[x_{j_{1}}, \ldots, x_{j_{k}}\right]\right) \operatorname{dist}\left(x_{j_{1}}, \ldots, x_{j_{k}}\right)
$$

if $\left[x_{j_{1}}, \ldots, x_{j_{k}}\right]$ is a $n-1$-dimensional face of the polytope $\left[x_{1}, \ldots, x_{N}\right]$ and if $0 \in H^{-}$. We put

$$
\Phi_{j_{1}, \ldots, j_{k}}(x)=0
$$

if $\left[x_{j_{1}}, \ldots, x_{j_{k}}\right]$ is not a $n$-1-dimensional face of the polytope $\left[x_{1}, \ldots, x_{N}\right]$.
Lemma 3.6. Let $x_{1}, \ldots, x_{N} \in \mathbb{R}^{n}$ such that $\left[x_{1}, \ldots, x_{N}\right]$ is a simplicial polytope. Then we have

$$
\operatorname{vol}_{n}\left(\left[x_{1}, \ldots, x_{N}\right]\right)=\sum_{\left\{j_{1}, \ldots, j_{n}\right\} \subseteq\{1, \ldots, N\}} \Phi_{j_{1}, \ldots, j_{n}}(x) .
$$

Note that the above formula holds if $0 \in\left[x_{1}, \ldots, x_{N}\right]$ and if $0 \notin$ $\left[x_{1}, \ldots, x_{N}\right]$.
$\mathrm{d} L_{k}^{n}$ is the measure on all $k$-dimensional affine subspaces of $\mathbb{R}^{n}$ and $\mathrm{d} L_{k}^{n}(0)$ is the measure on all $k$-dimensional subspaces of $\mathbb{R}^{n}$ [San].

Lemma 3.7. [Bla1, San]

$$
\bigwedge_{i=0}^{k} \mathrm{~d} x_{i}^{n}=\left(k!\operatorname{vol}_{k}\left(\left[x_{0}, \ldots, x_{k}\right]\right)\right)^{n-k} \bigwedge_{i=0}^{k} \mathrm{~d} x_{i}^{k} \mathrm{~d} L_{k}^{n}
$$

where $\mathrm{d} x_{i}^{n}$ is the volume element in $\mathbb{R}^{n}$ and $\mathrm{d} x_{i}^{k}$ is the volume element in $L_{k}^{n}$.

The above formula can be found as formula (12.22) on page 201 in [San]. We need this formula here only in the case $k=n-1$. It can be found as formula (12.24) on page 201 in [San]. The general formula can also be found in [Mil]. See also [Ki] and [Pe].

## Lemma 3.8.

$$
\mathrm{d} L_{n-1}^{n}=\mathrm{d} p \mathrm{~d} \mu_{\partial B_{2}^{n}}(\xi)
$$

where $p$ is the distance of the hyperplane from the origin and $\xi$ is the normal of the hyperplane.

This lemma is formula (12.40) in [San].
Let $X$ be a metric space. Then a sequence of probability measures $\mathbb{P}_{n}$ converges weakly to a probability measure $\mathbb{P}$ if we have for all $\phi \in C(X)$ that

$$
\lim _{n \rightarrow \infty} \int_{X} \phi \mathrm{~d} \mathbb{P}_{n}=\int_{X} \phi \mathrm{~d} \mathbb{P}_{n}
$$

See ([Bil], p.7). In fact, we have that two probability measures $\mathbb{P}_{1}$ and $\mathbb{P}_{2}$ coincide on the underlying Borel $\sigma$-algebra if we have for all continuous functions $\phi$ that

$$
\int_{X} \phi \mathrm{~d} \mathbb{P}_{1}=\int_{X} \phi \mathrm{~d} \mathbb{P}_{2}
$$

Lemma 3.9. We put

$$
A_{\epsilon}=B_{2}^{n}(0, r+\epsilon) \backslash B_{2}^{n}(0, r)
$$

and as probability measure $\mathbb{P}_{\epsilon}$ on $A_{\epsilon} \times A_{\epsilon} \times \cdots \times A_{\epsilon}$

$$
\mathbb{P}_{\epsilon}=\frac{\chi_{A_{\epsilon}} \times \cdots \times \chi_{A_{\epsilon}}\left(x_{1}\right) \mathrm{d} x_{1} \ldots \mathrm{~d} x_{k}}{\left((r+\epsilon)^{n}-r^{n}\right)^{k}\left(\operatorname{vol}_{n}\left(B_{2}^{n}\right)\right)^{k}}
$$

Then $\mathbb{P}_{\epsilon}$ converges weakly for $\epsilon$ to 0 to the $k$-fold product of the normalized surface measure on $\partial B_{2}^{n}(0, r)$

$$
\frac{\mu_{\partial B_{2}^{n}(0, r)}\left(x_{1}\right) \ldots \mu_{\partial B_{2}^{n}(0, r)}\left(x_{k}\right)}{r^{k(n-1)}\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{k}}
$$

Proof. All the measures are being viewed as measures on $\mathbb{R}^{n}$, otherwise it would not make sense to talk about convergence. For the proof we consider a continuous function $\phi$ on $\mathbb{R}^{n}$ and Riemann sums for the Euclidean sphere.

Lemma 3.10. [Mil]

$$
\begin{aligned}
& \mathrm{d} \mu_{\partial B_{2}^{n}}\left(x_{1}\right) \cdots \mathrm{d} \mu_{\partial B_{2}^{n}}\left(x_{n}\right) \\
& \quad=(n-1)!\frac{\operatorname{vol}_{n-1}\left(\left[x_{1}, \ldots, x_{n}\right]\right)}{\left(1-p^{2}\right)^{\frac{n}{2}}} \mathrm{~d} \mu_{\partial B_{2}^{n} \cap H}\left(x_{1}\right) \cdots \mathrm{d} \mu_{\partial B_{2}^{n} \cap H}\left(x_{n}\right) \mathrm{d} p \mathrm{~d} \mu_{\partial B_{2}^{n}}(\xi)
\end{aligned}
$$

where $\xi$ is the normal to the plane $H$ through $x_{1}, \ldots, x_{n}$ and $p$ is the distance of the plane $H$ to the origin.

Proof. We put

$$
A_{\epsilon}=B_{2}^{n}(0,1+\epsilon) \backslash B_{2}^{n}(0,1)
$$

and as probability measure $\mathbb{P}_{\epsilon}$ on $A_{\epsilon} \times A_{\epsilon} \times \cdots \times A_{\epsilon}$

$$
\mathbb{P}_{\epsilon}=\frac{\chi_{A_{\epsilon}} \times \cdots \times \chi_{A_{\epsilon}}\left(x_{1}\right) \mathrm{d} x_{1} \ldots \mathrm{~d} x_{n}}{\left((1+\epsilon)^{n}-1\right)^{n}\left(\operatorname{vol}_{n}\left(B_{2}^{n}\right)\right)^{n}}
$$

Then, by Lemma 3.9, $\mathbb{P}_{\epsilon}$ converges for $\epsilon$ to 0 to the $n$-fold product of the normalized surface measure on $\partial B_{2}^{n}$

$$
\frac{\mu_{\partial B_{2}^{n}}\left(x_{1}\right) \ldots \mu_{\partial B_{2}^{n}}\left(x_{n}\right)}{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{n}}
$$

By Lemma 3.7 we have

$$
\bigwedge_{i=1}^{n} \mathrm{~d} x_{i}^{n}=(n-1)!\operatorname{vol}_{n-1}\left(\left[x_{1}, \ldots, x_{n}\right]\right) \mathrm{d} L_{n-1}^{n} \bigwedge_{i=1}^{n} \mathrm{~d} x_{i}^{n-1}
$$

and by Lemma 3.8

$$
\mathrm{d} L_{n-1}^{n}=\mathrm{d} p \mathrm{~d} \mu_{\partial B_{2}^{n}}(\xi)
$$

We get

$$
\bigwedge_{i=1}^{n} \mathrm{~d} x_{i}^{n}=(n-1)!\operatorname{vol}_{n-1}\left(\left[x_{1}, \ldots, x_{n}\right]\right) \bigwedge_{i=1}^{n} \mathrm{~d} x_{i}^{n-1} \mathrm{~d} p \mathrm{~d} \mu_{\partial B_{2}^{n}}(\xi)
$$

Thus we get

$$
\begin{aligned}
\mathbb{P}_{\epsilon}=\chi_{A_{\epsilon}} \times & \cdots \times \chi_{A_{\epsilon}}(n-1)!\operatorname{vol}_{n-1}\left(\left[x_{1}, \ldots, x_{n}\right]\right) \\
& \times \frac{\mathrm{d} x_{1}^{n-1} \ldots \mathrm{~d} x_{n}^{n-1} \mathrm{~d} p \mathrm{~d} \mu_{\partial B_{2}^{n}}(\xi)}{\left((1+\epsilon)^{n}-1\right)^{n}\left(\operatorname{vol}_{n}\left(B_{2}^{n}\right)\right)^{n}}
\end{aligned}
$$

This can also be written as

$$
\begin{aligned}
& \mathbb{P}_{\epsilon}=(n-1)!\operatorname{vol}_{n-1}\left(\left[x_{1}, \ldots, x_{n}\right]\right) \\
& \times \frac{\chi_{A_{\epsilon} \cap H} \times \cdots \times \chi_{A_{\epsilon} \cap H} \mathrm{~d} x_{1}^{n-1} \ldots \mathrm{~d} x_{n}^{n-1} \mathrm{~d} p \mathrm{~d} \mu_{\partial B_{2}^{n}}(\xi)}{\left((1+\epsilon)^{n}-1\right)^{n}\left(\operatorname{vol}_{n}\left(B_{2}^{n}\right)\right)^{n}}
\end{aligned}
$$

where $H$ is the hyperplane with normal $\xi$ that contains the points $x_{1}, \ldots, x_{n}$. $p$ is the distance of $H$ to $0 . A_{\epsilon} \cap H$ is the set-theoretic difference of a Euclidean ball of dimension $n-1$ with radius $\left(1-p^{2}+2 \epsilon+\epsilon^{2}\right)^{\frac{1}{2}}$ and a ball with radius $\left(1-p^{2}\right)^{\frac{1}{2}}$. By Lemma 3.9 we have that

$$
\frac{\chi_{A_{\epsilon} \cap H} \times \cdots \times \chi_{A_{\epsilon} \cap H} \mathrm{~d} x_{1}^{n-1} \ldots \mathrm{~d} x_{n}^{n-1}}{\left(\left(1-p^{2}+2 \epsilon+\epsilon^{2}\right)^{\frac{n-1}{2}}-\left(1-p^{2}\right)^{\frac{n-1}{2}}\right)^{n}\left(\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\right)^{n}}
$$

converges weakly to the $n$-fold product of the normalized surface measure on $\partial B_{2}^{n} \cap H$

$$
\frac{\mathrm{d} \mu_{\partial B_{2}^{n} \cap H} \ldots \mathrm{~d} \mu_{\partial B_{2}^{n} \cap H}}{\left(1-p^{2}\right)^{n \frac{n-2}{2}}\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{n}}
$$

Therefore we get that

$$
\frac{\chi_{A_{\epsilon} \cap H} \times \cdots \times \chi_{A_{\epsilon} \cap H} \mathrm{~d} x_{1}^{n-1} \ldots \mathrm{~d} x_{n}^{n-1}}{\left((1+\epsilon)^{n}-1\right)^{n}\left(\operatorname{vol}_{n}\left(B_{2}^{n}\right)\right)^{n}}
$$

converges to

$$
\begin{aligned}
\left(\frac{(n-1) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}{n \operatorname{vol}_{n}\left(B_{2}^{n}\right)}\right)^{n} & \left(1-p^{2}\right)^{n \frac{n-1}{2}-n} \frac{\mathrm{~d} \mu_{\partial B_{2}^{n} \cap H} \ldots \mathrm{~d} \mu_{\partial B_{2}^{n} \cap H}}{\left(1-p^{2}\right)^{n \frac{n-2}{2}}\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{n}} \\
& =\frac{\mathrm{d} \mu_{\partial B_{2}^{n} \cap H} \ldots \mathrm{~d} \mu_{\partial B_{2}^{n} \cap H}}{\left(1-p^{2}\right)^{\frac{n}{2}}\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{n}}
\end{aligned}
$$

Lemma 3.11. [Mil]

$$
\begin{aligned}
& \int_{\partial B_{2}^{n}(0, r)} \cdots \int_{\partial B_{2}^{n}(0, r)}\left(\operatorname{vol}_{n}\left(\left[x_{1}, \ldots, x_{n+1}\right]\right)\right)^{2} \\
& \times \mathrm{d} \mu_{\partial B_{2}^{n}(0, r)}\left(x_{1}\right) \cdots \mathrm{d} \mu_{\partial B_{2}^{n}(0, r)}\left(x_{n+1}\right) \\
& =\frac{(n+1) r^{2 n}}{n!n^{n}}\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}(r)\right)\right)^{n+1}=\frac{(n+1) r^{n^{2}+2 n-1}}{n!n^{n}}\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{n+1}
\end{aligned}
$$

We just want to refer to [Mil] for the proof. But we want to indicate an alternative proof here. One can use

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left(\partial B_{2}^{n}, N\right)=\operatorname{vol}_{n}\left(B_{2}^{n}\right)
$$

and the computation in the proof of Proposition 3.1.
Lemma 3.12. Let $C$ be a cap of a Euclidean ball with radius 1. Let $s$ be the surface area of this cap and $r$ its radius. Then we have

$$
\begin{aligned}
& \left(\frac{s}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}}-\frac{1}{2(n+1)}\left(\frac{s}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{3}{n-1}} \\
& \quad-c\left(\frac{s}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{5}{n-1}} \leq r(s) \leq\left(\frac{s}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}} \\
& \quad-\frac{1}{2(n+1)}\left(\frac{s}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{3}{n-1}}+c\left(\frac{s}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{5}{n-1}}
\end{aligned}
$$

where $c$ is a numerical constant.

Proof. The surface area $s$ of a cap of the Euclidean ball of radius 1 is

$$
s=\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right) \int_{0}^{\alpha} \sin ^{n-2} t \mathrm{~d} t
$$

where $\alpha$ is the angle of the cap. Then $\alpha=\arcsin r$ where $r$ is the radius of the cap. For all $t$ with $t \geq 0$

$$
t-\frac{1}{3!} t^{3} \leq \sin t \leq t-\frac{1}{3!} t^{3}+\frac{1}{5!} t^{5}
$$

Therefore we get for all $t$ with $t \geq 0$ $\sin ^{n-2} t \geq\left(t-\frac{1}{3!} t^{3}\right)^{n-2}=t^{n-2}\left(1-\frac{1}{3!} t^{2}\right)^{n-2} \geq t^{n-2}\left(1-\frac{n-2}{3!} t^{2}\right)=t^{n-2}-\frac{n-2}{3!} t^{n}$.

Now we use $(1-u)^{k} \leq 1-k u+\frac{1}{2} k(k-1) u^{2}$ and get for all $t \geq 0$

$$
\sin ^{n-2} t \leq t^{n-2}-\frac{n-2}{3!} t^{n}+c t^{n+2}
$$

Thus

$$
\begin{aligned}
s & \geq \operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right) \int_{0}^{\alpha} t^{n-2}-\frac{n-2}{3!} t^{n} \mathrm{~d} t \\
& =\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\left(\frac{1}{n-1} \alpha^{n-1}-\frac{n-2}{6(n+1)} \alpha^{n+1}\right) \\
& =\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\left(\frac{1}{n-1}(\arcsin r)^{n-1}-\frac{n-2}{6(n+1)}(\arcsin r)^{n+1}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& s \leq \operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right) \times \\
& \quad\left(\frac{1}{n-1}(\arcsin r)^{n-1}-\frac{n-2}{6(n+1)}(\arcsin r)^{n+1}+\frac{c}{n+3}(\arcsin r)^{n+3}\right)
\end{aligned}
$$

We have

$$
\arcsin r=r+\frac{1}{2} \frac{r^{3}}{3}+\frac{1 \cdot 3}{2 \cdot 4} \frac{r^{5}}{5}+\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6} \frac{r^{7}}{7}+\cdots
$$

Thus we have for all sufficiently small $r$ that

$$
r+\frac{1}{3!} r^{3} \leq \arcsin r \leq r+\frac{1}{3!} r^{3}+r^{5}
$$

We get with a new constant $c$

$$
\begin{aligned}
s & \geq \operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\left(\frac{1}{n-1}\left(r+\frac{1}{3!} r^{3}\right)^{n-1}-\frac{n-2}{6(n+1)}\left(r+\frac{1}{3!} r^{3}+r^{5}\right)^{n+1}\right) \\
& \geq \operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\left(\frac{1}{n-1} r^{n-1}+\frac{1}{3!} r^{n+1}-\frac{n-2}{6(n+1)} r^{n+1}-c r^{n+3}\right) \\
& =\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\left(\frac{1}{n-1} r^{n-1}+\frac{1}{2(n+1)} r^{n+1}-c r^{n+3}\right) \\
& =\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(r^{n-1}+\frac{n-1}{2(n+1)} r^{n+1}-c(n-1) r^{n+3}\right) .
\end{aligned}
$$

We get the inverse inequality

$$
s \leq \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(r^{n-1}+\frac{n-1}{2(n+1)} r^{n+1}+c(n-1) r^{n+3}\right)
$$

in the same way. We put now

$$
u=\frac{s}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}
$$

and get

$$
\begin{aligned}
u^{\frac{1}{n-1}}- & \frac{1}{2(n+1)} u^{\frac{3}{n-1}}-c u^{\frac{5}{n-1}} \\
\leq & \left(r^{n-1}+\frac{n-1}{2(n+1)} r^{n+1}+c(n-1) r^{n+3}\right)^{\frac{1}{n-1}} \\
& -\frac{1}{2(n+1)}\left(r^{n-1}+\frac{n-1}{2(n+1)} r^{n+1}-c(n-1) r^{n+3}\right)^{\frac{3}{n-1}} \\
& -a\left(r^{n-1}+\frac{n-1}{2(n+1)} r^{n+1}-c(n-1) r^{n+3}\right)^{\frac{5}{n-1}}
\end{aligned}
$$

If we choose $a$ big enough then this can be estimated with a new constant $c$ by

$$
r-c r^{5} \leq r
$$

provided $r$ is small enough. The opposite inequality is shown in the same way. Altogether we have with an appropriate constant $c$

$$
\begin{aligned}
& \left(\frac{s}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}}-\frac{1}{2(n+1)}\left(\frac{s}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{3}{n-1}} \\
& \quad-c\left(\frac{s}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{5}{n-1}} \leq r(s) \leq\left(\frac{s}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}} \\
& \quad-\frac{1}{2(n+1)}\left(\frac{s}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{3}{n-1}}+c\left(\frac{s}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{5}{n-1}}
\end{aligned}
$$

Proof. (Proof of Proposition 3.1) We have

$$
\mathbb{P}=\frac{\mu_{\partial B_{2}^{n}}}{\operatorname{vol}_{n-1}\left(B_{2}^{n}\right)}
$$

and

$$
\mathbb{E}\left(\partial B_{2}^{n}, N\right)=\int_{\partial B_{2}^{n}} \cdots \int_{\partial B_{2}^{n}} \operatorname{vol}_{n}\left(\left[x_{1}, \ldots, x_{N}\right]\right) \operatorname{dP}\left(x_{1}\right) \cdots \mathrm{d} \mathbb{P}\left(x_{N}\right)
$$

By Lemma 3.5 almost all random polytopes are simplicial. Therefore we get with Lemma 3.6

$$
\begin{aligned}
& \mathbb{E}\left(\partial B_{2}^{n}, N\right) \\
& =\int_{\partial B_{2}^{n}} \cdots \int_{\partial B_{2}^{n}} \sum_{\left\{j_{1}, \ldots, j_{n}\right\} \subseteq\{1, \ldots, N\}} \Phi_{j_{1}, \ldots, j_{n}}\left(x_{1}, \ldots, x_{N}\right) \operatorname{dP}\left(x_{1}\right) \cdots d \mathbb{P}\left(x_{N}\right) \\
& =\binom{N}{n} \int_{\partial B_{2}^{n}} \ldots \int_{\partial B_{2}^{n}} \Phi_{1, \ldots, n}\left(x_{1}, \ldots, x_{N}\right) \operatorname{dP}\left(x_{1}\right) \cdots \operatorname{dP}\left(x_{N}\right)
\end{aligned}
$$

$H$ is the hyperplane containing the points $x_{1}, \ldots, x_{n}$. The set of points where $H$ is not well defined has measure $0 . H^{+}$is the halfspace containing the polytope $\left[x_{1}, \ldots, x_{N}\right]$. We have

$$
\begin{array}{r}
\mathbb{P}^{N-n}\left\{\left(x_{n+1}, \ldots, x_{N}\right) \mid \Phi_{1, \ldots, n}\left(x_{1}, \ldots, x_{N}\right)\right. \\
\left.=\frac{1}{n} \operatorname{vol}_{n-1}\left(\left[x_{1}, \ldots, x_{n}\right]\right) \operatorname{dist}\left(x_{1}, \ldots, x_{n}\right)\right\} \\
=\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n} \cap H^{+}\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}\right)^{N-n}
\end{array}
$$

and

$$
\begin{gathered}
\mathbb{P}^{N-n}\left\{\left(x_{n+1}, \ldots, x_{N}\right) \mid \Phi_{1, \ldots, n}\left(x_{1}, \ldots, x_{N}\right)\right. \\
\left.=-\frac{1}{n} \operatorname{vol}_{n-1}\left(\left[x_{1}, \ldots, x_{n}\right]\right) \operatorname{dist}\left(x_{1}, \ldots, x_{n}\right)\right\} \\
=\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n} \cap H^{-}\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}\right)^{N-n}
\end{gathered}
$$

Therefore

$$
\begin{aligned}
\mathbb{E}\left(\partial B_{2}^{n}, N\right) & =\binom{N}{n} \frac{1}{n} \int_{\partial B_{2}^{n}} \ldots \int_{\partial B_{2}^{n}} \operatorname{vol}_{n-1}\left(\left[x_{1}, \ldots, x_{n}\right]\right) \operatorname{dist}\left(x_{1}, \ldots, x_{n}\right) \\
& \times\left\{\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n} \cap H^{+}\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}\right)^{N-n}-\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n} \cap H^{-}\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}\right)^{N-n}\right\} \\
& \times d \mathbb{P}\left(x_{1}\right) \cdots \operatorname{dP}\left(x_{n}\right)
\end{aligned}
$$

By Lemma 3.10 we get

$$
\begin{aligned}
& \mathbb{E}\left(\partial B_{2}^{n}, N\right)=\frac{1}{n}\binom{N}{n} \frac{(n-1)!}{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{n}} \int_{\partial B_{2}^{n}} \int_{0}^{1} p\left(1-p^{2}\right)^{-\frac{n}{2}} \\
& \quad \times\left\{\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n} \cap H^{+}\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}\right)^{N-n}-\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n} \cap H^{-}\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}\right)^{N-n}\right\} \\
& \quad \times \int_{\partial B_{2}^{n} \cap H} \cdots \int_{\partial B_{2}^{n} \cap H}\left(\operatorname{vol}_{n-1}\left(\left[x_{1}, \ldots, x_{n}\right]\right)\right)^{2} \\
& \quad \times \mathrm{d} \mu_{\partial B_{2}^{n} \cap H}\left(x_{1}\right) \cdots \mathrm{d} \mu_{\partial B_{2}^{n} \cap H}\left(x_{n}\right) \mathrm{d} p \mathrm{~d} \mu_{\partial B_{2}^{n}}(\xi) .
\end{aligned}
$$

We apply Lemma 3.11 for the dimension $n-1$

$$
\begin{aligned}
& \mathbb{E}\left(\partial B_{2}^{n}, N\right)=\frac{1}{n}\binom{N}{n} \frac{(n-1)!}{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{n}} \int_{\partial B_{2}^{n}} \int_{0}^{1} p\left(1-p^{2}\right)^{-\frac{n}{2}} \\
& \quad \times\left\{\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n} \cap H^{+}\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}\right)^{N-n}-\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n} \cap H^{-}\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}\right)^{N-n}\right\} \\
& \quad \times \frac{n r^{n^{2}-2}}{(n-1)!(n-1)^{n-1}}\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{n} \mathrm{~d} p \mathrm{~d} \mu_{\partial B_{2}^{n}}(\xi)
\end{aligned}
$$

Since $r(p)=\sqrt{1-p^{2}}$ we get

$$
\begin{gathered}
\mathbb{E}\left(\partial B_{2}^{n}, N\right)=\binom{N}{n} \frac{\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{n}}{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{n-1}} \frac{1}{(n-1)^{n-1}} \int_{0}^{1} r^{n^{2}-n-2} \sqrt{1-r^{2}} \\
\left\{\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n} \cap H^{+}\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}\right)^{N-n}-\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n} \cap H^{-}\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}\right)^{N-n}\right\} \mathrm{d} p
\end{gathered}
$$

Now we introduce the surface area $s$ of a cap with height $1-p$ as a new variable. By Lemma 1.5 we have

$$
\frac{\mathrm{d} p}{\mathrm{~d} s}=-\left(r^{n-3} \operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{-1}
$$

Thus we get

$$
\begin{aligned}
& \mathbb{E}\left(\partial B_{2}^{n}, N\right)=\binom{N}{n} \frac{\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{n-1}}{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{n-1}} \frac{1}{(n-1)^{n-1}} \\
& \quad \times \int_{0}^{\frac{1}{2} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)} r^{(n-1)^{2}} \sqrt{1-r^{2}} \\
& \quad \times\left\{\left(1-\frac{s}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}\right)^{N-n}-\left(\frac{s}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}\right)^{N-n}\right\} \mathrm{d} s
\end{aligned}
$$

Now we introduce the variable

$$
u=\frac{s}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}
$$

and obtain

$$
\begin{aligned}
\mathbb{E}\left(\partial B_{2}^{n}, N\right)= & \binom{N}{n} \frac{\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{n-1}}{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{n-2}} \frac{1}{(n-1)^{n-1}} \\
& \times \int_{0}^{\frac{1}{2}} r^{(n-1)^{2}} \sqrt{1-r^{2}}\left\{(1-u)^{N-n}-u^{N-n}\right\} \mathrm{d} u .
\end{aligned}
$$

By Lemma 3.12 we get
$\mathbb{E}\left(\partial B_{2}^{n}, N\right)$

$$
\begin{aligned}
\leq & \binom{N}{n} \frac{\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{n-1}}{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{n-2}} \frac{1}{(n-1)^{n-1}} \int_{0}^{\frac{1}{2}}\left\{(1-u)^{N-n}-u^{N-n}\right\} \\
& \times\left\{\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}}-\frac{1}{2(n+1)}\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{3}{n-1}}\right.
\end{aligned}
$$

$$
\left.+c\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{5}{n-1}}\right\}^{(n-1)^{2}}
$$

$$
\times\left\{1-\left[\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}}-\frac{1}{2(n+1)}\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{3}{n-1}}\right.\right.
$$

$$
\left.\left.-c\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{5}{n-1}}\right]^{2}\right\}^{\frac{1}{2}} \mathrm{~d} u
$$

From this we get

$$
\begin{aligned}
& \mathbb{E}\left(\partial B_{2}^{n}, N\right) \\
& \leq\binom{ N}{n} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right) \int_{0}^{\frac{1}{2}}\left\{(1-u)^{N-n}-u^{N-n}\right\} u^{n-1} \times \\
& \left\{1-\frac{1}{2(n+1)}\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}}+c\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{4}{n-1}}\right\}^{(n-1)^{2}} \\
& \times\left\{1-\left[\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}}-\frac{1}{2(n+1)}\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{3}{n-1}}\right.\right. \\
& \left.\left.-c\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{5}{n-1}}\right]^{2}\right\}^{\frac{1}{2}} \mathrm{~d} u .
\end{aligned}
$$

This implies that we get for a new constant $c$

$$
\begin{aligned}
\mathbb{E} & \left(\partial B_{2}^{n}, N\right) \\
& \leq\binom{ N}{n} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right) \int_{0}^{\frac{1}{2}}\left\{(1-u)^{N-n}-u^{N-n}\right\} u^{n-1} \\
& \times\left\{1-\frac{(n-1)^{2}}{2(n+1)}\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}}+c\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{4}{n-1}}\right\} \\
& \times\left(1-\left\{\frac{1}{2}\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}}-c\left(\frac{u \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{4}{n-1}}\right\}\right) \mathrm{d} u .
\end{aligned}
$$

This gives, again with a new constant $c$

$$
\begin{aligned}
\mathbb{E}\left(\partial B_{2}^{n}, N\right) \leq & \binom{N}{n} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right) \int_{0}^{\frac{1}{2}}\left\{(1-u)^{N-n}-u^{N-n}\right\} u^{n-1} \mathrm{~d} u \\
& -\binom{N}{n} \frac{n^{2}-n+2}{2(n+1)} \frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)^{\frac{n+1}{n-1}}}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)^{\frac{2}{n-1}}} \\
& \times \int_{0}^{\frac{1}{2}}\left\{(1-u)^{N-n}-u^{N-n}\right\} u^{n-1+\frac{2}{n-1}} \mathrm{~d} u \\
& +c\binom{N}{n} \int_{0}^{\frac{1}{2}}\left\{(1-u)^{N-n}-u^{N-n}\right\} u^{n-1+\frac{4}{n-1}} \mathrm{~d} u
\end{aligned}
$$

From this we get

$$
\begin{aligned}
& \mathbb{E}\left(\partial B_{2}^{n}, N\right) \leq\binom{ N}{n} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right) B(N-n+1, n) \\
& \quad-\binom{N}{n} \frac{n^{2}-n+2}{2(n+1)} \frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)^{\frac{n+1}{n-1}}}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)^{\frac{2}{n-1}}} B\left(N-n+1, n+\frac{2}{n-1}\right) \\
& \quad+c\binom{N}{n} B\left(N-n+1, n+\frac{4}{n-1}\right)+c\left(\frac{1}{2}\right)^{-N+\frac{2}{n-1}}
\end{aligned}
$$

This implies

$$
\begin{aligned}
& \mathbb{E}\left(\partial B_{2}^{n}, N\right) \leq \operatorname{vol}_{n}\left(B_{2}^{n}\right) \\
& \quad-\binom{N}{n} \frac{n^{2}-n+2}{2(n+1)} \frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)^{\frac{n+1}{n-1}}}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)^{\frac{2}{n-1}}} \frac{\Gamma(N-n+1) \Gamma\left(n+\frac{2}{n-1}\right)}{\Gamma\left(N+1+\frac{2}{n-1}\right)} \\
& \quad+c\binom{N}{n} \frac{\Gamma(N-n+1) \Gamma\left(n+\frac{4}{n-1}\right)}{\Gamma\left(N+1+\frac{4}{n-1}\right)}+c\left(\frac{1}{2}\right)^{-N+\frac{2}{n-1}} .
\end{aligned}
$$

We have the asymptotic formula

$$
\lim _{k \rightarrow \infty} \frac{\Gamma(k+\beta)}{\Gamma(k) k^{\beta}}=1
$$

Therefore we get that $\mathbb{E}\left(\partial B_{2}^{n}, N\right)$ is asymptotically less than

$$
\begin{aligned}
& \operatorname{vol}_{n}\left(B_{2}^{n}\right)-\frac{n^{2}-n+2}{2(n+1)} \frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)^{\frac{n+1}{n-1}}}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)^{\frac{2}{n-1}}} \frac{\Gamma\left(n+\frac{2}{n-1}\right)}{n!N^{\frac{2}{n-1}}} \\
&+c \frac{\Gamma\left(n+\frac{4}{n-1}\right)}{n!N^{\frac{4}{n-1}}}+c\left(\frac{1}{2}\right)^{-N+\frac{2}{n-1}} .
\end{aligned}
$$

We apply now $x \Gamma(x)=\Gamma(x+1)$ to $x=n+\frac{2}{n-1}$.

$$
\begin{gathered}
\mathbb{E}\left(\partial B_{2}^{n}, N\right) \leq \operatorname{vol}_{n}\left(B_{2}^{n}\right)-\frac{n-1}{2(n+1)!} \\
\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)^{\frac{n+1}{n-1}}}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)^{\frac{2}{n-1}}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{N^{\frac{2}{n-1}}} \\
+c \frac{\Gamma\left(n+\frac{4}{n-1}\right)}{n!N^{\frac{4}{n-1}}}+c\left(\frac{1}{2}\right)^{-N+\frac{2}{n-1}}
\end{gathered}
$$

The other inequality is proved similarly.

## 4 Probabilistic Estimates

### 4.1 Probabilistic Estimates for General Convex Bodies

Lemma 4.1. Let $K$ be a convex body in $\mathbb{R}^{n}$ with 0 as an interior point. The $n(n-1)$-dimensional Hausdorff measure of the real $n \times n$-matrices whose determinant equal 0 and whose columns are elements of $\partial K$ is 0 .

Proof. We deduce this lemma from Lemma 3.2. We consider the map rp : $\partial B_{2}^{n} \rightarrow \partial K$

$$
r p^{-1}(x)=\frac{x}{\|x\|}
$$

and $R p: \partial B_{2}^{n} \times \cdots \times \partial B_{2}^{n} \rightarrow \partial K \times \cdots \times \partial K$ with

$$
R p\left(x_{1}, \ldots, x_{n}\right)=\left(r p\left(x_{1}\right), \ldots, r p\left(x_{n}\right)\right)
$$

$R p$ is a Lipschitz-map and the image of a nullset is a nullset.

Lemma 4.2. Let $K$ be a convex body in $\mathbb{R}^{n}$ and let $f: \partial K \rightarrow \mathbb{R}$ be a continuous, positive function with $\int f d \mu=1$. Then we have for all $x \in \stackrel{\circ}{K}$

$$
\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x \in \partial\left[x_{1}, \ldots, x_{N}\right]\right\}=0
$$

Let $\epsilon=(\epsilon(i))_{1 \leq i \leq n}$ be a sequence of signs, that is $\epsilon(i)= \pm 1,1 \leq i \leq n$. We denote, for a given sequence $\epsilon$ of signs, by $K^{\epsilon}$ the following subset of $K$

$$
K^{\epsilon}=\{x=(x(1), x(2), \ldots, x(n)) \in K \mid \forall i=1, \ldots, n: \operatorname{sgn}(x(i))=\epsilon(i)\} .
$$

Lemma 4.3. (i) Let $K$ be a convex body in $\mathbb{R}^{n}$, $a, b$ positive constants and $\mathcal{E}$ an ellipsoid with center 0 such that $a \mathcal{E} \subseteq K \subseteq b \mathcal{E}$. Then we have

$$
\mathbb{P}_{\partial K}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid 0 \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \leq 2^{n}\left(1-\frac{1}{2^{n}}\left(\frac{a}{b}\right)^{n-1}\right)^{N}
$$

(ii) Let $K$ be a convex body in $\mathbb{R}^{n}, 0$ an interior point of $K$, and let $f: \partial K \rightarrow$ $\mathbb{R}$ be a continuous, nonnegative function with $\int_{\partial K} f(x) \mathrm{d} \mu=1$. Then we have

$$
\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid 0 \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \leq 2^{n}\left(1-\min _{\epsilon} \int_{\partial K^{\epsilon}} f(x) \mathrm{d} \mu\right)^{N}
$$

(Here we do not assume that the function $f$ is strictly positive.)

Proof. (i) A rotation puts $K$ into such a position that

$$
\mathcal{E}=\left\{\left.x\left|\sum_{i=1}^{n}\right| \frac{x(i)}{a_{i}}\right|^{2} \leq 1\right\}
$$

We have for all $\epsilon$

$$
\frac{a^{n-1}}{2^{n}} \operatorname{vol}_{n-1}(\partial \mathcal{E}) \leq \operatorname{vol}_{n-1}\left(\partial K^{\epsilon}\right)
$$

We show this. Let $p_{K, a \mathcal{E}}$ be the metric projection from $\partial K$ onto $\partial a \mathcal{E}$. We have $p_{K, a \mathcal{E}}\left(\partial K^{\epsilon}\right)=\partial a \mathcal{E}^{\epsilon}$. Thus we get

$$
\frac{a^{n-1}}{2^{n}} \operatorname{vol}_{n-1}(\partial \mathcal{E})=a^{n-1} \operatorname{vol}_{n-1}\left(\partial \mathcal{E}^{\epsilon}\right) \leq \operatorname{vol}_{n-1}\left(\partial K^{\epsilon}\right)
$$

We have

$$
\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \forall \epsilon \exists i: x_{i} \in \partial K^{\epsilon}\right\} \subseteq\left\{\left(x_{1}, \ldots, x_{N}\right) \mid 0 \in\left[x_{1}, \ldots, x_{N}\right]\right\}
$$

and therefore

$$
\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \exists \epsilon \forall i: x_{i} \notin \partial K^{\epsilon}\right\} \supseteq\left\{\left(x_{1}, \ldots, x_{N}\right) \mid 0 \notin\left[x_{1}, \ldots, x_{N}\right]\right\}
$$

Consequently

$$
\bigcup_{\epsilon}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \forall i: x_{i} \notin \partial K^{\epsilon}\right\} \supseteq\left\{\left(x_{1}, \ldots, x_{N}\right) \mid 0 \notin\left[x_{1}, \ldots, x_{N}\right]\right\} .
$$

Therefore we get

$$
\begin{aligned}
\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid 0 \notin\left[x_{1}, \ldots, x_{N}\right]\right\} & \leq \sum_{\epsilon}\left(1-\frac{\operatorname{vol}_{n-1}\left(\partial K^{\epsilon}\right)}{\operatorname{vol}_{n-1}(\partial K)}\right)^{N} \\
& \leq 2^{n}\left(1-\frac{\min _{\epsilon} \operatorname{vol}_{n-1}\left(\partial K^{\epsilon}\right)}{\operatorname{vol}_{n-1}(\partial K)}\right)^{N} \\
& \leq 2^{n}\left(1-\frac{a^{n-1}}{2^{n}} \frac{\operatorname{vol}_{n-1}(\partial \mathcal{E})}{\operatorname{vol}_{n-1}(\partial K)}\right)^{N} \\
& \leq 2^{n}\left(1-\frac{1}{2^{n}}\left(\frac{a}{b}\right)^{n-1}\right)^{N}
\end{aligned}
$$

(ii) As in (i)

$$
\begin{aligned}
\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid 0 \notin\left[x_{1}, \ldots, x_{N}\right]\right\} & \leq \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \exists \epsilon \forall i: x_{i} \notin \partial K^{\epsilon}\right\} \\
& \leq 2^{n}\left(1-\min _{\epsilon} \int_{\partial K^{\epsilon}} f(x) \mathrm{d} \mu(x)\right)^{N}
\end{aligned}
$$

Lemma 4.4. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Let $f: \partial K \rightarrow \mathbb{R}$ be a strictly positive, continuous function with $\int_{\partial K} f \mathrm{~d} \mu=1$. Suppose that for all $0<t \leq T$ we have $K_{t} \subseteq \stackrel{\circ}{K}$ and that there are $r, R>0$ with

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \subseteq K \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right)
$$

and let $N_{\partial K_{s}}\left(x_{s}\right)$ be a normal such that $s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)$. Then there is $s_{0}$ that depends only on $r, R$, and $f$ such that we have for all $s$ with $0<s \leq s_{0}$ and for all sequences of signs $\epsilon, \delta$

$$
\begin{aligned}
& \operatorname{vol}_{n-1}\left(\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)^{\delta}\right) \\
& \quad \leq C(r, R, f, \theta, n) \operatorname{vol}_{n-1}\left(\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)^{\epsilon}\right)
\end{aligned}
$$

where the signed sets are taken in the plane $H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ with $x_{s}$ as the origin and any orthogonal coordinate system. $\theta$ is the angle between $N_{\partial K}\left(x_{0}\right)$ and $x_{0}-x_{T}$.

The important point in Lemma 4.4 is that $s_{0}$ and the constant in the inequality depend only on $r, R$, and $f$.

Another approach is to use that $x_{s}$ is the center of gravity of $K \cap$ $H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ with respect to the weight

$$
\frac{f(y)}{<N_{\partial K \cap H}(y), N_{\partial K}(y)>}
$$

where $H=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$. See Lemma 2.4.

Proof. We choose $s_{0}$ so small that $x_{0}-r N_{\partial K}\left(x_{0}\right) \in K_{s_{0}}$. We show first that there is $s_{0}$ that depends only on $r$ and $R$ such that we have for all $s$ with $0 \leq s \leq s_{0}$

$$
\begin{equation*}
\sqrt{1-\frac{2 R \Delta}{r^{2}}\left(\frac{\max _{x \in \partial K} f(x)}{\min _{x \in \partial K} f(x)}\right)^{\frac{2}{n-1}}} \leq\left\langle N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)\right\rangle \tag{51}
\end{equation*}
$$

where $\Delta$ is the distance of $x_{0}$ to the hyperplane $H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$

$$
\Delta=<N_{\partial K}\left(x_{0}\right), x_{0}-x_{s}>.
$$

Let $\alpha$ denote the angle between $N_{\partial K}\left(x_{0}\right)$ and $N_{\partial K_{s}}\left(x_{s}\right)$. From Figure 4.4.1 and 4.4.2 we deduce that the height of the cap

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)
$$

is greater than

$$
r(1-\cos \alpha)=r\left(1-\left\langle N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)\right\rangle\right)
$$

Here we use that $x_{T} \in K_{s_{0}}$ and $x_{0}-r N_{\partial K}\left(x_{0}\right) \in K_{s_{0}}$. We have

$$
\begin{aligned}
\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) & =\int_{\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)} f(x) \mathrm{d} \mu_{\partial K}(x) \\
& \geq \min _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
\end{aligned}
$$

Since $B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \subseteq K$ we get

$$
\begin{aligned}
& \mathbb{P}_{f}(\partial K\left.\cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& \geq \min _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& \quad \geq \min _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
\end{aligned}
$$



Fig. 4.4.1: We see the plane through $x_{0}$ that is spanned by $N_{\partial K}\left(x_{0}\right)$ and $N_{\partial K_{s}}\left(x_{s}\right)$. The points $x_{s}$ and $x_{T}$ are not necessarily in this plane. Since the height of the cap is greater than $r(1-\cos \alpha)$ we get

$$
\begin{align*}
\mathbb{P}_{f}(\partial K & \left.\cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& \geq \min _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(2 r^{2}(1-\cos \alpha)-r^{2}(1-\cos \alpha)^{2}\right)^{\frac{n-1}{2}} \\
& =\min _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(r^{2}\left(1-\cos ^{2} \alpha\right)\right)^{\frac{n-1}{2}} \tag{52}
\end{align*}
$$



Fig. 4.4.2
On the other hand

$$
\begin{aligned}
s=\mathbb{P}_{f}(\partial K & \left.\cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& =\int_{\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)} f(x) \mathrm{d} \mu_{\partial K}(x) \\
& =\int_{\partial K \cap H^{-}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)} f(x) \mathrm{d} \mu_{\partial K}(x) \\
& \leq \max _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) .
\end{aligned}
$$

Since $B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \subseteq K \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right)$ we get for sufficiently small $s_{0}$

$$
\begin{align*}
\mathbb{P}_{f}(\partial K & \left.\cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& \leq \max _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right) \cap H^{-}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) \\
& \leq \max _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)(2 R \Delta)^{\frac{n-1}{2}} \tag{53}
\end{align*}
$$

Since

$$
s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \leq \mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)
$$

we get by (52) and (53)

$$
\begin{aligned}
& \min _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(r^{2}\left(1-\cos ^{2} \alpha\right)\right)^{\frac{n-1}{2}} \\
& \leq \max _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)(2 R \Delta)^{\frac{n-1}{2}}
\end{aligned}
$$

This implies

$$
\cos \alpha \geq \sqrt{1-\frac{2 R \Delta}{r^{2}}\left(\frac{\max _{x \in \partial K} f(x)}{\min _{x \in \partial K} f(x)}\right)^{\frac{2}{n-1}}}
$$

Thus we have established (51).
The distance of $x_{s}$ to $\partial K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ is greater than the distance of $x_{s}$ to $\partial B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$. We have $\| x_{s}-\left(x_{0}-\right.$ $\left.\Delta N_{\partial K}\left(x_{0}\right)\right) \|=\Delta \tan \theta$. Let $\bar{x}_{s}$ be the image of $x_{s}$ under the orthogonal projection onto the 2-dimensional plane seen in Figures 4.4.1 and 4.4.2. Then $\left\|\bar{x}_{s}-x_{s}\right\| \leq \Delta \tan \theta$. There is a $n-1$-dimensional ball with center $\bar{x}_{s}$ and radius $\min \left\{\left\|\bar{x}_{s}-u_{s}\right\|,\left\|\bar{x}_{s}-v_{s}\right\|\right\}$ that is contained in $K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$.

We can choose $s_{0}$ small enough so that for all $s$ with $0<s \leq s_{0}$ we have $\cos \alpha \geq \frac{1}{2}$.

$$
\begin{equation*}
\tan \alpha=\frac{\sqrt{1-\cos ^{2} \alpha}}{\cos \alpha} \leq 2 \frac{\sqrt{2 R \Delta}}{r}\left(\frac{\max _{x \in \partial K} f(x)}{\min _{x \in \partial K} f(x)}\right)^{\frac{1}{n-1}} \tag{54}
\end{equation*}
$$

We compute the point of intersection of the line through $v_{s}$ and $\bar{x}_{s}$ and the line through $x_{0}$ and $w_{s}$. Formula (54) and the fact that the height of the cap $B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) \cap H^{-}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$ is $\Delta$ and its radius $2 r \Delta-\Delta^{2}$ give further

$$
c \sqrt{\Delta} \leq \min \left\{\left\|\bar{x}_{s}-u_{s}\right\|,\left\|\bar{x}_{s}-v_{s}\right\|\right\}
$$

where $c$ is a constant depending only on $r, R, f, n$. Thus $K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ contains a Euclidean ball with center $\bar{x}_{s}$ and radius greater $c \sqrt{\Delta}$. Therefore, $K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ contains a Euclidean ball with center $x_{s}$ and radius greater $c \sqrt{\Delta}-\Delta \tan \theta$. On the other hand,

$$
K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right) \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) .
$$

Following arguments as above we find that $K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ is contained in a Euclidean ball with center $x_{s}$ and radius $C \sqrt{\Delta}$ where $C$ is a constant that depends only on $r, R, f, n$. Therefore, with new constants $c, C$ we get for all sequences of signs $\delta$

$$
c \Delta^{\frac{n-1}{2}} \leq \operatorname{vol}_{n-1}\left(\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)^{\delta}\right) \leq C \Delta^{\frac{n-1}{2}}
$$

Lemma 4.5. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Let $f: \partial K \rightarrow \mathbb{R}$ be a strictly positive, continuous function with $\int_{\partial K} f \mathrm{~d} \mu=1$. For all $t$ with $0<t \leq T$ we have $K_{t} \subseteq \stackrel{\circ}{K}$. Suppose that there are $r, R>0$ with

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \subseteq K \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right)
$$

and let $N_{\partial K_{s}}\left(x_{s}\right)$ be a normal such that $s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)$. Then there is $s_{0}$ that depends only on $r, R$, and $f$ such that we have for all $s$ with $0<s \leq s_{0}$

$$
\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \leq 3 \operatorname{vol}_{n-1}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
$$

Proof. Since

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \subseteq K \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right)
$$

we can choose $\Delta$ sufficiently small so that we have for all $y \in \partial K \cap H^{-}\left(x_{0}-\right.$ $\left.\Delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$

$$
\begin{equation*}
<N_{\partial K}\left(x_{0}\right), N_{\partial K}(y)>\geq 1-\frac{1}{8} \tag{55}
\end{equation*}
$$

and $\Delta$ depends only on $r$ and $R$. Since $f$ is strictly positive we find $s_{0}$ that depends only on $r, R$, and $f$ such that we have for all $s$ with $0<s \leq s_{0}$

$$
\begin{equation*}
K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \subseteq K \cap H^{-}\left(x_{0}-\Delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) . \tag{56}
\end{equation*}
$$

By (55) and (56)

$$
<N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)>\geq 1-\frac{1}{8}
$$

Thus

$$
\begin{aligned}
<N_{\partial K_{s}}\left(x_{s}\right), & N_{\partial K}(y)> \\
& =<N_{\partial K}\left(x_{0}\right), N_{\partial K}(y)>+<N_{\partial K_{s}}\left(x_{s}\right)-N_{\partial K}\left(x_{0}\right), N_{\partial K}(y)> \\
& \geq 1-\frac{1}{8}-\left\|N_{\partial K_{s}}\left(x_{s}\right)-N_{\partial K}\left(x_{0}\right)\right\| \\
& =1-\frac{1}{8}-\sqrt{2-2<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}\left(x_{0}\right)>} \geq 1-\frac{3}{8} .
\end{aligned}
$$

Altogether

$$
<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>\geq 1-\frac{3}{8}
$$

Let $p_{N_{\partial K_{s}}\left(x_{s}\right)}$ be the metric projection from $\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ onto the plane $H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$. With this we get now

$$
\begin{aligned}
\operatorname{vol}_{n-1}(\partial K \cap & \left.H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& =\int_{K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)} \frac{1}{<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}\left(p_{N_{\partial K_{s}}\left(x_{s}\right)}^{-1}(z)\right)>} \mathrm{d} z \\
& \leq 3 \operatorname{vol}_{n-1}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
\end{aligned}
$$

Lemma 4.6. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K . x_{s}$ is defined by $\left\{x_{s}\right\}=\left[x_{0}, x_{T}\right] \cap K_{s}$. Let $f: \partial K \rightarrow \mathbb{R}$ be a strictly positive, continuous function with $\int_{\partial K} f \mathrm{~d} \mu=1$. For all $t$ with $0<t \leq T$ we have $K_{t} \subseteq \stackrel{\circ}{K}$. Suppose that there are $r, R>0$ such that

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \subseteq K \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right)
$$

and let $N_{\partial K_{s}}\left(x_{s}\right)$ be a normal such that $s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)$. Then there is $s_{0}$ that depends only on $r, R$, and $f$ such that for all $s$ with $0<$ $s \leq s_{0}$ there are hyperplanes $H_{1}, \ldots, H_{n-1}$ containing $x_{T}$ and $x_{s}$ such that the angle between two $n$-2-dimensional hyperplanes $H_{i} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ is $\frac{\pi}{2}$ and such that for

$$
\partial K_{H, \epsilon}=\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \cap \bigcap_{i=1}^{n-1} H_{i}^{\epsilon_{i}}
$$

and all sequences of signs $\epsilon$ and $\delta$ we have

$$
\operatorname{vol}_{n-1}\left(\partial K_{H, \epsilon}\right) \leq c \operatorname{vol}_{n-1}\left(\partial K_{H, \delta}\right)
$$

where $c$ depends on $n, r, R, f$ and $d\left(x_{T}, \partial K\right)$ only.


Fig. 4.6.1
Proof. Since $x_{T}$ is an interior point of $K$ we have $d\left(x_{T}, \partial K\right)>0$. We choose $s_{0}$ so small that

$$
\begin{equation*}
B_{2}^{n}\left(x_{T}, \frac{1}{2} d\left(x_{T}, \partial K\right)\right) \subseteq K_{s_{0}} \tag{57}
\end{equation*}
$$

We choose hyperplanes $H_{i}, i=1, \ldots, n-1$, such that they contain $x_{T}$ and $x_{s}$ and such that the angles between the hyperplanes $H_{i} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$, $i=1, \ldots, n-1$ is $\frac{\pi}{2}$.

By Lemma 4.4 there is $s_{0}$ so that we have for all $s$ with $0<s \leq s_{0}$ and for all sequences of signs $\epsilon$ and $\delta$

$$
\operatorname{vol}_{n-1}\left(\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)^{\epsilon}\right) \leq c \operatorname{vol}_{n-1}\left(\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)^{\delta}\right)
$$

where $c$ depends only on $r, R$, and $n$. Then we have by Lemma 4.5

$$
\begin{aligned}
\operatorname{vol}_{n-1}\left(\partial K_{H, \epsilon}\right) & \leq \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& \leq c \operatorname{vol}_{n-1}\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) .
\end{aligned}
$$

Therefore we get with a new constant $c$ that depends only on $n, f, r$ and $R$

$$
\operatorname{vol}_{n-1}\left(\partial K_{H, \epsilon}\right) \leq c \operatorname{vol}_{n-1}\left(\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)^{\delta}\right)
$$

We consider the affine projections $q: \mathbb{R}^{n} \rightarrow H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ and $p: \mathbb{R}^{n} \rightarrow$ $H\left(x_{s}, \frac{x_{s}-x_{T}}{\left\|x_{s}-x_{T}\right\|}\right)$ given by $q\left(t\left(x_{s}-x_{T}\right)+y\right)=y$ where $y \in H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ and $p\left(t\left(x_{s}-x_{T}\right)+y\right)=y$ where $y \in H\left(x_{s}, \frac{x_{s}-x_{T}}{\left\|x_{s}-x_{T}\right\|}\right)$. Please note that $p$ is a metric projection and $q \circ p=q$. Since $p$ is a metric projection we have

$$
\operatorname{vol}_{n-1}\left(p\left(\partial K_{H, \delta}\right)\right) \leq \operatorname{vol}_{n-1}\left(\partial K_{H, \delta}\right)
$$

$q$ is an affine, bijective map between the two hyperplanes and

$$
q \circ p\left(\partial K_{H, \delta}\right)=q\left(\partial K_{H, \delta}\right) \supseteq\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)^{\delta} .
$$

By this (compare the proof of Lemma 2.7)

$$
\begin{aligned}
\frac{\operatorname{vol}_{n-1}\left(\partial K_{H, \delta}\right)}{<N_{\partial K_{s}}\left(x_{s}\right), \frac{x_{s}-x_{T}}{\left\|x_{s}-x_{T}\right\|}>} & \geq \operatorname{vol}_{n-1}\left(q\left(\partial K_{H, \delta}\right)\right) \\
& \geq \operatorname{vol}_{n-1}\left(\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)^{\delta}\right)
\end{aligned}
$$

By (57) the cosine of the angle between the plane $H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ and the plane orthogonal to $x_{s}-x_{T}$ is greater than $\frac{1}{2} \frac{d\left(x_{T}, \partial K\right)}{\left\|x_{s}-x_{T}\right\|}$. Therefore we get

$$
\operatorname{vol}_{n-1}\left(\partial K_{H, \delta}\right) \geq \frac{1}{2} \frac{d\left(x_{T}, \partial K\right)}{\left\|x_{s}-x_{T}\right\|} \operatorname{vol}_{n-1}\left(\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)^{\delta}\right)
$$

Lemma 4.7. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K . x_{s}$ is defined by $\left\{x_{s}\right\}=\left[x_{0}, x_{T}\right] \cap K_{s}$. Let $f: \partial K \rightarrow \mathbb{R}$ be a strictly positive, continuous function with $\int_{\partial K} f \mathrm{~d} \mu=1$. Suppose that there are $r, R>0$ such that we have for all $x \in \partial K$

$$
B_{2}^{n}\left(x-r N_{\partial K}(x), r\right) \subseteq K \subseteq B_{2}^{n}\left(x-R N_{\partial K}(x), R\right)
$$

and let $N_{\partial K_{s}}\left(x_{s}\right)$ be a normal such that $s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)$. Then there are constants $s_{0}, a$, and $b$ with $0 \leq a, b<1$ that depend only on $r$, $R$, and $f$ such that we have for all $s$ with $0<s \leq s_{0}$ and for all $N \in \mathbb{N}$ and all $k=1, \ldots, N$

$$
\begin{gathered}
\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right], x_{1}, \ldots, x_{k} \in \partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right. \\
\text { and } \left.x_{k+1}, \ldots, x_{N} \in \partial K \cap H^{+}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right\} \\
\leq(1-s)^{N-k} s^{k} 2^{n}\left(a^{N-k}+b^{k}\right) .
\end{gathered}
$$

Proof. Let $H_{1}, \ldots, H_{n-1}$ be hyperplanes and $\partial K_{H, \epsilon}$ as specified in Lemma 4.6:

$$
\partial K_{H, \epsilon}=\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \cap \bigcap_{i=1}^{n-1} H_{i}^{\epsilon_{i}}
$$

We have by Lemma 4.6 that for all sequences of signs $\epsilon$ and $\delta$

$$
\operatorname{vol}_{n-1}\left(\partial K_{H, \epsilon}\right) \leq c \operatorname{vol}_{n-1}\left(\partial K_{H, \delta}\right)
$$

where $c$ depends on $n, f, r, R$ and $d\left(x_{T}, \partial K\right)$. As

$$
\begin{aligned}
& \left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \in\left[x_{1}, \ldots, x_{N}\right]\right\} \\
& \quad \supseteq\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{T} \in\left[x_{1}, \ldots, x_{N}\right] \text { and }\left[x_{s}, x_{0}\right] \cap\left[x_{1}, \ldots, x_{N}\right] \neq \emptyset\right\}
\end{aligned}
$$

we get

$$
\begin{aligned}
& \left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \\
& \quad \subseteq\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{T} \notin\left[x_{1}, \ldots, x_{N}\right] \text { or }\left[x_{s}, x_{0}\right] \cap\left[x_{1}, \ldots, x_{N}\right]=\emptyset\right\}
\end{aligned}
$$

Therefore we get

$$
\begin{aligned}
& \left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right], x_{1}, \ldots, x_{k} \in \partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right. \\
& \left.\quad \text { and } x_{k+1}, \ldots, x_{N} \in \partial K \cap H^{+}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right\} \\
& \subseteq\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{T} \notin\left[x_{1}, \ldots, x_{N}\right], x_{1}, \ldots, x_{k} \in \partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right. \\
& \left.\quad \text { and } x_{k+1}, \ldots, x_{N} \in \partial K \cap H^{+}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right\} \\
& \cup\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\left[x_{s}, x_{0}\right] \cap\left[x_{1}, \ldots, x_{N}\right]=\emptyset, x_{1}, \ldots, x_{k} \in \partial K \cap\right. \\
& \left.H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \text { and } x_{k+1}, \ldots, x_{N} \in \partial K \cap H^{+}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right\} .
\end{aligned}
$$

With $H_{s}=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$

$$
\begin{gathered}
\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right], x_{1}, \ldots, x_{k} \in \partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right. \\
\text { and } \left.x_{k+1}, \ldots, x_{N} \in \partial K \cap H^{+}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right\} \\
\leq(1-s)^{N-k} s^{k} \mathbb{P}_{f, \partial K \cap H_{s}^{+}}^{N-k}\left\{\left(x_{k+1}, \ldots, x_{N}\right) \mid x_{T} \notin\left[x_{k+1}, \ldots, x_{N}\right]\right\} \\
+(1-s)^{N-k} s^{k} \mathbb{P}_{f, \partial K \cap H_{s}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\left[x_{s}, x_{0}\right] \cap\left[x_{1}, \ldots, x_{k}\right]=\emptyset\right\}
\end{gathered}
$$

where we obtain $\mathbb{P}_{f, \partial K \cap H_{s}^{+}}$from $\mathbb{P}_{f}$ by restricting it to the subset $\partial K \cap H_{s}^{+}$ and then normalizing it. The same for $\mathbb{P}_{f, \partial K \cap H_{s}^{-}}$. We have

$$
\begin{align*}
& \mathbb{P}_{f, \partial K \cap H_{s}^{+}}^{N-k}\left\{\left(x_{k+1}, \ldots, x_{N}\right) \mid x_{T} \notin\left[x_{k+1}, \ldots, x_{N}\right]\right\}  \tag{58}\\
& \quad=\mathbb{P}_{\tilde{f}}^{N-k}\left\{\left(x_{k+1}, \ldots, x_{N}\right) \mid x_{T} \notin\left[x_{k+1}, \ldots, x_{N}\right]\right\}
\end{align*}
$$

where $\tilde{f}: \partial\left(K \cap H^{+}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \rightarrow \mathbb{R}$ is given by

$$
\tilde{f}(x)= \begin{cases}\frac{f(x)}{\mathbb{P}_{f}\left(\partial K \cap H_{s}^{+}\right)} & x \in \partial K \cap H^{+}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \\ 0 & x \in \stackrel{\circ}{K} \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) .\end{cases}
$$

We apply Lemma 4.3.(ii) to $K \cap H^{+}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right), \tilde{f}$, and $x_{T}$ as the origin. We get

$$
\begin{align*}
\mathbb{P}_{\tilde{f}}^{N-k}\left\{\left(x_{k+1}\right.\right. & \left.\left., \ldots, x_{N}\right) \mid x_{T} \notin\left[x_{k+1}, \ldots, x_{N}\right]\right\}  \tag{59}\\
& \leq 2^{n}\left(1-\min _{\epsilon} \int_{\partial\left(K \cap H_{s}^{+}\right)^{\epsilon}} \tilde{f}(x) \mathrm{d} \mu\right)^{N-k}
\end{align*}
$$

Since

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \subseteq K \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right)
$$

we can choose $s_{0}$ sufficiently small so that for all $s$ with $0<s \leq s_{0}$

$$
\min _{\epsilon} \int_{\partial\left(K \cap H_{s}^{+}\right)^{\epsilon}} \tilde{f}(x) d \mu \geq c>0
$$

where $c$ depends only on $s_{0}$ and $s_{0}$ can be chosen in such a way that it depends only on $r, R$, and $f$. Indeed, we just have to make sure that the surface area of the cap $K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ is sufficiently small. We verify the inequality. Since we have for all $x \in \partial K$

$$
B_{2}^{n}\left(x-r N_{\partial K}(x), r\right) \subseteq K \subseteq B_{2}^{n}\left(x-R N_{\partial K}(x), R\right)
$$

the point $x_{T}$ is an interior point. We consider

$$
B_{2}^{n}\left(x_{T}, \frac{1}{2} d\left(x_{T}, \partial K\right)\right)
$$

Then, by considering the metric projection

$$
\begin{aligned}
& \frac{1}{2^{n}} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\left(x_{T}, \frac{1}{2} d\left(x_{T}, \partial K\right)\right)\right) \\
& \quad=\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\left(x_{T}, \frac{1}{2} d\left(x_{T}, \partial K\right)\right)^{\epsilon}\right) \leq \operatorname{vol}_{n-1}\left(\partial K^{\epsilon}\right)
\end{aligned}
$$

We choose now

$$
s_{0}=\frac{1}{2^{n+1}} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\left(x_{T}, \frac{1}{2} d\left(x_{T}, \partial K\right)\right)\right) \min _{x \in \partial K} f(x)
$$

Then we get

$$
\begin{aligned}
\mathbb{P}_{f}\left(\partial K \cap H_{s}^{+}\right) & \int_{\partial\left(K \cap H_{s}^{+}\right)^{\epsilon}} \tilde{f}(x) \mathrm{d} \mu(x) \\
& =\int_{\partial\left(K \cap H_{s}^{+}\right)^{\epsilon}} f(x) \mathrm{d} \mu(x) \\
& =\int_{\partial K^{\epsilon}} f(x) \mathrm{d} \mu(x)-\int_{\partial K^{\epsilon} \cap H_{s}^{-}} f(x) \mathrm{d} \mu
\end{aligned}
$$

Since $\int_{\partial K^{\epsilon} \cap H_{s}^{-}} f(x) \mathrm{d} \mu=s \leq s_{0}$

$$
\begin{aligned}
\mathbb{P}_{f}\left(\partial K \cap H_{s}^{+}\right) & \int_{\partial\left(K \cap H_{s}^{+}\right)^{\epsilon}} \tilde{f}(x) \mathrm{d} \mu(x) \\
& \geq \int_{\partial K^{\epsilon}} f(x) \mathrm{d} \mu(x)-s_{0} \\
& \geq \operatorname{vol}_{n-1}\left(\partial K^{\epsilon}\right) \min _{x \in \partial K} f(x)-s_{0} \\
& \geq \frac{1}{2^{n+1}} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\left(x_{T}, \frac{1}{2} d\left(x_{T}, \partial K\right)\right)\right) \min _{x \in \partial K} f(x)
\end{aligned}
$$

We put

$$
a=1-\min _{\epsilon} \int_{\partial\left(K \cap H_{s}^{+}\right)^{\epsilon}} \tilde{f}(x) \mathrm{d} \mu
$$

We get by (58) and (59)

$$
\mathbb{P}_{f, \partial K \cap H_{s}^{+}}^{N-k}\left\{\left(x_{k+1}, \ldots, x_{N}\right) \mid x_{T} \notin\left[x_{k+1}, \ldots, x_{N}\right]\right\} \leq 2^{n} a^{N-k}
$$

Moreover, since
$\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\left[x_{s}, x_{0}\right] \cap\left[x_{1}, \ldots, x_{k}\right] \neq \emptyset\right\} \supseteq\left\{\left(x_{1}, \ldots, x_{k}\right) \mid \forall \epsilon \exists i: x_{i} \in \partial K_{H, \epsilon}\right\}$ we get
$\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\left[x_{s}, x_{0}\right] \cap\left[x_{1}, \ldots, x_{k}\right]=\emptyset\right\} \subseteq\left\{\left(x_{1}, \ldots, x_{k}\right) \mid \exists \epsilon \forall i: x_{i} \notin \partial K_{H, \epsilon}\right\}$.
By Lemma 4.6 there is $b$ with $0 \leq b<1$ so that

$$
\mathbb{P}_{f, \partial K \cap H_{s}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\left[x_{s}, x_{0}\right] \cap\left[x_{1}, \ldots, x_{k}\right]=\emptyset\right\} \leq 2^{n-1} b^{k}
$$

Thus we get

$$
\begin{gathered}
\mathbb{P}_{\partial K}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right], x_{1}, \ldots, x_{k} \in \partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right. \\
\text { and } \left.x_{k+1}, \ldots, x_{N} \in \partial K \cap H^{+}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right\} \\
\leq(1-s)^{N-k} s^{k} 2^{n}\left(a^{N-k}+b^{k}\right)
\end{gathered}
$$

Lemma 4.8. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K . x_{s}$ is defined by $\left\{x_{s}\right\}=\left[x_{0}, x_{T}\right] \cap K_{s}$. Let $f: \partial K \rightarrow \mathbb{R}$ be a strictly positive, continuous function with $\int_{\partial K} f \mathrm{~d} \mu=1$. Suppose that there are $r, R>0$ such that we have for all $x \in \partial K$

$$
B_{2}^{n}\left(x-r N_{\partial K}(x), r\right) \subseteq K \subseteq B_{2}^{n}\left(x-R N_{\partial K}(x), R\right)
$$

and let $N_{\partial K_{s}}\left(x_{s}\right)$ be a normal such that $s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)$. Then there are constants $s_{0}, a$ and $b$ with $0 \leq a, b<1$ that depend only on $r, R$, and $f$ such that we have for all $s$ with $0<s \leq s_{0}$ and for all $N \in \mathbb{N}$ and all $k=1, \ldots, N$

$$
\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \leq 2^{n}(a-a s+s)^{N}+2^{n}(1-s+b s)^{N}
$$

$s_{0}, a$, and $b$ are as given in Lemma 4.7.

Proof. We have

$$
\begin{aligned}
\mathbb{P}_{f}^{N} & \left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \\
= & \sum_{k=0}^{N}\binom{N}{k} \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right], x_{1}, \ldots, x_{k} \in \partial K \cap\right. \\
& \left.H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \text { and } x_{k+1}, \ldots, x_{N} \in \partial K \cap H^{+}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right\} .
\end{aligned}
$$

By Lemma 4.7 we get

$$
\begin{aligned}
& \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \\
& \quad \leq 2^{n} \sum_{k=0}^{N}\binom{N}{k}(1-s)^{N-k} s^{k}\left(a^{N-k}+b^{k}\right) \\
& \quad=2^{n}(a-a s+s)^{N}+2^{n}(1-s+b s)^{N}
\end{aligned}
$$

Lemma 4.9. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K . x_{s}$ is defined by $\left\{x_{s}\right\}=\left[x_{0}, x_{T}\right] \cap K_{s}$. Let $f: \partial K \rightarrow \mathbb{R}$ be a strictly positive, continuous function with $\int_{\partial K} f \mathrm{~d} \mu=1$. Suppose that there are $r, R>0$ such that we have for all $x \in \partial K$

$$
B_{2}^{n}\left(x-r N_{\partial K}(x), r\right) \subseteq K \subseteq B_{2}^{n}\left(x-R N_{\partial K}(x), R\right)
$$

and let $N_{\partial K_{s}}\left(x_{s}\right)$ be a normal such that $s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)$. Then for all $s_{0}$ with $0<s_{0} \leq T$

$$
\lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{s_{0}}^{T} \int_{\partial K_{s}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right) \mathrm{d} s}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)}=0
$$

where $H_{s}=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$.

Proof. Since $<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>\leq 1$

$$
\begin{aligned}
& N^{\frac{2}{n-1}} \int_{s_{0}}^{T} \int_{\partial K_{s}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)} \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right) \mathrm{d} s \\
& \leq \frac{N^{\frac{2}{n-1}}}{\min _{x \in \partial K} f(x)} \int_{s_{0}}^{T} \int_{\partial K_{s}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\operatorname{vol}_{n-2}\left(\partial\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right.} \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right) \mathrm{d} s .
\end{aligned}
$$

We observe that there is a constant $c_{1}>0$ such that

$$
\begin{equation*}
c_{1}=d\left(\partial K, \partial K_{s_{0}}\right)=\inf \left\{\left\|x-x_{s_{0}}\right\| \mid x \in \partial K, x_{s_{0}} \in \partial K_{s_{0}}\right\} . \tag{60}
\end{equation*}
$$

If not, there is $x_{s_{0}} \in \partial K \cap \partial K_{s_{0}}$. This cannot be because the condition

$$
\forall x \in \partial K: B_{2}^{n}\left(x-r N_{\partial K}(x), r\right) \subseteq K \subseteq B_{2}^{n}\left(x-R N_{\partial K}(x), R\right)
$$

implies that $K_{s_{0}}$ is contained in the interior of $K$. It follows that there is a constant $c_{2}>0$ that depends on $K$ and $f$ only such that for all $s \geq s_{0}$ and all $x_{s} \in \partial K_{s}$

$$
\begin{equation*}
\operatorname{vol}_{n-2}\left(\partial\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)\right) \geq c_{2} \tag{61}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
N^{\frac{2}{n-1}} & \int_{s_{0}}^{T} \int_{\partial K_{s}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N\left(x_{s}\right), N(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)} \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right) \mathrm{d} s \\
\quad \leq & \frac{N^{\frac{2}{n-1}}}{c_{2} \min _{x \in \partial K} f(x)} \times \\
& \quad \int_{s_{0}}^{T} \int_{\partial K_{s}} \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right) \mathrm{d} s .
\end{aligned}
$$

Now we apply Lemma 4.3.(ii) to $K$ with $x_{s}$ as the origin. Let

$$
\partial K^{\epsilon}\left(x_{s}\right)=\left\{x \in \partial K \mid \forall i=1, \ldots, n: \operatorname{sgn}\left(x(i)-x_{s}(i)\right)=\epsilon_{i}\right\} .
$$

With the notation of Lemma 4.3 we get that the latter expression is less than

$$
\begin{aligned}
& \frac{2^{n} N^{\frac{2}{n-1}}}{c_{2} \min _{x \in \partial K} f(x)} \int_{s_{0}}^{T} \int_{\partial K_{s}}\left(1-\min _{\epsilon} \int_{\partial K^{\epsilon}\left(x_{s}\right)} f(x) \mathrm{d} \mu\right)^{N} \mathrm{~d} \mu_{\partial K_{s}}\left(x_{s}\right) \mathrm{d} s \\
& \leq \frac{2^{n} N^{\frac{2}{n-1}}}{c_{2} \min _{x \in \partial K} f(x)} \times \\
& \quad \int_{s_{0}}^{T} \int_{\partial K_{s}}\left(1-\min _{x \in \partial K} f(x) \min _{\epsilon} \operatorname{vol}_{n-1}\left(\partial K^{\epsilon}\left(x_{s}\right)\right)\right)^{N} \mathrm{~d} \mu_{\partial K_{s}}\left(x_{s}\right) \mathrm{d} s \\
& \leq \frac{2^{n} N^{\frac{2}{n-1}} \operatorname{vol}_{n-1}(\partial K)\left(T-s_{0}\right)}{c_{2} \min _{x \in \partial K} f(x)} \times \\
& \left(1-\min _{x \in \partial K} f(x) \inf _{s_{0} \leq s \leq T} \min _{\epsilon} \operatorname{vol}_{n-1}\left(\partial K^{\epsilon}\left(x_{s}\right)\right)\right)^{N} .
\end{aligned}
$$

By (60) the ball with center $x_{s}$ and radius $c_{1}$ is contained in $K$

$$
c_{1}^{n-1} 2^{-n} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)=c_{1}^{n-1} \operatorname{vol}_{n-1}\left(\partial\left(B_{2}^{n}\right)^{\epsilon}\right) \leq \operatorname{vol}_{n-1}\left(\partial K^{\epsilon}\left(x_{s}\right)\right)
$$

Thus we obtain

$$
\begin{align*}
& N^{\frac{2}{n-1}} \int_{s_{0}}^{T} \int_{\partial K_{s}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N\left(x_{s}\right), N(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)} \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right) \mathrm{d} s  \tag{62}\\
& \left.\leq \frac{2^{n} N^{\frac{2}{n-1}} \operatorname{vol}_{n-1}(\partial K)\left(T-s_{0}\right)}{c_{2} \min _{x \in \partial K} f(x)}\left(1-\min _{x \in \partial K} f(x) c_{1}^{n-1} 2^{-n} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)\right)^{N}
\end{align*}
$$

Since $f$ is strictly positive the latter expression tends to 0 for $N$ to infinity.

Lemma 4.10. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Let $x_{s} \in \partial K_{s}$ be given by the equation $\left\{x_{s}\right\}=\left[x_{0}, x_{T}\right] \cap \partial K_{s}$. Suppose that there are $r, R$ with $0<r, R<\infty$ and

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \subseteq K \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right)
$$

Let $f: \partial K \rightarrow \mathbb{R}$ be a strictly positive, continuous function with $\int_{\partial K} f \mathrm{~d} \mu=1$. Suppose that for all $t$ with $0<t \leq T$ we have $K_{t} \subseteq \stackrel{\circ}{K}$. Let the normals $N_{\partial K_{s}}\left(x_{s}\right)$ be such that

$$
s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
$$

Let $\Theta$ be the angle between $N_{\partial K}\left(x_{0}\right)$ and $x_{0}-x_{T}$ and $s_{0}$ the minimum of

$$
\frac{1}{2}\left(\frac{r}{8 R}\right)^{\frac{n-1}{2}} \frac{\left(\min _{x \in \partial K} f(x)\right)^{2}}{\max _{x \in \partial K} f(x)} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right) r^{n-1}\left(\frac{1}{4} \cos ^{3} \Theta\right)^{\frac{n-1}{2}}
$$

and the constant $C(r, R, f, \Theta, n)$ of Lemma 4.4. Then we have for all $s$ with $0<s<s_{0}$ and all $y \in \partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$

$$
\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}} \leq \frac{30 R}{r^{2}}\left(\frac{s \max _{x \in \partial K} f(x)}{\left(\min _{x \in \partial K} f(x)\right)^{2} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}}
$$

Proof. $\Theta$ is the angle between $N_{\partial K}\left(x_{0}\right)$ and $x_{0}-x_{T}$. Let $\Delta_{r}(s)$ be the height of the cap

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)
$$

and $\Delta_{R}(s)$ the one of

$$
B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right) \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)
$$

By assumption

$$
\begin{equation*}
s_{0} \leq \frac{1}{2}\left(\frac{r}{8 R}\right)^{\frac{n-1}{2}} \frac{\left(\min _{x \in \partial K} f(x)\right)^{2}}{\max _{x \in \partial K} f(x)} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right) r^{n-1}\left(\frac{1}{4} \cos ^{3} \Theta\right)^{\frac{n-1}{2}} \tag{63}
\end{equation*}
$$
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First we want to make sure that for $s$ with $0<s<s_{0}$ the number $\Delta_{r}(s)$ is well-defined, i.e. the above cap is not the empty set. For this we have to show that $H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ intersects $B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right)$. It is enough to show that for all $s$ with $0<s \leq s_{0}$ we have $x_{s} \in B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right)$. This follows provided that there is $s_{0}$ such that for all $s$ with $0<s \leq s_{0}$

$$
\begin{equation*}
\left\|x_{0}-x_{s}\right\| \leq \frac{1}{2} r \cos ^{2} \Theta \tag{64}
\end{equation*}
$$

See Figure 4.10 .2 . We are going to verify this inequality. We consider the point $z \in\left[x_{T}, x_{0}\right]$ with $\left\|x_{0}-z\right\|=\frac{1}{2} r \cos ^{2} \Theta$. Let $H$ be any hyperplane with $z \in H$. Then

$$
\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)=\int_{\partial K \cap H^{-}} f(x) \mathrm{d} \mu_{\partial K}(x) \geq\left(\min _{x \in \partial K} f(x)\right) \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)
$$

The set $K \cap H^{-}$contains a cap of $B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right)$ with height greater than $\frac{3}{8} r \cos ^{2} \Theta$. We verify this. By Figure 4.10 .3 we have
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$$
\begin{aligned}
\| z-\left(x_{0}-r N_{\partial K}\left(x_{0}\right) \|\right. & =\sqrt{\left|r-\frac{1}{2} r \cos ^{3} \Theta\right|^{2}+\frac{1}{4} r^{2} \cos ^{4} \Theta \sin ^{2} \Theta} \\
& =\sqrt{r^{2}-r^{2} \cos ^{3} \Theta+\frac{1}{4} r^{2} \cos ^{6} \Theta+\frac{1}{4} r^{2} \cos ^{4} \Theta \sin ^{2} \Theta} \\
& =\sqrt{r^{2}-r^{2} \cos ^{3} \Theta+\frac{1}{4} r^{2} \cos ^{4} \Theta} \\
& \leq r \sqrt{1-\frac{3}{4} \cos ^{3} \Theta}
\end{aligned}
$$

Therefore the height of a cap is greater than

$$
r-\| z-\left(x_{0}-r N_{\partial K}\left(x_{0}\right) \| \geq r\left(1-\sqrt{1-\frac{3}{4} \cos ^{3} \Theta}\right) \geq \frac{3}{8} r \cos ^{3} \Theta\right.
$$

By Lemma 1.3 a cap of a Euclidean ball of radius $r$ with height $h=\frac{3}{8} r \cos ^{3} \Theta$ has surface area greater than

$$
\begin{aligned}
\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right) & r^{\frac{n-1}{2}}\left(2 h-\frac{h^{2}}{r}\right)^{\frac{n-1}{2}} \\
& =\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right) r^{\frac{n-1}{2}}\left(\frac{3}{4} r \cos ^{3} \Theta-\frac{9}{64} r \cos ^{6} \Theta\right)^{\frac{n-1}{2}} \\
& \geq \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right) r^{n-1}\left(\frac{1}{4} \cos ^{3} \Theta\right)^{\frac{n-1}{2}}
\end{aligned}
$$

By our choice of $s_{0}$ (63) we get

$$
\mathbb{P}_{f}\left(\partial K \cap H^{-}\right) \geq\left(\min _{x \in \partial K} f(x)\right) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right) r^{n-1}\left(\frac{1}{4} \cos ^{3} \Theta\right)^{\frac{n-1}{2}}>s_{0}
$$

Therefore we have for all $s$ with $0<s<s_{0}$ that $z \in K_{s_{0}}$. By convexity we get

$$
\partial K_{s} \cap\left[z, x_{0}\right] \neq \emptyset .
$$

Thus (64) is shown.
Next we show that for all $s$ with $0<s<s_{0}$ we have

$$
\begin{equation*}
\sqrt{1-\frac{8 R}{3 r^{3}}\left(s \frac{\max _{x \in \partial K} f(x)}{\left(\min _{x \in \partial K} f(x)\right)^{2} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}}} \leq\left\langle N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)\right\rangle \tag{65}
\end{equation*}
$$

By the same consideration for showing (64) we get for all $s$ with $0<s<s_{0}$

$$
\Delta_{r}(s) \leq \frac{3}{8} r \cos ^{3} \Theta
$$

and by Lemma 1.3

$$
\begin{aligned}
s & =\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& \geq\left(\min _{x \in \partial K} f(x)\right) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right) r^{\frac{n-1}{2}}\left(2 \Delta_{r}(s)-\frac{\left(\Delta_{r}(s)\right)^{2}}{r}\right)^{\frac{n-1}{2}}
\end{aligned}
$$

Since $\Delta_{r}(s) \leq \frac{3}{8} r \cos ^{3} \Theta$

$$
\begin{aligned}
s & \geq\left(\min _{x \in \partial K} f(x)\right) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right) r^{\frac{n-1}{2}}\left(2 \Delta_{r}(s)-\Delta_{r}(s) \frac{3}{8} \cos ^{3} \Theta\right)^{\frac{n-1}{2}} \\
& \geq\left(\min _{x \in \partial K} f(x)\right) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(r \Delta_{r}(s)\right)^{\frac{n-1}{2}}
\end{aligned}
$$

Thus we have

$$
s \geq\left(\min _{x \in \partial K} f(x)\right) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(r \Delta_{r}(s)\right)^{\frac{n-1}{2}}
$$

or equivalently

$$
\begin{equation*}
\Delta_{r}(s) \leq \frac{1}{r}\left(\frac{s}{\min _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \tag{66}
\end{equation*}
$$

Next we show

$$
\frac{3}{4} \Delta(s) \leq \Delta_{r}(s)
$$

where $\Delta(s)$ is the distance of $x_{0}$ to the hyperplane $H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$

$$
\Delta(s)=<N_{\partial K}\left(x_{0}\right), x_{0}-x_{s}>
$$
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By the Pythagorean Theorem, see Figure 4.10.4,

$$
\left(r-\Delta_{r}(s)\right)^{2}=(r-\Delta(s))^{2}+(\Delta(s) \tan \Theta)^{2} .
$$

Thus

$$
\begin{aligned}
\Delta_{r}(s) & =r-\sqrt{(r-\Delta(s))^{2}+(\Delta(s) \tan \Theta)^{2}} \\
& =r\left(1-\sqrt{1-\frac{1}{r^{2}}\left(2 r \Delta(s)-\Delta^{2}(s)-(\Delta(s) \tan \Theta)^{2}\right)}\right)
\end{aligned}
$$

We use $\sqrt{1-t} \leq 1-\frac{1}{2} t$

$$
\begin{aligned}
\Delta_{r}(s) & \geq \frac{1}{2 r}\left(2 r \Delta(s)-\Delta^{2}(s)-(\Delta(s) \tan \Theta)^{2}\right) \\
& =\Delta_{r}(s)\left[1-\frac{1}{2} \frac{\Delta_{r}(s)}{r}\left(1+\tan ^{2} \Theta\right)\right]
\end{aligned}
$$

By (64) we get $\Delta(s)=\left\|x_{0}-x_{s}\right\| \cos \Theta \leq \frac{1}{2} r \cos ^{3} \Theta$ and thus $\Delta(s) \leq \frac{1}{2} r \cos ^{3} \Theta$. With this

$$
\begin{aligned}
\Delta_{r}(s) & =\Delta_{r}(s)\left[1-\frac{1}{2} \frac{\Delta_{r}(s)}{r}\left(1+\tan ^{2} \Theta\right)\right] \\
& =\Delta_{r}(s)\left[1-\frac{1}{2 r}\left(1+\tan ^{2} \Theta\right) \frac{1}{2} r \cos ^{3} \Theta\right] \\
& =\Delta_{r}(s)\left[1-\frac{1}{4} \cos ^{4} \Theta\right] \geq \frac{3}{4} \Delta_{r}(s)
\end{aligned}
$$

By formula (51) of the proof of Lemma 4.4 we have

$$
\sqrt{1-\frac{2 R \Delta(s)}{r^{2}}\left(\frac{\max _{x \in \partial K} f(x)}{\min _{x \in \partial K} f(x)}\right)^{\frac{2}{n-1}}} \leq\left\langle N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)\right\rangle
$$

By $\frac{3}{4} \Delta(s) \leq \Delta_{r}(s)$

$$
\sqrt{1-\frac{8 R \Delta_{r}(s)}{3 r^{2}}\left(\frac{\max _{x \in \partial K} f(x)}{\min _{x \in \partial K} f(x)}\right)^{\frac{2}{n-1}}} \leq\left\langle N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)\right\rangle
$$

By (66) we get

$$
\sqrt{1-\frac{8 R}{3 r^{3}}\left(s \frac{\max _{x \in \partial K} f(x)}{\left(\min _{x \in \partial K} f(x)\right)^{2} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}}} \leq\left\langle N_{\partial K}\left(x_{0}\right), N_{\partial K_{s}}\left(x_{s}\right)\right\rangle .
$$

Thus we have shown (65).
Next we show that for all $y \in \partial B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right) \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$

$$
\begin{equation*}
1-\frac{\Delta_{r}(s)}{r} \leq\left\langle N_{\partial K_{s}}\left(x_{s}\right), \frac{y-\left(x_{0}-R N_{\partial K}\left(x_{0}\right)\right)}{\left\|y-\left(x_{0}-R N_{\partial K}\left(x_{0}\right)\right)\right\|}\right\rangle \tag{67}
\end{equation*}
$$

For this we show first that for all $s$ with $0<s<s_{0}$

$$
\begin{equation*}
\Delta_{R}(s) \leq \frac{R}{r} \Delta_{r}(s) \tag{68}
\end{equation*}
$$

By our choice (63) of $s_{0}$ and by (65)

$$
\left\langle N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}\left(x_{0}\right)\right\rangle \geq \sqrt{1-\frac{1}{12} \cos ^{3} \Theta}
$$

and by (64) we have $\left\|x_{s}-x_{0}\right\|<\frac{1}{2} r \cos ^{2} \Theta$. Therefore we have for all $s$ with $0<s<s_{0}$ that the hyperplane $H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ intersects the line segment

$$
\left[x_{0}, x_{0}-r N_{\partial K}\left(x_{0}\right)\right] .
$$

Let $r_{1}$ be the distance of $x_{0}$ to the point defined by the intersection

$$
\left[x_{0}, x_{0}-r N_{\partial K}\left(x_{0}\right)\right] \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) .
$$

We get by Figure 4.10.5

$$
\frac{r-\Delta_{r}(s)}{R-\Delta_{R}(s)}=\frac{r-r_{1}}{R-r_{1}} \leq \frac{r}{R} .
$$

The right hand side inequality follows from the monotonicity of the function $(r-t) /(R-t)$.
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Thus

$$
r-\Delta_{r}(s) \leq \frac{r}{R}\left(R-\Delta_{R}(s)\right)=r-\frac{r}{R} \Delta_{R}(s)
$$

and therefore

$$
\frac{r}{R} \Delta_{R}(s) \leq \Delta_{r}(s) .
$$

For all $y \in \partial B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right) \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ the cosine of the angle between $N_{\partial K_{s}}\left(x_{s}\right)$ and $y-\left(x_{0}-R N_{\partial K}\left(x_{0}\right)\right)$ is greater than $1-\frac{\Delta_{R}(s)}{R}$. This holds since $y$ is an element of a cap of a Euclidean ball with radius R and with height $\Delta_{R}(s)$. Thus we have

$$
1-\frac{\Delta_{R}(s)}{R} \leq\left\langle N_{\partial K_{s}}\left(x_{s}\right), \frac{y-\left(x_{0}-R N_{\partial K}\left(x_{0}\right)\right)}{\left\|y-\left(x_{0}-R N_{\partial K}\left(x_{0}\right)\right)\right\|}\right\rangle .
$$

By (68)

$$
1-\frac{\Delta_{r}(s)}{r} \leq\left\langle N_{\partial K_{s}}\left(x_{s}\right), \frac{y-\left(x_{0}-R N_{\partial K}\left(x_{0}\right)\right)}{\left\|y-\left(x_{0}-R N_{\partial K}\left(x_{0}\right)\right)\right\|}\right\rangle
$$

and we have verified (67).
We show now that this inequality implies that for all $s$ with $0<s<s_{0}$ and all $y \in \partial B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right) \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$

$$
\begin{equation*}
1-\Delta_{r}(s) \frac{R^{2}}{r^{3}} \leq\left\langle N_{\partial K_{s}}\left(x_{s}\right), \frac{y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)}{\left\|y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)\right\|}\right\rangle . \tag{69}
\end{equation*}
$$

Let $\alpha$ be the angle between $N_{\partial K_{s}}\left(x_{s}\right)$ and $y-\left(x_{0}-R N_{\partial K}\left(x_{0}\right)\right)$ and let $\beta$ be the angle between $N_{\partial K_{s}}\left(x_{s}\right)$ and $y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)$.

$$
\begin{aligned}
& \cos \alpha=\left\langle N_{\partial K_{s}}\left(x_{s}\right), \frac{y-\left(x_{0}-R N_{\partial K}\left(x_{0}\right)\right)}{\left\|y-\left(x_{0}-R N_{\partial K}\left(x_{0}\right)\right)\right\|}\right\rangle \\
& \cos \beta=\left\langle N_{\partial K_{s}}\left(x_{s}\right), \frac{y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)}{\left\|y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)\right\|}\right\rangle
\end{aligned}
$$

We put

$$
a=\left\|y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)\right\| \quad b=\left\|y-x_{0}\right\| .
$$

See Figure 4.10.6.
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By elementary trigonometric formulas we get

$$
b^{2}=2 R^{2}(1-\cos \alpha) \quad b^{2}=a^{2}+r^{2}-2 a r \cos \beta
$$

and

$$
a^{2}=R^{2}+(R-r)^{2}-2 R(R-r) \cos \alpha=r^{2}+2 R(R-r)(1-\cos \alpha) .
$$

From these equations we get

$$
\begin{aligned}
\cos \beta & =\frac{a^{2}+r^{2}-b^{2}}{2 a r}=\frac{a^{2}+r^{2}-2 R^{2}(1-\cos \alpha)}{2 a r} \\
& =\frac{2 r^{2}-2 R r(1-\cos \alpha)}{2 r \sqrt{r^{2}+2 R(R-r)(1-\cos \alpha)}}=\frac{r-R(1-\cos \alpha)}{\sqrt{r^{2}+2 R(R-r)(1-\cos \alpha)}}
\end{aligned}
$$

Thus

$$
\cos \beta=\frac{1-\frac{R}{r}(1-\cos \alpha)}{\sqrt{1+2 R\left(\frac{R}{r^{2}}-\frac{1}{r}\right)(1-\cos \alpha)}}
$$

By (67) we have $1-\cos \alpha \leq \frac{\Delta_{r}(s)}{r}$ and therefore

$$
\begin{aligned}
\cos \beta & \geq \frac{1-\frac{R \Delta_{r}(s)}{r^{2}}}{\sqrt{1+2 R\left(\frac{R}{r^{2}}-\frac{1}{r}\right) \frac{\Delta_{r}(s)}{r}}} \geq \frac{1-\frac{R \Delta_{r}(s)}{r^{2}}}{1+R\left(\frac{R}{r^{2}}-\frac{1}{r}\right) \frac{\Delta_{r}(s)}{r}} \\
& =1-\frac{\frac{R^{2}}{r^{3}} \Delta_{r}(s)}{1+R\left(\frac{R}{r^{2}}-\frac{1}{r}\right) \frac{\Delta_{r}(s)}{r}} \geq 1-\frac{R^{2}}{r^{3}} \Delta_{r}(s) .
\end{aligned}
$$

Thus we have proved (69). From (69) it follows now easily that for all $s$ with $0<s<s_{0}$ and all $y \in \partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$

$$
\begin{equation*}
1-\Delta_{r}(s) \frac{R^{2}}{r^{3}} \leq\left\langle N_{\partial K_{s}}\left(x_{s}\right), \frac{y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)}{\left\|y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)\right\|}\right\rangle \tag{70}
\end{equation*}
$$

This follows because the cap $K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ is contained in the cap $B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right) \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$. Using now (66)

$$
\begin{align*}
& 1-\frac{R^{2}}{r^{4}}\left(\frac{s}{\min _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}}  \tag{71}\\
& \quad \leq\left\langle N_{\partial K_{s}}\left(x_{s}\right), \frac{y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)}{\left\|y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)\right\|}\right\rangle
\end{align*}
$$

For all $s$ with $0<s<s_{0}$ and all $y \in \partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$ the angle between $y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)$ and $N_{\partial K}(y)$ cannot be greater than the angle between $y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)$ and $N_{\partial K}\left(x_{0}\right)$. This follows from Figure 4.10.7.
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A supporting hyperplane of $K$ through $y$ cannot intersect $B_{2}^{n}\left(x_{0}-\right.$ $\left.r N_{\partial K}\left(x_{0}\right), r\right)$. Therefore the angle between $y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)$ and $N_{\partial K}(y)$ is smaller than the angle between $y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)$ and the normal of a supporting hyperplane of $B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right)$ that contains $y$.

Let $\alpha_{1}$ denote the angle between $N_{\partial K}\left(x_{0}\right)$ and $N_{\partial K_{s}}\left(x_{s}\right), \alpha_{2}$ the angle between $N_{\partial K_{s}}\left(x_{s}\right)$ and $y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)$, and $\alpha_{3}$ the angle between $N_{\partial K}\left(x_{0}\right)$ and $y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)$. Then by (65) and (71) we have

$$
\begin{aligned}
& \alpha_{3} \leq \alpha_{1}+\alpha_{2} \leq \frac{\pi}{2} \sin \alpha_{1}+\frac{\pi}{2} \sin \alpha_{2} \\
& \leq \frac{\pi}{2} \sqrt{\frac{8 R}{3 r^{3}}}\left(s \frac{\max _{x \in \partial K} f(x)}{\left(\min _{x \in \partial K} f(x)\right)^{2} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}} \\
& \\
& \quad+\frac{\pi}{\sqrt{2}} \frac{R}{r^{2}}\left(\frac{s}{\min _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}} \\
& \leq 10 \frac{R}{r^{2}}\left(s \frac{\max _{x \in \partial K} f(x)}{\left(\min _{x \in \partial K} f(x)\right)^{2} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}} .
\end{aligned}
$$

Let $\alpha_{4}$ be the angle between $N_{\partial K}(y)$ and $y-\left(x_{0}-r N_{\partial K}\left(x_{0}\right)\right)$. By the above consideration $\alpha_{4} \leq \alpha_{3}$. Thus

$$
\alpha_{4} \leq 10 \frac{R}{r^{2}}\left(s \frac{\max _{x \in \partial K} f(x)}{\left(\min _{x \in \partial K} f(x)\right)^{2} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}}
$$

Let $\alpha_{5}$ be the angle between $N_{\partial K_{s}}\left(x_{s}\right)$ and $N_{\partial K}(y)$. Then

$$
\begin{aligned}
\sin \alpha_{5} & \leq \alpha_{5} \leq \alpha_{2}+\alpha_{4} \\
& \leq 10 \frac{R}{r^{2}}\left(s \frac{\max _{x \in \partial K} f(x)}{\left(\min _{x \in \partial K} f(x)\right)^{2} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}} \\
& \quad+\frac{\pi}{\sqrt{2}} \frac{R}{r^{2}}\left(\frac{s}{\min _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}} \\
& \leq 30 \frac{R}{r^{2}}\left(s \frac{1}{\left(\min _{x \in \partial K} f(x)\right)^{2} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{1}{n-1}} .
\end{aligned}
$$

Lemma 4.11. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Let $f: \partial K \rightarrow \mathbb{R}$ be a strictly positive, continuous function with $\int_{\partial K} f \mathrm{~d} \mu=1$. Assume that for all $t$ with $0<t \leq T$ we have $K_{t} \subseteq \stackrel{\circ}{K}$. Let $x_{s} \in \partial K_{s}$ be given by the equation $\left\{x_{s}\right\}=\left[x_{0}, x_{T}\right] \cap \partial K_{s}$. Suppose that there are $r, R$ with $0<r, R<\infty$ and

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \subseteq K \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right) .
$$

Let the normals $N_{\partial K_{s}}\left(x_{s}\right)$ be such that

$$
s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)
$$

Let $s_{0}$ be as in Lemma 4.10. Then we have for all $s$ with $0<s<s_{0}$

$$
\begin{aligned}
\int_{\partial K \cap H_{s}} & \frac{1}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y) \\
& \geq c^{n} \frac{r^{n}\left(\min _{x \in \partial K} f(x)\right)^{\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\right)^{\frac{2}{n-1}}}{R^{n-1} \max _{x \in \partial K} f(x)}
\end{aligned} s^{\frac{n-3}{n-1}} .
$$

where $c$ is an absolute constant and $H_{s}=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$.

Proof. By Lemma 4.10 we have

$$
\begin{align*}
& \int_{\partial K \cap H_{s}} \frac{1}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y) \\
& \geq \\
& \geq \frac{r^{2}}{30 R}\left(\frac{\left(\min _{x \in \partial K} f(x)\right)^{2} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}{s \max _{x \in \partial K} f(x)}\right)^{\frac{1}{n-1}} \operatorname{vol}_{n-2}\left(\partial K \cap H_{s}\right) \\
& \geq  \tag{72}\\
& \quad \frac{r^{2}}{30 R}\left(\frac{\left(\min _{x \in \partial K} f(x)\right)^{2} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}{s \max _{x \in \partial K} f(x)}\right)^{\frac{1}{n-1}} \\
& \quad \times \operatorname{vol}_{n-2}\left(\partial B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \cap H_{s}\right) .
\end{align*}
$$

Now we estimate the radius of the $n$-1-dimensional Euclidean ball $B_{2}^{n}\left(x_{0}-\right.$ $\left.r N_{\partial K}\left(x_{0}\right), r\right) \cap H_{s}$ from below. As in Lemma $4.10 \Delta_{r}(s)$ is the height of the cap

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)
$$

and $\Delta_{R}(s)$ the one of

$$
B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right) \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)
$$

By (68) we have $\Delta_{R}(s) \leq \frac{R}{r} \Delta_{r}(s)$. Moreover,

$$
\begin{align*}
s & =\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) \\
& =\int_{\partial K \cap H_{s}^{-}} f(x) \mathrm{d} \mu_{\partial K}(x) \leq \max _{x \in \partial K} f(x) \operatorname{vol}_{n-1}\left(\partial K \cap H_{s}^{-}\right) . \tag{73}
\end{align*}
$$

Since $K \cap H_{s}^{-} \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right) \cap H_{s}^{-}$we have

$$
\begin{aligned}
\operatorname{vol}_{n-1}\left(\partial K \cap H_{s}^{-}\right) & \leq \operatorname{vol}_{n-1}\left(\partial\left(K \cap H_{s}^{-}\right)\right) \\
& \leq \operatorname{vol}_{n-1}\left(\partial\left(B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right) \cap H_{s}^{-}\right)\right) \\
& \leq 2 \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right) \cap H_{s}^{-}\right)
\end{aligned}
$$

By Lemma 1.3 we get

$$
\operatorname{vol}_{n-1}\left(\partial K \cap H_{s}^{-}\right) \leq 2 \sqrt{1+\frac{2 \Delta_{R}(s) R}{\left(R-\Delta_{R}(s)\right)^{2}}} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(2 R \Delta_{R}(s)\right)^{\frac{n-1}{2}}
$$

As we have seen in the proof of Lemma 4.10 we have $\Delta_{r}(s) \leq \frac{1}{2} r$. Together with $\Delta_{R}(s) \leq \frac{R}{r} \Delta_{r}(s)$ we get $\Delta_{R}(s) \leq \frac{1}{2} R$. This gives us

$$
\operatorname{vol}_{n-1}\left(\partial K \cap H_{s}^{-}\right) \leq 2 \sqrt{5} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(2 R \Delta_{R}(s)\right)^{\frac{n-1}{2}}
$$

and

$$
\begin{aligned}
\frac{R}{r} \Delta_{r}(s) & \geq \Delta_{R}(s) \geq \frac{1}{2 R}\left(\frac{\operatorname{vol}_{n-1}\left(\partial K \cap H_{s}^{-}\right)}{2 \sqrt{5} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \\
& \geq \frac{1}{2 R}\left(\frac{s}{2 \sqrt{5} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right) \max _{x \in \partial K} f(x)}\right)^{\frac{2}{n-1}}
\end{aligned}
$$

By this and by $\Delta_{r}(s) \leq \frac{1}{2} r$ the radius of $B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \cap H_{s}$ is greater than

$$
\begin{aligned}
\sqrt{2 r \Delta_{r}(s)-\Delta_{r}(s)^{2}} & \geq \sqrt{r \Delta_{r}(s)} \\
& \geq \frac{r}{\sqrt{2} R}\left(\frac{s}{2 \sqrt{5} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right) \max _{x \in \partial K} f(x)}\right)^{\frac{1}{n-1}}
\end{aligned}
$$

Therefore, by (72)

$$
\begin{aligned}
\int_{\partial K \cap H_{s}} & \frac{1}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y) \\
\geq & \frac{r^{2}}{30 R}\left(\frac{\left(\min _{x \in \partial K} f(x)\right)^{2} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}{s \max _{x \in \partial K} f(x)}\right)^{\frac{1}{n-1}} \operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right) \\
& \quad\left(\frac{r}{\sqrt{2} R}\right)^{n-2}\left(\frac{s}{2 \sqrt{5} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right) \max _{x \in \partial K} f(x)}\right)^{\frac{n-2}{n-1}}
\end{aligned}
$$

By (73) the latter expression is greater than or equal to

$$
c^{n} \frac{r^{n}\left(\min _{x \in \partial K} f(x)\right)^{\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\right)^{\frac{2}{n-1}}}{R^{n-1} \max _{x \in \partial K} f(x)} s^{\frac{n-3}{n-1}}
$$

where $c$ is an absolute constant.

Lemma 4.12. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Let $f: \partial K \rightarrow \mathbb{R}$ be a strictly positive, continuous function with $\int_{\partial K} f \mathrm{~d} \mu=1$. Assume that for all $t$ with $0<t \leq T$ we have $K_{t} \subseteq \stackrel{\circ}{K}$. Let $x_{s} \in \partial K_{s}$ be given by the equation $\left\{x_{s}\right\}=\left[x_{0}, x_{T}\right] \cap \partial K_{s}$. Suppose that there are $r, R$ with $0<r, R<\infty$ and

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \subseteq K \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right)
$$

Let the normals $N_{\partial K_{s}}\left(x_{s}\right)$ be such that

$$
s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) .
$$

Let $s_{0}$ be as in Lemma 4.10. Let $\beta$ be such that $B_{2}^{n}\left(x_{T}, \beta\right) \subseteq K_{s_{0}} \subseteq K \subseteq$ $B_{2}^{n}\left(x_{T}, \frac{1}{\beta}\right)$ and let $H_{s}=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$. Then there are constants $a$ and $b$ with $0 \leq a, b<1$ that depend only on $r, R$, and $f$ such that we have for all $N$

$$
\begin{aligned}
& N^{\frac{2}{n-1}} \int_{0}^{s_{0}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H_{s}\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H_{s}\right)}(y)}{\left(1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}}} \\
& \quad \times\left(\frac{\left\|x_{s}-x_{T}\right\|}{\left\|x_{0}-x_{T}\right\|}\right)^{n}<x_{0}-x_{T}, N_{\partial K}\left(x_{0}\right)> \\
& <x_{s}-x_{T}, N_{\partial K_{s}}\left(x_{s}\right)> \\
& \mathrm{d} s
\end{aligned}
$$

where $c_{n}$ is a constant that depends only on the dimension $n$. The constants $a$ and $b$ are the same as in Lemma 4.8. They depend only on $n, r, R$ and $f$.

Lemma 4.12 provides an uniform estimate. The constants do not depend on the boundary point $x_{0}$.

Proof. As in Lemma $4.10 \Theta$ denotes the angle between the vectors $N_{\partial K}\left(x_{0}\right)$ and $x_{0}-x_{T}$. $\Theta_{s}$ is the angle between the vectors $N_{\partial K_{s}}\left(x_{s}\right)$ and $x_{s}-x_{T}$ which is the same as the angle between $N_{\partial K_{s}}\left(x_{s}\right)$ and $x_{0}-x_{T}$. Thus $<\frac{x_{0}-x_{T}}{\left\|x_{0}-x_{T}\right\|}, N_{\partial K}\left(x_{0}\right)>=\cos \Theta$ and $<\frac{x_{s}-x_{T}}{\left\|x_{s}-x_{T}\right\|}, N_{\partial K_{s}}\left(x_{s}\right)>=\cos \Theta_{s}$. By Lemma 2.3.(ii) $K_{s}$ has volume strictly greater than 0 if we choose $s$ small enough. Since $K_{t} \subseteq \stackrel{\circ}{K}$ the point $x_{T}$ is an interior point of $K$. For small enough $s_{0}$ the set $K_{s_{0}}$ has nonempty interior and therefore there is a $\beta>0$ such that

$$
B_{2}^{n}\left(x_{T}, \beta\right) \subseteq K_{s_{0}} \subseteq K \subseteq B_{2}^{n}\left(x_{T}, \frac{1}{\beta}\right)
$$

Then for all $s$ with $0<s \leq s_{0}$
$\beta^{2} \leq\left\langle\frac{x_{0}-x_{T}}{\left\|x_{0}-x_{T}\right\|}, N_{\partial K}\left(x_{0}\right)\right\rangle \leq 1 \quad$ and $\quad \beta^{2} \leq\left\langle\frac{x_{s}-x_{T}}{\left\|x_{s}-x_{T}\right\|}, N_{\partial K_{s}}\left(x_{s}\right)\right\rangle \leq 1$.
Thus

$$
\frac{\left\|x_{s}-x_{T}\right\|<x_{0}-x_{T}, N_{\partial K}\left(x_{0}\right)>}{\left\|x_{0}-x_{T}\right\|<x_{s}-x_{T}, N_{\partial K_{s}}\left(x_{s}\right)>} \leq \frac{1}{\beta^{2}} .
$$

As $\frac{\left\|x_{s}-x_{T}\right\|}{\left\|x_{0}-x_{T}\right\|} \leq 1$,

$$
\begin{aligned}
& N^{\frac{2}{n-1}} \int_{0}^{s_{0}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H_{s}\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H_{s}\right)}(y)}{\left(1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}}} \\
& \quad \times\left(\frac{\left\|x_{s}-x_{T}\right\|}{\left\|x_{0}-x_{T}\right\|}\right)^{n} \frac{<x_{0}-x_{T}, N_{\partial K}\left(x_{0}\right)>}{\left\langle x_{s}-x_{T}, N_{\partial K_{s}}\left(x_{s}\right)>\right.} \mathrm{d} s \\
& \leq N^{\frac{2}{n-1}} \frac{1}{\beta^{2}} \int_{0}^{s_{0}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H_{s}\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H_{s}\right)}(y)}{\left(1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}}} \mathrm{~d} s .
\end{aligned}
$$

By Lemma 4.8 and Lemma 4.11 the last expression is less than

$$
\begin{align*}
& N^{\frac{2}{n-1}} \frac{R^{n-1} \max _{x \in \partial K} f(x)}{\beta^{2} c^{n} r^{n}\left(\min _{x \in \partial K} f(x)\right)^{\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\right)^{\frac{2}{n-1}}}  \tag{74}\\
& \quad \times \int_{0}^{s_{0}}\left[2^{n}(a-a s+s)^{N}+2^{n}(1-s+b s)^{N}\right] s^{-\frac{n-3}{n-1}} \mathrm{~d} s
\end{align*}
$$

We estimate now the integral

$$
\begin{aligned}
\int_{0}^{s_{0}} & {\left[2^{n}(a-a s+s)^{N}+2^{n}(1-s+b s)^{N}\right] s^{-\frac{n-3}{n-1}} \mathrm{~d} s } \\
& =2^{n} \int_{0}^{s_{0}}[1-(1-a)(1-s)]^{N} s^{-\frac{n-3}{n-1}}+[1-(1-b) s]^{N} s^{-\frac{n-3}{n-1}} \mathrm{~d} s
\end{aligned}
$$

For $s_{0} \leq \frac{1}{2}$ (we may assume this) we have $1-(1-a)(1-s) \leq 1-(1-a) s$. Therefore the above expression is smaller than

$$
\begin{aligned}
& 2^{n} \int_{0}^{s_{0}}[1-(1-a) s]^{N} s^{-\frac{n-3}{n-1}}+[1-(1-b) s]^{N} s^{-\frac{n-3}{n-1}} \mathrm{~d} s \\
& \quad=2^{n}(1-a)^{-\frac{2}{n-1}} \int_{0}^{(1-a) s_{0}}[1-s]^{N} s^{-\frac{n-3}{n-1}} \mathrm{~d} s \\
& \quad+2^{n}(1-b)^{-\frac{2}{n-1}} \int_{0}^{(1-b) s_{0}}[1-s]^{N} s^{-\frac{n-3}{n-1}} \mathrm{~d} s
\end{aligned}
$$

Since $s_{0} \leq \frac{1}{2}$ and $0<a, b<1$ the last expression is smaller than

$$
2^{n}\left[(1-a)^{-\frac{2}{n-1}}+(1-b)^{-\frac{2}{n-1}}\right] B\left(N+1, \frac{2}{n-1}\right)
$$

where $B$ denotes the Beta function. We have

$$
\lim _{x \rightarrow \infty} \frac{\Gamma(x+\alpha)}{\Gamma(x)} x^{-\alpha}=1
$$

Thus

$$
\begin{aligned}
\lim _{N \rightarrow \infty} B(N+1 & \left.\frac{2}{n-1}\right)(N+1)^{\frac{2}{n-1}} \\
& =\lim _{N \rightarrow \infty} \frac{\Gamma(N+1) \Gamma\left(\frac{2}{n-1}\right)}{\Gamma\left(N+1+\frac{2}{n-1}\right)}(N+1)^{\frac{2}{n-1}}=\Gamma\left(\frac{2}{n-1}\right)
\end{aligned}
$$

and

$$
B\left(N+1, \frac{2}{n-1}\right) \leq 2^{2+\frac{2}{n-1}} \frac{\Gamma\left(\frac{2}{n-1}\right)}{N^{\frac{2}{n-1}}} .
$$

We get

$$
\begin{aligned}
& \int_{0}^{s_{0}}[ \left.2^{n}(a-a s+s)^{N}+2^{n}(1-s+b s)^{N}\right] s^{-\frac{n-3}{n-1}} d s \\
& \quad \leq 2^{n}\left[(1-a)^{-\frac{2}{n-1}}+(1-b)^{-\frac{2}{n-1}}\right] 2^{2+\frac{2}{n-1}} \frac{\Gamma\left(\frac{2}{n-1}\right)}{N^{\frac{2}{n-1}}} .
\end{aligned}
$$

Therefore, by (74)

$$
\begin{aligned}
& N^{\frac{2}{n-1}} \int_{0}^{s_{0}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H_{s}\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H_{s}\right)}(y)}{\left(1-\left(<N\left(x_{s}\right), N(y)>\right)^{2}\right)^{\frac{1}{2}}}} \\
& \quad \times\left(\frac{\left\|x_{s}-x_{T}\right\|}{\left\|x_{0}-x_{T}\right\|}\right)^{n} \frac{<x_{0}-x_{T}, N_{\partial K}\left(x_{0}\right)>}{<x_{s}-x_{T}, N_{\partial K_{s}}\left(x_{s}\right)>} \mathrm{d} s \\
& \leq N^{\frac{2}{n-1}} \frac{R^{n-1} \max _{x \in \partial K} f(x)}{\beta^{2} c^{n} r^{n}\left(\min _{x \in \partial K} f(x)\right)^{\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\right)^{\frac{2}{n-1}}} \\
& 2^{n}\left[(1-a)^{-\frac{2}{n-1}}+(1-b)^{-\frac{2}{n-1}}\right] 2^{2+\frac{2}{n-1}} \frac{\Gamma\left(\frac{2}{n-1}\right)}{N^{\frac{2}{n-1}}} .
\end{aligned}
$$

With a new constant $c_{n}$ that depends only on the dimension $n$ the last expression is less than

$$
c_{n} \frac{R^{n-1} \max _{x \in \partial K} f(x)\left[(1-a)^{-\frac{2}{n-1}}+(1-b)^{-\frac{2}{n-1}}\right]}{\beta^{2} r^{n}\left(\min _{x \in \partial K} f(x)\right)^{\frac{2}{n-1}}} .
$$

Lemma 4.13. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Let $f: \partial K \rightarrow \mathbb{R}$ be a strictly positive, continuous function with $\int_{\partial K} f \mathrm{~d} \mu=1$. Assume that for all $t$ with $0<t \leq T$ we have $K_{t} \subseteq \stackrel{\circ}{K}$. Let $x_{s} \in \partial K_{s}$ be given by the equation $\left\{x_{s}\right\}=\left[x_{0}, x_{T}\right] \cap \partial K_{s}$. Suppose that there are $r, R$ with $0<r, R<\infty$ and

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \subseteq K \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right)
$$

Let the normals $N_{\partial K_{s}}\left(x_{s}\right)$ be such that

$$
s=\mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right) .
$$

Let $s_{0}$ be as in Lemma 4.10. Then there are $c_{1}, c_{2}, c_{3}>0, N_{0}$, and $u_{0}$ such that we have for all $u>u_{0}$ and $N>N_{0}$

$$
N^{\frac{2}{n-1}} \int_{\frac{u}{N}}^{T} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)} \mathrm{d} s \leq c_{1} e^{-u}+c_{2} e^{-c_{3} N}
$$

where $H_{s}=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$. The constants $u_{0}, N_{0}, c_{1}, c_{2}$ and $c_{3}$ depend only on $n, r, R$ and $f$.

Proof. First we estimate the integral from $s_{0}$ to $\frac{u}{N}$. As in the proof of Lemma 4.12 we show

$$
\begin{aligned}
& N^{\frac{2}{n-1}} \int_{\frac{u}{N}}^{s_{0}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)} \mathrm{d} s \\
& \leq N^{\frac{2}{n-1}} \frac{R^{n-1} \max _{x \in \partial K} f(x)}{\beta^{2} c^{n} r^{n}\left(\min _{x \in \partial K} f(x)\right)^{\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\right)^{\frac{2}{n-1}}} \\
& \quad 2^{n}\left[(1-a)^{-\frac{2}{n-1}}+(1-b)^{-\frac{2}{n-1}}\right] \int_{\frac{u}{N}}^{s_{0}}[1-s]^{N} s^{-\frac{n-3}{n-1}} \mathrm{~d} s
\end{aligned}
$$

We estimate the integral

$$
\int_{\frac{u}{N}}^{s_{0}}[1-s]^{N} s^{-\frac{n-3}{n-1}} \mathrm{~d} s \leq \int_{\frac{u}{N}}^{s_{0}} e^{-s N} s^{-\frac{n-3}{n-1}} \mathrm{~d} s=N^{-\frac{2}{n-1}} \int_{u}^{s_{0} N} e^{-s} s^{-\frac{n-3}{n-1}} \mathrm{~d} s
$$

If we require that $u_{0} \geq 1$ then the last expression is not greater than

$$
N^{-\frac{2}{n-1}} \int_{u}^{s_{0} N} \mathrm{e}^{-s} \mathrm{~d} s \leq N^{-\frac{2}{n-1}} \int_{u}^{\infty} \mathrm{e}^{-s} \mathrm{~d} s=N^{-\frac{2}{n-1}} \mathrm{e}^{-u}
$$

Thus

$$
\begin{aligned}
& N^{\frac{2}{n-1}} \int_{\frac{u}{N}}^{s_{0}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)} \mathrm{d} s \\
& \leq \frac{R^{n-1} \max _{x \in \partial K} f(x)}{\beta^{2} c^{n} r^{n}\left(\min _{x \in \partial K} f(x)\right)^{\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\right)^{\frac{2}{n-1}}} \\
& \quad \times 2^{n}\left[(1-a)^{-\frac{2}{n-1}}+(1-b)^{-\frac{2}{n-1}}\right] \mathrm{e}^{-u} .
\end{aligned}
$$

Now we estimate the integral from $s_{0}$ to $T$

$$
N^{\frac{2}{n-1}} \int_{s_{0}}^{T} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)} \mathrm{d} s
$$

The same arguments that we have used in the proof of Lemma 4.9 in order to show formula (62) give that the latter expression is less than

$$
\left.\frac{2^{n} N^{\frac{2}{n-1}} \operatorname{vol}_{n-1}(\partial K)\left(T-s_{0}\right)}{c_{2} \min _{x \in \partial K} f(x)}\left(1-\min _{x \in \partial K} f(x) c_{1}^{n-1} 2^{-n} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)\right)^{N}
$$

where $c_{1}$ is the distance between $\partial K$ and $\partial K_{s_{0}}$. Choosing now new constants $c_{1}$ and $c_{2}$ finishes the proof.

Lemma 4.14. Let $H$ be a hyperplane in $\mathbb{R}^{n}$ that contains 0 . Then in both halfspaces there is a $2^{n}$-tant i.e. there is a sequence of signs $\theta$ such that

$$
\left\{x \mid \forall i, 1 \leq i \leq n: \operatorname{sgn}\left(x_{i}\right)=\theta_{i}\right\}
$$

Moreover, if $\mathrm{H}^{+}$is the halfspace that contains the above set then

$$
H^{+} \subset \bigcup_{i=1}^{n}\left\{x \mid \operatorname{sgn}\left(x_{i}\right)=\theta_{i}\right\}
$$

The following lemma is an extension of a localization principle introduced by Bárány [Ba1] for random polytopes whose vertices are chosen from the inside of the convex body. The measure in that case is the normalized Lebesgue measure on the convex body.

For large numbers $N$ of chosen points the probability that a point is an element of a random polytope is almost 1 provided that this point is not too close to the boundary. So it leaves us to compute the probability for those points that are in the vicinity of the boundary. The localization principle now says that in order to compute the probability that a point close to the boundary is contained in a random polytope it is enough to consider only those points that are in a small neighborhood of the point under consideration. As a neighborhood we choose a cap of the convex body.

The arguments are similar to the ones used in [Sch1].
Lemma 4.15. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Suppose that the indicatrix of Dupin exists at $x_{0}$ and is an ellipsoid (and not a cylinder with a base that is an ellipsoid). Let $f: \partial K \rightarrow \mathbb{R}$ be a continuous, strictly positive function with $\int_{\partial K} f \mathrm{~d} \mu_{\partial K}=1$. Assume that for all $t$ with $0<t \leq T$ we have $K_{t} \subseteq \stackrel{\circ}{K}$. We define the point $x_{s}$ by $\left\{x_{s}\right\}=\left[x_{T}, x_{0}\right] \cap \partial K_{s}$ and

$$
\Delta(s)=<N_{\partial K}\left(x_{0}\right), x_{0}-x_{s}>
$$

is the distance between the planes $H\left(x_{0}, N_{\partial K}\left(x_{0}\right)\right)$ and $H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$. Suppose that there are $r, R$ with $0<r, R<\infty$ and

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \subseteq K \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right)
$$

Then, there is $c_{0}$ such that for all $c$ with $c \geq c_{0}$ and $b$ with $b>2$ there is $s_{c, b}>0$ such that we have for all $s$ with $0<s \leq s_{c, b}$ and for all $N \in \mathbb{N}$ with

$$
N \geq \frac{1}{b s} \operatorname{vol}_{n-1}(\partial K)
$$

that

$$
\begin{gathered}
\mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \quad x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}- \\
\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right]\right\} \mid \\
\leq 2^{n-1} \exp \left(-\frac{c_{1}}{b} \sqrt{c}\right)
\end{gathered}
$$

where $H=H\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$ and $c_{1}=c_{1}(n)$ is a constant that only depends on the dimension $n$.

In particular, for all $\epsilon>0$ and all $k \in \mathbb{N}$ there is $N_{0} \in \mathbb{N}$ such that we have for all $N \geq N_{0}$ and all $x_{s} \in\left[x_{0}, x_{T}\right]$

$$
\begin{aligned}
\mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right. & \left.x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}- \\
& \mathbb{P}_{f}^{N+k}\left\{\left(x_{1}, \ldots, x_{N+k}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N+k}\right]\right\} \mid \leq \epsilon .
\end{aligned}
$$

The numbers $s_{c, b}$ may depend on the boundary points $x_{0}$.
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Subsequently we apply Lemma 4.15 to a situation where $b$ is already given and we choose $c$ sufficiently big so that

$$
2^{n-1} \exp \left(-\frac{c_{1}}{b} \sqrt{c}\right)
$$

is as small as we desire.

Proof. Let $c$ and $b$ be given. Since $f$ is continuous for any given $\epsilon>0$ we can choose $s_{c, b}$ so small that we have for all $s$ with $0<s \leq s_{c, b}$ and all $x \in \partial K \cap H^{-}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$

$$
\left|f(x)-f\left(x_{0}\right)\right|<\epsilon
$$

We may assume that $x_{0}=0, N_{\partial K}\left(x_{0}\right)=-e_{n}$. Let

$$
\mathcal{E}=\left\{\left.x \in \mathbb{R}^{n}\left|\sum_{i=1}^{n-1}\right| \frac{x_{i}}{a_{i}}\right|^{2}+\left|\frac{x_{n}}{a_{n}}-1\right|^{2} \leq 1\right\}
$$

be the standard approximating ellipsoid at $x_{0}$ (see Lemma 1.2). Thus the principal axes are multiples of $e_{i}, i=1, \ldots, n$.

We define the operator $T_{\eta}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$

$$
T_{\eta}\left(x_{1}, \ldots, x_{n}\right)=\left(\eta x_{1}, \ldots, \eta x_{n-1}, x_{n}\right)
$$

By Lemma 1.2 for any $\epsilon>0$ we may choose $s_{c, b}$ so small that we have

$$
\begin{align*}
T_{1-\epsilon}(\mathcal{E} & \left.\cap H^{-}\left(x_{0}-c \Delta\left(s_{c, b}\right) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right) \\
& \subseteq K \cap H^{-}\left(x_{0}-c \Delta\left(s_{c, b}\right) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)  \tag{75}\\
& \subseteq T_{1+\epsilon}\left(\mathcal{E} \cap H^{-}\left(x_{0}-c \Delta\left(s_{c, b}\right) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right) .
\end{align*}
$$

For $s$ with $0<s \leq s_{c, b}$ we denote the lengths of the principal axes of the $n$-1-dimensional ellipsoid

$$
\left.T_{1+\epsilon}(\mathcal{E}) \cap H\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)
$$

by $\lambda_{i}, i=1, \ldots, n-1$, so that the principal axes are $\lambda_{i} e_{i}, i=1, \ldots, n-1$. We may assume (for technical reasons) that for all $s$ with $0<s \leq s_{c, b}$

$$
\begin{equation*}
x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right) \pm \lambda_{i} e_{i} \notin K \quad i=1, \ldots, n-1 \tag{76}
\end{equation*}
$$

This is done by choosing (if necessary) a slightly bigger $\epsilon$.
For any sequence $\Theta=\left(\Theta_{i}\right)_{i=1}^{n}$ of signs $\Theta_{i}= \pm 1$ we put

$$
\begin{align*}
\operatorname{corn}_{K}(\Theta)= & \partial K \cap H^{+}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)  \tag{77}\\
& \cap\left\{\bigcap_{i=1}^{n-1} H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)\right\} .
\end{align*}
$$

We have

$$
\begin{equation*}
\operatorname{corn}_{K}(\Theta) \subseteq H^{-}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) \tag{78}
\end{equation*}
$$

We refer to these sets as corner sets (see Figure 4.15.2). The hyperplanes

$$
H\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)
$$
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$\Theta_{i}= \pm 1$ and $i=1, \ldots, n-1$ are chosen in such a way that $x_{s}$ and

$$
x_{0}+\Theta_{i} \lambda_{i} e_{i}+c \Delta(s) e_{n}=\Theta_{i} \lambda_{i} e_{i}+c \Delta(s) e_{n}
$$

$\left(x_{0}=0\right)$ are elements of the hyperplanes. We check this. By definition $x_{s}$ is an element of this hyperplane. We have

$$
\begin{aligned}
& <x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}> \\
& \quad=\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right)<x_{s}, e_{n}>+\Theta_{i}(c-1) \Delta(s)<x_{s}, e_{i}>
\end{aligned}
$$

Since $N_{\partial K}\left(x_{0}\right)=-e_{n}$ we have $\Delta(s)=<x_{s}, e_{n}>$ and

$$
\begin{aligned}
<x_{s} & \left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}> \\
& =\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) \Delta(s)+\Theta_{i}(c-1) \Delta(s)<x_{s}, e_{i}> \\
& =\Delta(s)\left\{\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right)+\Theta_{i}(c-1)<x_{s}, e_{i}>\right\} \\
& =\Delta(s)\left\{-\lambda_{i}+\Theta_{i} c<x_{s}, e_{i}>\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
<\Theta_{i} \lambda_{i} e_{i}+c & \Delta(s) e_{n},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}> \\
& =\lambda_{i}(c-1) \Delta(s)+c \Delta(s)\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) \\
& =-\lambda_{i} \Delta(s)+\Theta_{i} c \Delta(s)<x_{s}, e_{i}>
\end{aligned}
$$

These two equalities show that for all $i$ with $i=1, \ldots, n-1$

$$
\Theta_{i} \lambda_{i} e_{i}+c \Delta(s) e_{n} \in H\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)
$$

We conclude that for all $i$ with $i=1, \ldots, n-1$ and all $s, 0<s \leq s_{c, b}$,

$$
\begin{align*}
& K \cap H^{+}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)  \tag{79}\\
& \quad \cap H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)=\emptyset
\end{align*}
$$

We verify this. Since

$$
x_{0}+\Theta_{i} \lambda_{i} e_{i}+c \Delta(s) e_{n} \in H\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)
$$

we have

$$
\begin{aligned}
& H\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) \\
& \quad \cap H\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right) \\
& \quad=\left\{x_{0}+\Theta_{i} \lambda_{i} e_{i}+c \Delta(s) e_{n}+\sum_{j \neq i, n} a_{j} e_{j} \mid a_{j} \in \mathbb{R}\right\} .
\end{aligned}
$$

On the other hand, by (75)

$$
\begin{aligned}
& K \cap H^{-}\left(x_{0}-c \Delta\left(s_{c, b}\right) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) \\
& \subseteq T_{1+\epsilon}\left(\mathcal{E} \cap H^{-}\left(x_{0}-c \Delta\left(s_{c, b}\right) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right)
\end{aligned}
$$

and by (76)

$$
x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right)+\lambda_{i} e_{i} \notin K \quad i=1, \ldots, n-1 .
$$

From this we conclude that

$$
\begin{aligned}
H\left(x_{0}-c \Delta(s)\right. & \left.N_{\partial K}\left(x_{0}\right)\right) \\
& \cap H\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right) \cap K=\emptyset
\end{aligned}
$$

Using this fact and the convexity of $K$ we deduce (78).
We want to show now that we have for all $s$ with $0<s \leq s_{c, b}$ and $H=H\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$

$$
\begin{align*}
& \left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right]\right\}  \tag{80}\\
& \qquad\left\{\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}\right. \\
& \quad=\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right] \text {and } x_{s} \in\left[x_{1}, \ldots, x_{N}\right]\right\} \\
& \\
& \subseteq \bigcup_{\Theta}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{1}, \ldots, x_{N} \in \partial K \backslash \operatorname{corn}_{K}(\Theta)\right\}
\end{align*}
$$

In order to do this we show first that for $H=H\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$ we have

$$
\begin{gather*}
\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right] \text {and } x_{s} \in\left[x_{1}, \ldots, x_{N}\right]\right\}  \tag{81}\\
\subseteq\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \exists H_{x_{s}}, \text { hyperplane }: x_{s} \in H_{x_{s}}, H_{x_{s}}^{-} \cap K \cap H^{+} \neq \emptyset\right. \\
\text { and } \left.\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-} \subseteq H^{+}{ }_{x_{s}}\right\} .
\end{gather*}
$$

We show this now. We have $x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right]$and $x_{s} \in\left[x_{1}, \ldots, x_{N}\right]$. We observe that there is $z \in K \cap H^{+}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$ such that

$$
\begin{equation*}
\left[z, x_{s}\right] \cap\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right]=\emptyset \tag{82}
\end{equation*}
$$

We verify this. Assume that $x_{1} \ldots, x_{k} \in H^{-}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$ and $x_{k+1} \ldots, x_{N} \in \stackrel{\circ}{H}^{+}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$. Since $x_{s} \in\left[x_{1}, \ldots, x_{N}\right]$ there are nonnegative numbers $a_{i}, i=1, \ldots, N$, with $\sum_{i=1}^{N} a_{i}=1$ and

$$
x_{s}=\sum_{i=1}^{N} a_{i} x_{i} .
$$

Since $x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right]$we have $\sum_{i=k+1}^{N} a_{i}>0$ and since $x_{s} \in$ $H^{-}\left(x_{0}-\Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$ we have $\sum_{i=1}^{k} a_{i}>0$. Now we choose

$$
y=\frac{\sum_{i=1}^{k} a_{i} x_{i}}{\sum_{i=1}^{k} a_{i}} \quad \text { and } \quad z=\frac{\sum_{i=k+1}^{N} a_{i} x_{i}}{\sum_{i=k+1}^{N} a_{i}}
$$

Thus we have $y \in\left[x_{1}, \ldots, x_{k}\right], z \in\left[x_{k+1}, \ldots, x_{N}\right]$, and

$$
x_{s}=\alpha y+(1-\alpha) z
$$

where $\alpha=\sum_{i=1}^{k} a_{i}$.
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We claim that $\left[z, x_{s}\right] \cap\left[x_{1}, \ldots, x_{k}\right]=\emptyset$. Suppose this is not the case. Then there is $v \in\left[z, x_{s}\right]$ with $v \in\left[x_{1}, \ldots, x_{k}\right]$. We have $v \neq z$ and $v \neq x_{s}$. Thus there is $\beta$ with $0<\beta<1$ and $v=\beta z+(1-\beta) x_{s}$. Therefore we get

$$
v=\beta z+(1-\beta) x_{s}=\beta\left(\frac{1}{1-\alpha} x_{s}-\frac{\alpha}{1-\alpha} y\right)+(1-\beta) x_{s}=\frac{1-\alpha+\alpha \beta}{1-\alpha} x_{s}-\frac{\alpha \beta}{1-\alpha} y
$$

and thus

$$
x_{s}=\frac{1-\alpha}{1-\alpha+\alpha \beta} v+\frac{\alpha \beta}{1-\alpha+\alpha \beta} y .
$$

Thus $x_{s}$ is a convex combination of $y$ and $v$. Since $v \in\left[x_{1}, \ldots, x_{k}\right]$ and $y \in$ $\left[x_{1}, \ldots, x_{k}\right]$ we conclude that $x_{s} \in\left[x_{1}, \ldots, x_{k}\right]$ which is not true. Therefore we have reached a contradiction and

$$
\left[z, x_{s}\right] \cap\left[x_{1}, \ldots, x_{k}\right]=\emptyset
$$

We have verified (82).
Now we conclude that

$$
\left\{x_{s}+t\left(z-x_{s}\right) \mid t \geq 0\right\} \cap\left[x_{1}, \ldots, x_{k}\right]=\emptyset
$$

We have

$$
\left\{x_{s}+t\left(z-x_{s}\right) \mid t \geq 0\right\}=\left[z, x_{s}\right] \cup\left\{x_{s}+t\left(z-x_{s}\right) \mid t>1\right\}
$$

We know already that $\left[z, x_{s}\right]$ and $\left[x_{1}, \ldots, x_{k}\right]$ are disjoint. On the other hand we have

$$
\left\{x_{s}+t\left(z-x_{s}\right) \mid t>1\right\} \subseteq \stackrel{\circ}{H^{+}}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)
$$

This is true since $x_{s} \in \stackrel{\circ}{H}^{-}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$ and

$$
\begin{equation*}
z \in \stackrel{\circ}{H^{+}}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) \tag{83}
\end{equation*}
$$

Since $\left\{x_{1}, \ldots, x_{k}\right\} \subseteq H^{-}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$ we conclude that the sets

$$
\left\{x_{s}+t\left(z-x_{s}\right) \mid t>1\right\} \quad \text { and } \quad\left[x_{1}, \ldots, x_{k}\right]
$$

are disjoint. Now we apply the theorem of Hahn-Banach to the convex, closed set $\left\{x_{s}+t\left(z-x_{s}\right) \mid t \geq 0\right\}$ and the compact, convex set $\left[x_{1}, \ldots, x_{k}\right]$. There is a hyperplane $H_{x_{s}}$ that separates these two sets strictly. We pass to a parallel hyperplane that separates these two sets and is a support hyperplane of $\left\{x_{s}+t\left(z-x_{s}\right) \mid t \geq 0\right\}$. Let us call this new hyperplane now $H_{x_{s}}$. We conclude that $x_{s} \in H_{x_{s}}$. We claim that $H_{x_{s}}$ satisfies (81).

We denote the halfspace that contains $z$ by $H_{x_{s}}^{-}$. Then

$$
\left[x_{1}, \ldots, x_{k}\right] \subseteq \stackrel{\circ}{H_{x_{s}}^{+}}
$$

Thus we have $x_{s} \in H_{x_{s}}, H_{x_{s}}^{-} \cap K \cap H^{+}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) \supset$ $\{z\} \neq \emptyset$, and

$$
\left[x_{1}, \ldots, x_{k}\right] \subseteq \stackrel{\circ}{H_{x_{s}}^{+}}
$$

Therefore we have shown (81)

$$
\begin{gathered}
\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right] \text {and } x_{s} \in\left[x_{1}, \ldots, x_{N}\right]\right\} \\
\subseteq\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \exists H_{x_{s}}: x_{s} \in H_{x_{s}}, H_{x_{s}}^{-} \cap K \cap H^{+} \neq \emptyset\right. \\
\text { and } \left.\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-} \subseteq H_{x_{s}}^{+}\right\}
\end{gathered}
$$

where $H=H\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$. Now we show that

$$
\begin{align*}
& \left\{\left(x_{1}, \ldots, x_{N}\right) \mid \exists H_{x_{s}}: x_{s} \in H_{x_{s}}, H_{x_{s}}^{-} \cap K \cap H^{+} \neq \emptyset\right.  \tag{84}\\
& \left.\quad \text { and }\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-} \subseteq H_{x_{s}}^{+}\right\} \\
& \subseteq \bigcup_{\Theta}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{1}, \ldots, x_{N} \in \partial K \backslash \operatorname{corn}_{K}(\Theta)\right\}
\end{align*}
$$

which together with (81) gives us (80).
We show that for every $H_{x_{s}}$ with $x_{s} \in H_{x_{s}}$ and $H_{x_{s}}^{-} \cap K \cap H^{+} \neq \emptyset$ there is a sequence of signs $\Theta$ so that we have

$$
\begin{equation*}
\operatorname{corn}_{K}(\Theta) \subseteq H_{x_{s}}^{-} \quad \text { and } \quad \operatorname{corn}_{K}(-\Theta) \subseteq H_{x_{s}}^{+} \tag{85}
\end{equation*}
$$

This implies that for all sequences $\left(x_{1}, \ldots, x_{N}\right)$ that are elements of the left hand side set of (4.15.5) there is a $\Theta$ such that for all $k=1, \ldots, N$

$$
x_{k} \notin \operatorname{corn}_{K}(\Theta) .
$$

Indeed,

$$
\left.\begin{array}{rl}
\left\{x_{1}, \ldots, x_{N}\right\} & \cap H^{-}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)
\end{array}\right) \subseteq \dot{H}_{x_{s}}^{+} .
$$

This proves (84). We choose $\Theta$ so that (85) is fulfilled. We have for all $i=$ $1, \ldots, n-1$

$$
\begin{aligned}
& H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right) \cap H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right) \\
& \quad=\left\{x \in \mathbb{R}^{n} \mid<x, e_{n}>=<x_{s}, e_{n}>\text { and }<x-x_{s}, \Theta_{i} e_{i}>\geq 0\right\} .
\end{aligned}
$$

Indeed, $N_{\partial K}\left(x_{0}\right)=-e_{n}$ and

$$
H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)=\left\{x \in \mathbb{R}^{n} \mid<x, e_{n}>=<x_{s}, e_{n}>\right\}
$$

and

$$
\begin{aligned}
& H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right) \\
& \quad=\left\{x \in \mathbb{R}^{n} \mid<x-x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}>\geq 0\right\}
\end{aligned}
$$

On the intersection of the two sets we have $\left\langle x-x_{s}, e_{n}\right\rangle=0$ and thus

$$
\begin{aligned}
0 & \leq<x-x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}> \\
& =<x-x_{s}, \Theta_{i}(c-1) \Delta(s) e_{i}>
\end{aligned}
$$

Since $c-1$ and $\Delta(s)$ are positive we can divide and get

$$
0 \leq<x-x_{s}, \Theta_{i} e_{i}>
$$

Therefore, the hyperplanes

$$
H\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right) \quad i=1, \ldots, n-1
$$

divide the hyperplane $H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$ into $2^{n-1}$-tants, i.e. $2^{n-1}$ sets of equal signs. $x_{s}$ is considered as the origin in the hyperplane $H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$. By Lemma 4.14 there is $\Theta$ such that

$$
\begin{aligned}
& H\left(x_{s},\right.\left.N_{\partial K}\left(x_{0}\right)\right) \cap H_{x_{s}}^{+} \\
& \supseteq H\left(x_{s},\right. \\
&\left., N_{\partial K}\left(x_{0}\right)\right) \\
& \cap\left\{\bigcap_{i=1}^{n-1} H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
H\left(x_{s},\right. & \left.N\left(x_{0}\right)\right) \\
& \cap H\left(H_{s},\right. \\
& \left.N\left(x_{0}^{-}\right)\right) \\
& \cap\left\{\bigcap_{i=1}^{n-1} H^{-}\left(x_{s},\left(-\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}-\Theta_{i}(c-1) \Delta(s) e_{i}\right)\right\} .
\end{aligned}
$$

For a given $H_{x_{s}}$ we choose this $\Theta$ and claim that

$$
\begin{equation*}
\operatorname{corn}_{K}(\Theta) \subseteq H_{x_{s}}^{-} . \tag{86}
\end{equation*}
$$

Suppose this is not the case. We consider the hyperplane $\tilde{H}_{x_{s}}$ with

$$
H_{x_{s}} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)=\tilde{H}_{x_{s}} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)
$$

and

$$
\bigcap_{i=1}^{n-1} H\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right) \subseteq \tilde{H}_{x_{s}} .
$$

The set on the left hand side is a 1 -dimensional affine space. We obtain $\tilde{H}_{x_{s}}$ from $H_{x_{s}}$ by rotating $H_{x_{s}}$ around the "axis" $H_{x_{s}} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$. Then we have

$$
H^{+}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right) \cap H_{x_{s}}^{-} \subseteq H^{+}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right) \cap \tilde{H}_{x_{s}}^{-}
$$

Indeed, from the procedure by which we obtain $\tilde{H}_{x_{s}}$ from $H_{x_{s}}$ it follows that one set has to contain the other. Moreover, since $\operatorname{corn}_{K}(\Theta) \subseteq \tilde{H}_{x_{s}}^{-}$, but $\operatorname{corn}_{K}(\Theta) \nsubseteq H_{x_{s}}^{-}$we verify the above inclusion. On the other hand, by our choice of $\Theta$ and by Lemma 4.14

$$
\tilde{H}_{x_{s}}^{-} \subseteq \bigcup_{i=1}^{n-1} H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)
$$

By (76) none of the halfspaces

$$
H^{+}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right) \quad i=1, \ldots, n-1
$$

contains an element of

$$
K \cap H^{+}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)
$$

and therefore $H_{x_{s}}^{-}$also does not contain such an element. But we know that $H_{x_{s}}$ contains such an element by (83) giving a contradiction. Altogether we have shown (80) with $H=H\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$

$$
\begin{gathered}
\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right] \text {and } x_{s} \in\left[x_{1}, \ldots, x_{N}\right]\right\} \\
\subseteq \bigcup_{\Theta}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{1}, \ldots, x_{N} \in \partial K \backslash \operatorname{corn}_{K}(\Theta)\right\}
\end{gathered}
$$

This gives us

$$
\begin{align*}
& \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right] \text {and } x_{s} \in\left[x_{1}, \ldots, x_{N}\right]\right\} \\
& \quad \leq \sum_{\Theta} \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{1}, \ldots, x_{N} \in \partial K \backslash \operatorname{corn}_{K}(\Theta)\right\} \\
& \quad=\sum_{\Theta}\left(1-\int_{\operatorname{corn}_{K}(\Theta)} f(x) d \mu(x)\right)^{N} \\
& \quad \leq \sum_{\Theta}\left(1-\left(f\left(x_{0}\right)-\epsilon\right) \operatorname{vol}_{n-1}\left(\operatorname{corn}_{K}(\Theta)\right)\right)^{N} . \tag{87}
\end{align*}
$$

Now we establish an estimate for $\operatorname{vol}_{n-1}\left(\operatorname{corn}_{K}(\Theta)\right)$. Let $p$ be the orthogonal projection onto the hyperplane $H\left(x_{0}, N_{\partial K}\left(x_{0}\right)\right)=H\left(0,-e_{n}\right)$. By the definition (77) of the set $\operatorname{corn}_{K}(\Theta)$

$$
\begin{align*}
& p\left(K \cap H^{+}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) \\
& \left.\quad \cap\left\{\bigcap_{i=1}^{n-1} H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)\right\}\right) \\
& =p\left(\partial\left(K \cap H^{+}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)\right. \\
& \\
& \left.\left.\cap\left\{\bigcap_{i=1}^{n-1} H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)\right\}\right)\right)  \tag{88}\\
& \subseteq p\left(\operatorname{corn}_{K}(\Theta)\right) \cup p\left(K \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) .
\end{align*}
$$

This holds since $u \in H\left(x_{0}, N_{\partial K}\left(x_{0}\right)\right)$ can only be the image of a point

$$
\begin{aligned}
& w \in \partial\left(K \cap H^{+}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) \\
& \left.\quad \cap\left\{\bigcap_{i=1}^{n-1} H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)\right\}\right)
\end{aligned}
$$

if $<N(w), N_{\partial K}\left(x_{0}\right)>=<N(w),-e_{n}>\geq 0$. This holds only for $w \in$ $\operatorname{corn}_{K}(\Theta)$ or $w \in H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right) \cap K$. Indeed, the other normals are

$$
-\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}-\Theta_{i}(c-1) \Delta(s) e_{i} \quad i=1, \ldots, n-1
$$

and for $i=1, \ldots, n-1$

$$
<-\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}-\Theta_{i}(c-1) \Delta(s) e_{i},-e_{n}>=\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}
$$

By (76) we have for all $i=1, \ldots, n-1$ that $\left|<x_{s}, e_{i}>\right|<\lambda_{i}$. This implies that $\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}<0$.

Since

$$
\operatorname{vol}_{n-1}\left(p\left(\operatorname{corn}_{K}(\Theta)\right)\right) \leq \operatorname{vol}_{n-1}\left(\operatorname{corn}_{K}(\Theta)\right)
$$

and

$$
\operatorname{vol}_{n-1}\left(p\left(K \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)\right)=\operatorname{vol}_{n-1}\left(K \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)
$$

we get from (88)

$$
\begin{align*}
& \left.\operatorname{vol}_{n-1}\left(\operatorname{corn}_{K}(\Theta)\right)\right)  \tag{89}\\
& \geq \operatorname{vol}_{n-1}\left(p\left(K \cap H^{+}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)\right. \\
& \left.\left.\quad \cap\left\{\bigcap_{i=1}^{n-1} H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)\right\}\right)\right) \\
& -\operatorname{vol}_{n-1}\left(K \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) .
\end{align*}
$$

Now we use that the indicatrix of Dupin at $x_{0}$ exists. Let $\mathcal{E}$ be the standard approximating ellipsoid (Lemma 1.2) whose principal axes have lengths $a_{i}$, $i=1, \ldots, n$. By Lemma 1.2 and Lemma 1.3 for all $\epsilon>0$ there is $s_{0}$ such that for all $s$ with $0<s \leq s_{0}$ the set

$$
K \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)
$$

is contained in an $n$-1-dimensional ellipsoid whose principal axes have lengths less than

$$
(1+\epsilon) a_{i} \sqrt{\frac{2 \Delta(s)}{a_{n}}} \quad i=1, \ldots, n-1
$$
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We choose $s_{c, b}$ to be smaller than this $s_{0}$. Therefore for all $s$ with $0<s \leq$ $s_{c, b}$

$$
\begin{aligned}
& \operatorname{vol}_{n-1}\left(K \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) \\
& \leq(1+\epsilon)^{n-1}\left(\frac{2 \Delta(s)}{a_{n}}\right)^{\frac{n-1}{2}}\left(\prod_{i=1}^{n-1} a_{i}\right) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)
\end{aligned}
$$

Thus we deduce from (89)

$$
\begin{align*}
& \left.\operatorname{vol}_{n-1}\left(\operatorname{corn}_{K}(\Theta)\right)\right)  \tag{90}\\
& \geq \operatorname{vol}_{n-1}\left(p\left(K \cap H^{+}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)\right. \\
& \left.\left.\cap\left\{\bigcap_{i=1}^{n-1} H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)\right\}\right)\right) \\
& \quad-(1+\epsilon)^{n-1}\left(\frac{2 \Delta(s)}{a_{n}}\right)^{\frac{n-1}{2}}\left(\prod_{i=1}^{n-1} a_{i}\right) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)
\end{align*}
$$

Now we get an estimate for the first summand of the right hand side. Since $\mathcal{E}$ is an approximating ellipsoid we have by Lemma 1.2 that for all $\epsilon>0$ there is $s_{0}$ such that we have for all $s$ with $0<s \leq s_{0}$

$$
x_{0}-\Delta(s) N_{\partial K}\left(x_{0}\right)+(1-\epsilon) \Theta_{i} a_{i} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{i} \in K \quad i=1, \ldots, n-1
$$

Again, we choose $s_{c, b}$ to be smaller than this $s_{0}$.
Let $\theta$ be the angle between $N_{\partial K}\left(x_{0}\right)=-e_{n}$ and $x_{0}-x_{T}=-x_{T}$. Then

$$
\begin{equation*}
\left\|x_{s}\right\|=\Delta(s)(\cos \theta)^{-1} \tag{91}
\end{equation*}
$$

Consequently,

$$
\left\|\left(x_{0}-\Delta(s) N_{\partial K}\left(x_{0}\right)\right)-x_{s}\right\|=\Delta(s) \tan \theta
$$

Therefore, for all $\epsilon>0$ there is $s_{0}$ such that we have for all $s$ with $0<s \leq s_{0}$

$$
x_{s}+(1-\epsilon) \Theta_{i} a_{i} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{i} \in K \quad i=1, \ldots, n-1
$$

Moreover, for $i=1, \ldots, n-1$

$$
\begin{align*}
x_{s}+ & (1-\epsilon) \Theta_{i} a_{i} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{i} \in K \cap H^{+}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)  \tag{92}\\
& \cap\left\{\bigcap_{i=1}^{n-1} H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)\right\} .
\end{align*}
$$

Indeed, by the above these points are elements of $K$. Since $N_{\partial K}\left(x_{0}\right)=-e_{n}$

$$
x_{s}+(1-\epsilon) \Theta_{i} a_{i} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{i} \in K \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right) .
$$

For $i \neq j$

$$
\begin{gathered}
\left\langle x_{s}+(1-\epsilon) \Theta_{j} a_{j} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{j},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right\rangle \\
=\left\langle x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right\rangle
\end{gathered}
$$

and for $i=j$

$$
\begin{gathered}
\left\langle x_{s}+(1-\epsilon) \Theta_{i} a_{i} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{i},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right\rangle \\
=\left\langle x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right\rangle \\
+(1-\epsilon)(c-1) a_{i} \sqrt{\frac{2 \Delta(s)}{a_{n}}} \Delta(s)
\end{gathered}
$$

Since the second summand is nonnegative we get for all $j$ with $j=1, \ldots, n-1$

$$
\begin{aligned}
x_{s}+(1-\epsilon) \Theta_{j} a_{j} & \frac{2 \Delta(s)}{a_{n}} \\
e & \in \\
& \bigcap_{i=1}^{n-1} H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)
\end{aligned}
$$

There is a unique point $z$ in $H^{+}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$ with

$$
\begin{equation*}
\{z\}=\partial K \cap\left\{\bigcap_{i=1}^{n-1} H\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)\right\} \tag{93}
\end{equation*}
$$

This holds since the intersection of the hyperplanes is 1 -dimensional. We have that

$$
\begin{align*}
& \quad \operatorname{vol}_{n-1}\left(\left[p(z), p\left(x_{s}\right)+\left((1-\epsilon) \Theta_{1} a_{1} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{1}\right), \ldots,\right.\right. \\
& \left.\left.p\left(x_{s}\right)+\left((1-\epsilon) \Theta_{n-1} a_{n-1} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{n-1}\right)\right]\right) \\
& =\operatorname{vol}_{n-1}\left(p \left[z, x_{s}+\left((1-\epsilon) \Theta_{1} a_{1} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{1}\right), \ldots,\right.\right. \\
& \left.\left.x_{s}+\left((1-\epsilon) \Theta_{n-1} a_{n-1} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{n-1}\right)\right]\right) \\
& \leq \operatorname{vol}_{n-1}\left(p \left(K \cap H^{+}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right.\right. \\
&  \tag{94}\\
& \left.\left.\quad \cap\left\{\bigcap_{i=1}^{n-1} H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)\right\}\right)\right) .
\end{align*}
$$

The ( $n-1$ )-dimensional volume of the simplex

$$
\begin{aligned}
& {\left[p(z), p\left(x_{s}\right)+\left((1-\epsilon) \Theta_{1} a_{1} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{1}\right), \ldots,\right.} \\
& \left.p\left(x_{s}\right)+\left((1-\epsilon) \Theta_{n-1} a_{n-1} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{n-1}\right)\right]
\end{aligned}
$$

equals

$$
\frac{d}{n-1} \operatorname{vol}_{n-2}\left(\left[(1-\epsilon) a_{1} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{1}, \ldots,(1-\epsilon) a_{n-1} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{n-1}\right]\right)
$$

where $d$ is the distance of $p(z)$ from the plane spanned by

$$
p\left(x_{s}\right)+(1-\epsilon) \Theta_{i} a_{i} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{i} \quad i=1, \ldots, n-1
$$

in the space $\mathbb{R}^{n-1}$. We have

$$
\operatorname{vol}_{n-2}\left(\left[(1-\epsilon) a_{1} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{1}, \ldots,(1-\epsilon) a_{n-1} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{n-1}\right]\right)
$$

$$
\begin{aligned}
& =(1-\epsilon)^{n-2}\left(\frac{2 \Delta(s)}{a_{n}}\right)^{\frac{n-2}{2}} \operatorname{vol}_{n-2}\left(\left[a_{1} e_{1}, \ldots, a_{n-1} e_{n-1}\right]\right) \\
& =\frac{1}{(n-2)!}(1-\epsilon)^{n-2}\left(\frac{2 \Delta(s)}{a_{n}}\right)^{\frac{n-2}{2}} \prod_{i=1}^{n-1} a_{i}\left(\sum_{i=1}^{n-1}\left|a_{i}\right|^{-2}\right)^{\frac{1}{2}} .
\end{aligned}
$$

From this and (94)

$$
\begin{aligned}
& \frac{d}{(n-1)!}(1-\epsilon)^{n-2}\left(\frac{2 \Delta(s)}{a_{n}}\right)^{\frac{n-2}{2}} \prod_{i=1}^{n-1} a_{i}\left(\sum_{i=1}^{n-1}\left|a_{i}\right|^{-2}\right)^{\frac{1}{2}} \\
& \quad \leq \operatorname{vol}_{n-1}\left(p \left(K \cap H^{+}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right.\right. \\
& \left.\left.\quad \cap\left\{\bigcap_{i=1}^{n-1} H^{-}\left(x_{s},\left(\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)\right\}\right)\right) .
\end{aligned}
$$

From this inequality and (90)

$$
\begin{align*}
& \operatorname{vol}_{n-1}\left(\operatorname{corn}_{K}(\Theta)\right)  \tag{95}\\
& \begin{aligned}
\geq \frac{d}{(n-1)!} & (1-\epsilon)^{n-2}\left(\frac{2 \Delta(s)}{a_{n}}\right)^{\frac{n-2}{2}} \prod_{i=1}^{n-1} a_{i}\left(\sum_{i=1}^{n-1}\left|a_{i}\right|^{-2}\right)^{\frac{1}{2}} \\
& -(1+\epsilon)^{n-1}\left(\frac{2 \Delta(s)}{a_{n}}\right)^{\frac{n-1}{2}} \prod_{i=1}^{n-1} a_{i} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)
\end{aligned}
\end{align*}
$$

We claim that there is a constant $c_{2}$ that depends only on $K$ (and not on $s$ and $c$ ) such that we have for all $c$ and $s$ with $0<s \leq s_{c, b}$

$$
\begin{equation*}
d \geq c_{2} \sqrt{c \Delta(s)} \tag{96}
\end{equation*}
$$

$d$ equals the distance of $p(z)$ from the hyperplane that passes through 0 and that is parallel to the one spanned by

$$
p\left(x_{s}\right)+(1-\epsilon) \Theta_{i} a_{i} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{i} \quad i=1, \ldots, n-1
$$

in $\mathbb{R}^{n-1}$ minus the distance of 0 to the hyperplane spanned by

$$
p\left(x_{s}\right)+(1-\epsilon) \Theta_{i} a_{i} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{i} \quad i=1, \ldots, n-1
$$

Clearly, the last quantity is smaller than

$$
\left\|p\left(x_{s}\right)\right\|+\sqrt{\frac{2 \Delta(s)}{a_{n}}} \max _{1 \leq i \leq n-1} a_{i}
$$

which can be estimated by (91)

$$
\begin{aligned}
\left\|p\left(x_{s}\right)\right\|+\sqrt{\frac{2 \Delta(s)}{a_{n}}} \max _{1 \leq i \leq n-1} a_{i} & \leq\left\|x_{s}\right\|+\sqrt{\frac{2 \Delta(s)}{a_{n}}} \max _{1 \leq i \leq n-1} a_{i} \\
& =\Delta(s)(\cos \theta)^{-1}+\sqrt{\frac{2 \Delta(s)}{a_{n}}} \max _{1 \leq i \leq n-1} a_{i}
\end{aligned}
$$

It is left to show that the distance of $p(z)$ to the hyperplane that passes through 0 and that is parallel to the one spanned by

$$
p\left(x_{s}\right)+(1-\epsilon) \Theta_{i} a_{i} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{i} \quad i=1, \ldots, n-1
$$

is greater than a constant times $\sqrt{c \Delta(s)}$. Indeed, there is $c_{0}$ such that for all $c$ with $c>c_{0}$ the distance $d$ is of the order $\sqrt{c \Delta(s)}$.

Since $z$ is an element of all hyperplanes

$$
H\left(x_{s},\left(\Theta_{i} x_{s}(i)-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right) \quad i=1, \ldots, n-1
$$

we have for all $i=1, \ldots, n-1$

$$
<z-x_{s},\left(\Theta_{i} x_{s}(i)-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}>=0
$$

which implies that we have for all $i=1, \ldots, n-1$

$$
\begin{equation*}
z(i)-x_{s}(i)=\left(z(n)-x_{s}(n)\right) \frac{\lambda_{i}-\Theta_{i} x_{s}(i)}{\Theta_{i}(c-1) \Delta(s)} \tag{97}
\end{equation*}
$$

Instead of $z$ we consider $\tilde{z}$ given by

$$
\begin{equation*}
\{\tilde{z}\}=\partial T_{1-\epsilon}(\mathcal{E}) \cap\left\{\bigcap_{i=1}^{n-1} H\left(x_{s},\left(\Theta_{i} x_{s}(i)-\lambda_{i}\right) e_{n}+\Theta_{i}(c-1) \Delta(s) e_{i}\right)\right\} \tag{98}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\tilde{z}(i)-x_{s}(i)=\left(\tilde{z}(n)-x_{s}(n)\right) \frac{\lambda_{i}-\Theta_{i} x_{s}(i)}{\Theta_{i}(c-1) \Delta(s)} \tag{99}
\end{equation*}
$$

By (75)

$$
\begin{aligned}
T_{1-\epsilon}\left(\mathcal{E} \cap H^{-}\right. & \left.\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)\right) \\
& \subseteq K \cap H^{-}\left(x_{0}-c \Delta(s) N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) .
\end{aligned}
$$

Therefore we have for all $i=1, \ldots, n$ that $|\tilde{z}(i)| \leq|z(i)|$. We will show that we have for all $i=1, \ldots, n-1$ that $c_{3} \sqrt{c \Delta(s)} \leq|\tilde{z}(i)|$. (We need this estimate for one coordinate only, but get it for all $i=1, \ldots, n-1 . \tilde{z}(n)$ is of the order $\Delta(s)$.)

We have

$$
1=\sum_{i=1}^{n-1}\left|\frac{\tilde{z}(i)}{a_{i}(1-\epsilon)}\right|^{2}+\left|\frac{\tilde{z}(n)}{a_{n}}-1\right|^{2}
$$

and equivalently

$$
\begin{aligned}
2 \frac{\tilde{z}(n)}{a_{n}} & =\sum_{i=1}^{n-1}\left|\frac{\tilde{z}(i)}{a_{i}(1-\epsilon)}\right|^{2}+\left|\frac{\tilde{z}(n)}{a_{n}}\right|^{2} \\
& =\sum_{i=1}^{n-1}\left|\frac{\tilde{z}(i)-x_{s}(i)+x_{s}(i)}{a_{i}(1-\epsilon)}\right|^{2}+\left|\frac{\tilde{z}(n)-x_{s}(n)+x_{s}(n)}{a_{n}}\right|^{2}
\end{aligned}
$$

By triangle-inequality

$$
\begin{aligned}
& \sqrt{2 \frac{\tilde{z}(n)}{a_{n}}}-\sqrt{\sum_{i=1}^{n-1}\left|\frac{x_{s}(i)}{a_{i}(1-\epsilon)}\right|^{2}+\left|\frac{x_{s}(n)}{a_{n}}\right|^{2}} \\
& \leq \sqrt{\sum_{i=1}^{n-1}\left|\frac{\tilde{z}(i)-x_{s}(i)}{a_{i}(1-\epsilon)}\right|^{2}+\left|\frac{\tilde{z}(n)-x_{s}(n)}{a_{n}}\right|^{2}}
\end{aligned}
$$

By (99)

$$
\begin{aligned}
& \sqrt{2 \frac{\tilde{z}(n)}{a_{n}}}-\sqrt{\sum_{i=1}^{n-1}\left|\frac{x_{s}(i)}{a_{i}(1-\epsilon)}\right|^{2}+\left|\frac{x_{s}(n)}{a_{n}}\right|^{2}} \\
& \leq\left|\tilde{z}(n)-x_{s}(n)\right| \sqrt{\sum_{i=1}^{n-1}\left|\frac{\lambda_{i}-\Theta_{i} x_{s}(i)}{(c-1) \Delta(s) a_{i}(1-\epsilon)}\right|^{2}+\left|\frac{1}{a_{n}}\right|^{2}}
\end{aligned}
$$

Since $\tilde{z} \in H^{+}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$ we have $\tilde{z}(n) \geq \Delta(s)$. By (91) we have for all $i=1, \ldots, n$ that $\left|x_{s}(i)\right| \leq\left\|x_{s}\right\| \leq \Delta(s)(\cos \theta)^{-1}$. Therefore, for small enough $s$

$$
\sqrt{\frac{\tilde{z}(n)}{a_{n}}} \leq\left|\tilde{z}(n)-x_{s}(n)\right| \sqrt{\sum_{i=1}^{n-1}\left|\frac{\lambda_{i}-\Theta_{i} x_{s}(i)}{(c-1) \Delta(s) a_{i}(1-\epsilon)}\right|^{2}+\left|\frac{1}{a_{n}}\right|^{2}}
$$

Since $\tilde{z}(n) \geq x_{s}(n) \geq 0$

$$
\frac{1}{a_{n}} \leq\left|\tilde{z}(n)-x_{s}(n)\right|\left(\sum_{i=1}^{n-1}\left|\frac{\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}}{(c-1) \Delta(s) a_{i}(1-\epsilon)}\right|^{2}+\frac{1}{a_{n}}\right)
$$

For sufficiently small $s$ we have $\left|\tilde{z}(n)-x_{s}(n)\right| \leq \frac{1}{2}$ and therefore

$$
\frac{1}{2 a_{n}} \leq\left|\tilde{z}(n)-x_{s}(n)\right| \sum_{i=1}^{n-1}\left|\frac{\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}}{(c-1) \Delta(s) a_{i}(1-\epsilon)}\right|^{2}
$$

and

$$
\begin{aligned}
& \sqrt{\frac{1}{2 a_{n}}} \leq \sqrt{\tilde{z}(n)-x_{s}(n)}\left(\sum_{i=1}^{n-1}\left|\frac{\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}}{(c-1) \Delta(s) a_{i}(1-\epsilon)}\right|^{2}\right)^{\frac{1}{2}} \\
& \leq \sqrt{\tilde{z}(n)-x_{s}(n)}\left\{\left(\sum_{i=1}^{n-1}\left|\frac{\Theta_{i}<x_{s}, e_{i}>}{(c-1) \Delta(s) a_{i}(1-\epsilon)}\right|^{2}\right)^{\frac{1}{2}}\right. \\
&\left.\quad+\left(\sum_{i=1}^{n-1}\left|\frac{\lambda_{i}}{(c-1) \Delta(s) a_{i}(1-\epsilon)}\right|^{2}\right)^{\frac{1}{2}}\right\}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\sqrt{\frac{1}{2 a_{n}}} & \leq \frac{\sqrt{\left|\tilde{z}(n)-x_{s}(n)\right|}}{(c-1)(1-\epsilon) \Delta(s)}\left\{\left(\sum_{i=1}^{n-1}\left|\frac{x_{s}(i)}{a_{i}}\right|^{2}\right)^{\frac{1}{2}}+\left(\sum_{i=1}^{n-1}\left|\frac{\lambda_{i}}{a_{i}}\right|^{2}\right)^{\frac{1}{2}}\right\} \\
& \leq \frac{\sqrt{\left|\tilde{z}(n)-x_{s}(n)\right|}}{(c-1)(1-\epsilon) \Delta(s)}\left\{\frac{\left(\sum_{i=1}^{n-1}\left|x_{s}(i)\right|^{2}\right)^{\frac{1}{2}}}{\min _{1 \leq i \leq n-1} a_{i}}+\left(\sum_{i=1}^{n-1}\left|\frac{\lambda_{i}}{a_{i}}\right|^{2}\right)^{\frac{1}{2}}\right\}
\end{aligned}
$$

By (91) we have $\left\|x_{s}\right\|=\Delta(s)(\cos \theta)^{-1}$. From the definition of $\lambda_{i}, i=$ $1, \ldots, n-1$, (following formula (75)) and Lemma 1.3 we get $\lambda_{i} \leq(1+$ $\epsilon) a_{i} \sqrt{\frac{c \Delta(s)}{a_{n}}}$. Therefore we get

$$
\sqrt{\frac{1}{2 a_{n}}} \leq \frac{\sqrt{\left|\tilde{z}(n)-x_{s}(n)\right|}}{(c-1)(1-\epsilon) \Delta(s)}\left\{\frac{\Delta(s)(\cos \theta)^{-1}}{\min _{1 \leq i \leq n-1} a_{i}}+(1+\epsilon) \sqrt{(n-1) \frac{c \Delta(s)}{a_{n}}}\right\}
$$

Thus there is a constant $c_{3}$ such that for all $c$ with $c \geq 2$ and $s$ with $0<s \leq$ $s_{c, b}$

$$
\frac{1}{a_{n}} \leq \frac{c_{3}}{c \Delta(s)}\left|\tilde{z}(n)-x_{s}(n)\right| .
$$

By this inequality and (99)

$$
\left|\tilde{z}(i)-x_{s}(i)\right|=\left|\tilde{z}(n)-x_{s}(n)\right| \frac{\left|\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right|}{(c-1) \Delta(s)} \geq c_{4}\left|\Theta_{i}<x_{s}, e_{i}>-\lambda_{i}\right|
$$

By (91) we have $\left\|x_{s}\right\|=\Delta(s)(\cos \theta)^{-1}$ and from the definition of $\lambda_{i}, i=$ $1, \ldots, n-1$, we get $\lambda_{i} \geq(1-\epsilon) a_{i} \sqrt{\frac{c \Delta(s)}{a_{n}}}$. Therefore $\tilde{z}(i)$ is of the order of $\lambda_{i}$ which is in turn of the order of $\sqrt{c \Delta(s)}$.

The orthogonal projection $p$ maps $\left(z_{1}, \ldots, z_{n}\right)$ onto $\left(z_{1}, \ldots, z_{n-1}, 0\right)$. The distance $d$ of $p(z)$ to the $n$-2-dimensional hyperplane that passes through 0 and that is parallel to the one spanned by

$$
p\left(x_{s}\right)+(1-\epsilon) a_{i} \sqrt{\frac{2 \Delta(s)}{a_{n}}} e_{i} \quad i=1, \ldots, n-1
$$

equals $|<p(z), \xi>|$ where $\xi$ is the normal to this plane. We have

$$
\xi=\left(\frac{\frac{1}{a_{i}}}{\left(\sum_{i=1}^{n-1} a_{i}^{-2}\right)^{\frac{1}{2}}}\right)_{i=1}^{n-1}
$$

and get $|<p(z), \xi>| \geq c_{4} \sqrt{c \Delta(s)}$. Thus we have proved (96). By (95) and (96) there is a constant $c_{0}$ such that for all $c$ with $c \geq c_{0}$

$$
\begin{aligned}
& \operatorname{vol}_{n-1}\left(\operatorname{corn}_{K}(\Theta)\right) \\
& \begin{array}{l}
\geq \frac{c_{4} \sqrt{c \Delta(s)}}{(n-1)!}(1-\epsilon)^{n-2}\left(\frac{2 \Delta(s)}{a_{n}}\right)^{\frac{n-2}{2}} \prod_{i=1}^{n-1} a_{i}\left(\sum_{i=1}^{n-1}\left|a_{i}\right|^{-2}\right)^{\frac{1}{2}} \\
\quad-(1+\epsilon)^{n-1} \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\left(\frac{2 \Delta(s)}{a_{n}}\right)^{\frac{n-1}{2}} \prod_{i=1}^{n-1} a_{i} \\
\geq c_{5} \sqrt{c} \Delta(s)^{\frac{n-1}{2}}
\end{array}
\end{aligned}
$$

where $c_{5}$ depends only on $K$. Finally, by the latter inequality and by (87)

$$
\begin{aligned}
\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots,\right.\right. & \left.\left.x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right] \text {and } x_{s} \in\left[x_{1}, \ldots, x_{N}\right]\right\} \\
& \leq \sum_{\Theta}\left(1-\left(f\left(x_{0}\right)-\epsilon\right) \operatorname{vol}_{n-1}\left(\operatorname{corn}_{K}(\Theta)\right)\right)^{N} \\
& \leq 2^{n-1}\left(1-\left(f\left(x_{0}\right)-\epsilon\right) c_{5} \sqrt{c} \Delta(s)^{\frac{n-1}{2}}\right)^{N} \\
& \leq 2^{n-1} \exp \left(-N\left(f\left(x_{0}\right)-\epsilon\right) c_{5} \sqrt{c} \Delta(s)^{\frac{n-1}{2}}\right)
\end{aligned}
$$

By hypothesis we have $\frac{1}{b N} \operatorname{vol}_{n-1}(\partial K) \leq s$. We have

$$
\begin{aligned}
s & \leq \mathbb{P}_{f}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) \\
& \leq\left(f\left(x_{0}\right)+\epsilon\right) \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) .
\end{aligned}
$$

By Lemma 1.3 we get

$$
s \leq c_{6} f\left(x_{0}\right) \Delta(s)^{\frac{n-1}{2}}
$$

and therefore

$$
\frac{N}{\operatorname{vol}_{n-1}(\partial K)} \geq \frac{1}{b s} \geq \frac{1}{c_{6} b f\left(x_{0}\right) \Delta(s)^{\frac{n-1}{2}}}
$$

Therefore

$$
\begin{gathered}
\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right] \text {and } x_{s} \in\left[x_{1}, \ldots, x_{N}\right]\right\} \\
\leq 2^{n-1} \exp \left(-c_{7} \frac{\sqrt{c}}{b}\right) .
\end{gathered}
$$

Now we derive

$$
\begin{aligned}
\mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right. & \left.x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}- \\
& \mathbb{P}_{f}^{N+k}\left\{\left(x_{1}, \ldots, x_{N+k}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N+k}\right]\right\} \mid \leq \epsilon .
\end{aligned}
$$

It is enough to show

$$
\begin{aligned}
& \mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \in\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right]\right\}- \\
& \quad \mathbb{P}_{f}^{N+k}\left\{\left(x_{1}, \ldots, x_{N+k}\right) \mid x_{s} \in\left[\left\{x_{1}, \ldots, x_{N+k}\right\} \cap H^{-}\right]\right\} \mid \leq \epsilon
\end{aligned}
$$

We have

$$
\begin{aligned}
& \left\{\left(x_{1}, \ldots, x_{N+k}\right) \mid x_{s} \in\left[\left\{x_{1}, \ldots, x_{N+k}\right\} \cap H^{-}\right]\right\} \\
& =\left\{\left(x_{1}, \ldots, x_{N+k}\right) \mid x_{s} \in\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right]\right\} \\
& \cup\left\{\left(x_{1}, \ldots, x_{N+k}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right]\right. \text {and } \\
& \left.\quad x_{s} \in\left[\left\{x_{1}, \ldots, x_{N+k}\right\} \cap H^{-}\right]\right\} .
\end{aligned}
$$

Clearly, the above set is contained in

$$
\begin{aligned}
& \left\{\left(x_{1}, \ldots, x_{N+k}\right) \mid x_{s} \in\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right]\right\} \\
& \quad \cup\left\{\left(x_{1}, \ldots, x_{N+k}\right) \mid \exists i, 1 \leq i \leq k: x_{N+i} \in H^{-} \cap \partial K\right\}
\end{aligned}
$$

Therefore we have

$$
\begin{aligned}
& \mathbb{P}_{f}^{N+k}\left\{\left(x_{1}, \ldots, x_{N+k}\right) \mid x_{s} \in\left[\left\{x_{1}, \ldots, x_{N+k}\right\} \cap H^{-}\right]\right\} \\
& \leq \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \in\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right]\right\} \\
& \quad+\mathbb{P}_{f}^{k}\left\{\left(x_{N+1}, \ldots, x_{N+k}\right) \mid \exists i, 1 \leq i \leq k: x_{N+i} \in H^{-} \cap \partial K\right\} \\
&= \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \in\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right]\right\} \\
& \quad+k \int_{\partial K \cap H^{-}} f(x) \mathrm{d} \mu .
\end{aligned}
$$

We choose $H$ so that $k \int_{\partial K \cap H^{-}} f(x) \mathrm{d} \mu$ is sufficiently small.

Lemma 4.16. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Let $\mathcal{E}$ be the standard approximating ellipsoid at $x_{0}$. Let $f: \partial K \rightarrow \mathbb{R}$ be a continuous, strictly positive function with $\int_{\partial K} f \mathrm{~d} \mu=1$ and $K_{s}$ be the surface body with respect to the measure $f \mathrm{~d} \mu_{\partial K}$ and $\mathcal{E}_{s}$ the surface body with respect to the measure with the constant density $\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}$ on $\partial \mathcal{E}$. Suppose that the
indicatrix of Dupin at $x_{0}$ exists and is an ellipsoid (and not a cylinder with an ellipsoid as base). We define $x_{s}, y_{s}$ and $z_{s}$ by

$$
\begin{gathered}
\left\{x_{s}\right\}=\left[x_{0}, x_{T}\right] \cap \partial K_{s} \quad\left\{z_{s}\right\}=\left[x_{0}, z_{T}\right] \cap \partial \mathcal{E}_{s} \\
\left\{y_{s}\right\}=\left[x_{0}, x_{T}\right] \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right) .
\end{gathered}
$$

(i) For every $\epsilon>0$ and all $\ell \in \mathbb{N}$ there are $c_{0}>1$ and $s_{0}>0$ so that we have for all $k \in \mathbb{N}$ with $1 \leq k \leq \ell$, all $s$ and all $c$ with $0<c s<s_{0}$ and $c_{0} \leq c$, and all hyperplanes $H$ that are orthogonal to $N_{\partial K}\left(x_{0}\right)$ and that satisfy $\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)=c s$

$$
\begin{aligned}
\mid \mathbb{P}_{f, \partial K \cap H^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\right. & \left.x_{s} \in\left[x_{1}, \ldots, x_{k}\right]\right\}- \\
& \mathbb{P}_{\partial K \cap H^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{s} \in\left[x_{1}, \ldots, x_{k}\right]\right\} \mid<\epsilon
\end{aligned}
$$

where $\mathbb{P}_{f, \partial K \cap H^{-}}$is the normalized restriction of the measure $\mathbb{P}_{f}$ to the set $\partial K \cap H^{-}$.
(ii) For every $\epsilon>0$ and all $\ell \in \mathbb{N}$ there are $c_{0}>1$ and $s_{0}>0$ so that we have for all $k \in \mathbb{N}$ with $1 \leq k \leq \ell$, all $s$ and all $c$ with $0<c s<s_{0}$ and $c_{0} \leq c$, and all hyperplanes $H$ that are orthogonal to $N_{\partial K}\left(x_{0}\right)$ and that satisfy $\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)=c s$

$$
\begin{aligned}
\mid \mathbb{P}_{\partial K \cap H^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\right. & \left.x_{s} \in\left[x_{1}, \ldots, x_{k}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E} \cap H^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid x_{s} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon
\end{aligned}
$$

(iii) For every $\epsilon>0$ and all $\ell \in \mathbb{N}$ there are $c_{0}>1$ and $s_{0}>0$ so that we have for all $k \in \mathbb{N}$ with $1 \leq k \leq \ell$, all $s$ and all $c$ with $0<c s<s_{0}$ and $c_{0} \leq c$, and all hyperplanes $H$ that are orthogonal to $N_{\partial K}\left(x_{0}\right)$ and that satisfy $\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)=c s$

$$
\begin{aligned}
\mid \mathbb{P}_{\partial \mathcal{E} \cap H^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid\right. & \left.z_{s} \in\left[z_{1}, \ldots, z_{k}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E} \cap H^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid y_{s} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon
\end{aligned}
$$

(iv) For every $\epsilon>0$ and all $\ell \in \mathbb{N}$ there are $c_{0}>1, s_{0}>0$, and $\delta>0$ so that we have for all $k \in \mathbb{N}$ with $1 \leq k \leq \ell$, all $s, s^{\prime}$ and all $c$ with $0<c s, c s^{\prime}<s_{0}$, $(1-\delta) s \leq s^{\prime} \leq(1+\delta) s$, and $c_{0} \leq c$, and all hyperplanes $H_{s}$ that are orthogonal to $N_{\partial \mathcal{E}}\left(x_{0}\right)$ and that satisfy $\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap H_{s}^{-}\right)=c s$

$$
\begin{aligned}
\mid \mathbb{P}_{\partial \mathcal{E} \cap H_{s}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid\right. & \left.z_{s} \in\left[z_{1}, \ldots, z_{k}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E} \cap H_{s^{\prime}}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s^{\prime}} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon .
\end{aligned}
$$

(v) For every $\epsilon>0$ and all $\ell \in \mathbb{N}$ there are $c_{0}>1$ and $\Delta_{0}>0$ so that we have for all $k \in \mathbb{N}$ with $1 \leq k \leq \ell$, all $\Delta$, all $\gamma \geq 1$ and all $c$ with $0<c \gamma \Delta<\Delta_{0}$ and $c_{0} \leq c$, and

$$
\begin{aligned}
& \mid \mathbb{P}_{\partial \mathcal{E} \cap H_{c \Delta}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{0}-\Delta N_{\partial K}\left(x_{0}\right) \in\left[x_{1}, \ldots, x_{k}\right]\right\}- \\
& \quad \mathbb{P}_{\partial \mathcal{E} \cap H_{c \gamma \Delta}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{0}-\gamma \Delta N_{\partial K}\left(x_{0}\right) \in\left[x_{1}, \ldots, x_{k}\right]\right\} \mid<\epsilon
\end{aligned}
$$

where $H_{c \Delta}=H_{c \Delta}\left(x_{0}-c \Delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$.
(vi) For every $\epsilon>0$ and all $\ell \in \mathbb{N}$ there are $c_{0}>1$ and $s_{0}>0$ so that we have for all $k \in \mathbb{N}$ with $1 \leq k \leq \ell$, all $s$ with $0<c s<s_{0}$, all $c$ with $c_{0} \leq c$, and all hyperplanes $H$ and $\tilde{H}$ that are orthogonal to $N_{\partial K}\left(x_{0}\right)$ and that satisfy

$$
\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)=c s \quad \frac{\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap \tilde{H}^{-}\right)}{\operatorname{vol}_{n-1}(\partial \mathcal{E})}=c s
$$

that

$$
\begin{aligned}
\mid \mathbb{P}_{f, \partial K \cap H^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\right. & \left.x_{s} \in\left[x_{1}, \ldots, x_{k}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E} \cap \tilde{H}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon .
\end{aligned}
$$

(The hyperplanes $H$ and $\tilde{H}$ may not be very close, depending on the value $f\left(x_{0}\right)$.)

Proof. (i) This is much simpler than the other cases. We define $\Phi_{x_{s}}: \partial K \times$ $\cdots \times \partial K \rightarrow \mathbb{R}$ by

$$
\Phi_{x_{s}}\left(x_{1}, \ldots, x_{k}\right)= \begin{cases}0 & x_{s} \notin\left[x_{1}, \ldots, x_{k}\right] \\ 1 & x_{s} \in\left[x_{1}, \ldots, x_{k}\right] .\end{cases}
$$

Then we have

$$
\begin{aligned}
& \mathbb{P}_{f, \partial K \cap H^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{s} \in\left[x_{1}, \ldots, x_{k}\right]\right\} \\
& =\left(\mathbb{P}_{f}\left(\partial K \cap H^{-}\right)\right)^{-k} \times \\
& \quad \int_{\partial K \cap H^{-}} \cdots \int_{\partial K \cap H^{-}} \Phi_{x_{s}}\left(x_{1}, \ldots, x_{k}\right) \prod_{i=1}^{k} f\left(x_{i}\right) \mathrm{d} \mu_{\partial K}\left(x_{1}\right) \cdots \mathrm{d} \mu_{\partial K}\left(x_{k}\right) .
\end{aligned}
$$

By continuity of $f$ for every $\delta>0$ we find $s_{0}$ so small that we have for all $s$ with $0<s \leq s_{0}$ and all $x \in \partial K \cap H^{-}\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$

$$
\left|f\left(x_{0}\right)-f(x)\right|<\delta
$$

(ii) We may suppose that $x_{0}=0$ and that $e_{n}$ is orthogonal to $K$ at $x_{0}$. Let $T_{s}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be given by

$$
\begin{equation*}
T_{s}(x(1), \ldots, x(n))=(s x(1), \ldots, s x(n-1), x(n)) \tag{100}
\end{equation*}
$$

Then, by Lemma 1.2, for every $\delta>0$ there is a hyperplane $H$ orthogonal to $e_{n}$ such that for

$$
\mathcal{E}_{1}=T_{\frac{1}{1+\delta}}(\mathcal{E}) \quad \mathcal{E}_{2}=T_{1+\delta}(\mathcal{E})
$$

we have

$$
\mathcal{E}_{1} \cap H^{-}=T_{\frac{1}{1+\delta}}(\mathcal{E}) \cap H^{-} \subseteq K \cap H^{-} \subseteq T_{1+\delta}(\mathcal{E}) \cap H^{-}=\mathcal{E}_{2} \cap H^{-}
$$

Since the indicatrix of Dupin at $x_{0}$ is an ellipsoid and not a cylinder and since $f$ is continuous with $f\left(x_{0}\right)>0$ we conclude that there is $s_{0}$ such that

$$
\begin{equation*}
T_{\frac{1}{1+\delta}}(\mathcal{E}) \cap H^{-}\left(x_{s_{0}}, N_{\partial K}\left(x_{0}\right)\right) \subseteq K \cap H^{-} \subseteq T_{1+\delta}(\mathcal{E}) \cap H^{-}\left(x_{s_{0}}, N_{\partial K}\left(x_{0}\right)\right) \tag{101}
\end{equation*}
$$

We have that

$$
\begin{aligned}
\mathbb{P}_{\partial K \cap H^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\right. & \left.x_{s} \in\left[x_{1}, \ldots, x_{k}\right]\right\} \\
& =\mathbb{P}_{\partial K \cap H^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{s} \in\left[x_{1}, \ldots, x_{k}\right]^{\circ}\right\} .
\end{aligned}
$$

This follows from Lemma 4.2. Therefore it is enough to verify the claim for this set. The set

$$
\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{s} \in\left[x_{1}, \ldots, x_{k}\right]^{\circ}, x_{1}, \ldots, x_{k} \in \partial K \cap H^{-}\right\}
$$

is an open subset of the $k$-fold product $\left(\partial K \cap H^{-}\right) \times \cdots \times\left(\partial K \cap H^{-}\right)$. Indeed, since $x_{s}$ is in the interior of the polytope $\left[x_{1}, \ldots, x_{k}\right]$ we may move the vertices slightly and $x_{s}$ is still in the interior of the polytope.

Therefore this set is an intersection of $\left(\partial K \cap H^{-}\right) \times \cdots \times\left(\partial K \cap H^{-}\right)$ with an open subset $\mathcal{O}$ of $\mathbb{R}^{k n}$. Such a set $\mathcal{O}$ can be written as the countable union of cubes whose pairwise intersections have measure 0 . Cubes are sets $B_{\infty}^{n}\left(x_{0}, r\right)=\left\{x\left|\max _{i}\right| x(i)-x_{0}(i) \mid \leq r\right\}$. Thus there are cubes $B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right)$, $1 \leq i \leq k, j \in \mathbb{N}$, in $\mathbb{R}^{n}$ such that

$$
\begin{equation*}
\mathcal{O}=\bigcup_{j=1}^{\infty} \prod_{i=1}^{k} B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right) \tag{102}
\end{equation*}
$$

and for $j \neq m$

$$
\begin{aligned}
& \operatorname{vol}_{k n}\left(\prod_{i=1}^{k} B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right) \cap \prod_{i=1}^{k} B_{\infty}^{n}\left(x_{i}^{m}, r_{i}^{m}\right)\right) \\
&=\prod_{i=1}^{k} \operatorname{vol}_{n}\left(B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right) \cap B_{\infty}^{n}\left(x_{i}^{m}, r_{i}^{m}\right)\right)=0
\end{aligned}
$$

Therefore, for every pair $j, m$ with $j \neq m$ there is $i, 1 \leq i \leq k$, such that

$$
\begin{equation*}
B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right) \cap B_{\infty}^{n}\left(x_{i}^{m}, r_{i}^{m}\right) \tag{103}
\end{equation*}
$$

is contained in a hyperplane that is orthogonal to one of the vectors $e_{1}, \ldots, e_{n}$. We put

$$
\begin{equation*}
W_{j}=\prod_{i=1}^{k}\left(B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right) \cap \partial K \cap H^{-}\right) \quad j \in \mathbb{N} \tag{104}
\end{equation*}
$$

and get

$$
\begin{equation*}
\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{s} \in\left[x_{1}, \ldots, x_{k}\right]^{\circ}, x_{1}, \ldots, x_{k} \in \partial K \cap H^{-}\right\}=\bigcup_{j=1}^{\infty} W_{j} . \tag{105}
\end{equation*}
$$

Then we have for $j \neq m$ that

$$
\operatorname{vol}_{k(n-1)}\left(W_{j} \cap W_{m}\right)=0
$$

Indeed,

$$
W_{j} \cap W_{m}=\left\{\left(x_{1}, \ldots, x_{k}\right) \mid \forall i: x_{i} \in \partial K \cap B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right) \cap B_{\infty}^{n}\left(x_{i}^{m}, r_{i}^{m}\right) \cap H^{-}\right\}
$$

There is at least one $i_{0}$ such that

$$
B_{\infty}^{n}\left(x_{i_{0}}^{j}, r_{i_{0}}^{j}\right) \cap B_{\infty}^{n}\left(x_{i_{0}}^{m}, r_{i_{0}}^{m}\right)
$$

is contained in a hyperplane $L$ that is orthogonal to one of the vectors $e_{1}, \ldots, e_{n}$. Therefore

$$
\operatorname{vol}_{n-1}\left(\partial K \cap B_{\infty}^{n}\left(x_{i_{0}}^{j}, r_{i_{0}}^{j}\right) \cap B_{\infty}^{n}\left(x_{i_{0}}^{m}, r_{i_{0}}^{m}\right)\right) \leq \operatorname{vol}_{n-1}(\partial K \cap L)
$$

The last expression is 0 if the hyperplane is chosen sufficiently close to $x_{0}$. Indeed, $\partial K \cap L$ is either a face of $K$ or $\partial K \cap L=\partial(K \cap L)$. In the latter case $\operatorname{vol}_{n-1}(\partial K \cap L)=\operatorname{vol}_{n-1}(\partial(K \cap H))=0$. If $H$ is sufficiently close to $x_{0}$, then $L$ does not contain a $n-1$-dimensional face of $K$. This follows from the fact that the indicatrix exists and is an ellipsoid and consequently all normals are close to $N_{\partial K}\left(x_{0}\right)=e_{n}$ but not equal.

Let $r p: \partial K \rightarrow \partial \mathcal{E}$ where $r p(x)$ is the unique point with

$$
\begin{equation*}
\{r p(x)\}=\left\{x_{s}+t\left(x-x_{s}\right) \mid t \geq 0\right\} \cap \partial \mathcal{E} \tag{106}
\end{equation*}
$$

For $s_{0}$ small enough we have for all $s$ with $0<s \leq s_{0}$ that $x_{s} \in \mathcal{E}$. In this case $r p$ is well defined. $R p: \partial K \times \cdots \times \partial K \rightarrow \partial \mathcal{E} \times \cdots \times \partial \mathcal{E}$ is defined by

$$
\begin{equation*}
R p\left(x_{1}, \ldots, x_{k}\right)=\left(r p\left(x_{1}\right), \ldots, r p\left(x_{k}\right)\right) \tag{107}
\end{equation*}
$$

There is a map $\alpha: \partial K \rightarrow(-\infty, 1)$ such that

$$
\begin{equation*}
r p(x)=x-\alpha(x)\left(x-x_{s}\right) \tag{108}
\end{equation*}
$$

Since $x_{s}$ is an interior point of $K$ the map $\alpha$ does not attain the value 1. For every $\epsilon>0$ there is $s_{0}$ such that we have for all $s$ and $c$ with $0<c s \leq s_{0}$ and $c \geq c_{0}$ and for all hyperplanes $H$ that are orthogonal to $N_{\partial K}\left(x_{0}\right)=e_{n}$ and that satisfy $\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)=c s$ and all cubes $B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right)$ that satisfy (104) and (105)

$$
\begin{equation*}
\operatorname{vol}_{n-1}\left(\partial K \cap B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right)\right) \leq(1+\epsilon) \operatorname{vol}_{n-1}\left(r p\left(\partial K \cap B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right)\right)\right) \tag{109}
\end{equation*}
$$
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To show this we have to establish that there is $s_{0}$ such that for all $x \in$ $\partial K \cap H^{-}\left(x_{s_{0}}, N_{\partial K}\left(x_{0}\right)\right)$ and all $s$ with $0<s \leq s_{0}$

$$
\begin{gather*}
\|x-r p(x)\| \leq \epsilon\left\|x_{s}-r p(x)\right\|  \tag{110}\\
(1-\epsilon) \leq \frac{\left\langle N_{\partial K}(x), \frac{x-x_{s}}{\left\|x-x_{s}\right\|}\right\rangle}{\left\langle N_{\partial \mathcal{E}}(r p(x)), \frac{x-x_{s}}{\left\|x-x_{s}\right\|}\right\rangle} \leq(1+\epsilon) \tag{111}
\end{gather*}
$$

Indeed, the volume of a surface element changes under the map $r p$ by the factor

$$
\left(\frac{\left\|r p(x)-x_{s}\right\|}{\left\|x-x_{s}\right\|}\right)^{n-1} \frac{\left\langle N_{\partial K}(x), \frac{x-x_{s}}{\left\|x-x_{s}\right\|}\right\rangle}{\left\langle N_{\partial \mathcal{E}}(r p(x)), \frac{x-x_{s}}{\left\|x-x_{s}\right\|}\right\rangle}
$$

We establish (111). We have

$$
\begin{aligned}
\frac{\left\langle N_{\partial K}(x), x-x_{s}\right\rangle}{\left\langle N_{\partial \mathcal{E}}(r p(x)), x-x_{s}\right\rangle} & =1+\frac{\left\langle N_{\partial K}(x)-N_{\partial \mathcal{E}}(r p(x)), x-x_{s}\right\rangle}{\left\langle N_{\partial \mathcal{E}}(r p(x)), x-x_{s}\right\rangle} \\
& \leq 1+\frac{\left\|N_{\partial K}(x)-N_{\partial \mathcal{E}}(r p(x))\right\|\left\|x-x_{s}\right\|}{\left\langle N_{\partial \mathcal{E}}(r p(x)), x-x_{s}\right\rangle} .
\end{aligned}
$$

We have

$$
\left\|N_{\partial K}(x)-N_{\partial \mathcal{E}}(r p(x))\right\| \leq \epsilon\left\|x-x_{0}\right\|
$$

This can be shown in the same way as (33) (Consider the plane $H\left(x, N_{\partial K}\left(x_{0}\right)\right)$. The distance of this plane to $x_{0}$ is of the order $\left\|x-x_{0}\right\|^{2}$.) Thus we have
$\frac{\left\langle N_{\partial K}(x), x-x_{s}\right\rangle}{\left\langle N_{\partial \mathcal{E}}(r p(x)), x-x_{s}\right\rangle} \leq 1+\frac{\epsilon\left\|x-x_{0}\right\|\left\|x-x_{s}\right\|}{\left\langle N_{\partial \mathcal{E}}(r p(x)), x-x_{s}\right\rangle} \leq 1+\frac{\epsilon c_{0}\left\|x-x_{s}\right\|^{2}}{\left\langle N_{\partial \mathcal{E}}(r p(x)), x-x_{s}\right\rangle}$.
It is left to show

$$
\left|<N_{\partial \mathcal{E}}(r p(x)), x-x_{s}>\right| \geq c_{0}\left\|x-x_{s}\right\|^{2}
$$

If $x$ is close to $x_{0}$ then this estimate reduces to $\left\|x-x_{s}\right\| \geq\left\|x-x_{s}\right\|^{2}$ which is obvious. If $x$ is not close to $x_{0}$ then $\left\|x-x_{s}\right\|^{2}$ is of the order of the height of the cap $\partial \mathcal{E} \cap H^{-}\left(r p(x), N_{\partial K}\left(x_{0}\right)\right)$. Therefore, it is enough to show

$$
\left|<N_{\partial \mathcal{E}}(r p(x)), x-x_{s}>\left|\geq c_{0}\right|<N_{\partial K}\left(x_{0}\right), r p(x)-x_{0}>\right| .
$$

We consider the map $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ that transforms the standard approximating ellipsoid into a Euclidean ball (5)

$$
T(x)=\left(\frac{x_{1}}{a_{1}}\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}, \ldots, \frac{x_{n-1}}{a_{n-1}}\left(\prod_{i=1}^{n-1} b_{i}\right)^{\frac{2}{n-1}}, x_{n}\right)
$$

Thus it is enough to show

$$
\left|<T^{-1 t} N_{\partial \mathcal{E}}(r p(x)), T x-T x_{s}>\left|\geq c_{0}\right|<N_{\partial K}\left(x_{0}\right), r p(x)-x_{0}>\right| .
$$

Since $T x_{0}=x_{0}=0$ and $T^{-1 t}\left(N_{\partial K}\left(x_{0}\right)\right)=N_{\partial K}\left(x_{0}\right)=e_{n}$ the above inequality is equivalent to

$$
\left|<T^{-1 t} N_{\partial \mathcal{E}}(r p(x)), T x-T x_{s}>\left|\geq c_{0}\right|<N_{\partial K}\left(x_{0}\right), T(r p(x))-x_{0}>\right|
$$

Allowing another constant $c_{0}$, the following is equivalent to the above

$$
\left|\left\langle\frac{T^{-1 t} N_{\partial \mathcal{E}}(r p(x))}{\left\|T^{-1 t} N_{\partial \mathcal{E}}(r p(x))\right\|}, T x-T x_{s}\right\rangle\right| \geq c_{0}\left|<N_{\partial K}\left(x_{0}\right), T(r p(x))-x_{0}>\right|
$$

Thus we have reduced the estimate to the case of a Euclidean ball.
The hyperplane $H\left(T(r p(x)), N_{\partial K}\left(x_{0}\right)\right)$ intersects the line

$$
\left\{x_{0}+t N_{\partial K}\left(x_{0}\right) \mid t \in \mathbb{R}\right\}
$$

at the point $z$ with $\left\|x_{0}-z\right\|=\left|<N_{\partial K}\left(x_{0}\right), T(r p(x))-x_{0}>\right|$. Let the radius of $T(\mathcal{E})$ be $r$. See Figure 4.16.2. We may assume that $<T^{-1 t} N_{\partial \mathcal{E}}(r p(x)), N_{\partial K}\left(x_{0}\right)>\geq$ $\frac{1}{2}$. Therefore we have by Figure 4.16.2 $\left(h=\left\|x_{0}-z\right\|\right)$

$$
\begin{aligned}
& \left|\left\langle\frac{T^{-1 t} N_{\partial \mathcal{E}}(r p(x))}{\left\|T^{-1 t} N_{\partial \mathcal{E}}(r p(x))\right\|}, T(r p(x))-x_{0}\right\rangle\right| \\
& \quad=\left(\left\|x_{0}-z\right\|+\frac{\left\|x_{0}-z\right\|^{2}}{r-\left\|x_{0}-z\right\|}\right)\left\langle\frac{T^{-1 t} N_{\partial \mathcal{E}}(r p(x))}{\left\|T^{-1 t} N_{\partial \mathcal{E}}(r p(x))\right\|}, N_{\partial K}\left(x_{0}\right)\right\rangle \\
& \quad \geq\left\|x_{0}-z\right\|\left\langle\frac{T^{-1 t} N_{\partial \mathcal{E}}(r p(x))}{\left\|T^{-1 t} N_{\partial \mathcal{E}}(r p(x))\right\|}, N_{\partial K}\left(x_{0}\right)\right\rangle \\
& \quad \geq \frac{1}{2}\left|<N_{\partial K}\left(x_{0}\right), T(r p(x))-x_{0}>\right|
\end{aligned}
$$
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where $r$ is the radius of $T(\mathcal{E})$. Since there is a constant $c_{0}$ such that

$$
\begin{aligned}
& \left|\left\langle\frac{T^{-1 t} N_{\partial \mathcal{E}}(r p(x))}{\left\|T^{-1 t} N_{\partial \mathcal{E}}(r p(x))\right\|}, T(x)-T\left(x_{s}\right)\right\rangle\right| \\
& \quad \geq c_{0}\left|\left\langle\frac{T^{-1 t} N_{\partial \mathcal{E}}(r p(x))}{\left\|T^{-1 t} N_{\partial \mathcal{E}}(r p(x))\right\|}, T(r p(x))-x_{0}\right\rangle\right|
\end{aligned}
$$

we get

$$
\left|\left\langle\frac{T^{-1 t} N_{\partial \mathcal{E}}(r p(x))}{\left\|T^{-1 t} N_{\partial \mathcal{E}}(r p(x))\right\|}, T(x)-T\left(x_{s}\right)\right\rangle\right| \geq \frac{1}{2} c_{0}\left|<N_{\partial K}\left(x_{0}\right), T(r p(x))-x_{0}>\right|
$$

The left hand inequality of (111) is shown in the same way.
Now we verify (110).
Again we apply the affine transform $T$ to $K$ that transforms the indicatrix of Dupin at $x_{0}$ into a Euclidean sphere (5). $T$ leaves $x_{0}$ and $N_{\partial K}\left(x_{0}\right)$ invariant.

An affine transform maps a line onto a line and the factor by which a segment of a line is stretched is constant. We have

$$
\frac{\|x-r p(x)\|}{\left\|x_{s}-r p(x)\right\|}=\frac{\|T(x)-T(r p(x))\|}{\left\|T\left(x_{s}\right)-T(r p(x))\right\|}
$$

Thus we have

$$
\begin{aligned}
& B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \cap H^{-}\left(T\left(x_{s_{0}}\right), N_{\partial K}\left(x_{0}\right)\right) \\
& \quad \subseteq T(K) \cap H^{-}\left(T\left(x_{s_{0}}\right), N_{\partial K}\left(x_{0}\right)\right) \\
& \quad \subseteq B_{2}^{n}\left(x_{0}-(1+\epsilon) r N_{\partial K}\left(x_{0}\right),(1+\epsilon) r\right) \cap H^{-}\left(T\left(x_{s_{0}}\right), N_{\partial K}\left(x_{0}\right)\right)
\end{aligned}
$$

The center of the $n$-1-dimensional sphere

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \cap H\left(T(r p(x)), N_{\partial K}\left(x_{0}\right)\right)
$$

is

$$
x_{0}-<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>N_{\partial K}\left(x_{0}\right)
$$

and the height of the cap

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \cap H^{-}\left(T(r p(x)), N_{\partial K}\left(x_{0}\right)\right)
$$

is

$$
\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right| .
$$

Therefore, for sufficiently small $s_{0}$ and all $s$ with $0<s \leq s_{0}$ we get that the radius of the cap $\left\|T(r p(x))-\left(x_{0}-<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>N_{\partial K}\left(x_{0}\right)\right)\right\|$ satisfies

$$
\begin{align*}
\sqrt{r \mid<} & x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>1  \tag{112}\\
& \leq\left\|T(r p(x))-\left(x_{0}-<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>N_{\partial K}\left(x_{0}\right)\right)\right\|
\end{align*}
$$

We show that there is a constant $c_{0}>0$ so that we have for all $s$ with $0<s \leq s_{0}$ and all $x \in \partial K \cap H^{-}\left(x_{s_{0}}, N_{\partial K}\left(x_{0}\right)\right)$

$$
\begin{equation*}
\left\|T(r p(x))-T\left(x_{s}\right)\right\| \geq c_{0} \sqrt{r\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right|} \tag{113}
\end{equation*}
$$

Let $\alpha$ be the angle between $N_{\partial K}\left(x_{0}\right)$ and $x_{0}-T\left(x_{T}\right)$. We first consider the case

$$
\begin{align*}
& \left\|T(r p(x))-\left(x_{0}-<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>N_{\partial K}\left(x_{0}\right)\right)\right\| \\
& \quad \geq 2\left(1+(\cos \alpha)^{-1}\right)\left|<x_{0}-T\left(x_{s}\right), N_{\partial K}\left(x_{0}\right)>\right| \tag{114}
\end{align*}
$$

(This case means: $x_{0}$ is not too close to $T(r p(x))$.) Then we have

$$
\begin{aligned}
& \left\|T(r p(x))-T\left(x_{s}\right)\right\| \\
& \qquad \begin{array}{l}
\geq\left\|(r p(x))-\left(x_{0}-<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>N_{\partial K}\left(x_{0}\right)\right)\right\| \\
\quad-\left\|x_{0}-T\left(x_{s}\right)\right\|-\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right| \\
=\left\|T(r p(x))-\left(x_{0}-<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>N_{\partial K}\left(x_{0}\right)\right)\right\| \\
\quad-(\cos \alpha)^{-1}\left|<x_{0}-T\left(x_{s}\right), N_{\partial K}\left(x_{0}\right)>\right| \\
\quad-\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right| .
\end{array}
\end{aligned}
$$

By the assumption (114)

$$
\begin{aligned}
& \left\|T(r p(x))-T\left(x_{s}\right)\right\| \\
& \geq \frac{1}{2}\left\|T(r p(x))-\left(x_{0}-<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>N_{\partial K}\left(x_{0}\right)\right)\right\| \\
& \quad+\left(1+(\cos \alpha)^{-1}\right)\left|<x_{0}-T\left(x_{s}\right), N_{\partial K}\left(x_{0}\right)>\right| \\
& \quad-(\cos \alpha)^{-1}\left|<x_{0}-T\left(x_{s}\right), N_{\partial K}\left(x_{0}\right)>\right| \\
& \quad-\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right| \\
& =\frac{1}{2}\left\|T(r p(x))-\left(x_{0}-<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>N_{\partial K}\left(x_{0}\right)\right)\right\| \\
& \quad+\left|<x_{0}-T\left(x_{s}\right), N_{\partial K}\left(x_{0}\right)>\left|-\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right| .\right.\right.
\end{aligned}
$$

By (112)

$$
\begin{aligned}
& \left\|T(r p(x))-T\left(x_{s}\right)\right\| \\
& \quad \geq \frac{1}{2} \sqrt{r\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right|} \\
& \quad+\left|<x_{0}-T\left(x_{s}\right), N_{\partial K}\left(x_{0}\right)>\left|-\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right|\right.\right. \\
& \geq \frac{1}{2} \sqrt{r\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right|} \\
& \quad-\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right| .
\end{aligned}
$$

We get for sufficiently small $s_{0}$ that for all $s$ with $0<s \leq s_{0}$

$$
\left\|T(r p(x))-T\left(x_{s}\right)\right\| \geq \frac{1}{4} \sqrt{r\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right|} .
$$

The second case is

$$
\begin{align*}
\| T(r p(x))-\left(x_{0}-\right. & \left.<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>N_{\partial K}\left(x_{0}\right)\right) \|  \tag{115}\\
& <2\left(1+(\cos \alpha)^{-1}\right)\left|<x_{0}-T\left(x_{s}\right), N_{\partial K}\left(x_{0}\right)>\right|
\end{align*}
$$

(In this case, $x_{0}$ is close to $T(r p(x))$.) $\left\|T(r p(x))-T\left(x_{s}\right)\right\|$ can be estimated from below by the least distance of $T\left(x_{s}\right)$ to the boundary of $B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right)$. This, in turn, can be estimated from below by

$$
c^{\prime}\left|<x_{0}-T\left(x_{s}\right), N_{\partial K}\left(x_{0}\right)>\right|
$$

Thus we have

$$
\left\|T(r p(x))-T\left(x_{s}\right)\right\| \geq c^{\prime}\left|<x_{0}-T\left(x_{s}\right), N_{\partial K}\left(x_{0}\right)>\right|
$$

On the other hand, by our assumption (115)

$$
\begin{aligned}
& \left\|T(r p(x))-T\left(x_{s}\right)\right\| \\
& \quad \geq \frac{c^{\prime}}{2\left(1+(\cos \alpha)^{-1}\right)} \times \\
& \quad\left\|T(r p(x))-\left(x_{0}-<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>N_{\partial K}\left(x_{0}\right)\right)\right\| .
\end{aligned}
$$

By (112)

$$
\left\|T(r p(x))-T\left(x_{s}\right)\right\| \geq \frac{c^{\prime}}{2\left(1+(\cos \alpha)^{-1}\right)} \sqrt{r\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right|}
$$

This establishes (113).
Now we show that for $s_{0}$ sufficiently small we have for all $s$ with $0<s \leq s_{0}$ and all $x$

$$
\begin{equation*}
\|T(x)-T(r p(x))\| \leq 2 \sqrt{2 \epsilon(1+\epsilon) r\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right|} \tag{116}
\end{equation*}
$$

Instead of $T(x)$ we consider the points $z$ and $z^{\prime}$ with

$$
\begin{aligned}
& \{z\}=B_{2}^{n}\left(x_{0}-(1+\epsilon) r N_{\partial K}\left(x_{0}\right),(1+\epsilon) r\right) \cap\left\{T\left(x_{s}\right)+t\left(T(x)-T\left(x_{s}\right)\right) \mid t \geq 0\right\} \\
& \left\{z^{\prime}\right\}=B_{2}^{n}\left(x_{0}-(1-\epsilon) r N_{\partial K}\left(x_{0}\right),(1-\epsilon) r\right) \cap\left\{T\left(x_{s}\right)+t\left(T(x)-T\left(x_{s}\right)\right) \mid t \geq 0\right\} .
\end{aligned}
$$

We have

$$
\|T(x)-T(r p(x))\| \leq \max \left\{\|z-T(r p(x))\|,\left\|z^{\prime}-T(r p(x))\right\|\right\}
$$

We may assume that $\left\|x-x_{s}\right\| \geq\left\|r p(x)-x_{s}\right\|$. This implies $\| T(x)-$ $T(r p(x))\|\leq\| z-T(r p(x))\|\| z-.T(r p(x)) \|$ is smaller than the diameter of the cap

$$
\begin{aligned}
& B_{2}^{n}\left(x_{0}-(1+\epsilon) r N_{\partial K}\left(x_{0}\right),(1+\epsilon) r\right) \\
& \quad \cap H^{-}\left(T(r p(x)), N_{\partial B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right)}(T(r p(x)))\right)
\end{aligned}
$$

because $z$ and $T(r p(x))$ are elements of this cap. See Figure 4.16.3. We compute the radius of this cap. The two triangles in Figure 4.16 .3 are homothetic with respect to the point $x_{0}$. The factor of homothety is $1+\epsilon$. The distance between the two tangents to $B_{2}^{n}\left(x_{0}-(1+\epsilon) r N_{\partial K}\left(x_{0}\right),(1+\epsilon) r\right)$ and $B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right)$ is

$$
\epsilon\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right| .
$$

Consequently the radius is less than
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$$
\sqrt{2 \epsilon(1+\epsilon) r\left|<x_{0}-T(r p(x)), N_{\partial K}\left(x_{0}\right)>\right|} .
$$

Thus we have established (116). The inequalities (113) and (116) give (110).
From the inequalities (110) and (111) we get for $x \in \partial K \cap B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right)$ and $r_{i}^{j}$ sufficiently small

$$
\begin{aligned}
\operatorname{vol}_{n-1}(\partial K \cap & \left.B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right)\right) \\
& \leq \frac{\left|\frac{\left\|x_{s}-x\right\|}{\left\|x_{s}-r p(x)\right\|}\right|^{n-1}}{\left\langle N_{\partial K}(x), N_{\partial \mathcal{E}}(r p(x))\right\rangle} \operatorname{vol}_{n-1}\left(r p\left(\partial K \cap B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right)\right)\right) \\
& \leq(1+\epsilon) \frac{(1+\epsilon)^{n-1}}{1-\epsilon} \operatorname{vol}_{n-1}\left(r p\left(\partial K \cap B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right)\right)\right)
\end{aligned}
$$

It follows that for a new $s_{0}$

$$
\begin{aligned}
\operatorname{vol}_{k(n-1)}\left(W_{j}\right) & =\prod_{i=1}^{k} \operatorname{vol}_{n-1}\left(\partial K \cap B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right)\right) \\
& \leq(1+\epsilon)^{k} \prod_{i=1}^{k} \operatorname{vol}_{n-1}\left(r p\left(\partial K \cap B_{\infty}^{n}\left(x_{i}^{j}, r_{i}^{j}\right)\right)\right) \\
& =(1+\epsilon)^{k} \operatorname{vol}_{k(n-1)}\left(R p\left(W_{j}\right)\right)
\end{aligned}
$$

And again with a new $s_{0}$

$$
\begin{equation*}
\operatorname{vol}_{k(n-1)}\left(W_{j}\right) \leq(1+\epsilon) \operatorname{vol}_{k(n-1)}\left(R p\left(W_{j}\right)\right) \tag{117}
\end{equation*}
$$

We also have for all $x_{i} \in \partial K, i=1, \ldots, k$

$$
\begin{align*}
\operatorname{Rp}\left(\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\right.\right. & \left.\left.x_{s} \in\left[x_{1}, \ldots, x_{k}\right]^{\circ} \text { and } x_{i} \in \partial K\right\}\right)  \tag{118}\\
& \subseteq\left\{\left(z_{1}, \ldots, z_{k}\right) \mid x_{s} \in\left[z_{1}, \ldots, z_{k}\right] \text { and } z_{i} \in \partial \mathcal{E}\right\} .
\end{align*}
$$

We verify this. Let $a_{i}, i=1, \ldots, k$, be nonnegative numbers with $\sum_{i=1}^{k} a_{i}=1$ and

$$
x_{s}=\sum_{i=1}^{k} a_{i} x_{i}
$$

We choose

$$
b_{i}=\frac{a_{i}}{\left(1-\alpha\left(x_{i}\right)\right)\left(1+\sum_{j=1}^{k} \frac{\alpha\left(x_{j}\right) a_{j}}{1-\alpha\left(x_{j}\right)}\right)}
$$

where $\alpha\left(x_{i}\right), i=1, \ldots, k$, are defined by (108). We claim that $\sum_{i=1}^{k} b_{i}=1$ and

$$
x_{s}=\sum_{i=1}^{k} b_{i} r p\left(x_{i}\right) .
$$

We have

$$
\begin{aligned}
\sum_{i=1}^{k} b_{i} & =\sum_{i=1}^{k} \frac{a_{i}}{\left(1-\alpha\left(x_{i}\right)\right)\left(1+\sum_{j=1}^{k} \frac{\alpha\left(x_{j}\right) a_{j}}{1-\alpha\left(x_{j}\right)}\right)} \\
& =\sum_{i=1}^{k} \frac{a_{i}\left(1+\frac{\alpha\left(x_{i}\right)}{1-\alpha\left(x_{i}\right)}\right)}{1+\sum_{j=1}^{k} \frac{\alpha\left(x_{j}\right) a_{j}}{1-\alpha\left(x_{j}\right)}}=1
\end{aligned}
$$

Moreover, by (108) we have $\operatorname{rp}\left(x_{i}\right)=x_{i}-\alpha\left(x_{i}\right)\left(x_{i}-x_{s}\right)$

$$
\begin{aligned}
\sum_{i=1}^{k} b_{i} r p\left(x_{i}\right) & =\sum_{i=1}^{k} b_{i}\left(x_{i}-\alpha\left(x_{i}\right)\left(x_{i}-x_{s}\right)\right) \\
& =\sum_{i=1}^{k} \frac{a_{i}\left(x_{i}-\alpha\left(x_{i}\right)\left(x_{i}-x_{s}\right)\right)}{\left(1-\alpha\left(x_{i}\right)\right)\left(1+\sum_{j=1}^{k} \frac{\alpha\left(x_{j}\right) a_{j}}{1-\alpha\left(x_{j}\right)}\right)} \\
& =\sum_{i=1}^{k} \frac{a_{i} x_{i}}{1+\sum_{j=1}^{k} \frac{\alpha\left(x_{j}\right) a_{j}}{1-\alpha\left(x_{j}\right)}}+\sum_{i=1}^{k} \frac{a_{i} \alpha\left(x_{i}\right) x_{s}}{\left(1-\alpha\left(x_{i}\right)\right)\left(1+\sum_{j=1}^{k} \frac{\alpha\left(x_{j}\right) a_{j}}{1-\alpha\left(x_{j}\right)}\right)} \\
& =\frac{x_{s}}{1+\sum_{j=1}^{k} \frac{\alpha\left(x_{j}\right) a_{j}}{1-\alpha\left(x_{j}\right)}}+\frac{\sum_{i=1}^{k} \frac{a_{i} \alpha\left(x_{i}\right)}{1-\alpha\left(x_{i}\right)} x_{s}}{1+\sum_{j=1}^{k} \frac{\alpha\left(x_{j}\right) a_{j}}{1-\alpha\left(x_{j}\right)}}=x_{s}
\end{aligned}
$$

Thus we have established (118)

$$
\begin{aligned}
\operatorname{Rp}\left(\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\right.\right. & \left.\left.x_{s} \in\left[x_{1}, \ldots, x_{k}\right]^{\circ} \text { and } x_{i} \in \partial K\right\}\right) \\
& \subseteq\left\{\left(z_{1}, \ldots, z_{k}\right) \mid x_{s} \in\left[z_{1}, \ldots, z_{k}\right] \text { and } z_{i} \in \partial \mathcal{E}\right\} .
\end{aligned}
$$

Next we verify that there is a hyperplane $\tilde{H}$ that is parallel to $H$ and such that

$$
\begin{equation*}
\operatorname{vol}_{n-1}\left(\partial K \cap \tilde{H}^{-}\right) \leq(1+\epsilon) \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right) \tag{119}
\end{equation*}
$$

and

$$
\begin{align*}
\operatorname{Rp}\left(\left\{\left(x_{1}, \ldots,\right.\right.\right. & \left.\left.\left.x_{k}\right) \mid x_{s} \in\left[x_{1}, \ldots, x_{k}\right]^{\circ}, x_{i} \in \partial K \cap H^{-}\right\}\right)  \tag{120}\\
& \subseteq\left\{\left(z_{1}, \ldots, z_{k}\right) \mid x_{s} \in\left[z_{1}, \ldots, z_{k}\right] \text { and } z_{i} \in \partial \mathcal{E} \cap \tilde{H}^{-}\right\}
\end{align*}
$$

This is done by arguments similar to the ones above. Thus we get with a new $s_{0}$

$$
\begin{aligned}
& \mathbb{P}_{\partial K \cap H^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{s} \in\left[x_{1}, \ldots, x_{k}\right]\right\}=\frac{\operatorname{vol}_{k(n-1)}\left(\bigcup_{j=1}^{\infty} W_{j}\right)}{\left(\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)\right)^{k}} \\
& \leq(1+\epsilon) \frac{\operatorname{vol}_{k(n-1)}\left(\bigcup_{j=1}^{\infty} R p\left(W_{j}\right)\right)}{\left(\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)\right)^{k}} \\
& \leq(1+\epsilon) \frac{\operatorname{vol}_{k(n-1)}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid x_{s} \in\left[z_{1}, \ldots, z_{k}\right] \text { and } z_{i} \in \partial \mathcal{E} \cap \tilde{H}^{-}\right\}}{\left(\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)\right)^{k}} \\
& \leq(1+\epsilon) \frac{\operatorname{vol}_{k(n-1)}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid x_{s} \in\left[z_{1}, \ldots, z_{k}\right] \text { and } z_{i} \in \partial \mathcal{E} \cap H^{-}\right\}}{\left(\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)\right)^{k}}+k \epsilon
\end{aligned}
$$

$\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)$and $\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap H^{-}\right)$differ only by a factor between $1-\epsilon$ and $1+\epsilon$ if we choose $s_{0}$ small enough. Therefore, for sufficiently small $s_{0}$ we have for all $s$ with $0<s \leq s_{0}$

$$
\begin{aligned}
& \mathbb{P}_{\partial K \cap H^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{s} \in\left[x_{1}, \ldots, x_{k}\right]\right\} \\
& \quad \leq(1+\epsilon) \mathbb{P}_{\partial \mathcal{E} \cap H^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid x_{s} \in\left[z_{1}, \ldots, z_{k}\right]\right\}+\epsilon
\end{aligned}
$$

(iii) We show now that for sufficiently small $s_{0}$ we have

$$
\begin{aligned}
\mid \mathbb{P}_{\partial \mathcal{E} \cap H^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid\right. & \left.y_{s} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \\
& -\mathbb{P}_{\partial \mathcal{E} \cap H^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon
\end{aligned}
$$

The arguments are very similar to those for the first inequality. We consider the standard approximating ellipsoid $\mathcal{E}$ and the map $t p: \partial \mathcal{E} \rightarrow \partial \mathcal{E}$ mapping $x \in \partial \mathcal{E}$ onto the unique point $t p(x)$ with

$$
\{t p(x)\}=\partial \mathcal{E} \cap\left\{y_{s}+t\left(x-z_{s}\right) \mid t \geq 0\right\}
$$

See Figure 4.16.4.
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We define $T p: \partial \mathcal{E} \times \cdots \partial \mathcal{E} \rightarrow \partial \mathcal{E} \times \cdots \times \partial \mathcal{E}$ by $T p\left(z_{1}, \ldots, z_{k}\right)=$ $\left(t p\left(z_{1}\right), \ldots, t p\left(z_{k}\right)\right)$. Then we have

$$
\begin{aligned}
\operatorname{Tp}\left(\left\{\left(z_{1}, \ldots, z_{k}\right) \mid\right.\right. & \left.\left.z_{s} \in\left[z_{1}, \ldots, z_{k}\right] \text { and } z_{i} \in \partial \mathcal{E}\right\}\right) \\
& \subseteq\left\{\left(y_{1}, \ldots, y_{k}\right) \mid y_{s} \in\left[y_{1}, \ldots, y_{k}\right] \text { and } y_{i} \in \partial \mathcal{E}\right\} .
\end{aligned}
$$

The calculation is the same as for the inequality (ii). The map $t p$ changes the volume of a surface-element at the point $x$ by the factor

$$
\begin{align*}
\left(\frac{\left\|y_{s}-t p(x)\right\|}{\left\|y_{s}-\left(x+y_{s}-z_{s}\right)\right\|}\right)^{n-1} \frac{\left\langle\frac{y_{s}-t p(x)}{\left\|y_{s}-t p(x)\right\|}, N_{\partial \mathcal{E}}(x)\right\rangle}{\left\langle\frac{y_{s}-\operatorname{tp}(x)}{\left\|y_{s}-t p(x)\right\|}, N_{\partial \mathcal{E}}(t p(x))\right\rangle}  \tag{121}\\
=\left(\frac{\left\|y_{s}-t p(x)\right\|}{\left\|x-z_{s}\right\|}\right)^{n-1} \frac{\left\langle\frac{y_{s}-t p(x)}{\left\|y_{s}-t p(x)\right\|}, N_{\partial \mathcal{E}}(x)\right\rangle}{\left\langle\frac{y_{s}-t p(x)}{\left\|y_{s}-t p(x)\right\|}, N_{\partial \mathcal{E}}(t p(x))\right\rangle}
\end{align*}
$$

We have to show that this expression is arbitrarily close to 1 provided that $s$ is sufficiently small. Since we consider an ellipsoid

$$
\begin{equation*}
\frac{\left\langle\frac{y_{s}-t p(x)}{\left\|y_{s}-t p(x)\right\|}, N_{\partial \mathcal{E}}(x)\right\rangle}{\left\langle\frac{y_{s}-t p(x)}{\left\|y_{s}-t p(x)\right\|}, N_{\partial \mathcal{E}}(t p(x))\right\rangle} \tag{122}
\end{equation*}
$$

is sufficiently close to 1 provided that $s$ is sufficiently small. We check this. We have

$$
\frac{\left\langle\frac{y_{s}-t p(x)}{\left\|y_{s}-t p(x)\right\|}, N_{\partial \mathcal{E}}(x)\right\rangle}{\left\langle\frac{y_{s}-t p(x)}{\left\|y_{s}-t p(x)\right\|}, N_{\partial \mathcal{E}}(t p(x))\right\rangle}=1+\frac{\left\langle\frac{y_{s}-t p(x)}{\left\|y_{s}-t p(x)\right\|}, N_{\partial \mathcal{E}}(t p(x))-N_{\partial \mathcal{E}}(x)\right\rangle}{\left\langle\frac{y_{s}-t p(x)}{\left\|y_{s}-t p(x)\right\|}, N_{\partial \mathcal{E}}(t p(x))\right\rangle} .
$$

We show that (122) is close to 1 first for the case that $\mathcal{E}$ is a Euclidean ball. We have $\left\|N_{\partial \mathcal{E}}(x)-N_{\partial \mathcal{E}}(t p(x))\right\| \leq c_{0}\left\|x_{0}-z_{s}\right\|$ for some constant $c_{0}$ because $\left\|N_{\partial \mathcal{E}}(x)-N_{\partial \mathcal{E}}(t p(x))\right\| \leq\left\|y_{s}-z_{s}\right\|$ and $\left\|y_{s}-z_{s}\right\| \leq c_{0}\left\|x_{0}-z_{s}\right\|$. The inequality $\left\|y_{s}-z_{s}\right\| \leq c_{0}\left\|x_{0}-z_{s}\right\|$ holds because $\left\{z_{s}\right\}=\left[x_{0}, z_{T}\right] \cap \partial \mathcal{E}_{s}$ and $\left\{y_{s}\right\}=\left[x_{0}, x_{T}\right] \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)$.

On the other hand, there is a constant $c_{0}$ such that for all $s$

$$
\left\langle\frac{y_{s}-t p(x)}{\left\|y_{s}-t p(x)\right\|}, N_{\partial \mathcal{E}}(t p(x))\right\rangle \geq c_{0} \sqrt{\left\|x_{0}-z_{s}\right\|} .
$$

These two inequalities give that (122) is close to 1 in the case that $\mathcal{E}$ is a Euclidean ball. In order to obtain these inequalities for the case of an ellipsoid we apply the diagonal map $A$ that transforms the Euclidean ball into the ellipsoid. $A$ leaves $e_{n}$ invariant. Lemma 2.6 gives the first inequality and the second inequality gives

$$
\left\langle A\left(\frac{y_{s}-\operatorname{tp}(x)}{\left\|y_{s}-\operatorname{tp}(x)\right\|}\right), A^{-1 t}\left(N_{\partial \mathcal{E}}(t p(x))\right)\right\rangle \geq c_{0} \sqrt{\left\|x_{0}-z_{s}\right\|} .
$$

This gives that (122) is close to 1 for ellipsoids. Therefore, in order to show that the expression (121) converges to 1 for $s$ to 0 it is enough to show that for all $x$

$$
\begin{equation*}
\left(\frac{\left\|y_{s}-t p(x)\right\|}{\left\|x-z_{s}\right\|}\right)^{n-1} \tag{123}
\end{equation*}
$$

is arbitrarily close to 1 provided that $s$ is small. In order to prove this we show for all $x$

$$
\begin{equation*}
1-c_{1}\left\|z_{s}-x_{0}\right\|^{\frac{1}{6}} \leq \frac{\left\|y_{s}-t p(x)\right\|}{\left\|y_{s}-\left(x+y_{s}-z_{s}\right)\right\|} \leq 1+c_{2}\left\|z_{s}-x_{0}\right\|^{\frac{1}{6}} \tag{124}
\end{equation*}
$$

or, equivalently, that there is a constant $c_{3}$ such that

$$
\begin{equation*}
\frac{\left\|t p(x)-\left(x+y_{s}-z_{s}\right)\right\|}{\left\|y_{s}-\operatorname{tp}(x)\right\|} \leq c_{3}\left\|z_{s}-x_{0}\right\|^{\frac{1}{6}} . \tag{125}
\end{equation*}
$$

We verify the equivalence. By triangle inequality

$$
\begin{aligned}
1+c_{3}\left\|z_{s}-x_{0}\right\|^{\frac{1}{6}} & \geq \frac{\left\|y_{s}-t p(x)\right\|+\left\|t p(x)-\left(x+y_{s}-z_{s}\right)\right\|}{\left\|y_{s}-t p(x)\right\|} \\
& \geq \frac{\left\|y_{s}-\left(x+y_{s}-z_{s}\right)\right\|}{\left\|y_{s}-t p(x)\right\|}
\end{aligned}
$$

which gives the left hand inequality of (124). Again, by triangle inequality

$$
\begin{aligned}
1-c_{3}\left\|z_{s}-x_{0}\right\|^{\frac{1}{6}} & \leq \frac{\left\|y_{s}-t p(x)\right\|-\left\|t p(x)-\left(x+y_{s}-z_{s}\right)\right\|}{\left\|y_{s}-t p(x)\right\|} \\
& \leq \frac{\left\|y_{s}-\left(x+y_{s}-z_{s}\right)\right\|}{\left\|y_{s}-t p(x)\right\|}
\end{aligned}
$$

which gives the right hand inequality of (124).
We show (125). We begin by showing that

$$
\begin{equation*}
\frac{\left\|t p\left(x_{0}\right)-\left(x_{0}+y_{s}-z_{s}\right)\right\|}{\left\|y_{s}-t p\left(x_{0}\right)\right\|} \leq c_{3}\left\|z_{s}-x_{0}\right\|^{\frac{1}{2}} \tag{126}
\end{equation*}
$$

See Figure 4.16.5.
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Clearly, by Figure 4.16.5

$$
\left\|t p\left(x_{0}\right)-\left(x_{0}+y_{s}-z_{s}\right)\right\| \leq\left\|v-\left(x_{0}+y_{s}-z_{s}\right)\right\| .
$$

There is $\rho$ such that for all $s$ with $0<s \leq s_{0}$ we have $\left\|z_{s}-u\right\| \geq \rho \sqrt{\left\|x_{0}-z_{s}\right\|}$. Let $\theta$ be the angle between $x_{0}-x_{T}$ and $N_{\partial K}\left(x_{0}\right)$. By this and $\left\|z_{s}-y_{s}\right\|=$ $(\tan \theta)\left\|x_{0}-z_{s}\right\|$

$$
\begin{aligned}
\left\|t p\left(x_{0}\right)-\left(x_{0}+y_{s}-z_{s}\right)\right\| & \leq\left\|v-\left(x_{0}+y_{s}-z_{s}\right)\right\| \\
& =\left\|z_{s}-y_{s}\right\| \frac{\left\|x_{0}-z_{s}\right\|}{\left\|z_{s}-u\right\|} \leq \frac{\tan \theta}{\rho}\left\|x_{0}-z_{s}\right\|^{\frac{3}{2}}
\end{aligned}
$$

It follows
$\left\|y_{s}-t p\left(x_{0}\right)\right\|=\left\|z_{s}-x_{0}\right\|-\left\|t p\left(x_{0}\right)-\left(x_{0}+y_{s}-z_{s}\right)\right\| \geq\left\|z_{s}-x_{0}\right\|-\frac{\tan \theta}{\rho}\left\|x_{0}-z_{s}\right\|^{\frac{3}{2}}$.
This proves (126) which is the special case $x=x_{0}$ for (125).
Now we treat the general case of (125). We consider three cases: One case being $x \in H^{-}\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)$ and $\left\|y_{s}-w_{1}\right\| \leq\left\|x_{0}-z_{s}\right\|^{\frac{2}{3}}$, another $x \in H^{-}\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)$ and $\left\|y_{s}-w_{1}\right\| \geq\left\|x_{0}-z_{s}\right\|^{\frac{2}{3}}$ and the last $x \in$ $H^{+}\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)$. First we consider the case that $x \in H^{-}\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)$ and

$$
\left\|y_{s}-w_{1}\right\| \leq\left\|x_{0}-z_{s}\right\|^{\frac{2}{3}} .
$$

We observe that (see Figure 4.16.5 and 4.16.7)

$$
\begin{aligned}
\left\|y_{s}-t p(x)\right\| & \geq\left\|y_{s}-w_{2}\right\| \\
\left\|t p(x)-\left(x+y_{s}-z_{s}\right)\right\| & \leq\left\|w_{2}-\left(x+y_{s}-z_{s}\right)\right\|\left\|w_{2}-w_{5}\right\| .
\end{aligned}
$$
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Thus we get

$$
\begin{equation*}
\frac{\left\|t p(x)-\left(x+y_{s}-z_{s}\right)\right\|}{\left\|y_{s}-t p(x)\right\|} \leq \frac{\left\|w_{2}-w_{5}\right\|}{\left\|y_{s}-w_{2}\right\|}=\frac{\left\|w_{3}-w_{2}\right\|}{\left\|w_{1}-w_{2}\right\|} \tag{127}
\end{equation*}
$$

Comparing the triangles $\left(t p\left(x_{0}\right), w_{4}, w_{2}\right)$ and $\left(t p\left(x_{0}\right), u, y_{s}\right)$ we get

$$
\frac{\left\|w_{2}-w_{4}\right\|}{\left\|t p\left(x_{0}\right)-w_{4}\right\|}=\frac{\left\|t p\left(x_{0}\right)-y_{s}\right\|}{\left\|y_{s}-u\right\|}
$$

Since $\left\|t p\left(x_{0}\right)-w_{4}\right\|=\left\|y_{s}-w_{1}\right\|$

$$
\left\|w_{2}-w_{4}\right\|=\left\|y_{s}-w_{1}\right\| \frac{\left\|t p\left(x_{0}\right)-y_{s}\right\|}{\left\|y_{s}-u\right\|}
$$

By the assumption $\left\|y_{s}-w_{1}\right\| \leq\left\|x_{0}-z_{s}\right\|^{\frac{2}{3}}$, by $\left\|t p\left(x_{0}\right)-y_{s}\right\| \leq\left\|x_{0}-z_{s}\right\|$ and by $\left\|y_{s}-u\right\| \geq c_{0} \sqrt{\left\|x_{0}-z_{s}\right\|}$ we get with a new constant $c_{0}$

$$
\left\|w_{2}-w_{4}\right\| \leq c_{0}\left\|x_{0}-z_{s}\right\|^{\frac{7}{6}}
$$

and with a new $c_{0}$

$$
\begin{aligned}
\left\|w_{2}-w_{3}\right\| & =\left\|w_{2}-w_{4}\right\|+\left\|w_{3}-w_{4}\right\| \\
& =\left\|w_{2}-w_{4}\right\|+\left\|t p\left(x_{0}\right)-\left(y_{s}-z_{s}+x_{0}\right)\right\| \\
& \leq c_{0}\left(\left\|x_{0}-z_{s}\right\|^{\frac{7}{6}}+\left\|z_{s}-x_{0}\right\|^{\frac{3}{2}}\right) .
\end{aligned}
$$

From this and $\left\|w_{1}-w_{3}\right\|=\left\|z_{s}-x_{0}\right\|$ we conclude

$$
\left\|w_{1}-w_{2}\right\| \geq\left\|z_{s}-x_{0}\right\|-c_{0}\left\|x_{0}-z_{s}\right\|^{\frac{7}{6}}
$$

The inequality (127) gives now

$$
\frac{\left\|t p(x)-\left(x+y_{s}-z_{s}\right)\right\|}{\left\|y_{s}-t p(x)\right\|} \leq \frac{\left\|w_{3}-w_{2}\right\|}{\left\|w_{1}-w_{2}\right\|} \leq \frac{c\left\|x_{0}-z_{s}\right\|^{\frac{7}{6}}}{\left\|z_{s}-x_{0}\right\|-c\left\|x_{0}-z_{s}\right\|^{\frac{7}{6}}}
$$

The second case is that $t p(x) \in H^{-}\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)$ and
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$$
\left\|y_{s}-w_{1}\right\| \geq\left\|x_{0}-z_{s}\right\|^{\frac{2}{3}}
$$

Compare Figure 4.16.9. Since $\left\|y_{s}-w_{1}\right\| \geq\left\|x_{0}-z_{s}\right\|^{\frac{2}{3}}$ we get

$$
\left\|y_{s}-t p(x)\right\| \geq\left\|x_{0}-z_{s}\right\|^{\frac{2}{3}} .
$$

We have $\left\|t p(x)-\left(x+y_{s}-z_{s}\right)\right\| \leq\left\|y_{s}-z_{s}\right\|$ because $x \in H^{-}\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)$ (see Figure 4.16.9). Since $\left\|z_{s}-y_{s}\right\| \leq c_{0}\left\|x_{0}-z_{s}\right\|$ we deduce $\left\|t p(x)-\left(x+y_{s}-z_{s}\right)\right\| \leq$ $c_{0}\left\|x_{0}-z_{s}\right\|$. Thus we get

$$
\frac{\left\|t p(x)-\left(x+y_{s}-z_{s}\right)\right\|}{\left\|y_{s}-t p(x)\right\|} \leq \frac{c_{0}\left\|x_{0}-z_{s}\right\|}{\left\|x_{0}-z_{s}\right\|^{\frac{2}{3}}}=c_{0}\left\|x_{0}-z_{s}\right\|^{\frac{1}{3}} .
$$

The last case is $\operatorname{tp}(x) \in H^{+}\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)$ (See Figure 4.16.10). We have

$$
\left\|y_{s}-\operatorname{tp}(x)\right\| \geq\left\|y_{s}-u\right\| \geq\left\|z_{s}-u\right\|-\left\|y_{s}-z_{s}\right\|
$$

There are constants $c_{0}$ and $\rho$ such that

$$
\begin{align*}
\left\|y_{s}-t p(x)\right\| & \geq \rho \sqrt{\left\|x_{0}-z_{s}\right\|}-c_{0}\left\|x_{0}-z_{s}\right\| \\
\left\|t p(x)-\left(x+y_{s}-z_{s}\right)\right\| & \leq c_{0}\left\|x_{0}-z_{s}\right\| . \tag{128}
\end{align*}
$$
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The first inequality is apparent, the second is not. We show the second inequality. We know that the distance between $v_{3}$ and $x+y_{s}-z_{s}$ is less than $\left\|y_{s}-z_{s}\right\|$ which is less than $c_{0}\left\|x_{0}-z_{s}\right\|$ (See Figure 4.16.11). The angles $\alpha$ and $\beta$ are given in Figure 4.16.12. We show that there is a constant $c_{0}$ such that $\beta \geq c_{0} \alpha$. We have

$$
\tan \alpha=\frac{\left\|y_{s}-v_{4}\right\|}{\left\|v_{1}-v_{2}\right\|} \quad \tan (\alpha+\beta)=\frac{\left\|v_{4}-v_{5}\right\|}{\left\|v_{1}-v_{2}\right\|}
$$

We have
$\frac{1}{1-\tan \alpha \tan \beta}+\frac{\frac{\tan \beta}{\tan \alpha}}{1-\tan \alpha \tan \beta}=\frac{\tan (\alpha+\beta)}{\tan \alpha}=\frac{\left\|v_{4}-v_{5}\right\|}{\left\|y_{s}-v_{4}\right\|}=1+\frac{\left\|y_{s}-v_{5}\right\|}{\left\|y_{s}-v_{4}\right\|}$ which gives

$$
\frac{\tan \beta}{\tan \alpha}=-\tan \alpha \tan \beta+(1-\tan \alpha \tan \beta) \frac{\left\|y_{s}-v_{5}\right\|}{\left\|y_{s}-v_{4}\right\|}
$$

It is not difficult to show that there is a constant $c$ such that for all $s$ with $0<s \leq s_{0}$

$$
\left\|y_{s}-v_{5}\right\| \geq c\left\|y_{s}-v_{4}\right\|
$$

This gives

$$
\frac{\tan \beta}{\tan \alpha} \geq-\tan \alpha \tan \beta+c(1-\tan \alpha \tan \beta)
$$

For $s_{0}$ sufficiently small $\alpha$ and $\beta$ will be as small as we require. Therefore, the right hand side is positive. Since the angles are small we have $\tan \alpha \sim \alpha$ and $\tan \beta \sim \beta$. From $\beta \geq c_{0} \alpha$ we deduce now that

$$
\left\|t p(x)-\left(x+y_{s}-z_{s}\right)\right\| \leq c_{0}\left\|v_{3}-\left(x+y_{s}-z_{s}\right)\right\| \leq c\left\|y_{s}-z_{s}\right\|
$$

We obtain by (128)

$$
\frac{\left\|t p(x)-\left(x+y_{s}-z_{s}\right)\right\|}{\left\|y_{s}-\operatorname{tp}(x)\right\|} \leq \frac{c\left\|y_{s}-z_{s}\right\|}{\rho \sqrt{\left\|x_{0}-z_{s}\right\|}-c_{0}\left\|x_{0}-z_{s}\right\|}
$$

There is a constant $c$ such that $\left\|y_{s}-z_{s}\right\| \leq c_{0}\left\|x_{0}-z_{s}\right\|$.
(iv) First we show

$$
\begin{aligned}
\mid \mathbb{P}_{\partial \mathcal{E} \cap H_{s}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid\right. & \left.z_{s} \in\left[z_{1}, \ldots, z_{k}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E} \cap H_{s}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s^{\prime}} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon .
\end{aligned}
$$

Here the role of the maps $r p$ and $t p$ used in (ii) and (iii) is played by the map that maps $x \in \partial \mathcal{E}$ onto the element $\left[z_{s}, x+z_{s}-z_{s^{\prime}}\right] \cap \partial \mathcal{E}$. See Figure 4.16.13.
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Then we show

$$
\begin{aligned}
\mid \mathbb{P}_{\partial \mathcal{E} \cap H_{s}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid\right. & \left.z_{s^{\prime}} \in\left[z_{1}, \ldots, z_{k}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E} \cap H_{s^{\prime}}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s^{\prime}} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon .
\end{aligned}
$$

This is easy to do. It is enough to choose $\delta$ small enough so that the probability that a random point $z_{i}$ is chosen from $\partial \mathcal{E} \cap H_{s}^{-} \cap H_{s^{\prime}}^{+}$is very small, e.g. $\delta=\ell^{-2}$ suffices.
(v) We assume that $x_{0}=0, N_{\partial K}\left(x_{0}\right)=e_{n}$, and $\gamma \geq 1$. We consider the transform dil : $\partial \mathcal{E} \rightarrow \partial\left(\frac{1}{\gamma} \mathcal{E}\right)$ defined by $\operatorname{dil}(x)=\frac{1}{\gamma} x$. Then
$\operatorname{dil}\left(\partial \mathcal{E} \cap H_{c \gamma \Delta}^{-}\right)=\partial\left(\frac{1}{\gamma} \mathcal{E}\right) \cap H_{c \Delta}^{-} \quad \operatorname{dil}\left(x_{0}-\gamma \Delta N_{\partial K}\left(x_{0}\right)\right)=x_{0}-\Delta N_{\partial K}\left(x_{0}\right)$
where $H_{\Delta}=H\left(x_{0}-\Delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$. A surface element on $\partial \mathcal{E}$ is mapped onto one of $\partial\left(\frac{1}{\gamma} \mathcal{E}\right)$ whose volume is smaller by the factor $\gamma^{-n+1}$. Therefore we get

$$
\begin{align*}
& \left\lvert\, \mathbb{P}_{\partial\left(\frac{1}{\gamma} \mathcal{E}\right) \cap H_{c \Delta}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{0}-\Delta N_{\partial K}\left(x_{0}\right) \in\left[x_{1}, \ldots, x_{k}\right]\right\}-\right.  \tag{129}\\
& \quad \mathbb{P}_{\partial \mathcal{E} \cap H_{c \gamma \Delta}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{0}-\gamma \Delta N_{\partial K}\left(x_{0}\right) \in\left[x_{1}, \ldots, x_{k}\right]\right\} \mid<\epsilon
\end{align*}
$$

Now we apply the map $p d: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ with

$$
p d(x)=(t x(1), \ldots, t x(n-1), x(n))
$$

We choose $t$ such that the lengths of the principal radii of curvature of $p d\left(\partial\left(\frac{1}{\gamma} \mathcal{E}\right)\right)$ at $x_{0}$ coincide with those of $\partial \mathcal{E}$ at $x_{0}$. Thus $p d\left(\partial\left(\frac{1}{\gamma} \mathcal{E}\right)\right)$ approximates $\partial \mathcal{E}$ well at $x_{0}$ and we can apply Lemma 1.2. See Figure 4.16.14. The relation

$$
x_{0}-\Delta N_{\partial K}\left(x_{0}\right) \in\left[x_{1}, \ldots, x_{k}\right]
$$
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holds if and only if

$$
x_{0}-\Delta N_{\partial K}\left(x_{0}\right) \in\left[p d\left(x_{1}\right), \ldots, p d\left(x_{k}\right)\right] .
$$

Indeed, this follows from

$$
x_{0}-\Delta N_{\partial K}\left(x_{0}\right)=p d\left(x_{0}-\Delta N_{\partial K}\left(x_{0}\right)\right)
$$

and

$$
p d\left(\left[x_{1}, \ldots, x_{k}\right]\right)=\left[p d\left(x_{1}\right), \ldots, p d\left(x_{k}\right)\right] .
$$

Let $x \in \partial\left(\frac{1}{\gamma} \mathcal{E}\right)$ and let $N_{\partial\left(\frac{1}{\gamma} \mathcal{E}\right) \cap H}(x)$ with $H=H\left(x, N_{\partial K}\left(x_{0}\right)\right)=H\left(x_{0}-\right.$ $\left.\Delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$ be the normal in $H$ to $\partial\left(\frac{1}{\gamma} \mathcal{E}\right) \cap H$. Let $\alpha$ be the angle between $N_{\partial\left(\frac{1}{\gamma} \mathcal{E}\right)}(x)$ and $N_{\partial\left(\frac{1}{\gamma} \mathcal{E}\right) \cap H}(x)$.

Then a $n-2$-dimensional surface element in $\partial\left(\frac{1}{\gamma} \mathcal{E}\right) \cap H$ at $x$ is mapped onto one in $\partial p d\left(\frac{1}{\gamma} \mathcal{E}\right) \cap H$ and the volume changes by a factor $t^{n-2}$. A $n-1$ dimensional surface element of $\partial\left(\frac{1}{\gamma} \mathcal{E}\right)$ at $x$ has the volume of a surface element of $\partial\left(\frac{1}{\gamma} \mathcal{E}\right) \cap H$ times $(\cos \alpha)^{-1} d \Delta$. When applying the map $p d$ the tangent $\tan \alpha$ changes by the factor $t$ (see Figure 4.16.15). Thus a $n-1$-dimensional surface element of $\partial\left(\frac{1}{\gamma} \mathcal{E}\right)$ at $x$ is mapped by $p d$ onto one in $\partial p d\left(\frac{1}{\gamma} \mathcal{E}\right)$ and its $n-1$-dimensional volume changes by the factor

$$
t^{n-2} \cos \alpha \sqrt{1+t^{2} \tan ^{2} \alpha}=t^{n-2} \sqrt{\cos ^{2} \alpha+t^{2} \sin ^{2} \alpha}
$$

See Figure 4.16 .15 . If we choose $\Delta_{0}$ sufficiently small then for all $\Delta$ with $0<\Delta \leq \Delta_{0}$ the angle $\alpha$ will be very close to $\frac{\pi}{2}$. Thus, for every $\delta$ there is $\Delta_{0}$ such that for all $x \in \partial\left(\frac{1}{\gamma} \mathcal{E}\right) \cap H^{-}\left(x_{0}-\Delta_{0} N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$
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$$
(1-\delta) t^{n-1} \leq t^{n-2} \sqrt{\cos ^{2} \alpha+t^{2} \sin ^{2} \alpha} \leq(1+\delta) t^{n-1}
$$

Therefore, the image measure of the surface measure on $\partial\left(\frac{1}{\gamma} \mathcal{E}\right)$ under the map $p d$ has a density that deviates only by a small number from a constant function. More precisely, for every $\delta$ there is $\Delta_{0}$ so that the density function differs only by $\delta$ from a constant function. By (i) of this lemma

$$
\begin{aligned}
& \left\lvert\, \mathbb{P}_{\partial\left(\frac{1}{\gamma} \mathcal{E}\right) \cap H_{c \Delta}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{0}-\Delta N_{\partial K}\left(x_{0}\right) \in\left[x_{1}, \ldots, x_{k}\right]\right\}-\right. \\
& \left.\quad \mathbb{P}_{\partial p d\left(\frac{1}{\gamma} \mathcal{E}\right) \cap H_{c \Delta}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{0}-\Delta N_{\partial K}\left(x_{0}\right) \in\left[x_{1}, \ldots, x_{k}\right]\right\} \right\rvert\,<\epsilon .
\end{aligned}
$$

(In fact, we need only the continuity of this density function at $x_{0}$.) $\partial p d\left(\frac{1}{\gamma} \mathcal{E}\right)$ and $\partial \mathcal{E}$ have the same principal curvature radii at $x_{0}$. Therefore, we can apply (ii) of this lemma and get

$$
\begin{aligned}
& \mid \mathbb{P}_{\partial \mathcal{E} \cap H_{c \Delta}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{0}-\Delta N_{\partial K}\left(x_{0}\right) \in\left[x_{1}, \ldots, x_{k}\right]\right\}- \\
& \left.\quad \mathbb{P}_{\partial\left(\frac{1}{\gamma} \mathcal{E}\right) \cap H_{c \Delta}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{0}-\Delta N_{\partial K}\left(x_{0}\right) \in\left[x_{1}, \ldots, x_{k}\right]\right\} \right\rvert\,<\epsilon .
\end{aligned}
$$

By (129)

$$
\begin{aligned}
& \mid \mathbb{P}_{\partial \mathcal{E} \cap H_{c \Delta}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{0}-\Delta N_{\partial K}\left(x_{0}\right) \in\left[x_{1}, \ldots, x_{k}\right]\right\}- \\
& \quad \mathbb{P}_{\partial \mathcal{E} \cap H_{c \gamma \Delta}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{0}-\gamma \Delta N_{\partial K}\left(x_{0}\right) \in\left[x_{1}, \ldots, x_{k}\right]\right\} \mid<\epsilon .
\end{aligned}
$$

(vi) By (i) and (ii) of this lemma

$$
\begin{aligned}
\mid \mathbb{P}_{f, \partial K \cap H^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\right. & \left.x_{s} \in\left[x_{1}, \ldots, x_{k}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E} \cap H^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid x_{s} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon
\end{aligned}
$$

where $H$ satisfies $\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)=c s$ and $H$ is orthogonal to $N_{\partial K}\left(x_{0}\right)$. We choose $\tilde{s}$ so that

$$
\left\{z_{\tilde{s}}\right\}=\left[x_{0}, z_{T}\right] \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right) \quad\left\{z_{\tilde{s}}\right\}=\left[x_{0}, z_{T}\right] \cap \partial \mathcal{E}_{\tilde{s}}
$$

We have $(1-\epsilon) \tilde{s} \leq \frac{s}{f\left(x_{0}\right) \operatorname{Vol}_{n-1}(\partial \mathcal{E})} \leq(1+\epsilon) \tilde{s}$. We verify this. For sufficiently small $s_{0}$ we have for all $s$ with $0<s \leq s_{0}$ and $H_{s}=H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)$

$$
(1-\epsilon) s \leq \int_{\partial K \cap H_{s}} f(x) \mathrm{d} \mu_{\partial K} \leq(1+\epsilon) s
$$

( $H$ and $H_{s}$ are generally different.) By the continuity of $f$ at $x_{0}$ we get for a new $s_{0}$ and all $s$ with $0<s \leq s_{0}$

$$
(1-\epsilon) s \leq f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap H_{s}^{-}\right) \leq(1+\epsilon) s
$$

Since

$$
\tilde{s}=\frac{\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap H_{s}^{-}\right)}{\operatorname{vol}_{n-1}(\partial \mathcal{E})}
$$

we get the estimates on $\tilde{s}$.
By (iii) of this lemma

$$
\begin{aligned}
\mid \mathbb{P}_{f, \partial K \cap H^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\right. & \left.x_{s} \in\left[x_{1}, \ldots, x_{k}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E} \cap H^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{\tilde{s}} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon .
\end{aligned}
$$

A perturbation argument allows us to assume that $\tilde{s}=\frac{s}{f\left(x_{0}\right) \operatorname{Vol}_{n-1}(\partial \mathcal{E})}$. By (iv) we get for $H$ with $\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)=c s$

$$
\begin{aligned}
\mid \mathbb{P}_{f, \partial K \cap H^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\right. & \left.x_{s} \in\left[x_{1}, \ldots, x_{k}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E} \cap H^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{\tilde{s}} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon
\end{aligned}
$$

Let $L$ and $\tilde{L}$ be hyperplanes orthogonal to $N_{\partial K}\left(x_{0}\right)$ with $\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap L^{-}\right)=$ $c s$ and $\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap \tilde{L}^{-}\right)=c s f\left(x_{0}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})$. By (v) of this lemma

$$
\begin{aligned}
& \mid \mathbb{P}_{\partial \mathcal{E} \cap \tilde{L}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \\
&-\mathbb{P}_{\partial \mathcal{E} \cap L^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{\tilde{s}} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon .
\end{aligned}
$$

In order to verify this it is enough to check that the quotient of the height of the cap $\partial \mathcal{E} \cap L^{-}$and the distance of $z_{\tilde{s}}$ to $x_{0}$ equals up to a small error
$\left(c f\left(x_{0}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{\frac{2}{n-1}}$. Indeed, by Lemma 1.3 the height of the cap $\partial \mathcal{E} \cap \tilde{L}^{-}$ resp. the distance of $z_{s}$ to $x_{0}$ equal up to a small error

$$
\frac{1}{2}\left(\frac{\operatorname{csf}\left(x_{0}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E}) \sqrt{\kappa}}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \quad \text { resp. } \quad \frac{1}{2}\left(\frac{s \sqrt{\kappa}}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}}
$$

For the height of the cap $\partial \mathcal{E} \cap L^{-}$and the distance of $z_{\tilde{s}}$ to $x_{0}$

$$
\frac{1}{2}\left(\frac{c s \sqrt{\kappa}}{\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \quad \text { resp. } \quad \frac{1}{2}\left(\frac{s \sqrt{\kappa}}{f\left(x_{0}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E}) \operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}}
$$

Therefore the quotients are the same.
Since $\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)=c s$ and $\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap L^{-}\right)=c s$ and $\mathcal{E}$ is the standard approximating ellipsoid of $K$ at $x_{0}$ we have

$$
(1-\epsilon) c s \leq \operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap H^{-}\right) \leq(1+\epsilon) c s
$$

and

$$
\begin{aligned}
& \mid \mathbb{P}_{\partial \mathcal{E} \cap H^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{\tilde{s}} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \\
&-\mathbb{P}_{\partial \mathcal{E} \cap L^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{\tilde{s}} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\mid \mathbb{P}_{f, \partial K \cap H^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\right. & \left.x_{s} \in\left[x_{1}, \ldots, x_{k}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E} \cap \tilde{L}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon
\end{aligned}
$$

with $\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)=c s$ and $\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap \tilde{L}^{-}\right)=c s f\left(x_{0}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})$. Introducing the constant $c^{\prime}=c f\left(x_{0}\right)$

$$
\operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right)=\frac{c^{\prime} s}{f\left(x_{0}\right)} \quad \frac{\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap \tilde{L}^{-}\right)}{\operatorname{vol}_{n-1}(\partial \mathcal{E})}=c^{\prime} s
$$

Since

$$
(1-\epsilon) \mathbb{P}_{f}\left(\partial K \cap H^{-}\right) \leq f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(\partial K \cap H^{-}\right) \leq(1+\epsilon) \mathbb{P}_{f}\left(\partial K \cap H^{-}\right)
$$

we get the result.

Lemma 4.17. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Suppose that the indicatrix of Dupin exists at $x_{0}$ and is an ellipsoid (and not a cylinder with a base that is an ellipsoid). Let $\mathcal{E}$ be the standard approximating ellipsoid at $x_{0}$. Let $f: \partial K \rightarrow \mathbb{R}$ be a continuous, positive function with $\int_{\partial K} f \mathrm{~d} \mu=1$. Let $K_{s}$ be the surface body with respect to the density $f$ and $\mathcal{E}_{s}$ the surface body
with respect to the measure with the constant density $\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}$ on $\partial \mathcal{E}$. Let $x_{s}$ and $z_{s}$ be defined by

$$
\left\{x_{s}\right\}=\left[x_{T}, x_{0}\right] \cap \partial K_{s} \quad \text { and } \quad\left\{z_{s}\right\}=\left[z_{T}, x_{0}\right] \cap \partial \mathcal{E}_{s}
$$

Then for all $\epsilon>0$ there is $s_{\epsilon}$ such for all $s \in\left[0, s_{\epsilon}\right]$ and for all $N \in \mathbb{N}$

$$
\begin{aligned}
\mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right. & \left.x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{N}\right]\right\} \mid<\epsilon
\end{aligned}
$$

Moreover, for all $\epsilon>0$ there is a $\delta>0$ such that we have for all $s$ and $s^{\prime}$ with $0<s, s^{\prime} \leq s_{\epsilon}$ and $(1-\delta) s \leq s^{\prime} \leq(1+\delta) s$

$$
\begin{aligned}
\mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right. & \left.x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s^{\prime}} \notin\left[z_{1}, \ldots, z_{N}\right]\right\} \mid<\epsilon
\end{aligned}
$$

Proof. For all $\alpha \geq 1$, for all $s$ with $0<s \leq T$ and all $N \in \mathbb{N}$ with

$$
N \leq \frac{1}{\alpha s}
$$

we have

$$
\begin{aligned}
1 & \geq \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \\
& \geq \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{1}, \ldots, x_{N} \in\left(H^{-}\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right) \cap \partial K\right)^{\circ}\right\} \\
& \geq(1-s)^{N} \geq\left(1-\frac{1}{\alpha N}\right)^{N} \geq 1-\frac{1}{\alpha}
\end{aligned}
$$

and

$$
\begin{aligned}
1 & \geq \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{N}\right]\right\} \\
& \geq \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{1}, \ldots, z_{N} \in\left(H^{-}\left(z_{s}, N_{\partial \mathcal{E}_{s}}\left(z_{s}\right)\right) \cap \partial \mathcal{E}\right)^{\circ}\right\} \\
& \geq(1-s)^{N} \geq 1-s N \geq 1-\frac{1}{\alpha} .
\end{aligned}
$$

Therefore, if we choose $\alpha \geq \frac{1}{\epsilon}$ we get for all $N$ with $N<\frac{1}{\alpha s}$

$$
\begin{aligned}
\mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots,\right.\right. & \left.\left.x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \\
& -\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{N}\right]\right\} \mid \leq \epsilon .
\end{aligned}
$$

By Lemma 4.8 for a given $x_{0}$ there are constants $a, b$ with $0 \leq a, b<1$, and $s_{\epsilon}$ such that we have for all $s$ with $0<s \leq s_{\epsilon}$

$$
\begin{aligned}
\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots,\right.\right. & \left.\left.x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \\
& \leq 2^{n}(a-a s+s)^{N}+2^{n}(1-s+b s)^{N} \\
& \leq 2^{n} \exp \left(N\left(\ln a+s\left(\frac{1}{a}-1\right)\right)\right)+2^{n} \exp (-N s(1-b))
\end{aligned}
$$

We choose $s_{\epsilon}$ so small that $|\ln a| \geq 2 s_{\epsilon}\left(\frac{1}{a}-1\right)$. Thus

$$
\begin{aligned}
\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots,\right.\right. & \left.\left.x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \\
& \leq 2^{n} \exp \left(-\frac{1}{2} s N|\ln a|\right)+2^{n} \exp (-N s(1-b))
\end{aligned}
$$

Now we choose $\beta$ so big that

$$
2^{n} e^{-\beta(1-b)}<\frac{1}{2} \epsilon \quad \text { and } \quad 2^{n} e^{-\frac{1}{2} \beta|\ln a|}<\frac{1}{2} \epsilon
$$

Thus, for sufficiently small $s_{\epsilon}$ and all $N$ with $N \geq \frac{\beta}{s}$ we get

$$
\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \leq \epsilon
$$

and

$$
\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{N}\right]\right\} \leq \epsilon
$$

Please note that $\beta$ depends only on $a, b, n$ and $\epsilon$. This leaves us with the case $\frac{1}{\alpha s} \leq N \leq \frac{\beta}{s}$.

We put $\gamma=\alpha \operatorname{vol}_{n-1}(\partial K)$. By Lemma 4.15 for all $c$ with $c \geq c_{0}$ and $\gamma$ there is $s_{c, \gamma}$ such that for all $s$ with $0<s \leq s_{c, \gamma}$ and for all $N \in \mathbb{N}$ with

$$
N \geq \frac{1}{\gamma s} \operatorname{vol}_{n-1}(\partial K)=\frac{1}{\alpha s}
$$

that

$$
\begin{aligned}
& \mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}- \\
& \quad \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right]\right\} \mid \\
& \quad \leq 2^{n-1} \exp \left(-\frac{c_{1}}{\gamma} \sqrt{c}\right)=2^{n-1} \exp \left(-\frac{c_{1} \sqrt{c}}{\alpha \operatorname{vol}_{n-1}(\partial K)}\right)
\end{aligned}
$$

where $H=H\left(x_{0}-c \Delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right)$ and $\Delta=\Delta(s)$ as in Lemma 4.15. We choose $c$ so big that

$$
2^{n-1} \exp \left(-\frac{c_{1}}{\gamma} \sqrt{c}\right)<\epsilon
$$

Thus for all $\epsilon$ there are $c$ and $s_{\epsilon}$ such that for all $s$ with $0<s \leq s_{\epsilon}$

$$
\begin{aligned}
\mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right. & \left.x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}- \\
& \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right]\right\} \mid \leq \epsilon
\end{aligned}
$$

and in the same way that

$$
\begin{aligned}
\mid \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right. & \left.z_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid z_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H^{-}\right]\right\} \mid \leq \epsilon .
\end{aligned}
$$

By Lemma 1.3 there are constants $c_{1}$ and $c_{2}$ such that

$$
c_{1} \Delta^{\frac{n-1}{2}} \leq \operatorname{vol}_{n-1}\left(H^{-}\left(x_{0}-c \Delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) \cap \partial \mathcal{E}\right) \leq c_{2} \Delta^{\frac{n-1}{2}}
$$

where $\Delta$ is the height of the cap. Now we adjust the cap that will allow us to apply Lemma 4.16. There is $d>0$ such that for all $s$ with $0<s \leq s_{\epsilon}$ there are hyperplanes $H_{d s}$ and $\tilde{H}_{d s}$ that are orthogonal to $N_{\partial K}\left(x_{0}\right)$ and that satisfy

$$
\mathbb{P}_{f}\left(\partial K \cap H_{d s}^{-}\right)=d s \quad \frac{\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap \tilde{H}_{d s}^{-}\right)}{\operatorname{vol}_{n-1}(\partial \mathcal{E})}=d s
$$

and

$$
\begin{aligned}
\partial K \cap H^{-}\left(x_{0}-c \Delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) & \subseteq \partial K \cap H_{d s}^{-} \\
\partial \mathcal{E} \cap H^{-}\left(x_{0}-c \Delta N_{\partial K}\left(x_{0}\right), N_{\partial K}\left(x_{0}\right)\right) & \subseteq \partial \mathcal{E} \cap \tilde{H}_{d s}^{-} .
\end{aligned}
$$

Thus we have for all $s$ with $0<s \leq s_{\epsilon}$

$$
\begin{align*}
\mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right. & \left.x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}-  \tag{130}\\
& \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H_{d s}^{-}\right]\right\} \mid \leq \epsilon
\end{align*}
$$

and

$$
\begin{align*}
\mid \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right. & \left.z_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}-  \tag{131}\\
& \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid z_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap \tilde{H}_{d s}^{-}\right]\right\} \mid \leq \epsilon .
\end{align*}
$$

We choose $\ell$ so big that

$$
\sum_{k=\ell}^{\infty} \frac{(d \beta)^{k}}{k!}<\epsilon
$$

By Lemma 4.16.(vi) we can choose $s_{\epsilon}$ so small that we have for all $k$ with $1 \leq k \leq \ell$

$$
\begin{align*}
\mid \mathbb{P}_{f, \partial K \cap H_{d s}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid\right. & \left.x_{s} \in\left[x_{1}, \ldots, x_{k}\right]\right\}-  \tag{132}\\
& \mathbb{P}_{\partial \mathcal{E} \cap \tilde{H}_{d s}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s} \in\left[z_{1}, \ldots, z_{k}\right]\right\} \mid<\epsilon
\end{align*}
$$

We have

$$
\begin{align*}
& \mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right.  \tag{133}\\
& \left.\quad x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \\
& \quad-\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{N}\right]\right\} \mid \\
& \leq \mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \\
& \quad-\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H_{d s}^{-}\right]\right\} \mid \\
& +\mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H_{d s}^{-}\right]\right\} \\
& \quad-\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[\left\{z_{1}, \ldots, z_{N}\right\} \cap \tilde{H}_{d s}^{-}\right]\right\} \mid \\
& +\mid \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{N}\right]\right\} \\
& \quad-\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[\left\{z_{1}, \ldots, z_{N}\right\} \cap \tilde{H}_{d s}^{-}\right]\right\} \mid .
\end{align*}
$$

By (130) and (131) the first and third summand are smaller than $\epsilon$. It remains to estimate the second summand. We do this now. We have

$$
\begin{aligned}
& \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H_{d s}^{-}\right]\right\} \\
& =\sum_{k=0}^{N}\binom{N}{k} \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{k}\right], x_{1}, \ldots, x_{k} \in H_{d s}^{-},\right. \\
& \left.x_{k+1}, \ldots, x_{N} \in H_{d s}^{+}\right\} \\
& \\
& =\sum_{k=0}^{N}\binom{N}{k}(1-d s)^{N-k}(d s)^{k} \mathbb{P}_{f, \partial K \cap H_{d s}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{k}\right]\right\} .
\end{aligned}
$$

Moreover, since $N \leq \frac{\beta}{s}$ we have

$$
\begin{gathered}
\sum_{k=\ell}^{N}\binom{N}{k}(1-d s)^{N-k}(d s)^{k} \mathbb{P}_{f, \partial K \cap H_{d s}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{k}\right]\right\} \\
\leq \sum_{k=\ell}^{N}\binom{N}{k}\left(\frac{d \beta}{N}\right)^{k} \leq \sum_{k=\ell}^{N} \frac{(d \beta)^{k}}{k!}<\epsilon
\end{gathered}
$$

Thus we have

$$
\begin{aligned}
& \mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H_{d s}^{-}\right]\right\}- \\
& \left.\sum_{k=0}^{\ell-1}\binom{N}{k}(1-d s)^{N-k}(d s)^{k} \mathbb{P}_{f, \partial K \cap H_{d s}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{k}\right]\right\} \right\rvert\,<\epsilon
\end{aligned}
$$

In the same way we get

$$
\begin{aligned}
& \mid \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[\left\{z_{1}, \ldots, z_{N}\right\} \cap \tilde{H}_{d s}^{-}\right]\right\} \\
& \left.-\sum_{k=0}^{\ell-1}\binom{N}{k}(1-d s)^{N-k}(d s)^{k} \mathbb{P}_{\partial \mathcal{E} \cap \tilde{H}_{d s}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{k}\right]\right\} \right\rvert\,<\epsilon .
\end{aligned}
$$

From these two inequalities we get

$$
\begin{aligned}
& \mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[\left\{x_{1}, \ldots, x_{N}\right\} \cap H_{d s}^{-}\right]\right\} \\
& \quad-\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[\left\{z_{1}, \ldots, z_{N}\right\} \cap \tilde{H}_{d s}^{-}\right]\right\} \mid \\
& \leq 2 \epsilon+ \\
& \left\lvert\, \sum_{k=0}^{\ell-1}\binom{N}{k}(1-d s)^{N-k}(d s)^{k} \mathbb{P}_{f, \partial K \cap H_{d s}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{k}\right]\right\}\right.
\end{aligned}
$$

$$
\left.-\sum_{k=0}^{\ell-1}\binom{N}{k}(1-d s)^{N-k}(d s)^{k} \mathbb{P}_{\partial \mathcal{E} \cap \tilde{H}_{d s}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{k}\right]\right\} \right\rvert\,
$$

$$
=2 \epsilon+
$$

$$
\begin{aligned}
\left\lvert\, \sum_{k=0}^{\ell-1}\binom{N}{k}(1-d s)^{N-k}(d s)^{k}[ \right. & {\left[\mathbb{P}_{f, \partial K \cap H_{d s}^{-}}^{k}\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{k}\right]\right\}\right.} \\
& \left.-\mathbb{P}_{\partial \mathcal{E} \cap \tilde{H}_{d s}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{k}\right]\right\}\right] \mid
\end{aligned}
$$

By (132) the last expression is less than

$$
2 \epsilon+\epsilon \sum_{k=0}^{\ell-1}\binom{N}{k}(1-d s)^{N-k}(d s)^{k} \leq 3 \epsilon
$$

Together with (133) this gives the first inequality of the lemma.
We show now that for all $\epsilon>0$ there is a $\delta>0$ such that we have for all $s$ and $s^{\prime}$ with $0<s, s^{\prime} \leq s_{\epsilon}$ and $(1-\delta) s \leq s^{\prime} \leq(1+\delta) s$

$$
\begin{aligned}
\mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right. & \left.x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s^{\prime}} \notin\left[z_{1}, \ldots, z_{N}\right]\right\} \mid<\epsilon
\end{aligned}
$$

Using the first inequality we see that it is enough to show that for all $\epsilon>0$ there is a $\delta>0$ such that we have for all $s$ and $s^{\prime}$ with $0<s, s^{\prime} \leq s_{\epsilon}$ and $(1-\delta) s \leq s^{\prime} \leq(1+\delta) s$

$$
\begin{aligned}
\mid \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid\right. & \left.z_{s} \notin\left[z_{1}, \ldots, z_{N}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s^{\prime}} \notin\left[z_{1}, \ldots, z_{N}\right]\right\} \mid<\epsilon
\end{aligned}
$$

As in the proof of the first inequality we show that we just have to consider the case $\frac{1}{\alpha s} \leq N \leq \frac{\beta}{s}$. We choose $\delta=\frac{\epsilon}{\ell}$. Thus $\delta$ depends on $\ell$, but $\ell$ depends only on $\beta$ and $c$. In particular, $\ell$ does not depend on $N$. As above, we write

$$
\begin{aligned}
& \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[\left\{z_{1}, \ldots, z_{N}\right\} \cap \tilde{H}_{d s}^{-}\right]\right\} \\
& \quad=\sum_{k=0}^{N}\binom{N}{k}(1-d s)^{N-k}(d s)^{k} \mathbb{P}_{\partial \mathcal{E} \cap \tilde{H}_{d s}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{k}\right]\right\} .
\end{aligned}
$$

We get as above

$$
\begin{aligned}
& \mid \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[\left\{z_{1}, \ldots, z_{N}\right\} \cap \tilde{H}_{d s}^{-}\right]\right\} \\
& \quad-\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s^{\prime}} \notin\left[\left\{z_{1}, \ldots, z_{N}\right\} \cap \tilde{H}_{d s^{\prime}}^{-}\right]\right\} \mid \\
& \leq \left\lvert\, \sum_{k=0}^{\ell}\binom{N}{k}(1-d s)^{N-k}(d s)^{k} \mathbb{P}_{\partial \mathcal{E} \cap \tilde{H}_{d s}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{k}\right]\right\}\right. \\
& \\
& \left.\quad-\sum_{k=0}^{\ell}\binom{N}{k}\left(1-d s^{\prime}\right)^{N-k}\left(d s^{\prime}\right)^{k} \mathbb{P}_{\partial \mathcal{E} \cap \tilde{H}_{d s^{\prime}}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s^{\prime}} \notin\left[z_{1}, \ldots, z_{k}\right]\right\} \right\rvert\, .
\end{aligned}
$$

This expression is not greater than

$$
\begin{aligned}
& \sum_{k=0}^{\ell}\binom{N}{k}\left[(1-d s)^{N-k}(d s)^{k}-\left(1-d s^{\prime}\right)^{N-k}\left(d s^{\prime}\right)^{k}\right] \\
& \mathbb{P}_{\partial \mathcal{E} \cap \tilde{H}_{d s}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{k}\right]\right\} \\
& \left.+\sum_{k=0}^{\ell}\binom{N}{k}\left(1-d s^{\prime}\right)^{N-k}\left(d s^{\prime}\right)^{k} \right\rvert\, \mathbb{P}_{\partial \mathcal{E} \cap \tilde{H}_{d s^{\prime}}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s^{\prime}} \notin\left[z_{1}, \ldots, z_{k}\right]\right\} \\
& \\
& \quad-\mathbb{P}_{\partial \mathcal{E} \cap \tilde{H}_{d s}^{-}}^{k}\left\{\left(z_{1}, \ldots, z_{k}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{k}\right]\right\} \mid
\end{aligned}
$$

By Lemma 4.16.(iv) the second summand is smaller than

$$
\epsilon \sum_{k=0}^{\ell}\binom{N}{k}\left(1-d s^{\prime}\right)^{N-k}\left(d s^{\prime}\right)^{k} \leq \epsilon
$$

The first summand can be estimated by (we may assume that $s>s^{\prime}$ )

$$
\begin{aligned}
& \sum_{k=0}^{\ell}\binom{N}{k}\left[(1-d s)^{N-k}(d s)^{k}-\left(1-d s^{\prime}\right)^{N-k}\left(d s^{\prime}\right)^{k}\right] \\
& =\sum_{k=0}^{\ell}\binom{N}{k}(1-d s)^{N-k}(d s)^{k}\left[1-\left(\frac{1-d s^{\prime}}{1-d s}\right)^{N-k}\left(\frac{s^{\prime}}{s}\right)^{k}\right]
\end{aligned}
$$

Since $s>s^{\prime}$ we have $1-d s^{\prime} \geq 1-d s$ and the above expression is smaller than

$$
\begin{aligned}
& \sum_{k=0}^{\ell}\binom{N}{k}(1-d s)^{N-k}(d s)^{k}\left[1-(1-\delta)^{k}\right] \\
& \leq \sum_{k=0}^{\ell}\binom{N}{k}(1-d s)^{N-k}(d s)^{k} k \delta \leq \ell \delta
\end{aligned}
$$

### 4.2 Probabilistic Estimates for Ellipsoids

Lemma 4.18. Let $x_{0} \in \partial B_{2}^{n}$ and let $\left(B_{2}^{n}\right)_{s}$ be the surface body with respect to the measure $\mathbb{P}_{f}$ with constant density $f=\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}$. We have

$$
\begin{aligned}
\lim _{N \rightarrow \infty} & N^{\frac{2}{n-1}} \int_{0}^{\frac{1}{2}} \frac{\mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(B_{2}^{n} \cap H_{s}\right)} \frac{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}}{\left(1-<N_{\partial\left(B_{2}^{n}\right)_{s}}\left(x_{s}\right), N_{\partial B_{2}^{n}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(B_{2}^{n} \cap H_{s}\right)}(y)} \mathrm{d} s \\
& =(n-1)^{\frac{n+1}{n-1}}\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!}
\end{aligned}
$$

where $H_{s}=H\left(x_{s}, N_{\partial\left(B_{2}^{n}\right)_{s}}\left(x_{s}\right)\right)$ and $\left\{x_{s}\right\}=\left[0, x_{0}\right] \cap \partial\left(B_{2}^{n}\right)_{s}$. (Let us note that $N_{\partial\left(B_{2}^{n}\right)_{s}}\left(x_{s}\right)=x_{0}$ and $N_{\partial B_{2}^{n}}(y)=y$.)

Proof. Clearly, for all $s$ with $0 \leq s<\frac{1}{2}$ the surface body $\left(B_{2}^{n}\right)_{s}$ is homothetic to $B_{2}^{n}$. We have

$$
\operatorname{vol}_{n}\left(B_{2}^{n}\right)-\mathbb{E}\left(\partial B_{2}^{n}, N\right)=\int_{B_{2}^{n}} \mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \mathrm{d} x
$$

We pass to polar coordinates

$$
\begin{aligned}
\operatorname{vol}_{n}\left(B_{2}^{n}\right)- & \mathbb{E}\left(\partial B_{2}^{n}, N\right) \\
& =\int_{0}^{1} \int_{\partial B_{2}^{n}} \mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid r \xi \notin\left[x_{1}, \ldots, x_{N}\right]\right\} r^{n-1} \mathrm{~d} \xi \mathrm{~d} r
\end{aligned}
$$

where $\mathrm{d} \xi$ is the surface measure on $\partial B_{2}^{n}$. Since $B_{2}^{n}$ is rotationally invariant

$$
\mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid r \xi \notin\left[x_{1}, \ldots, x_{N}\right]\right\}
$$

is independent of $\xi$. We get that the last expression equals

$$
\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right) \int_{0}^{1} \mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid r \xi \notin\left[x_{1}, \ldots, x_{N}\right]\right\} r^{n-1} \mathrm{~d} r
$$

for all $\xi \in \partial B_{2}^{n}$. Now we perform a change of variable. We define the function $s:[0,1] \rightarrow\left[0, \frac{1}{2}\right]$ by

$$
s(r)=\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n} \cap H^{-}(r \xi, \xi)\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}
$$

The function is continuous, strictly decreasing, and invertible. We have by Lemma 2.11.(iii)

$$
\frac{\mathrm{d} s}{\mathrm{~d} r}=-\int_{\partial\left(B_{2}^{n} \cap H_{s}\right)} \frac{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}}{\left(1-<N_{\partial\left(B_{2}^{n}\right)_{s}}\left(x_{s}\right), N_{\partial B_{2}^{n}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(B_{2}^{n} \cap H_{s}\right)}(y)
$$

We have $r(s) \xi=x_{s}$. Thus we get

$$
\begin{aligned}
& \frac{\operatorname{vol}_{n}\left(B_{2}^{n}\right)-\mathbb{E}\left(\partial B_{2}^{n}, N\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)} \\
& \quad=\int_{0}^{\frac{1}{2}} \frac{\mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}(r(s))^{n-1} \mathrm{~d} s}{\int_{\partial\left(B_{2}^{n} \cap H_{s}\right)} \frac{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}}{\left(1-<N_{\partial\left(B_{2}^{n}\right)_{s}}\left(x_{s}\right), N_{\left.\partial B_{2}^{n}(y)>^{2}\right)^{\frac{1}{2}}}\right.} \mathrm{d} \mu_{\partial\left(B_{2}^{n} \cap H_{s}\right)}(y)} .
\end{aligned}
$$

Now we apply Proposition 3.1 and obtain

$$
\begin{aligned}
\lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{0}^{\frac{1}{2}} \frac{\mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}(r(s))^{n-1} \mathrm{~d} s}{\int_{\partial\left(B_{2}^{n} \cap H_{s}\right)} \frac{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}}{\left(1-<N_{\left.\partial\left(B_{2}^{n}\right)_{s}\left(x_{s}\right), N_{\partial B_{2}^{n}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(B_{2}^{n} \cap H_{s}\right)}(y)\right.}} \\
=(n-1)^{\frac{n+1}{n-1}}\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right.}{2(n+1)!}
\end{aligned}
$$

By Lemma 4.13 it follows that we have for all $s_{0}$ with $0<s_{0} \leq \frac{1}{2}$

$$
\begin{gathered}
\lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{0}^{s_{0}} \frac{\mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}(r(s))^{n-1} \mathrm{~d} s}{\int_{\partial\left(B_{2}^{n} \cap H_{s}\right)} \frac{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}}{\left(1-<N_{\left.\partial\left(B_{2}^{n}\right)_{s}\left(x_{s}\right), N_{\partial B_{2}^{n}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(B_{2}^{n} \cap H_{s}\right)}(y)\right.}} \begin{array}{c}
=(n-1)^{\frac{n+1}{n-1}}\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \Gamma \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!} .
\end{array} . \\
=\frac{2}{} .
\end{gathered}
$$

By this and since $r(s)$ is a continuous function with $\lim _{s \rightarrow 0} r(s)=1$ we get

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{0}^{\frac{1}{2}} \frac{\mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \mathrm{d} s}{\int_{\partial\left(B_{2}^{n} \cap H_{s}\right)} \frac{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}}{\left(1-<N_{\partial\left(B_{2}^{n}\right) s}\left(x_{s}\right), N_{\partial B_{2}^{n}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(B_{2}^{n} \cap H_{s}\right)}(y)} \\
&=(n-1)^{\frac{n+1}{n-1}}\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!} .
\end{aligned}
$$

Lemma 4.19. Let $K$ be a convex body in $\mathbb{R}^{n}$ and $x_{0} \in \partial K$. Suppose that the indicatrix of Dupin exists at $x_{0}$ and is an ellipsoid (and not a cylinder with a base that is an ellipsoid). Let $f, g: \partial K \rightarrow \mathbb{R}$ be continuous, strictly positive functions with

$$
\int_{\partial K} f \mathrm{~d} \mu=\int_{\partial K} g \mathrm{~d} \mu=1 .
$$

Let

$$
\mathbb{P}_{f}=f \mathrm{~d} \mu_{\partial K} \quad \text { and } \quad \mathbb{P}_{g}=g \mathrm{~d} \mu_{\partial K}
$$

Then for all $\epsilon>0$ there is $s_{\epsilon}$ such that we have for all $0<s<s_{\epsilon}$, all $x_{s}$ with $\left\{x_{s}\right\}=\left[0, x_{0}\right] \cap \partial K_{f, s}$, all $\left\{y_{s}\right\}=\left[0, x_{0}\right] \cap \partial K_{g, s}$, and all $N \in \mathbb{N}$
$\left|\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}-\mathbb{P}_{g}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid y_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}\right|<\epsilon$.

## Proof. By Lemma 4.17

$$
\begin{aligned}
\mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right. & \left.x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{N}\right]\right\} \mid<\epsilon
\end{aligned}
$$

and

$$
\begin{aligned}
\mid \mathbb{P}_{g}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right. & \left.y_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid z_{s} \notin\left[z_{1}, \ldots, z_{N}\right]\right\} \mid<\epsilon
\end{aligned}
$$

The result follows by triangle-inequality.

Lemma 4.20. Let $a_{1}, \ldots, a_{n}>0$ and let $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be defined by $A x=$ $\left(a_{i} x(i)\right)_{i=1}^{n}$. Let $\mathcal{E}=A\left(B_{2}^{n}\right)$, i.e.

$$
\mathcal{E}=\left\{\left.x\left|\sum_{i=1}^{n}\right| \frac{x(i)}{a_{i}}\right|^{2} \leq 1\right\}
$$

Let $f: \partial \mathcal{E} \rightarrow \mathbb{R}$ be given by

$$
f(x)=\left(\left(\prod_{i=1}^{n} a_{i}\right) \sqrt{\sum_{i=1}^{n} \frac{x(i)^{2}}{a_{i}^{4}}} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}
$$

Then we have $\int_{\partial \mathcal{E}} f \mathrm{~d} \mu_{\partial \mathcal{E}}=1$ and for all $x \in B_{2}^{n}$
$\mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x \notin\left[x_{1}, \ldots, x_{N}\right]\right\}=\mathbb{P}_{f}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid A(x) \notin\left[z_{1}, \ldots, z_{N}\right]\right\}$.

Proof. We have that

$$
x \notin\left[x_{1}, \ldots, x_{N}\right] \quad \text { if and only if } \quad A x \notin\left[A x_{1}, \ldots, A x_{N}\right] .
$$

For all subsets $M$ of $\partial \mathcal{E}$ such that $A^{-1}(M)$ is measurable we put

$$
\nu(M)=\mathbb{P}_{\partial B_{2}^{n}}\left(A^{-1}(M)\right)
$$

and get

$$
\mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x \notin\left[x_{1}, \ldots, x_{N}\right]\right\}=\nu^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid A x \notin\left[z_{1}, \ldots, z_{N}\right]\right\}
$$

We want to apply the Theorem of Radon-Nikodym. $\nu$ is absolutely continuous with respect to the surface measure $\mu_{\partial \mathcal{E}}$. We check this.

$$
\nu(M)=\mathbb{P}_{\partial B_{2}^{n}}\left(A^{-1}(M)\right)=\frac{h_{n-1}\left(A^{-1}(M)\right)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}
$$

where $h_{n-1}$ is the $n-1$-dimensional Hausdorff-measure. By elementary properties of the Hausdorff-measure ([EvG], p. 75) we get

$$
\nu(M) \leq(\operatorname{Lip}(A))^{n-1} \frac{h_{n-1}(M)}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}=(\operatorname{Lip}(A))^{n-1} \frac{1}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)} \mu_{\partial \mathcal{E}}(M)
$$

where $\operatorname{Lip}(A)$ is the Lipschitz-constant of $A$. Thus $\nu(M)=0$ whenever $\mu_{\partial \mathcal{E}}(M)=0$.

Therefore, by the Theorem of Radon-Nikodym there is a density $f$ such that $\mathrm{d} \nu=f \mathrm{~d} \mu_{\partial \mathcal{E}}$. The density is given by

$$
f(x)=\left(\left(\prod_{i=1}^{n} a_{i}\right) \sqrt{\sum_{i=1}^{n} \frac{x(i)^{2}}{a_{i}^{4}}} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}
$$

We show this. We may assume that $x(n) \geq \frac{a_{n}}{\sqrt{n}}$ (there is at least one coordinate $x(i)$ with $\left.|x(i)| \geq \frac{a_{i}}{\sqrt{n}}\right)$. Let $U$ be a small neighborhood of $x$ in $\partial \mathcal{E}$. We may assume that for all $y \in U$ we have $y(n) \geq \frac{a_{n}}{2 \sqrt{n}}$. Thus the orthogonal projection $p_{e_{n}}$ onto the subspace orthogonal to $e_{n}$ is injective on $U$. Since $x \in \partial \mathcal{E}$ we have $\left(\frac{x(i)}{a_{i}}\right)_{i=1}^{n} \in \partial B_{2}^{n}$ and $N_{\partial B_{2}^{n}}\left(A^{-1}(x)\right)=\left(\frac{x(i)}{a_{i}}\right)_{i=1}^{n}$. Then we have up to a small error

$$
\begin{aligned}
\nu(U) & =\mathbb{P}_{\partial B_{2}^{n}}\left(A^{-1}(U)\right) \\
& \sim \frac{\operatorname{vol}_{n-1}\left(p_{e_{n}}\left(A^{-1}(U)\right)\right)}{<e_{n}, N_{\partial B_{2}^{n}}\left(A^{-1}(x)\right)>\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}=\frac{a_{n} \operatorname{vol}_{n-1}\left(p_{e_{n}}\left(A^{-1}(U)\right)\right)}{x(n) \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)} .
\end{aligned}
$$

Moreover, since

$$
N_{\partial \mathcal{E}}(x)=\left(\sum_{i=1}^{n} \frac{x(i)^{2}}{a_{i}^{4}}\right)^{-\frac{1}{2}}\left(\frac{x(i)}{a_{i}^{2}}\right)_{i=1}^{n}
$$

we have

$$
\mu_{\partial \mathcal{E}}(U) \sim \frac{\operatorname{vol}_{n-1}\left(p_{e_{n}}(U)\right)}{<e_{n}, N_{\partial \mathcal{E}}(x)>}=a_{n}^{2} \sqrt{\sum_{i=1}^{n} \frac{x(i)^{2}}{a_{i}^{4}}}\left(\frac{\operatorname{vol}_{n-1}\left(p_{e_{n}}(U)\right)}{x(n)}\right)
$$

We also have that

$$
\operatorname{vol}_{n-1}\left(p_{e_{n}}(U)\right)=\left(\prod_{i=1}^{n-1} a_{i}\right) \operatorname{vol}_{n-1}\left(p_{e_{n}}\left(A^{-1}(U)\right)\right)
$$

Therefore we get

$$
\begin{aligned}
\mu_{\partial \mathcal{E}}(U) & \sim a_{n}\left(\prod_{i=1}^{n} a_{i}\right) \sqrt{\sum_{i=1}^{n} \frac{x(i)^{2}}{a_{i}^{4}}}\left(\frac{\operatorname{vol}_{n-1}\left(p_{e_{n}}\left(A^{-1}(U)\right)\right)}{x(n)}\right) \\
& \sim\left(\prod_{i=1}^{n} a_{i}\right) \sqrt{\sum_{i=1}^{n} \frac{x(i)^{2}}{a_{i}^{4}} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right) \nu(U)}
\end{aligned}
$$

Lemma 4.21. Let $a_{1}, \ldots, a_{n}>0$ and

$$
\mathcal{E}=\left\{\left.x\left|\sum_{i=1}^{n}\right| \frac{x(i)}{a_{i}}\right|^{2} \leq 1\right\}
$$

Let $\mathcal{E}_{s}, 0<s \leq \frac{1}{2}$, be the surface body with respect to the measure $\mathbb{P}_{g}$ with constant density $g=\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}$. Moreover, let $\lambda_{\mathcal{E}}:\left[0, \frac{1}{2}\right] \rightarrow\left[0, a_{n}\right]$ be such that $\lambda_{\mathcal{E}}(s) e_{n} \in \partial \mathcal{E}_{s}$. Then we have for all $t$ with $0 \leq t \leq \frac{1}{2}$

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{0}^{t} \frac{\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \lambda_{\mathcal{E}}(s) e_{n} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{s}\right)} \frac{\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}}{\left(1-<N_{\partial \mathcal{E}_{s}}\left(\lambda_{\mathcal{E}}(s) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{s}\right)}(y)} \mathrm{d} s \\
& =a_{n}\left(\prod_{i=1}^{n-1} a_{i}\right)^{-\frac{2}{n-1}}\left(\frac{\operatorname{vol}_{n-1}(\partial \mathcal{E})}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!}(n-1)^{\frac{n+1}{n-1}}
\end{aligned}
$$

where $H_{s}=H\left(\lambda_{\mathcal{E}}(s) e_{n}, N_{\partial \mathcal{E}_{s}}\left(\lambda_{\mathcal{E}}(s) e_{n}\right)\right)$. (Please note that $N_{\partial \mathcal{E}_{s}}\left(\lambda_{\mathcal{E}}(s) e_{n}\right)=$ $e_{n}$.)

Proof. $\left(B_{2}^{n}\right)_{t}, 0<t \leq \frac{1}{2}$, are the surface bodies with respect to the constant density $\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1} . \lambda_{B}:\left[0, \frac{1}{2}\right] \rightarrow[0,1]$ is the map defined by $\lambda_{B}(t) e_{n} \in$ $\partial\left(B_{2}^{n}\right)_{t}$.

By Lemma 4.18

$$
\begin{aligned}
\lim _{N \rightarrow \infty} & N^{\frac{2}{n-1}} \int_{0}^{\frac{1}{2}} \frac{\mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \lambda_{B}(s) e_{n} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(B_{2}^{n} \cap H_{s}\right)} \frac{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}}{\left(1-<N_{\partial\left(B_{2}^{n}\right)_{s}}\left(\lambda_{B}(s) e_{n}\right), N_{\partial B_{2}^{n}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(B_{2}^{n} \cap H_{s}\right)}(y)} \mathrm{d} s \\
& =\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!}(n-1)^{\frac{n+1}{n-1}}
\end{aligned}
$$

where $\lambda_{B}(s) e_{n} \in \partial\left(B_{2}^{n}\right)_{s}$ and $H_{s}=H\left(\lambda_{B}(s) e_{n}, e_{n}\right)$. By Lemma 4.13 for $c$ with $c_{0}<c$ and $N$ with $N_{0}<N$

$$
\begin{aligned}
& \left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \lambda_{B}(s) e_{n} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\left.\partial B_{2}^{n} \cap H_{s}\right)} \frac{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}}{\left(1-<N_{\partial\left(B_{2}^{n}\right)_{s}}\left(\lambda_{B}(s) e_{n}\right), N_{\partial B_{2}^{n}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(B_{2}^{n} \cap H_{s}\right)}(y)} \mathrm{d} s\right. \\
& \left.-\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!}(n-1)^{\frac{n+1}{n-1}} \right\rvert\, \leq c_{1} \mathrm{e}^{-c}+c_{2} \mathrm{e}^{-c_{3} N} .
\end{aligned}
$$

Let $A$ be the diagonal operator with $A(x)=\left(a_{i} x_{i}\right)_{i=1}^{n}$ such that $A\left(B_{2}^{n}\right)=\mathcal{E}$. By Lemma 4.20 we have

$$
\begin{aligned}
\mathbb{P}_{\partial B_{2}^{n}}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right. & \left.A^{-1}(x) \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \\
& =\mathbb{P}_{f}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid x \notin\left[z_{1}, \ldots, z_{N}\right]\right\}
\end{aligned}
$$

where $f: \partial \mathcal{E} \rightarrow(0, \infty)$

$$
f(x)=\left(\left(\prod_{i=1}^{n} a_{i}\right) \sqrt{\sum_{i=1}^{n} \frac{x(i)^{2}}{a_{i}^{4}}} \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}
$$

For all $c$ with $c_{0}<c$ and $N$ with $N_{0}<N$

$$
\begin{aligned}
& \left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{f}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid A\left(\lambda_{B}(s) e_{n}\right) \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(B_{2}^{n} \cap H_{s}\right)} \frac{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}}{\left(1-<N_{\partial\left(B_{2}^{n}\right) s}\left(\lambda_{B}(s) e_{n}\right), N_{\partial B_{2}^{n}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(B_{2}^{n} \cap H_{s}\right)}(y)} \mathrm{d} s\right. \\
& \left.-\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!}(n-1)^{\frac{n+1}{n-1}} \right\rvert\, \leq c_{1} \mathrm{e}^{-c}+c_{2} \mathrm{e}^{-c_{3} N} .
\end{aligned}
$$

The functions $\lambda_{B}$ and $\lambda_{\mathcal{E}}$ are strictly decreasing, bijective, continuous functions. Therefore, the function $s:\left[0, a_{n}\right] \rightarrow[0,1]$

$$
s(t)=\lambda_{B}^{-1}\left(\frac{\lambda_{\mathcal{E}}(t)}{a_{n}}\right)
$$

exists, is continuous and has $t:[0,1] \rightarrow\left[0, a_{n}\right]$

$$
t(s)=\lambda_{\mathcal{E}}^{-1}\left(a_{n} \lambda_{B}(s)\right)
$$

as its inverse function. Clearly, $a_{n} \lambda_{B}(s(t))=\lambda_{\mathcal{E}}(t)$ and $A\left(\lambda_{B}(s(t)) e_{n}\right)=$ $\lambda_{\mathcal{E}}(t) e_{n}$. Thus

$$
\begin{aligned}
& \left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{f}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}(t(s)) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(B_{2}^{n} \cap H_{s}\right)} \frac{\left(\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}}{\left(1-<N_{\partial\left(B_{2}^{n}\right) s}\left(\lambda_{B}(s) e_{n}\right), N_{\partial B_{2}^{n}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(B_{2}^{n} \cap H_{s}\right)}(y)} \mathrm{d} s\right. \\
& \left.-\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!}(n-1)^{\frac{n+1}{n-1}} \right\rvert\, \leq c_{1} \mathrm{e}^{-c}+c_{2} \mathrm{e}^{-c_{3} N}
\end{aligned}
$$

Now we perform a change of variable. By Lemma 2.11.(iii) and $a_{n} \lambda_{B}(s(t))=$ $\lambda_{\mathcal{E}}(t)$

$$
\begin{aligned}
\frac{\mathrm{d} s}{\mathrm{~d} t} & =\frac{1}{a_{n}} \cdot \frac{\frac{\mathrm{~d} \lambda_{\mathcal{E}}}{\mathrm{d} t}(t)}{\frac{\mathrm{d} \lambda_{B}}{\mathrm{~d} s}(s(t))} \\
& =\frac{1}{a_{n}} \frac{\operatorname{vol}_{n-1}(\partial \mathcal{E})}{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)} \frac{\int_{\partial B_{2}^{n} \cap H\left(\lambda_{B}(s(t)) e_{n}, e_{n}\right)} \frac{\mathrm{d} \mu_{\partial B_{2}^{n} \cap H\left(\lambda_{B}(s(t)) e_{n}, e_{n}\right)}(y)}{\sqrt{1-<e_{n}, N(y)>^{2}}}}{\int_{\partial \mathcal{E} \cap H\left(\lambda_{\mathcal{E}}(t) e_{n}, e_{n}\right)}} . \frac{\mathrm{d} \mu_{\partial \mathcal{E} \cap H\left(\lambda \mathcal{E}(t) e_{n}, e_{n}\right)(y)}^{\sqrt{1-\left\langle e_{n}, N(y)>^{2}\right.}}}{\sqrt{1-2}} .
\end{aligned}
$$

Therefore we get for all $c$ with $c_{0}<c$ and $N$ with $N_{0}<N$

$$
\begin{aligned}
& \left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{t\left(\frac{c}{N}\right)} \frac{\mathbb{P}_{f}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}(t) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{t}\right)} \frac{\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}}{\left(1-<N_{\partial \mathcal{E}_{t}}\left(\lambda_{\mathcal{E}}(t) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{t}\right)}(y)} \mathrm{d} t\right. \\
& \left.\quad-a_{n}\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!}(n-1)^{\frac{n+1}{n-1}} \right\rvert\, \\
& \leq \frac{1}{a_{n}}\left[c_{1} \mathrm{e}^{-c}+c_{2} \mathrm{e}^{-c_{3} N}\right]
\end{aligned}
$$

where $H_{t}$ now denotes $H\left(\lambda_{\mathcal{E}}(t) e_{n}, N\left(\lambda_{\mathcal{E}}(t) e_{n}\right)\right)$. Since $a_{n} \lambda_{B}(s(t))=\lambda_{\mathcal{E}}(t)$ we get that for sufficiently small $t$ the quantities $t$ and $s$ are up to a small error directly proportional. We have

$$
t(s) \sim s \frac{c_{n} a_{n}^{\frac{n-1}{2}}}{\kappa\left(a_{n} e_{n}\right)^{\frac{n-1}{4}}}
$$

Therefore, with a constant $\alpha$ and new constants $c_{1}, c_{2}$ we can substitute $t\left(\frac{c}{N}\right)$ by $\frac{c}{N}$.

$$
\begin{aligned}
& \left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{f}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}(t) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{t}\right)} \frac{\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}}{\left(1-<N_{\partial \mathcal{E}_{t}}\left(\lambda \mathcal{E}(t) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{t}\right)}(y)} \mathrm{d} t\right. \\
& \left.\quad-a_{n}\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!}(n-1)^{\frac{n+1}{n-1}} \right\rvert\, \\
& \leq c_{1} \mathrm{e}^{-\alpha c}+c_{2} \mathrm{e}^{-c_{3} N}
\end{aligned}
$$

We have $\lambda_{\mathcal{E}}\left(t f\left(a_{n} e_{n}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})\right) e_{n} \in \partial \mathcal{E}_{t^{\prime}}$ with $t^{\prime}=t f\left(a_{n} e_{n}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})$. By Lemma 2.7.(i) for every $\delta>0$ there is $t^{\prime \prime}$ with $\lambda_{\mathcal{E}}(t) e_{n} \in \partial \mathcal{E}_{f, t^{\prime \prime}}$ and

$$
(1-\delta) t f\left(a_{n} e_{n}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E}) \leq t^{\prime \prime} \leq(1+\delta) t f\left(a_{n} e_{n}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})
$$

i.e.

$$
(1-\delta) t^{\prime} \leq t^{\prime \prime} \leq(1+\delta) t^{\prime}
$$

Applying Lemma 4.17 gives

$$
\begin{aligned}
& \mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid \lambda_{\mathcal{E}}(t) e_{n} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}- \\
& \quad \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}\left(t f\left(a_{n} e_{n}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})\right) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\} \mid<\epsilon .
\end{aligned}
$$

Therefore

$$
\begin{gathered}
\left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}\left(t f\left(a_{n} e_{n}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})\right) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{t}\right)} \frac{\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}}{\left(1-<N_{\partial \mathcal{E}_{t}}\left(\lambda_{\mathcal{E}}(t) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{t}\right)}(y)} \mathrm{d} t\right. \\
\left.-a_{n}\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!}(n-1)^{\frac{n+1}{n-1}} \right\rvert\,
\end{gathered}
$$

$$
\begin{aligned}
\leq & \left|N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\epsilon}{\int_{\partial\left(\mathcal{E} \cap H_{t}\right)} \frac{\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}}{\left(1-<N_{\partial \mathcal{E}_{t}}\left(\lambda \mathcal{E}(t) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{t}\right)}(y)} \mathrm{d} t\right| \\
& +c_{1} \mathrm{e}^{-\alpha c}+c_{2} \mathrm{e}^{-c_{3} N} .
\end{aligned}
$$

By Lemma 4.11

$$
\int_{\partial \mathcal{E} \cap H_{t}}\left(1-<N_{\partial \mathcal{E}_{t}}\left(\lambda_{\mathcal{E}}(t) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{-\frac{1}{2}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{t}\right)}(y) \geq \gamma t^{\frac{n-3}{n-1}}
$$

Therefore we have

$$
\begin{array}{r}
\int_{0}^{\frac{c}{N}} \frac{\epsilon}{\int_{\partial \mathcal{E} \cap H_{t}}\left(1-<N_{\partial \mathcal{E}_{t}}\left(\lambda_{\mathcal{E}}(t) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{-\frac{1}{2}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{t}\right)}(y)} \mathrm{d} t \\
\leq \frac{\epsilon}{\gamma} \int_{0}^{\frac{c}{N}} t^{-\frac{n-3}{n-1}} \mathrm{~d} t=\frac{\epsilon}{\gamma} \frac{n-1}{2}\left(\frac{c}{N}\right)^{\frac{2}{n-1}}
\end{array}
$$

Therefore

$$
\begin{gathered}
\left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}\left(t f\left(a_{n} e_{n}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})\right) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{t}\right)} \frac{\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}}{\left(1-<N_{\partial \mathcal{E}_{t}}\left(\lambda \mathcal{E}(t) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{t}\right)}(y)} \mathrm{d} t\right. \\
\left.-a_{n}\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!}(n-1)^{\frac{n+1}{n-1}} \right\rvert\, \\
\quad \leq \frac{\epsilon}{\gamma} \frac{n-1}{2}\left(\frac{c}{N}\right)^{\frac{2}{n-1}}+c_{1} \mathrm{e}^{-\alpha c}+c_{2} \mathrm{e}^{-c_{3} N} .
\end{gathered}
$$

We perform another transform, $u=t f\left(a_{n} e_{n}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})$. With a new constant $\alpha$

$$
\begin{aligned}
& \left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}(u) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{t(u)}\right)} \frac{\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}}{\left(1-<N_{\partial \mathcal{E}_{t(u)}}\left(\lambda_{\mathcal{E}}(t(u)) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{t(u)}\right)}(y)}\right. \\
& \left.\times \frac{\mathrm{d} u}{f\left(a_{n} e_{n}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})}-a_{n}\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!(n-1)^{-\frac{n+1}{n-1}}} \right\rvert\, \\
& \quad \leq \frac{\epsilon}{\gamma} \frac{n-1}{2}\left(\frac{c}{N}\right)^{\frac{2}{n-1}}+c_{1} \mathrm{e}^{-\alpha c}+c_{2} \mathrm{e}^{-c_{3} N} .
\end{aligned}
$$

By Lemma 2.10.(iii)

$$
\begin{aligned}
& \int_{\partial \mathcal{E} \cap H_{u}} \frac{1}{\sqrt{1-<N_{\partial \mathcal{E}_{u}}\left(x_{u}\right), N_{\partial \mathcal{E}}(y)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H_{u}}(y) \\
& \quad \leq(1+\epsilon)\left(\frac{u}{t}\right)^{\frac{n-3}{n-1}} \int_{\partial \mathcal{E} \cap H_{t}} \frac{1}{\sqrt{1-<N_{\partial \mathcal{E}_{t}}\left(x_{t}\right), N_{\partial \mathcal{E}}(y)>^{2}}} \mathrm{~d} \mu_{\partial \mathcal{E} \cap H_{t}}(y)
\end{aligned}
$$

and the inverse inequality. Thus

$$
\begin{aligned}
& \left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}(u) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{u}\right)} \frac{\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}}{\left(1-<N_{\partial \mathcal{E}_{u}}\left(\lambda_{\mathcal{E}}(u) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{u}\right)}(y)} \times\right. \\
& \left.\frac{\mathrm{d} u}{\left(f\left(a_{n} e_{n}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{\frac{2}{n-1}}}-a_{n}\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!(n-1)^{-\frac{n+1}{n-1}}} \right\rvert\, \\
& \quad \leq \epsilon+\frac{\epsilon}{\gamma} \frac{n-1}{2}\left(\frac{c}{N}\right)^{\frac{2}{n-1}}+c_{1} \mathrm{e}^{-\alpha c}+c_{2} \mathrm{e}^{-c_{3} N} .
\end{aligned}
$$

Since $f\left(a_{n} e_{n}\right)=\left(\left(\prod_{i=1}^{n-1} a_{i}\right) \operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)\right)^{-1}$

$$
\begin{aligned}
& \left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}(u) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{u}\right)} \frac{\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}}{\left(1-<N_{\partial \mathcal{E}_{u}}\left(\lambda_{\mathcal{E}}(u) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{u}\right)}(y)} \mathrm{d} u\right. \\
& \left.\quad-a_{n}\left(\prod_{i=1}^{n-1} a_{i}\right)^{-\frac{2}{n-1}}\left(\frac{\operatorname{vol}_{n-1}(\partial \mathcal{E})}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!}(n-1)^{\frac{n+1}{n-1}} \right\rvert\, \\
& \leq\left(\frac{\operatorname{vol}_{n-1}\left(\partial B_{2}^{n}\right)}{\operatorname{vol}_{n-1}(\partial \mathcal{E})} \prod_{i=1}^{n-1} a_{i}\right)^{\frac{2}{n-1}}\left(\epsilon+\frac{\epsilon}{\gamma} \frac{n-1}{2}\left(\frac{c}{N}\right)^{\frac{2}{n-1}}+c_{1} \mathrm{e}^{-\alpha c}+c_{2} \mathrm{e}^{-c_{3} N}\right)
\end{aligned}
$$

By choosing first $c$ sufficiently big and then $\epsilon$ sufficiently small we get the above expression as small as possible provided that $N$ is sufficiently large. By this and Lemma 4.13

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{0}^{t_{0}} \frac{\left.\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}(t) e_{n}\right) \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{t}\right)} \frac{\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}}{\left(1-<N_{\partial \mathcal{E}_{t}}\left(\lambda_{\mathcal{E}}(t) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{t}\right)}(y)} \mathrm{d} t \\
& \quad=a_{n}\left(\prod_{i=1}^{n-1} a_{i}\right)^{-\frac{2}{n-1}}\left(\frac{\operatorname{vol}_{n-1}(\partial \mathcal{E})}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!}(n-1)^{\frac{n+1}{n-1}} .
\end{aligned}
$$

## 5 Proof of the Theorem

Lemma 5.1. Let $K$ be a convex body in $\mathbb{R}^{n}$ such that the generalized Gau $\beta$ curvature exists at $x_{0} \in \partial K$ and is not 0 . Let $f: \partial K \rightarrow \mathbb{R}$ be a continuous, strictly positive function with $\int_{\partial K} f \mathrm{~d} \mu=1$. Let $K_{s}$ be the surface body with respect to the measure $f \mathrm{~d} \mu$. Let $\left\{x_{s}\right\}=\left[x_{T}, x_{0}\right] \cap K_{s}$ and $H_{s}=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$. Assume that there are $r$ and $R$ with $0<r, R<\infty$ and

$$
B_{2}^{n}\left(x_{0}-r N_{\partial K}\left(x_{0}\right), r\right) \subseteq K \subseteq B_{2}^{n}\left(x_{0}-R N_{\partial K}\left(x_{0}\right), R\right)
$$

Then for all $s_{0}$ with $0<s_{0} \leq T$

$$
\lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{0}^{s_{0}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H_{s}\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H_{s}\right)}(y)}{\left(1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}}} \mathrm{~d} s=c_{n} \frac{\kappa\left(x_{0}\right)^{\frac{1}{n-1}}}{f\left(x_{0}\right)^{\frac{2}{n-1}}}
$$

where

$$
c_{n}=\frac{(n-1)^{\frac{n+1}{n-1}} \Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{\frac{2}{n-1}}}
$$

We can recover Lemma 4.21 from Lemma 5.1 by choosing $K=\mathcal{E}$ and $f=\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}$.

Proof. Let $\mathcal{E}$ be the standard approximating ellipsoid at $x_{0}$ with principal axes having the lengths $a_{i}, i=1, \ldots, n-1$. Then we have (4)

$$
\kappa\left(x_{0}\right)=\prod_{i=1}^{n-1} \frac{a_{n}}{a_{i}^{2}}
$$

Therefore, by Lemma 4.21 we get for all $s_{0}$ with $0<s_{0} \leq \frac{1}{2}$

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{0}^{s_{0}} \frac{\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}(s) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{s}\right)} \frac{\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}}{\left(1-<N_{\partial \mathcal{E}_{s}}\left(\lambda_{\mathcal{E}}(s) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{s}\right)}(y)} \mathrm{d} s \\
& \quad=a_{n}\left(\prod_{i=1}^{n-1} a_{i}\right)^{-\frac{2}{n-1}}\left(\frac{\operatorname{vol}_{n-1}(\partial \mathcal{E})}{\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)}\right)^{\frac{2}{n-1}} \Gamma \frac{\Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!}(n-1)^{\frac{n+1}{n-1}} \\
& \quad=c_{n} \kappa^{\frac{1}{n-1}}\left(x_{0}\right)\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{\frac{2}{n-1}}
\end{aligned}
$$

where

$$
c_{n}=\frac{(n-1)^{\frac{n+1}{n-1}} \Gamma\left(n+1+\frac{2}{n-1}\right)}{2(n+1)!\left(\operatorname{vol}_{n-2}\left(\partial B_{2}^{n-1}\right)\right)^{\frac{2}{n-1}}}
$$

and $H_{s}=H\left(\lambda_{\mathcal{E}}(s) e_{n}, e_{n}\right) . H_{s}$ is a tangent hyperplane to the surface body $\mathcal{E}_{s}$ with respect to the constant density $\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}$.

By this for all $\epsilon>0$ and sufficiently big $N$

$$
\begin{aligned}
& \left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{s_{0}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\left.\int_{\partial\left(K \cap H\left(x_{s}, N\left(x_{s}\right)\right)\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H\left(x_{s}, N\left(x_{s}\right)\right)\right)(y)}^{\left(1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}}}{} \mathrm{~d} s-c_{n} \frac{\kappa\left(x_{0}\right)^{\frac{1}{n-1}}}{f\left(x_{0}\right)^{\frac{2}{n-1}}} \right\rvert\,}\right. \\
& \leq \epsilon+ \\
& \left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{s_{0}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H\left(x_{s}, N\left(x_{s}\right)\right)\right) \frac{}{f(y) \mathrm{d} \mu_{\partial\left(K \cap H\left(x_{s}, N\left(x_{s}\right)\right)\right)(y)}^{\left(1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}}}} \mathrm{~d} s}\right.
\end{aligned}
$$

$$
\begin{aligned}
& -\left(\frac{N}{f\left(x_{0}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})}\right)^{\frac{2}{n-1}} \times \\
& \left.\quad \int_{0}^{s_{0}} \frac{\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}(s) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{s}\right)} \frac{\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-1}}{\left(1-<N_{\partial \mathcal{E}_{s}}\left(\lambda_{\mathcal{E}}(s) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{s}\right)}(y)} \mathrm{d} s \right\rvert\,
\end{aligned}
$$

By Lemma 4.13 there are constants $b_{1}, b_{2}, b_{3}$ such that for all sufficiently big $c$ the latter expression is smaller than

$$
\begin{aligned}
& \epsilon+ 2\left(b_{1} e^{-c}+b_{2} e^{-b_{3} N}\right) \\
&+ \left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H\left(x_{s}, N\left(x_{s}\right)\right)\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)(y)}^{\left(1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}}}{(1)} \mathrm{d} s}\right. \\
& \left.\quad-N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}(s) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{s}\right)} \frac{f\left(x_{0}\right)^{\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-\frac{n-3}{n-1}}}{\left(1-\left\langle N_{\partial \mathcal{E}_{s}}\left(\lambda_{\mathcal{E}}(s) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}\right.} \mathrm{d} \mu_{\partial\left(\mathcal{E} \cap H_{s}\right)}(y)} \mathrm{d} s \right\rvert\, .
\end{aligned}
$$

By triangle-inequality this is smaller than

$$
\begin{aligned}
\epsilon+2\left(b_{1} e^{-c}+b_{2} e^{-b_{3} N}\right) \\
+\left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{} \frac{\int_{\partial\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)(y)}^{\left(1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}}}{}}{} \begin{aligned}
& \left.-\frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{s}\right)} \frac{f\left(x_{0}\right)^{\frac{2}{n-1}\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-\frac{n-3}{n-1}}}\left(1-<N_{\partial \mathcal{E}_{s}}\left(\lambda_{\mathcal{E}}(s) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}}{} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{s}\right)}(y)} \mathrm{d} s \right\rvert\, \\
&+\left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}(s) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{s}\right)} \frac{f\left(x_{0}\right)^{\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-\frac{n-3}{n-1}}}{\left(1-<N_{\partial \mathcal{E}_{s}}\left(\lambda_{\mathcal{E}}(s) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{s}\right)}(y)}\right. \\
& \left.-\frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{s}\right)} \frac{f\left(x_{0}\right)^{\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-\frac{n-3}{n-1}}}{\left(1-<N_{\partial \mathcal{E}_{s}}\left(\lambda_{\mathcal{E}}(s) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{s}\right)}(y)} \mathrm{d} s \right\rvert\, .
\end{aligned} .\right.
\end{aligned}
$$

By Lemma 4.17

$$
\begin{aligned}
\mid \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid\right. & \left.x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}- \\
& \mathbb{P}_{\partial \mathcal{E}}^{N}\left\{\left(z_{1}, \ldots, z_{N}\right) \mid \lambda_{\mathcal{E}}(s) e_{n} \notin\left[z_{1}, \ldots, z_{N}\right]\right\} \mid<\epsilon .
\end{aligned}
$$

Therefore, the above quantity is less than

$$
\begin{aligned}
\epsilon & +2\left(b_{1} e^{-c}+b_{2} e^{-b_{3} N}\right) \\
& +\left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)}(y)}{\left(1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}}}\right.
\end{aligned}
$$

$$
\begin{array}{r}
\left.-\frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{s}\right)} \frac{f\left(x_{0}\right)^{\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-\frac{n-3}{n-1}}}{\left(1-<N_{\partial \mathcal{E}_{s}}\left(\lambda_{\mathcal{E}}(s) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{s}\right)}(y)} \mathrm{d} s \right\rvert\, \\
+\left|N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\epsilon}{\int_{\partial\left(\mathcal{E} \cap H_{s}\right)} \frac{f\left(x_{0}\right)^{\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-\frac{n-3}{n-1}}}{\left(1-<N_{\partial \mathcal{E}_{s}}\left(\lambda_{\mathcal{E}}(s) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{s}\right)}(y)} \mathrm{d} s\right|
\end{array}
$$

By Lemma 4.11 we have

$$
\begin{aligned}
& \int_{0}^{\frac{c}{N}} \frac{1}{\int_{\partial\left(\mathcal{E} \cap H_{s}\right)} \frac{\mathrm{d} \mu_{\partial\left(\mathcal{E} \cap H_{s}\right)}(y)}{\left(1-<N_{\partial \mathcal{E}_{s}}\left(\lambda \mathcal{E}(s) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}}} \mathrm{~d} s \\
& \quad \leq c_{0}^{n} \frac{R^{n-1}}{r^{n}}\left(\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\right)^{-\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-\frac{n-3}{n-1}} \int_{0}^{\frac{c}{N}} s^{-\frac{n-3}{n-1}} \mathrm{~d} s \\
& \quad=c_{0}^{n} \frac{R^{n-1}}{r^{n}}\left(\operatorname{vol}_{n-1}\left(B_{2}^{n-1}\right)\right)^{-\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-\frac{n-3}{n-1}} \frac{n-1}{2}\left(\frac{c}{N}\right)^{\frac{2}{n-1}}
\end{aligned}
$$

Therefore, the above expression is not greater than

$$
\begin{aligned}
& \epsilon+b_{1} \mathrm{e}^{-c}+b_{2} \mathrm{e}^{-b_{3} N}+b_{4} \epsilon c^{\frac{2}{n-1}} \\
& +\left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)\right)}(y)}{\left(1-<N_{\partial K_{S}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}}}\right. \\
& \left.-\frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H_{s}\right)} \frac{f\left(x_{0}\right)^{\frac{2}{n-1}}\left(\operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{-\frac{n-3}{n-1}}}{\left(1-<N_{\partial \mathcal{E}_{s}}\left(\lambda_{\mathcal{E}}(s) e_{n}\right), N_{\partial \mathcal{E}}(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H_{s}\right)}(y)} \mathrm{d} s \right\rvert\,
\end{aligned}
$$

for some constant $b_{4}$. Let $z_{s}$ be defined by

$$
\left\{z_{s}\right\}=\left\{x_{0}+t N_{\partial K}\left(x_{0}\right) \mid t \in \mathbb{R}\right\} \cap H\left(x_{s}, N_{\partial K}\left(x_{0}\right)\right)
$$

By Lemma 2.7 there is a sufficiently small $s_{\epsilon}$ such that we have for all $s$ with $0<s \leq s_{\epsilon}$

$$
s \leq \mathbb{P}_{f}\left(\partial K \cap H^{-}\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) \leq(1+\epsilon) s
$$

Because $f$ is continuous at $x_{0}$ and because $\mathcal{E}$ is the standard approximating ellipsoid at $x_{0}$ we have for all $s$ with $0<s \leq s_{\epsilon}$

$$
(1-\epsilon) s \leq f\left(x_{0}\right) \operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap H^{-}\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)\right) \leq(1+\epsilon) s
$$

Since $s=\frac{\operatorname{vol}_{n-1}\left(\partial \mathcal{E} \cap H_{s}^{-}\right)}{\operatorname{vol}_{n-1}(\partial \mathcal{E})}$ we get by Lemma 2.10.(iii) for a new $s_{\epsilon}$ that for all $s$ with $0<s \leq s_{\epsilon}$

$$
\frac{(1-\epsilon)}{\left(f\left(x_{0}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{\frac{n-3}{n-1}}} \int_{\partial \mathcal{E} \cap H_{s}} \frac{\mathrm{~d} \mu_{\partial \mathcal{E} \cap H_{s}}(y)}{\sqrt{1-<N_{\partial \mathcal{E}_{s}}\left(x_{0}\right), N_{\partial \mathcal{E}}(y)>^{2}}}
$$

$$
\begin{aligned}
& \leq \int_{\partial \mathcal{E} \cap H^{-}\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)} \frac{\mathrm{d} \mu_{\partial \mathcal{E} \cap H^{-}\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)}(y)}{\sqrt{1-<N_{\partial \mathcal{E}_{t}}\left(x_{0}\right), N_{\partial \mathcal{E}}(y)>^{2}}} \\
& \leq \frac{(1+\epsilon)}{\left(f\left(x_{0}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{\frac{n-3}{n-1}}} \int_{\partial \mathcal{E} \cap H_{s}} \frac{\mathrm{~d} \mu_{\partial \mathcal{E} \cap H_{s}}(y)}{\sqrt{1-<N_{\partial \mathcal{E}_{s}}\left(x_{0}\right), N_{\partial \mathcal{E}}(y)>^{2}}}
\end{aligned}
$$

where $t \sim s\left(f\left(x_{0}\right) \operatorname{vol}_{n-1}(\partial \mathcal{E})\right)^{\frac{n-3}{n-1}}$. Please note that $N_{\partial K}\left(x_{0}\right)=N_{\partial \mathcal{E}_{s}}\left(z_{s}\right)$. Therefore, if we pass to another $s_{\epsilon}$ the above expression is not greater than

$$
\begin{aligned}
& \epsilon+b_{1} e^{-c}+b_{2} e^{-b_{3} N}+b_{4} \epsilon c^{\frac{2}{n-1}} \\
& +\left\lvert\, N^{\frac{2}{n-1}} \int_{0}^{\frac{c}{N}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H\left(x_{s}, N\left(x_{s}\right)\right)\right)} \frac{f(y)}{\left(1-<N\left(x_{s}\right), N(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(K \cap H\left(x_{s}, N\left(x_{s}\right)\right)\right)}(y)}\right. \\
& \left.\quad-\frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(\mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)\right)} \frac{f\left(x_{0}\right)}{\left(1-<N\left(\lambda_{\mathcal{E}}(s) e_{n}\right), N(y)>^{2}\right)^{\frac{1}{2}}} \mathrm{~d} \mu_{\partial\left(\mathcal{E} \cap H\left(z_{s}, N_{\partial K}\left(x_{0}\right)\right)\right.}(y)} \mathrm{d} s \right\rvert\, .
\end{aligned}
$$

Now we apply Lemma 2.10.(i). Choosing another $s_{\epsilon}$ the above expression is less than $\epsilon+b_{1} \mathrm{e}^{-c}+b_{2} \mathrm{e}^{-b_{3} N}+b_{4} \epsilon c^{\frac{2}{n-1}}$. We choose $c$ and $N$ sufficiently big and $\epsilon$ sufficiently small.

Proof. (Proof of Theorem 1.1) We assume here that $x_{T}=0$. For $x_{0} \in \partial K$ the point $x_{s}$ is given by $\left\{x_{s}\right\}=\left[x_{T}, x_{0}\right] \cap \partial K_{s}$.

$$
\operatorname{vol}_{n}(K)-\mathbb{E}(f, N)=\int_{K} \mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \mathrm{d} x
$$

By Lemma 2.1.(iv) we have that $K_{0}=K$ and by Lemma 2.4.(iii) that $K_{T}$ consists of one point only. Since $\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}$ is a continuous functions of the variable $x_{s}$ we get by Lemma 2.12

$$
\begin{aligned}
\operatorname{vol}_{n}(K) & -\mathbb{E}(f, N) \\
& =\int_{0}^{T} \int_{\partial K_{s}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H_{s}\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H_{s}\right)}(y)}{\left(1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}}} \mathrm{~d} \mu_{\partial K_{s}}\left(x_{s}\right) \mathrm{d} s
\end{aligned}
$$

where $H_{s}=H\left(x_{s}, N_{\partial K_{s}}\left(x_{s}\right)\right)$. By Lemma 4.9 for all $s_{0}$ with $0<s_{0} \leq T$

$$
\lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{s_{0}}^{T} \int_{\partial K_{s}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right) \mathrm{d} s}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)}=0
$$

We get for all $s_{0}$ with $0<s_{0} \leq T$

$$
\begin{aligned}
\lim _{N \rightarrow \infty} & \frac{\operatorname{vol}_{n}(K)-\mathbb{E}(f, N)}{N^{-\frac{2}{n-1}}}= \\
& \lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{0}^{s_{0}} \int_{\partial K_{s}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\} \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right) \mathrm{d} s}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)}
\end{aligned}
$$

We apply now the bijection between $\partial K$ and $\partial K_{s}$ mapping an element $x \in$ $\partial K$ to $x_{s}$ given by $\left\{x_{s}\right\}=\left[x_{T}, x_{0}\right] \cap \partial K_{s}$. The ratio of the volumes of a surface element in $\partial K$ and its image in $\partial K_{s}$ is

$$
\frac{\left\|x_{s}\right\|^{n}<x_{0}, N_{\partial K}\left(x_{0}\right)>}{\left\|x_{0}\right\|^{n}<x_{s}, N_{\partial K_{s}}\left(x_{s}\right)>} .
$$

Thus we get

$$
\begin{aligned}
& \int_{\partial K_{s}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)} \mathrm{d} \mu_{\partial K_{s}}\left(x_{s}\right) \\
& =\int_{\partial K} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)} \times \\
& \frac{\left\|x_{s}\right\|^{n}<x, N_{\partial K}(x)>}{\|x\|^{n}<x_{s}, N_{\partial K_{s}}\left(x_{s}\right)>} \mathrm{d} \mu_{\partial K}(x) .
\end{aligned}
$$

We get for all $s_{0}$ with $0<s_{0} \leq T$

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}(f, N)}{N^{-\frac{2}{n-1}}}= \\
& \lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{0}^{s_{0}} \int_{\partial K} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)} \times \\
& \frac{\left\|x_{s}\right\|^{n}<x, N_{\partial K}(x)>}{\|x\|^{n}<x_{s}, N_{\partial K_{s}}\left(x_{s}\right)>} \\
& \mathrm{d} \mu_{\partial K}(x) \mathrm{d} s .
\end{aligned}
$$

By the theorem of Tonelli

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}(f, N)}{N^{-\frac{2}{n-1}}}= \\
& \lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{\partial K} \int_{0}^{s_{0}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial K \cap H_{s}} \frac{f(y)}{\sqrt{1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}}} \mathrm{~d} \mu_{\partial K \cap H_{s}}(y)} \times \\
& \frac{\left\|x_{s}\right\|^{n}<x_{0}, N_{\partial K}\left(x_{0}\right)>}{\left\|x_{0}\right\|^{n}<x_{s}, N_{\partial K_{s}}\left(x_{s}\right)>} \mathrm{d} s \mathrm{~d} \mu_{\partial K}(x) .
\end{aligned}
$$

Now we want to apply the dominated convergence theorem in order to change the limit and the integral over $\partial K$. By Lemma 5.1 for all $s_{0}$ with $0<s_{0} \leq T$

$$
\lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{0}^{s_{0}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H_{s}\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H_{s}\right)}(y)}{\left(1-\left\langle N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}\right.}} \mathrm{d} s=c_{n} \frac{\kappa\left(x_{0}\right)^{\frac{1}{n-1}}}{f\left(x_{0}\right)^{\frac{2}{n-1}}}
$$

Clearly, we have $\lim _{s \rightarrow 0}\left\|x_{s}\right\|=\|x\|$ and by Lemma 2.5

$$
\lim _{s \rightarrow 0}<x_{s}, N_{\partial K_{s}}\left(x_{s}\right)>=<x, N_{\partial K}(x)>
$$

By this and since the above formula holds for all $s_{0}$ with $0<s_{0} \leq T$

$$
\begin{gathered}
\lim _{N \rightarrow \infty} N^{\frac{2}{n-1}} \int_{0}^{s_{0}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H_{s}\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H_{s}\right)}(y)}{\left(1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}}} \frac{\left\|x_{s}\right\|^{n}<x, N(x)>}{\|x\|^{n}<x_{s}, N\left(x_{s}\right)>} \mathrm{d} s \\
=c_{n} \frac{\kappa\left(x_{0}\right)^{\frac{1}{n-1}}}{f\left(x_{0}\right)^{\frac{2}{n-1}}}
\end{gathered}
$$

By Lemma 4.12 the functions with variable $x_{0} \in \partial K$

$$
N^{\frac{2}{n-1}} \int_{0}^{s_{0}} \frac{\mathbb{P}_{f}^{N}\left\{\left(x_{1}, \ldots, x_{N}\right) \mid x_{s} \notin\left[x_{1}, \ldots, x_{N}\right]\right\}}{\int_{\partial\left(K \cap H_{s}\right)} \frac{f(y) \mathrm{d} \mu_{\partial\left(K \cap H_{s}\right)}(y)}{\left(1-<N_{\partial K_{s}}\left(x_{s}\right), N_{\partial K}(y)>^{2}\right)^{\frac{1}{2}}}} \frac{\left\|x_{s}\right\|^{n}<x_{0}, N\left(x_{0}\right)>}{\left\|x_{0}\right\|^{n}<x_{s}, N\left(x_{s}\right)>} \mathrm{d} s
$$

are uniformly bounded. Thus we can apply the dominated convergence theorem.

$$
\lim _{N \rightarrow \infty} \frac{\operatorname{vol}_{n}(K)-\mathbb{E}(f, N)}{N^{-\frac{2}{n-1}}}=c_{n} \int_{\partial K} \frac{\kappa(x)^{\frac{1}{n-1}}}{f(x)^{\frac{2}{n-1}}} \mathrm{~d} \mu_{\partial K}(x)
$$
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## Israel Seminar on Geometric Aspects of Functional Analysis (GAFA) 2000-2001

## Friday, November 3, 2000

1. Mikhail Sodin (Tel Aviv): Dimension free estimates of polynomials and analytic functions (joint with F. Nazarov and A. Volberg)
2. Boris Tsirelson (Tel Aviv): Logarithm of a Hilbert space

Friday, November 10, 2000

1. Michael Krivelevich (Tel Aviv): On the concentration of eigenvalues of random symmetric matrices
2. Gideon Schechtman (Rehovot): MAX CUT and an isoperimetric inequality on the sphere

Friday, November 24, 2000

1. Michael Entov (Rehovot): A symplectic proof of Schaffer's conjecture in convex geometry (after J.C. Alvarez Paiva)
2. Jean-Michel Bismut (Orsay): Secondary invariants in real and complex geometry

## Friday, December 15, 2000

1. William B. Johnson (College Station): Non linear quotients vs. non linear quotients (joint work with J. Lindenstrauss, D. Preiss and G. Schechtman)
2. Marianna Csornyei (London): The visibility of invisible sets

## Friday, December 29, 2000

1. David Preiss (London): Deformation with finitely many gradients
2. Peter Sarnak (Princeton): $L$-functions, arithmetic, and semiclassics: $L^{p}$ norms of eigenfunctions on surfaces

Friday, January 26, 2001

1. Pavel Shvartsman (Haifa): Extension of Lipschitz mappings and the $K$ divisibility theorem (joint work with Yu. Brudnyi)
2. Roman Vershynin (Rehovot): Coordinate restrictions of operators
3. Elisabeth Werner (Cleveland): An analysis of completely-positive tracepreserving maps on $M_{2}$ (joint work with M.B. Ruskai and S.J. Szarek)
4. Carsten Schutt (Kiel): Orlicz norms of sequences of random variables (joint work with Y. Gordon, A. Litvak and E. Werner)

## Friday, March 30, 2001

1. Noga Alon (Tel Aviv): Testing subgraphs in large graphs
2. Béla Bollobás (Memphis and Cambridge): Large subgraphs of random graphs

## Friday, May 11, 2001

1. Nicole Tomczak-Jaegermann (Edmonton): Families of random projections of symmetric convex bodies (joint work with P. Mankiewicz)
2. Vitali Milman (Tel Aviv): Some old problems in a new presentation

Friday, November 16, 2001

1. Marcel Berger (Bures-sur-Yvette): Metric geometry from Blumenthal to Gromov
2. Boaz Klartag (Tel Aviv): $5 n$ Minkowski symmetrizations enough to approximate a Euclidean ball starting any convex body

## Friday, December 7, 2001

1. Anatolij Plichko (Lviv): Superstrictly singular operators
2. Assaf Naor (Jerusalem): Girth and Euclidean distortion

# Israel Mathematical Union - Functional Analysis Meeting 

(Organized by J. Lindenstrauss and G. Schechtman)

## Friday, June 8, 2001

1. Assaf Naor (Hebrew University): Hyperplane projections of the unit ball in $\ell_{p}^{n}$
2. Joram Lindenstrauss (Hebrew University): On the work of Yaki Sternfeld in functional analysis
3. Mark Rudelson (University of Missouri): Embeddings of Levy families in Banach spaces
4. David Shoikhet (Technion and Ort Braude Karmiel): A non-linear analogue of the Lumer-Phillips theorem for holomorphic maps and applications to the geometry of domains in Banach spaces
5. Gideon Schechtman (Weizmann Institute): Block bases of the Haar system as complemented subspaces of $L_{p}$
6. Vladimir Fonf (Ben Gurion University): The stochastic approximation property
7. Shiri Artstein (Tel Aviv University): Asymptotic behaviors of neighborhoods of sections of $S^{n}$ with applications to local theory
8. Boris Rubin (Hebrew University): Radon transforms and fractional integrals on hyperbolic spaces

# Workshop on Convex Geometric Analysis <br> Anogia Academic Village, Crete (August 2001) 

(Organized by A. Giannopoulos, V. Milman, R. Schneider and S. Szarek)

## Sunday, August 19

1. Keith Ball: The complex plank problem
2. Imre Bárány: 0-1 polytopes with many facets
3. Daniel Hug: Almost transversal intersections of convex surfaces and translative integral formulae
4. Markus Kiderlen: Determination of a convex body from Crofton-type averages of surface area measures
5. Ulrich Brehm: Moment inequalities and central limit properties of isotropic convex bodies
6. Yehoram Gordon: Local theory of convex bodies between zonotopes and polytopes
7. Boaz Klartag: Minkowski symmetrizations of convex bodies
8. Piotr Mankiewicz: Average diameters of projections of symmetric convex bodies
9. Assaf Naor: The cone measure on the sphere of $\ell_{p}^{n}$

## Monday, August 20

1. Peter Gruber: Recent results on asymptotic best approximation of convex bodies
2. Gideon Schechtman: A non-standard isoperimetric inequality with applications to the complexity of approximating MAX CUT
3. Shiri Artstein: Proportional concentration phenomena on the sphere
4. Roman Vershynin: Restricted invertibility of linear operators and applications
5. Monika Ludwig: $L_{p}$ floating bodies
6. Matthias Reitzner: Stochastical approximation of smooth convex bodies
7. Karoly Böröczky: Polytopal approximation if the number of edges is restricted
8. Shlomo Reisner: Linear time approximation of three dimensional polytopes
9. Szilard Revesz: A generalized Minkowski distance function and applications in approximation theory

## Tuesday, August 21

1. Alexander Koldobsky: Applications of the Fourier transform to sections of convex bodies
2. Hermann König: Sharp constants for Khintchine type inequalities
3. Alex Iosevich: The notion of a dimension of a convex planar set and applications to lattice points and irregularity of distribution
4. Yossi Lonke: Curvature via the $q$-cosine transform
5. Mihail Kolountzakis: Orthogonal bases of exponentials for convex bodies

## Wednesday, August 22

1. Stanislaw Szarek: Duality of metric entropy
2. Richard Vitale: Convex bodies in Hilbert space: some metric issues, open problems
3. Marianna Csornyei: Absolutely continuous functions of several variables
4. Yves Martinez-Maure: Examples of analytical problems related to hedgehogs (differences of convex bodies)
5. Matthieu Fradelizi: Some inequalities about mixed volumes
6. Antonis Tsolomitis: Volume radius of a random polytope in a convex body
7. Miguel Romance: Extremal positions for dual mixed volumes
8. Aljoša Volčič: Determination of convex bodies and reconstruction of polytopes by certain section functions
9. Apostolos Giannopoulos: On the volume ratio of two convex bodies

## Thursday, August 23

1. Rolf Schneider: On the mixed convex bodies of Goodey and Weil
2. Olivier Guedon: Supremum of a process in terms of the geometry of the set
3. Krzysztof Oleszkiewicz: On $\ell_{p}^{n}$-ball slicing and pseudo- $p$-stable random variables
4. Boris Kashin: $N$-term approximation
5. Vitali Milman: Random cotype-2 of normed spaces

# Conference on Geometric and Topological Aspects of Functional Analysis 

## Haifa, Israel (May, 2002)

(In memory of Yaki Sternfeld. Organized by J. Arazy, Y. Benyamini, Y. Gordon, V. Harnik, S. Reich and S. Reisner)

## Sunday, May 19

1. Vitali Milman (Tel Aviv, Israel): Can we recognize in a reasonable time that a convex body in a high-dimensional space is very far from an ellipsoid?
2. Marianna Csornyei (London, UK): Some periodic and non-periodic recursions
3. Michael Levin (Beer-Sheva, Israel): The Chogoshvili-Pontrjagin conjecture
4. Joram Lindenstrauss (Jerusalem, Israel): The work of Yaki Sternfeld in Functional Analysis
5. Jim Hagler (Denver, Colorado): The structure of hereditarily indecomposable continua
6. Arkady Leiderman (Beer-Sheva, Israel): Basic families of functions and embeddings of free locally convex spaces

Monday, May 20

1. Nicole Tomczak-Jaegermann (Edmonton, Alberta): Families of random sections of convex bodies
2. Wieslaw Kubis (Beer-Sheva, Israel): Hyperspaces of separable Banach spaces with the Wijsman topology
3. Henryk Torunczyk (Warsaw, Poland): Equilibria in a class of games: geometric and topological aspects
4. Paolo Terenzi (Milan, Italy): The solution of the basis problem
5. Boaz Klartag (Tel Aviv, Israel): Isomorphic Steiner symmetrization
6. Assaf Naor (Jerusalem, Israel): Entropy production and the BrunnMinkowski inequality
7. Olga Maleva (Rehovot, Israel): On ball non-collapsing mappings of the plane
8. Michael Megrelishvili (Ramat Gan, Israel): Reflexively and unitarily representable topological groups

## Tuesday, May 21

1. Edward W. Odell (Austin, Texas): Asymptotic structures in Banach spaces
2. Mark Rudelson (Columbia, Missouri): Phase transitions for sections of convex bodies
3. Haskell Rosenthal (Austin, Texas): Invariant subspaces for certain algebras of operators
4. Alexander Litvak (Edmonton, Alberta): Projections of quasi-convex bodies
5. David Preiss (London, UK): Measure and category do not mix or do they?

Wednesday, May 22

1. William B. Johnson (College Station, Texas): Lipschitz quotients
2. Eva Matouskova (Prague, Czech Republic): Bilipschitz mappings of nets
3. Tadeusz Dobrowolski (Pittsburg, Kansas): The simplicial approximation and fixed-point properties
4. Vladimir Fonf (Beer-Sheva, Israel): On the set of functionals that do not attain their norms
5. Gideon Schechtman (Rehovot, Israel): $\ell_{p}^{n}, 1<p<2$, well embed in $\ell_{1}^{a n}$ for any $a>1$
6. Aleksander Pelczynski (Warsaw, Poland): Elliptic sections of convex bodies
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