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Preface

It is almost a decade since the first edition of the Handbook of Drug Metabolism was

published. The goal of the first edition was to provide a comprehensive text to serve as a

graduate course in Drug Metabolism, a useful reference for academic and industrial drug

metabolism scientists, but also to serve as an important reference tool for those pursuing a

career in drug metabolism. The second edition of the Handbook of Drug Metabolism has

been completely updated to capture a decade of advances in our understanding of factors

that impact the pharmacokinetics and metabolism of therapeutic agents in humans.

Moreover, we have sought to include new chapters that reflect significant advances that

have occurred in seven major areas, viz. analytical methodologies, pharmacokinetics,

biotransformation reactions, molecular biology, pharmacogenetics, drug interactions, and

transgenic animals.

The second edition of the Handbook of Drug Metabolism is organized into four

parts. The first three parts capture scientific and experimental concepts around drug

metabolism. Part I reviews fundamental aspects of drug metabolism, including a history

of drug metabolism, a review of oxidative and nonoxidative biotransformation

mechanisms, a review of liver structure and function, and pharmacokinetics of drugs

metabolites. Part II details factors that impact drug metabolism including pharmacoge-

netics, drug-drug interactions, and the role of extrahepatic organs in drug biotransforma-

tion. Part III provides in depth insights into analytical technologies and methodologies to

study drug metabolism at the molecular, subcellular, and cellular levels, and

considerations of factors, viz. enzyme inhibition and induction that influence drug

metabolism and therapeutic response. Part IV has been expanded substantially from the

first edition to illustrate the highly integrated role of drug metabolism in drug discovery

and drug development. In this regard, Part IV focuses on clinical and preclinical drug

metabolism studies and safety considerations for drug metabolites (chemically reactive

and nonreactive metabolites) in the selection and development of promising therapeutic

candidates, and highlights the increased focus of regulatory agencies on safety

considerations of drug metabolites.

This book is dedicated to two groups of exceptional individuals. First, we thank the

distinguished academic and industrial leaders (many of whom have contributed to this

book) who have trained a generation, or more, of high-quality drug metabolism scientists.

Second, we thank the many graduate students, postdoctoral fellows, and industrial

colleagues who have challenged us and enriched our lives over the last two decades. We

thank all of you for advancing the field of drug metabolism; your efforts have enabled our

iii



discipline to advance promising therapeutic agents with increased probability of success

in finding medicines to treat serious illness.

Lastly, it has been a privilege to interact with this collection of expert authors, and

we would like to express our sincere gratitude to them for their contributions to this

second edition of the Handbook of Drug Metabolism.

Paul G. Pearson, Ph.D.

Larry C. Wienkers, Ph.D.

iv Preface
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1
The Evolution of Drug Metabolism
Research

Patrick J. Murphy
College of Pharmacy and Health Sciences, Butler University,
Indianapolis, Indiana, U.S.A.

INTRODUCTION

Drug metabolism research has grown from a desire to understand the workings of the

human body in chemical terms to a major force in the effort to develop drugs tailored to

the individual. This essay will trace the beginnings of what are now major branches of

drug metabolism to provide some background to the current state of the art represented in

the many chapters of this book.

CHEMISTRY—MAJOR METABOLIC ROUTES

In 1828, the laboratory of Friedrich Woehler was abuzz with the synthesis of urea, the

first “organic” synthetic achievement. Woehler then turned his attention to potential

chemical transformations in the body. He had been interested in compounds found in

urine since his undergraduate days, and when Liebig identified hippuric acid as a normal

urinary product, Woehler suggested that it might be formed from benzoic acid and glycine

in the body. His initial experiments in dogs, however, were inconclusive (1). Alexander

Ure, a physician seeking a cure for gout, heard about Woehler’s idea and reasoned that if

it was correct then administration of benzoic acid to man might lead to a diminished

excretion of urea due to the use of nitrogen in the glycine conjugate. Ure took benzoic

acid and isolated hippuric acid from his urine (2). Woehler had his associate Keller repeat

the experiment and confirmed that ingested benzoic acid was indeed excreted in the urine

as hippuric acid (3).

These studies initiated a period lasting to the end of the century where scientists and

their collaborators subjected themselves to interesting molecules to “see what would

happen.” Many of the studies followed logical extensions of the earlier work.
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Erdmann and Marchand administered cinnamic acid to volunteers and isolated a

product tentatively identified as hippuric acid (4,5). They proposed that the cinnamic acid

was oxidized to benzoic acid and then conjugated with glycine. Woehler and Friederick

Frerichs confirmed this transformation in dogs (6). They also showed that benzaldehyde

was converted to hippuric acid in dogs and rabbits.

The oxidation of benzene to phenol was discovered by the clinician Bernhard Naunyn

during the course of experimental treatment of stomach “fermentation” with benzene. He

was surprised to find that phenol was excreted following the administration of benzene.

Naunyn then collaborated with the chemist, Schultzen, to study the fate of a number of

hydrocarbons, including toluene, xylene, and largermolecules (7). Aromatic hydroxylation,

which had proven difficult for the chemists of the day, was readily accomplished in humans.

Studies on aromatic hydroxylation led Stadeler to discover conjugated phenols in

human and animal urine (8). Munk, after ingesting varying amounts of benzene,

monitored the excretion of “phenol-forming substance” in his urine by hydrolyzing the

urine with acid and measuring the released phenol (9).

Baumann, using the color of indigo as his guide, purified an indigo-forming

substance from urine and showed that upon hydrolysis both indigo and sulfate were

released (10). Baumann made many pioneering studies on sulfates formed from a variety

of compounds including, catechol, bromobenzene, indole, and aniline.

The surprising ability of the body to methylate compounds was discovered by His in

1887 when he was able to isolate and identify N-methyl pyridinium hydroxide from the

urine of dogs dosed with pyridine (11). Over 60 years later, MacLagan and Wilkinson

discovered the more significant O-methylation pathway using the phenol butyl-4-hydroxy

3,5 diiodobenzoate (12). This is the pathway that led Axelrod to his Nobel Prize related to

the methylation of catecholamines.

N-Acetylation was first described by Cohn in his studies on the fate of m-

nitrobenzaldehyde. The oxidized, reduced compound is acetylated and conjugated with

glycine to yield the hippurate of N-acetyl m-aminobenzoic as a major metabolite (13).

Mercapturic acids were initially isolated in the laboratories of Baumann and Preuss

studying the fate of bromobenzene and by Jaffe looking at chloro and iodobenzene

(14,15). The actual structure of these acetyl cysteine conjugates was determined by

Baumann in 1884 (16). The nature of the cofactors in the conjugation reactions would not

be known until the 20th century.

A unique, primarily human, conjugation of glutamine with aryl acetic acids was

discovered by Thierfelder and Sherwin in 1914 (17).

ACTIVE METABOLITES

By the early part of the 20th century the major drug-metabolizing reactions had been

identified. A unifying theory on the role of metabolism was developed by John Paxson

Sherwin. Sherwin was one of the most prominent Americans in the field of metabolism

(18). A native of Bristol, Indiana, he was educated in Indiana and Illinois and then spent

two years in Tubingen, Germany, before returning to the Midwest. He formulated the

“chemical defense” theory elaborated in his reviews on drug metabolism in 1922, 1933,

and 1935 (19 21). The latter two reviews carried the title “Detoxication Mechanisms.”

This same title was used by R.T. Williams in his groundbreaking summaries of drug

metabolism in 1947 and 1959 (22). Although Williams was troubled with the general

classification of all metabolic reactions as “detoxication,” he accepted it as the most

practical appellation. A mind-set that metabolism led to detoxication was so logical and
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had so many examples that when a compound was actually made more active, it

engendered disbelief. But even at this early stage of drug development the examples of

activation began to accumulate.

The world’s first major drug, arsphenamine (Fig. 1), an arsenical used for the

treatment of syphilis, was ineffective in vitro (23). Twelve years after its launch, studies

showing that the drug worked through an oxidation product were published by Voegtlin

and coworkers (24). This compound, which evolved from the “magic bullet” concept of

Ehrlich, set the stage for future worldwide “blockbusters.”

Figure 1 Examples of drug activation.
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A more dramatic impact of metabolism occurred with the launch of prontosil

(Fig. 1), the first major antibacterial agent. Prontosil was discovered in the early 1930s in

the laboratories of I.G. Farben, the world’s largest chemical company. G. Domagk and

coworkers used the concept of Ehrlich, wherein compounds that could be shown to bind

to tissues may lead to specific antagonists of infectious agents. The early work, therefore,

concentrated on derivatives of azo dyes. After numerous failures they came across the

compound prontosil, an azo dye containing a sulfonamide moiety (25). This molecule had

striking activity and was an instant success. Launched initially in Europe, it quickly

stormed the United States when President Roosevelt’s son was cured by its administration

(26). Domagk was awarded the Nobel Prize in 1939 for his work.

But, like arsphenamine, prontosil had very low activity in vitro. This puzzled

workers in the laboratories of Trefouel in France. They proceeded to test both prontosil

and the sulfonamide breakdown product and came to the conclusion that it was the

metabolite formed by azo reduction that was the true antibacterial (27). This was

confirmed by studies in England that showed the presence of aminobenzenesulfonamide

in plasma and urine in patients treated with prontosil (28). Once it became clear that any

derivative that would release the active sulfonamide in vivo could represent effective

therapy, chemical companies around the world began making variations that would spawn

the birth of the modern pharmaceutical industry.

Acetanilide (Fig. 1) provides a bridge from active to toxic metabolites. Brodie and

Axelrod found that acetanilide was converted to aniline, which explained the

methemoglobinemia, which had been observed at high doses and to acetaminophen, a

superior analgesic (29). This study launched the illustrious career of Julius Axelrod in the

field of metabolism.

There are numerous examples of prodrugs, either by fortune or design, that have to

be activated for full pharmacological effect. Esters such as enalapril or clofibrate have to

be hydrolyzed for activity. Methyl DOPA is decarboxylated and hydroxylated for

activation, cyclophosphamide is hydroxylated for activation.

There are also many other examples where the metabolites had some or all of the

activity designated for the parent. One of the most striking and significant of these is the

antihistamine terfenadine (Fig. 1). The parent is oxidized to the active carboxylic acid and

other metabolites by cytochrome P450 enzymes. When the P450s are inhibited, parent

terfenadine reaches higher than normal levels (30,31). This interaction led to cardiovas-

cular problems in patients taking terfenadine and ketoconazole or erythromycin. Because

of this interaction, terfenadine was taken off the market and new regulatory guidelines

were put in place by the Food and Drug Administration (FDA) to alert drug developers to

the need for interaction studies before approval.

TOXIC AND REACTIVE METABOLITES

The products of metabolism are determined by reaction mechanism of the enzymes

involved and by the chemical structure of the reactant. Whether a metabolic product is

more or less active is independent of these two interacting forces. Humans have evolved

over the years, whereby we have a certain capacity to handle whatever the environment

and our diets present. Certain toxins, which cannot be handled metabolically, we learn to

avoid. The time frame of evolution does not permit the type of adaptation necessary

to dispose of every new compound in a safe and beneficial manner. It is impossible to

estimate what percentage of new molecular entities are converted to active or toxic
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metabolites, but it is clear that it has to be a higher percentage than we see just looking at

marketed drugs. The fact is that if a toxic metabolite is produced during drug

development, the candidate is usually eliminated from consideration. Therefore the

number of compounds actually activated by metabolism is necessarily higher than the

overall documented occurrences. With any new compound, there is a significant chance

that metabolism will yield pharmacologically active derivatives.

REACTIVE INTERMEDIATES

The formation of reactive intermediates is of particular concern in the development of

new agents. Guroff and coworkers found that during the course of aromatic hydroxylation

the hydrogen on the position to be hydroxylated could shift to the adjacent position (32).

This was termed the “NIH” shift and was subsequently explained by the formation of a

reactive epoxide intermediate. The formation of “green pigments” during administration

of 2-allyl-2-isopropylacetamide was shown by de Matteis to be due to destruction of P450

(33). Ethylene and other olefins had similar destructive properties (34). The most

significant chemical moieties giving rise to reactive molecules and/or P450 inhibition

have been reviewed (35). Many of these compounds will react with glutathione in an

inactivation step. Excretion of mercapturic acids is often taken as a sign of the formation

of the reactive species. In the absence of adequate levels of glutathione or when the

kinetics are favorable for protein binding, the formation of chemical-protein conjugates

can lead to systemic toxicity.

The prototypical reactive intermediate is the quinone-imine formed from metabolism

of acetaminophen. In a classic series of papers, Brodie and coworkers revealed the metabolic

fate of acetaminophen and its potential tissue-binding metabolite (36 39). While this

compound is known to be hepatotoxic and readily binds to protein in vitro, it nonetheless

remains a best-selling analgesic. Generally, at recommended doses, acetaminophen is

efficiently removed by conjugation or, after oxidation, by glucuronidation and/or reaction

with glutathione. At elevated doses or in conjunction with CYP2E1 induction, high levels of

quinone-imine can lead to tissue damage (40).

BIOANALYTICAL

The progress in drug metabolism is paralleled by, indeed dependent on, the advances in

bioanalytical techniques. For most of the first century of drug metabolism research,

identification of metabolites involved isolation, purification, and chemical manipulation

leading to characterization. At the end of World War II, new technology developed during

the war came into use in metabolism research. A study on the distribution of radioactivity

in the mouse after administration of 14C-dibenzanthracene set new standards for metabolic

research (41). The use of high-speed centrifuges to separate cellular components was

another legacy of the Manhattan Project. The development of liquid-liquid partition

chromatography by Martin and Synge (42) heralded the addition of new separation tools,

including paper, thin layer, and gas chromatography. Spectrometry in biological media

became routine with the Cary 14 spectrophotometer.

Mass spectrometry moved from the hands of specialists to the analytical laboratory

with the launch of the LKB 9000 GC/MS. A crucial development for the eventual linking

of mass spectrometry and liquid chromatography was the discovery of electrospray

The Evolution of Drug Metabolism Research 5



ionization by Fenn in 1980 (43). LC/MS instruments from Sciex and Finnegan

revolutionized the bioanalytical laboratories leading to increasingly more rapid and more

efficient delineation of metabolic pathways. Newer analytical techniques permit the

analysis of chemical bound to protein and the characterization of the proteins involved.

For example, Shin and coworkers recently identified binding of electrophiles to 263

proteins in human microsomal incubations (44). Doss and Baillie (45) have suggested

that drug developers use in vitro binding ability as a screen for potential reactive

intermediates.

ENZYMOLOGY-MECHANISMS OF METABOLISM

Conjugation

The discovery of cofactor structures started with acetyl coA. This important cofactor,

vital for intermediary metabolism, was identified using the acetylation of sulfanilamide

as an assay. Lippman and coworkers painstakingly isolated and identified coenzyme A

as the energy-containing component driving acetylation (46). The principle of active

cofactors led researchers to solving the structures of 30-phosphoadenosine-50-phospho-
sulfate (PAPS) (47), uridinediphosphoglucuronic acid (UDPGA) (48), and S-adenosyl-

methionine (SAM) (49). Defining mercapturic acid formation took slightly longer

because of the fact that the actual conjugating moiety was altered before elimination.

The actual structure of mercapturic acids was solved when Baumann correctly identified

the acetyl cysteine moiety (16). Glutathione, originally isolated by M.J. de Rey Pailhade

(50), was fully characterized by Hopkins in 1929 (51). But it was not until 1959 when

the relationship between glutathione conjugation and the formation of mercapturic acids

was elucidated by Barnes and associates (52). In 1961, Booth, Boyland, and Sims

published data on the enzymatic formation of glutathione conjugates (53). As a variation

in the theme, it became clear that conjugation with amino acids such as glycine or

glutamine involved initial activation of the substrate rather than the linking agent. The

unique ability of humans and Old World monkeys to conjugate with glutamine was

found to be due to the specificity of acyl transferase enzymes found in the mitochondria

(54).

The structures of most of the human conjugating enzymes have now been

elucidated, and in many cases, the enzymes have been cloned. Crystal structures have

been slow to emerge for glucuronyl transferases because of the membrane-bound nature

of these enzymes. There are 13 human sulfotransferases (55), 16 glucuronyl-transferases

(56), multiple N-, O-, and S-methyl transferases, 2 N-acetyl transferases (57), and 24

glutathione transferases (58). The multiplicity of isozymes and overlapping specificities

require extensive evaluation to understand which enzymes may be critical for a given

drug.

Reduction

Some of the earliest in vitro experiments in metabolism dealt with enzymatic reduction.

The importance of the azo derivatives of sulfanilamide led to initial experiments using

neoprontosil as a model substrate. Bernheim reported the reduction of neoprontosil by

liver homogenates (59). Mueller and Miller studied the metabolism of the carcinogen

dimethylaminoazobenzene (DAB) and found that in rat liver homogenates DAB was

hydroxylated and demethylated and the azo linkage was reduced (60). The reducing

6 Murphy



enzyme was shown to require reduced nicotinamide adenine dinucleotide phosphate

(NADPH) and to reside in the particulate portion of the fragmented cells (61).

Oxidation

The incorporation of oxygen into drugs and endogenous molecules was found to occur

directly from molecular oxygen by the use of isotopically labeled oxygen (62,63). This led

to the definition of a new category of oxidases termed “monooxygenases” by Hayaishi and

“mixed-function oxidases” by Mason. These oxidases required oxygen and a reductant,

usually NADPH.

IN VITRO METHODOLOGY/ENZYMOLOGY

The unraveling of the secrets of the cell began with the development of the techniques of

gently breaking the cell developed by Potter and Elvejham and then fractionating the

fragments and components of the cell by differential centrifugation (64). The first drug to

be studied using these techniques was amphetamine. Axelrod examined the deamination

of amphetamine and showed the activity to be dependent on oxygen and NADPH and to

reside in the microsomal fraction of the cell (65). Brodie’s laboratory quickly examined a

number of drug substrates and found them to be metabolized by the same microsomal

system (66).

Further examination of microsomes by Klingenberg and Garfinkel revealed the

presence of a pigment that had some of the properties of a cytochrome and a peak

absorbance after reduction in the presence of CO at 450 nm (67,68). The pigment was

shown by Omura and Sato to be a cytochrome (69). Estabrook Cooper and Rosenthal used

light activation of the CO-inhibited system to prove that cytochrome P450 was the

terminal oxidase in the oxidation of many classes of drug substrates (70). The use of

microsomes became standard practice in drug metabolism studies. However, the enzymes

defied purification because of the fact that they were embedded in the membrane and

solubilization inevitably led to denaturation.

Lu and Coon solved the problem of releasing the enzyme from the membrane using

sodium deoxycholate in the presence of dithiotheitol and glycerol and our knowledge of

multiple P450s rapidly expanded (71). Coon’s laboratory, Wayne Levin and associates,

and Fred Guengerich were among the pioneers in separation and purification of P450s

(72). Nebert and coworkers developed a unifying nomenclature on the basis of the degree

of similarity of the P450s, and the field began to blossom (73). The culmination of the

efforts to define human P450s came with the sequencing of the human genome. At that

point, it was clear that there were 57 variants of human P450. The major ones involved in

drug metabolism have been well characterized, while there are still some isozymes whose

function is yet to be defined (72).

The physical characteristics of the enzymes are rapidly being defined. The first

P450 to be crystallized and the first structure determined were from a pseudomonad,

Pseudomonas putida (74). This provided a blueprint for all the structures to come. Human

P450s resisted crystallization until they were modified by shortening the amino terminus.

It is this portion of the protein that binds the membrane, and by removing the amino

terminal segment, it was possible to obtain a soluble, active P450 that could be crystallized

and analyzed. The crystal structures of all of the major drug-metabolizing p450s now have

been determined (75). The knowledge of the crystal structures has helped in our

understanding of the broad specificity of this class of enzymes, helped to determine the
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necessary properties of potential substrates, and led to the development of computer

programs to predict whether a compound will be a substrate or not (76).

While the P450s have been the stars of drug metabolism, there are many other

oxidative enzymes that can play a role, sometimes dominant, in the fate of new molecules.

The flavin monooxygenases, which are often involved in the metabolism of heterocyclic

amines, sulfur, or phosphorous-containing compounds, have been characterized and five

forms identified (77). Aldehyde oxidase, a molybdenum-containing enzyme oxidizes

nitrogen heterocycles and aldehydes (78), xanthine oxidase and xanthine dehydrogenase

mainly involved in the production of uric acid (79), aldehyde dehydrogenase [3 classes, at

least 17 genes (80)], and alcohol dehydrogenase (23 distinct human forms) (81) are

among the enzymes most prominent in drug metabolism.

GENETIC CHARACTERISTICS OF DRUG-METABOLIZING
ENZYMES

The drug-metabolizing enzymes showed early indications of genetic polymorphism on

the basis of the individual variations in therapeutic effectiveness. The discovery of the

utility of isoniazid in the treatment of tuberculosis was quickly followed by the realization

that a significant portion of the patient population had elevated levels of isoniazid in the

plasma. This was traced to a genetically determined deficiency in the N-acetyl transferase

responsible for the inactivation of isoniazid (82). Similarly, genetic variations in serum

cholinesterase led to altered susceptibility to the effects of the muscle-relaxant succinyl

choline (83). A major breakthrough in the enzymes involved with drug oxidation came

with the studies of Smith and coworkers on debrisoquine metabolism (84) and the work of

Eichelbaum and coworkers on sparteine metabolism (85). These discoveries led to a

broad range of population studies on debrisoquine hydroxylase, later to be identified as

CYP450 2D6. The variation in blood levels of these agents could be traced to whether

patients had diminished levels of CYP2D6 or, in some cases, enhanced levels of

CYP2D6.

As we learned more about the role of the isozymes of P450, genetic variations

became a major topic of study. Significant polymorphic variations in CYP2C9, CYP

2C19, CYP2A6, and CYP2B6 must be taken into account for substrates of these enzymes

(86). Other oxidizing enzymes such as flavin monooxygenase (FMOs) (87) and

dihydropyrimidine dehydrogenase (88) also show genetic variation leading to drug

toxicity. Conjugating enzymes such as thiopurine methyltransferase, N-acetyl transferase,

and glucuronyl transferase have variants that have been shown to be important in altered

response to drugs (89).

The message for drug development is clear. It is vital to know the enzymes involved

in the breakdown of the administered drug. If a specific isozyme is responsible for either

the majority of the inactivation or for the activation of an agent, then appropriate studies

are required to determine the efficacy and/or toxicity of the drug over a spectrum of the

population, including the genetic variants.

INDUCTION-CONTROL MECHANISMS

One of the most striking features of drug-metabolizing enzymes is their ability to adapt to

the substrate load. Early studies showed that ethanol administration to rats increased the

ability of the kidney to metabolize ethanol (90), while borneol administration to dogs or
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menthol administration to mice led to increased b-glucuronidase activity in these species

(91). Conney et al. discovered enzyme induction by aromatic hydrocarbons (92), while

Remmer and Merker reported phenobarbital induction of smooth endoplasmic reticulum

in rabbits, rats, and dogs (93). Studies on the induction phenomenon eventually led to

discovery of the Ah receptor (94). The mechanism of transcriptional regulation has been

elucidated and forms the basis for our understanding of this superfamily of regulators

(95). Other receptors integral to the initiation of induction include peroxisome proliferator

activated receptor (PPAR) (96), constitutive androstane receptor (CAR), and pregnane X

receptor (PXR). Interactions between CAR and PXR have recently been reviewed (97).

The crystal structure of the human PXR ligand-binding domain in the presence and

absence of ligands has been reported (98,99).

INHIBITORS

Compounds that had broad specificity as inhibitors of P450 played a major role in the

understanding of this class of enzymes. The discovery of SKF525a in the laboratories of

SKF and its expanded use by Brodie and coworkers defined the microsomal oxidases

before the discovery of P450 (100,101). That one inhibitor could decrease the metabolism

of so many diverse compounds argued for an enzyme with broad specificity or multiple

enzymes with a common site of inhibition. Other inhibitors such as metyrapone,

ketoconazole, and AIA were similarly employed. Attention was drawn to the role of

inhibition in drug interactions when cimetidine, a popular proton pump inhibitor, was

found to be a weak inhibitor of P450-catalyzed reactions (102). The observation that

grapefruit juice had inhibitory properties stimulated the studies of endogenous and

environmental inhibitors resulting in adverse drug reactions (103). Once the multiplicity

of P450s was clear, specific inhibitors of individual isozymes were used to define activity

(35). These inhibitors included antibodies with unique specificities (104). The field of

specific inhibitors for targeted therapy is rapidly developing, as the roles of all 57 P450s

are unraveled (105,106).

TRANSPORTERS

The discovery of p-glycoprotein (pgp or mdr1) in 1976 created an enhanced

appreciation of the role of transporters in drug disposition (107). In addition to

playing an important role in drug penetration through the intestine, pgp plays a

significant role in controlling the penetration of many drugs into the brain (108).

Umbenhauer and coworkers showed that a genetic deficiency in pgp was correlated

with the penetration of avermectin into the brain in mice (109,110). Later studies

showed a wide range of compounds controlled in a similar fashion. There are many

other transporters that have yet to be characterized with regard to drug disposition. A

total of 770 transporter proteins were predicted from analysis of the human genome.

The ABC family, which contains pgp, consists of 47 members. The latest information

and structural details on transporters can be found in the transporter protein analysis

database (111). The first crystal structure of an S. Aureus ABC transporter was

reported in 2007 (112). In the drug development process, knowledge as to whether the

candidate compounds are substrates for transporters is crucial to predicting

bioavailability.
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DRUG METABOLISM RESEARCH IN DRUG DEVELOPMENT

The overall progression of drug metabolism from the determination of metabolic

pathways to the current position in metabolic profiling is shown in Figure 2. The

evolution of drug metabolism research has changed the role of the drug metabolism

scientist in a most dramatic fashion. The modern day metabolism scientist must

understand and evaluate not just the chemistry of metabolism but also the enzymatic,

genetic, environmental, mechanistic, and interactive aspects of any new agent. The

metabolism scientist must be able to develop a compound profile detailing all the nuances

involved in proposed therapy. This profile, or metafile (Fig. 3), must encompass a breadth

of understanding enabling the design of clinical studies that facilitates the tailoring of the

new agent to the most appropriate patient population.

1841 1900 1925 1950 1975 2000 2008

Chemistry starts with Woehler, by 1900 all major pathways, glutathione conjugation,
active metabolites, epoxide intermediates, mechanistic studies, electrophiles

In vitro starts, Millers define role of liver, Axelrod
identifies metabolism in microsomes, Lu and Coon
solubilize P450, cloned enzymes, knockout and
humanized animals

Enzymology starts with co factors, P450,
isolation, crystallization, isozymes, human
genome details

Transporters start with MDR, anion
and cation transporters, then human
genome reveals > 700 genes,
crystallization

Genetic polymorphisms start with NAT, accelerate with
debrisoquine, then deletions, overexpression, allelic
variants

Expression and control start with Ah
receptor, then CAR, PXR, PPAR

Active metabolites start with chloral hydrate, arsphenamine, accelerates with
prontosil reaches heightened regulatory awareness with terfenadine

Induction starts with b glucuronidase increase with borneol
or menthol, accelerates with DMAB, then Phenobarbital,
then Ah receptor, nuclear activation

Inhibition starts with SK&F 525a, accelerates
with P450 discovery, high impact with
macrolides, ketoconazole

Figure 2 The evolution of drug metabolism research from the earliest days of discovery to the

current broad ranging research effort. Abbreviations: Peroxisome proliferator activated receptor,

PPAR; constitutive androstane receptor, CAR; pregnane X receptor, PXR.
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l’Académie des Sciences 1888;106:1683 4 (in French).

51. Hopkins FG. On Glutathione: A Reinvestigation. J Biol Chem 1929; 84:269 320.

52. Barnes MM, James SP, Wood PB. The formation of mercapturic acids. 1. Formation of

mercapturic acid and the levels of glutathione in tissues. Biochem J 1959; 71:680 690.

53. Booth J, Boyland E, Sims P. An enzyme from rat liver catalysing conjugations with

glutathione. Biochem J 1961; 79:516 524.

54. Webster LT, Siddiqui, U.A., Lucas, S.V., Strong, J.M., Mieyal, J.J. Identification of separate

acyl CoA: glycine and acyl CoA:L glutamine N acyltransferase activities in mitochondrial

fractions from liver of rhesus monkey and man. J Biol Chem 1976; 251:3352 3358.

55. Allali Hassani APP, Dombrovski L, Najmanovich R, Tempel W, Dong A, Loppnau P, Martin F,

Thornton J, Edwards AM, Bochkarev A, Plotnikov AN, Vedadi M, Arrowsmith CH. Structural

and chemical profiling of the human cytosolic sulfotransferases. PLoS Biol 2007; 5:e97.

56. Tukey RH, Strassburg CP. Human UDP glucuronosyltransferases: metabolism, expression and

disease. Annu Rev Pharmacol Toxicol 2000; 40:581 616.

57. Wu H, Dombrovsky L, Tempel W, Martin F, Loppnau P, Goodfellow GH, Grant DM,

Plotnikov AN. Structural basis of substrate binding specificity of human arylamine

N acetyltransferases. J Biol Chem 2007; 282:30189 30197.

58. Hayes JD, Flanagan JU, Jowsey IR. Glutathione transferases. Annu Rev Pharmacol Toxicol

2005; 45:51 88.

59. Bernheim F. The reduction of neoprontosil by tissues in vitro. J Pharmacol Exp Ther 1941;

71:344 348.

60. Mueller GC, Miller JA. The metabolism of 4 dimethylaminoazobenzene by rat liver

homogenates. J Biol Chem 1948; 176:535 544.

61. Mueller GC, Miller JA. The reductive cleavage of 4 dimethylaminoazobenzene by rat liver:

the intracellular distribution of the enzyme system and its requirement for triphosphopyridine

nucleotide. J Biol Chem 1949; 180(3):1125 1136.

62. Hayaishi O, Katagiri M, Rothberg S. J Am Chem Soc 1955; 77:5450.

63. Mason HS, Fowlks WL, Peterson E. Oxygen transfer and electron transport by the phenolase

complex. J Am Chem Soc 1955; 77(10):2914 2915.

64. De Duve C, Beaufay H. A short history of tissue fractionation. J Cell Biol 1981; 9:293s 299s.

65. Axelrod J. The enzymatic deamination of amphetamine (benzedrine). J Biol Chem 1955;

214:753 763.

66. Brodie BB, Axelrod J, Cooper JR, Gaudette L, La Du B, Mitoma C, Udenfriend S.

Detoxication of drugs and other foreign compounds by liver microsomes. Science 1955;

121:603 604.

67. Klingenberg M. Pigments of rat liver microsomes. Arch Biochem Biophys 1958; 75:376 386.

68. Garfinkel D. Studies on pig liver microsomes. I. Enzymic and pigment composition of

different microsomal fractions. Arch Biochem Biophys 1958; 77:493 509.

The Evolution of Drug Metabolism Research 13



69. Omura T, Sato R. A new cytochrome in liver microsomes. J Biol Chem 1962; 237:1375 1376.

70. Estabrook RW, Cooper DY, Rosenthal O. The light reversible carbon monoxide inhibition

of the steroid C 21 hydroxylation system of the adrenal cortex. Biochem Z 1963; 338:741 755.

71. Lu AYH, Coon MJ. Role of hemoprotein P450 in fatty acid o hydroxylation in a soluble

enzyme system from liver microsomes. J Biol Chem 1968; 243:1331 1332.

72. Guengerich FP. Human Cytochrome P450 Enzymes. In: Paul R Ortiz de Montellano, ed.

Cytochrome P450: Structure, Mechanism, and Biochemistry. 3rd ed. New York, NY: Kluwer

Academic/Plenum Publishers, 2005:377 463.

73. Nebert DW, Adesnik M, Coon MJ, Estabrook RW, Gonzalez FJ, Guengerich FP, Gunsalus IC,

Johnson EF, Kemper B, Levin W, Phillips IR, Sato R, Waterman MR. The P450 gene

superfamily: recommended nomenclature. DNA 1987; 6:1 11.

74. Poulos TL, Finzel BC, Howard AJ. Crystal structure of substrate free Pseudomonas putida

cytochrome P 450. Biochemistry 1986; 25:5314 5322.

75. Rowland P, Blaney FE, Smyth MG, Jones JJ, Leydon VR, Oxbrow AK, Lewis CJ, Tennant

MG, Modi S, Eggleston DS, Chenery RJ, Bridges AM. Crystal structure of human cytochrome

P450 2D6. J Biol Chem 2006; 281:7614 7622.

76. Yamashita F, Hashida M. In silico approaches for predicting ADME properties of drugs. Drug

Metab Pharmacokinet 2004; 19:327 338.

77. Krueger SK, Williams DE. Mammalian flavin containing monooxygenases: structure/function,

genetic polymorphisms and role in drug metabolism. Pharmacol Ther 2005; 106:357 387.

78. Garattini E, Mendel R, Romão MJ, Wright R, Terao M. Mammalian molybdo flavoenzymes,

an expanding family of proteins: structure, genetics, regulation, function and pathophysiology.

Biochem J 2003; 372(1):15 32.
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INTRODUCTION

Drug metabolites and their disposition in vivo are well recognized by scientists,

clinicians, and regulatory agencies to be important when evaluating a new drug entity. In

the past several decades, increased attention has been placed on drug metabolism for

several reasons. Firstly, the number of drugs with active metabolites, by design (i.e.,

prodrugs) or by chance, has increased (1 3). This is exemplified by the transition from

terfenadine to its active metabolite fexofenadine (3) and interest in the contributions of

morphine-6-glucuronide (M6G) toward the analgesic activity of the age-old drug,

morphine, and potential development of this active metabolite (4). In addition, with the

advent of methods to establish the metabolic genotype and characterize the phenotype of

individual patients (5,6) and the identification of specific isoforms of enzymes of

metabolism, there is an increased appreciation of how elimination of a drug by

metabolism can influence drug bioavailability and clearance, and ultimately affect its

efficacy and toxicity. These rapidly evolving methods can be translated to permit cost-

effective individual optimization of drug therapy on the basis of a subject’s metabolic

capability (5,6), just as renal creatinine clearance has been used for years to assess renal

function and permits individualized dose adjustment for drugs cleared by the kidney (7).

Finally, the well accepted, though still poorly understood role of bioactivation in the

potential toxicity of drugs and other xenobiotics (8,9) requires that metabolites continue to

be evaluated and scrutinized for possible contributions to adverse effects observed

in vivo. Though the importance of drug metabolism is seldom questioned, the

interpretation and use of pharmacokinetic data on the disposition of metabolites is not

well understood or fully implemented by some investigators. The objective of this chapter

is to provide a basis for the interpretation and use of metabolite pharmacokinetic data

from preclinical and clinical investigations.

A number of previous authors have reviewed methods and theory for the analysis of

metabolite pharmacokinetics, with literature based upon simple models, as early as 1963

by Cummings and Martin (10). Thorough theoretical analyses and reviews have been

published, notably by Houston (11,12), Pang (13), and Weiss (14). The topic of

metabolite kinetics is not found in commonly employed textbooks on pharmacokinetics
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(15), though the topic is usually not presented or taught in a first, introductory course on

pharmacokinetics. This chapter is not intended to present all aspects of basic

pharmacokinetics that may be necessary for a thorough understanding of metabolite

kinetics, and for this reason, motivated readers are recommended to consult other sources

(15 19) if an introduction to basic pharmacokinetic principles is needed. This review will

also not attempt to present or discuss all possible permutations of metabolite

pharmacokinetics, but will make an effort to present and distinguish what can be

assessed in humans and animals in vivo given commonly available experimental methods,

which in some cases may be augmented by in vitro studies.

METABOLITE KINETICS FOLLOWING A SINGLE INTRAVENOUS
DOSE OF PARENT DRUG

General Considerations in Metabolite Disposition

Much of the theory presented here will be based upon primary metabolites, as shown in

Scheme 1, which are formed directly from the parent drug or xenobiotic whose initial

dose is known. In contrast, secondary or sequential metabolites, as indicated in Scheme 2,

are formed from one or more primary metabolites. The theory and resultant equations for

the analysis of sequential metabolite kinetics are often more complex (see sect.

“Sequential Metabolism”) (13). Since most metabolites of interest are often primary

metabolites, this review will focus on these, unless otherwise noted. Scheme 1 is the

simplest model for one metabolite that can be measured in vivo, with other elimination

pathways for the parent drug, either by metabolism or excretion (e.g., biliary or renal),

represented as a combined first-order elimination term, kother. Pharmacokinetic models

will be presented here for conceptual reasons, but in the instances where model-

independent or “non-compartmental” methods are appropriate, their applications will be

discussed.

Here, A is the amount of drug or xenobiotic administered and A(m) is the amount of

a particular metabolite present in the body with time. When sequential metabolism is

occurring, metabolites are distinguished with a subscript; A(m1) is the amount of primary

metabolite present with time and A(m2) is the amount of secondary, or sequential,

metabolite formed with time. A(m)elim is the amount of the primary metabolite of interest

that is excreted (e.g., biliary or renal) and/or further metabolized. It is assumed that once

metabolite is excreted in the urine or bile, it is not subject to reabsorption or cycling. The

Scheme 1 Drug metabolism to a primary metabolite followed by urinary or biliary excretion with

parallel elimination pathways. The arrows indicate irreversible processes.

Scheme 2 Sequential metabolism to a secondary metabolite, m2, from a primary metabolite, m1.
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parameter kf is the first-order formation rate constant for the metabolite and kother
represent a first-order rate constant for the sum of formation of other metabolites and

elimination via other pathways. The constant k(m) is the elimination rate constant for the

metabolite, whereas the sum of kf and kother is k, the total first-order rate constant for the

overall elimination of the parent drug. With this simple model, and derivations from this,

the following assumptions will be employed unless otherwise noted:

1. The elimination and distribution processes are first order, and thus linear, that

is, they are not influenced by the concentration of drug or metabolite in the

body. For example, saturation of enzyme and transport systems, co-substrate

depletion, saturable plasma protein, or tissue binding does not occur.

2. All drug metabolism represents irreversible elimination of the parent drug,

thus, there is no reversible metabolism, enterohepatic recycling, or bladder

resorption.

3. For simplicity, a one-compartment model will be used, which assumes rapid

distribution of parent drug and metabolite within the body.

4. There is no metabolism that results in metabolite being eliminated without first

being presented to the systemic circulation.

From Scheme 1, the following equation is used to describe the rate of change in the

amount of metabolite in the body at any time, which is equal to the rate of formation less

the rate of elimination,

dAðmÞ
dt

¼ kf � A� kðmÞ � AðmÞ ðEq: 1Þ

This rate of input (i.e., formation) and output (i.e., elimination) is analogous to the

form of the equation for first-order drug absorption and elimination (17). The amount of

metabolite and parent drug present in the body upon initial intravenous bolus dosing of

the drug is zero and the administered dose (D), respectively. The disposition of parent

drug can be described with an exponential term, as shown in Eq. 2,

A ¼ D � e k�t ðEq: 2Þ
Substitution of A into Eq. 1 permits solving for A(m) as a function of time (17),

AðmÞ ¼ kf � D
kðmÞ � k

½e k�t � e kðmÞ�t� ðEq: 3Þ

Since amount of metabolite is often unknown, metabolite concentration, C(m), is

measured in plasma, which can be expressed by dividing both sides of Eq. 3 by the

volume of distribution of the metabolite, V(m), as follows,

CðmÞ ¼ kf � D
VðmÞ � ðkðmÞ � kÞ ½e

k�t � e kðmÞ�t� ðEq: 4Þ

Eqs. 3 and 4 describe the amount and concentration, respectively, of a primary

metabolite in the body over time after an intravenous bolus dose of the parent drug.

Immediately after dosing there is no metabolite present, and the amount of metabolite will

then reach a maximum when the rate of formation equals the rate of elimination of the

metabolite. This peak occurs when tm,peak ¼ ln[k=k(m)]=[k k(m)] (17). Here, k and k(m)

determine the shape of the drug and metabolite concentration versus time profiles,

whereas kf influences the fraction of the dose that is metabolized, thus affecting the

magnitude of the metabolite concentration. It is apparent that the relative magnitude or
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ratio of the two rate constants for the elimination of parent drug and metabolite

determines the overall profile of the metabolite relative to that of the parent drug, with

two limiting cases described below.

Formation Rate-Limited Metabolism

In the first case, if k(m) � k, then the metabolite is eliminated by either excretion or

further sequential metabolism much more rapidly than the rate at which the parent drug is

eliminated. Since k ¼ kf þ kother, it also follows that k(m) � kf. Under this condition,

defined as formation rate-limited (FRL) metabolism, the exponential term describing

metabolite elimination in Eqs. 3 and 4, e k(m)�t, declines rapidly to zero relative to the

exponential term describing parent drug elimination, e k�t, and the term in the

denominator, [k(m) k], approaches the value k(m). Thus, shortly after an intravenous

bolus dose of parent drug, Eq. 3 simplifies to,

AðmÞ ¼ kf � D
kðmÞ ½e

k�t� ðEq: 5Þ

Equation 4 can be simplified similarly, and then, if one takes the natural log (ln) of

both sides of Eq. 5, then the amount of metabolite in the body can be described by a linear

relationship with respect to time,

ln AðmÞ ¼ ln
kf � D
kðmÞ

� �
� k � t ðEq: 6Þ

A similar relationship to Eq. 6 can be derived from Eq. 4 using concentrations rather

than amounts when FRL metabolism applies. This log-linear relationship, common to

first-order systems, indicates that when k(m) � k, the terminal half-life is measured for

the metabolite amount or concentration versus time curves represent that of the parent

drug, not that of the metabolite. This is shown below in Figures 1A and 2. Moreover, as

k(m) increases, the tm,peak for the metabolite approaches zero. In this case, the metabolite

will reach peak concentrations very quickly after a bolus dose of the parent drug.

Figure 1 Drug and metabolite profiles simulated for the two common cases from Scheme 1. (A)

Formation rate limited metabolism where k(m) > k[kf, kother, and k(m) are 0.2, 0, and 2,

respectively]. (B) Elimination rate limited metabolism where k(m) < k [kf, kother, and k(m) are 2, 0,

and 0.2, respectively]. Shown are amounts expressed as percentage of the dose; if converted to

concentrations of parent drug and metabolite, the relative ratios of the curves may change as

determined by V and V(m), respectively. Source: From Ref. 15.
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Equation 5 can also be rearranged to indicate that the rate of elimination

of metabolite, k(m) � A(m), approximates its rate of formation from the parent drug,

kf � D � [e k�t] ¼ kf � A, where A is the amount of parent drug in the body at any time after

the dose,

kðmÞ � AðmÞ ¼ kf � D � e k�t ðEq: 7Þ
Thus, with FRL metabolism, an apparent equilibrium exists between the formation

and elimination of metabolite such that the ratio of metabolite to parent drug is

approximately constant soon after a dose of the parent drug. Since the term “D � e k�t”
describes the amount of parent drug in the body at any time, shortly after an intravenous

bolus dose of the parent drug, the ratio of amount of metabolite to drug is,

AðmÞ ¼ kf

kðmÞ � A ðEq: 8Þ

Figure 2 Plasma levels of NLA (.) and propranolol (o) (mean � SEM) after single intravenous

doses of propranolol in normal human subjects (20). NLA exhibits FRL metabolism with parallel

half lives and rapid attainment of peak levels. The higher ratios of NLA/propranolol at equilibrium

are due to a much low ratio of CL(m)/CL; however, V(m)/V must be lower still (see Eq. 15) to

provide k(m)/k > 1, characteristic of FRL metabolism. Abbreviations: NLA, naphthoxylacetic acid;

FRL, formation rate limited. Source: From Ref. 20.
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Since the volume of distributions of parent drug (V) and metabolite [V(m)] are

assumed constant, Eq. 8 can be rewritten by multiplying by volume terms to provide

concentrations and clearance terms where CLf ¼ kf V and CL(m) ¼ k(m) V(m), and the

units of clearance are volume/time,

CðmÞ ¼ kf � V
kðmÞ � VðmÞ � C ¼ CLf � C

CLðmÞ ðEq: 9Þ

Though the metabolite concentration in the body, C(m), at any time after a dose of

parent drug can be determined by assay of plasma samples, in this case where k(m)� k, it is

not possible to estimate k(m) unambiguously. An estimate of k(m) can only be determined by

obtaining metabolite plasma concentration versus time data following an intravenous dose of

the metabolite itself. These relationships do, however, indicate that the concentration ratio of

metabolite versus parent drug will essentially be constant over time (Fig. 1A). This ratio will

be useful when relationships of concentration and clearance are discussed below.

With FRL metabolism, the observed apparent half-life of metabolite from

concentration versus time curves is related to a first-order elimination rate constant of

the parent drug, t1/2 ¼ ln 2/k, and the elimination half-life of the parent drug is longer than

that of the metabolite if the metabolite were dosed independently. Since the metabolite is

eliminated much faster than it is formed, its true half-life is not apparent, and the

concentration versus time profile of the metabolite follows that of the parent drug as

shown in Figures 1A and 2, where the log of the amount or plasma concentration are

plotted on the ordinate. For naphthoxylacetic acid, a metabolite of propranolol (Fig. 2), its

plasma profile parallels that of propranolol whether the parent drug is given intravenously

or orally (20). Even if the parent drug displayed more complex disposition characteristics

with an initial distribution phase noted after an IV bolus dose (i.e., a two-compartment

model) or perhaps secondary absorption peaks because of enterohepatic recycling, one

would still expect to see a parallel profile for a metabolite subject to FRL metabolism.

The observation of parallel metabolite and parent drug profiles after dosing the parent

drug can also occur in cases of reversible metabolism, thus this possibility should also be

considered (see sect. “Reversible Metabolism”).

Elimination Rate-Limited Metabolism

The second limiting case is when k(m) � k, that is, the elimination half-life of the

metabolite is much longer than that of the parent drug. Here, the metabolite is eliminated

by either excretion or sequential metabolism with a first-order rate constant that is much

smaller than the rate constant for elimination of the parent drug (k ¼ kf þ kother), and this

situation is defined as “elimination rate-limited” (ERL) metabolism. There is no

requirement for the relative magnitude of k(m) and kf. Because of the differences between

k(m) and k, the exponential term e k�t in Eqs. 3 and 4 declines rapidly relative to the

exponential term e k(m)�t, and the term in the denominator, [k(m) k], approaches the

value of k. Thus, when k(m) � k, after most of the parent drug has been eliminated,

Eq. 3, which describes an IV bolus of parent drug, simplifies to

AðmÞ ¼ kf � D
k

½e kðmÞt� ðEq: 10Þ

With ERL metabolism, Eq. 4 also simplifies to express metabolite concentration

versus time after an intravenous dose of the parent drug. This simplification indicates that

with ERL metabolism, a log-linear plot of amount or concentration of metabolite versus

time would have a terminal slope reflecting the true elimination half-life for the
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metabolite, i.e., t1/2 ¼ ln 2/k(m). This is shown in Figure 1B, and an example of this type

of metabolite profile is exemplified by the disposition of N-desalkylhalazepam, a

metabolite of halazepam shown in Figure 3 (21). Under the condition of ERL metabolism,

the elimination half-life of the metabolite is unambiguously and clearly resolved from that

of the parent drug. Prodrugs are generally designed to follow ERL metabolism where the

prodrug is rapidly metabolized to the active moiety that persists in the body for a much

longer time than the parent prodrug, e.g., aspirin forming salicylate or mycophenolate

mofetil forming mycophenolic acid. Considerations of possible accumulation of

metabolite under ERL metabolism after chronic dosing of parent drug will be addressed

below.

Rates of Metabolite Elimination Approximately Equal to Rates
of Elimination of Parent Drug

The above conditions of FRL and ERL metabolism permit simplification of the equations

describing the disposition of the metabolite. However, in cases where k(m) is close to the

value of k, log-linear plots of metabolite concentration versus time do not, in theory,

Figure 3 Plasma levels (ng/mL) of halazepam (�) and N desalkylhalazepam (	) after 40 mg

halazepam every 8 hours for 14 days showing characteristics of elimination rate limited metabolism

(21). The estimated elimination half lives for halazepam and N desalkylhalazepam are 35 and

58 hours, repectively. Notable for the longer half lives of the metabolite are a longer time to achieve

steady state than the parent drug and smaller fluctuations between doses as seen in the simulated fit

of the data. Source: From Ref. 21.
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become apparently linear in the terminal phase of a concentration versus time profile

because neither exponential term of Eq. 3 nor of Eq. 4 will become negligible and drop

out as time progresses. Error in the analysis of plasma concentrations will also contribute

to inability to discern a value for k(m) from such a plot. Under these conditions, the use of

log-linear plots to estimate k(m), and subsequently the elimination half-life of the

metabolite, will lead to an underestimation of k(m) (12). Therefore, caution should be

used when interpreting metabolite elimination rates and half-life data when clear

distinction of k(m) from k cannot be made. In practice, when k(m) % k, it is possible that

noise in the data may make the terminal phase of the log concentration versus time plots

appear reasonably log linear. A discussion of how to analyze data in instances where it

appears that k(m) % k is presented in the earlier review by Houston (12).

Clearance and Volume of Distribution for Metabolites

Most of the above discussion dealt with amounts of drug and metabolite in the body and

methods to simply distinguish FRL and ERL metabolism and also to estimate k(m) and

half-life for a metabolite with ERL metabolism. However, in most instances, amounts are

not known since concentrations of metabolite are determined in plasma or blood over time

after dosing the parent drug. Since metabolites are seldom administered to humans [as an

investigational new drug (IND) for the metabolite would require significant effort and

expense], volume of distribution of the metabolite cannot be determined. Therefore, it is

difficult for unambiguous conversion of observed metabolite concentrations to amount of

metabolite in the body. It may be possible, given availability of metabolite(s), to

administer metabolite to animals to determine relevant pharmacokinetic parameters;

however, extrapolation of pharmacokinetic values from animals to humans is complex

and problematic. In general, volume terms more often extrapolate between species when

scaling than do clearance estimates. If the preformed metabolite can be administered to

humans, relevant pharmacokinetic parameters can be determined as commonly employed

for the parent drug (16 19). However, one needs to be considerate of the possibility

that preformed metabolite dosed exogenously into the systemic circulation may behave

differently than metabolite formed within specific tissues of the body such as the liver or

kidney, as summarized by Smith and Obach (9) and Prueksaritanont and Lin in this book

(Chapter 24). Although a position paper addressing metabolites and drug safety stated that

radiolabeled ADME (absorption, distribution, metabolism, and excretion) studies were

adequate to address metabolite exposures (22), the Food and Drug Administration (FDA)

issued a guidance on “major metabolites” that suggest animal studies of exogenously

administered metabolites (23). Thus, there will likely be considerable information on

metabolite distribution and pharmacokinetics in animals in the future. Much of the

discussion here will focus on basic clearance of concepts that are applicable to

metabolites, given limited knowledge of their disposition in humans, and may provide

insight into the disposition of the metabolite if some assumptions are made.

The mass balance relationship in Eq. 1 can be modified by multiplying k(m) by V(m)

and then dividing A(m) by V(m), which provide the values of metabolite clearance CL(m)

and C(m), respectively. Similarly, multiplying and dividing the other terms in Eq. 1 by

the volume of distribution of the parent drug V provides CLf (kf � V) and C, respectively,

where CLf is the fractional clearance of parent drug to form the metabolite and C is the

concentration of the parent drug. CLf can also be expressed as the product, fm � CL, where
fm is the fraction (fm ¼ kf=k ¼ CLf=CL) of systemically available dose of parent drug that is

converted irreversibly to the metabolite of interest. For the purpose of the discussion here, it

will be assumed that any metabolite formed is systemically available and not subject to
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sequential metabolism or excretion without being presented to the systemic circulation.

With this assumption and the above substitutions, Eq. 1 can be rewritten as

dAðmÞ
dt

¼ CLf � C � CLðmÞ � CðmÞ ðEq: 11Þ

It is useful to consider the integration of Eq. 11 with respect to time from zero to

infinity after an intravenous bolus of the parent drug. Since metabolite amounts in the body

at times zero and infinity are zero and the terms of CLf and CL(m) are assumed to be

constant, the integral of concentration versus time is the area under the concentration versus

time curve, AUC. The following relationship is obtained,

CLf � AUC ¼ CLðmÞ � AUCðmÞ ðEq: 12Þ
where AUC(m) and AUC are the area under the plasma concentration versus time curve

for the metabolite and parent drug, respectively. Since the product of a clearance and an

AUC term is an amount, CLf, AUC equals the amount of metabolite formed from the

parent drug that reaches the systemic circulation, which for an intravenous dose equals fm.

The value of CLf or fm is usually not unambiguously known, but may be estimated in

some cases with some assumptions, e.g., no sequential metabolism and all metabolite

formed is excreted in the urine, or both urine and bile are collected in an animal model.

Since CLf is defined above as fm �CL, this can be substituted into Eq. 12 and then

rearranged to provide,

fm � CL
CLðmÞ ¼

AUCðmÞ
AUC

ðEq: 13Þ

This relationship indicates that the relative AUCs of the metabolite versus parent drug

will be dictated by the elimination clearances of metabolite and parent drug and the

magnitude of the fraction of the dose that is directed toward the particular metabolite. For

example, the AUC of morphine-3-glucuronide (M3G) is much greater than the AUC of

morphine (ratio, 
7.8). Since the value of fm cannot exceed unity, and a collection of urine

long enough to estimate total recovery indicated that M3G averages 44% of the IV dose, it

is apparent that the ratio of CL/CL(m) must be much greater than 1 (
17). It was reported

that the half-lives of M3G and morphine were 3.9 and 1.7 hours (24), respectively; thus

M3G follows ERL metabolism, which is consistent with the much lower clearance of the

metabolite contributing to its slow rate of elimination. With relative measures of clearance

available from Eq. 13, one can also estimate the relative magnitude of the volume of

distribution between metabolite and parent drug. Morphine being basic has a fairly large

volume of distribution estimated to be 4 L/kg (24,25). In this case of ERL metabolism,

where the relative values of k and k(m) can be determined, one can substitute the

relationship, CL ¼ k�V into Eq. 13 and rearrange the equation to estimate relative values for

the volumes of distribution,

V

VðmÞ ¼
1

fm
� kðmÞ � AUCðmÞ

k � AUC ðEq: 14Þ

Using the data presented in Figure 4 and associated data (20), Eq. 14 provides an

estimate of V(m) for M3G of about 0.5 L/kg, which is roughly one-seventh the value for V

of morphine in adults. M3G has not been administered to humans, however, following an

infusion of a diamorphine (a prodrug of morphine) to infants, the V(m) of M3G was

estimated to be 0.55 L/kg. Also, when its active analgetic isomer, M6G, was given to

humans, it was determined to have a small volume of distribution of only 0.3 L/kg (26).
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This example shows that the much larger AUC for M3G relative to morphine is due to a

smaller clearance for the metabolite. The high peak M3G concentration is likely due to

the rapid formation of the metabolite, which has a smaller volume of distribution because of

its lower partitioning into tissues relative to the much more lipophilic parent drug,

morphine.

The elimination rate constant, which is a parameter dependent on clearance and

inversely dependent on the volume of distribution (i.e., k ¼ CL/V), is lower for M3G

because of CL(m) being substantially smaller than CL. This relationship is summarized

by the following equation,

kðmÞ
k

¼ CLðmÞ � V
CL � VðmÞ ðEq: 15Þ

In cases where metabolism is FRL, the value of k(m) cannot be estimated; thus, the

relative volumes of distribution cannot be determined using Eq. 14, even when fm is

known. However, Eq. 13 is quite useful in estimating the important parameter, CL(m),

which can be used to predict average concentrations of the metabolite upon chronic

administration, as will be discussed below. From Eq. 13 and the example of

naphthoxylacetic acid/propranolol shown in Figure 2, where AUC(m)/AUC is much

greater than 1, it is apparent that the clearance of naphthoxylacetic acid is much smaller

than that of its parent drug [CL(m)/CL � 1]; since the value of fm cannot exceed unity,

propranolol forms other known metabolites, and only 14% of the dose was excreted in

Figure 4 Plasma levels (mean � SEM) for morphine, M6G and M3G in humans after a 5 mg

intravenous bolus (24). The plot and associated data indicate that M3G has FRL metabolism, as its

average half life is more than twofold longer than that of morphine. Abbreviations: M6G, morphine

6 glucuronide; M3G, morphine 3 glucuronide; FRL, formation rate limited. Source: From Ref. 24.
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urine as naphthoxylacetic acid. When Eq. 15 is then considered and since k(m)/k must

exceed the value of 1 for FRL metabolism, it is apparent that the ratio of V/V(m) must be

large to compensate for the small ratio of CL(m)/CL for naphthoxylacetic acid/

propranolol. Thus, V(m) must be much smaller than V, which is also confirmed by the

high concentrations of naphthoxyacetic acid relative to that of propranol shown in Figure 2

soon after the dose.

Consideration of the two primary pharmacokinetic parameters, clearance and

volume, in Eq. 15 also provides an understanding of why FRL is more common than ERL

metabolism, i.e., k(m)/k is greater than 1 for a majority of metabolites. Most metabolites

are more polar than the parent drug because of oxidation, hydrolysis, or conjugation, thus

they often distribute less extensively in the body [V(m) < V]. Exceptions to this may be

metabolic products due to methylation or acetylation, which may be similar or more

lipophilic than the respective parent drug. Most metabolites also have higher clearances

than the parent drug, because of susceptibility to further phase II metabolism, enhanced

biliary or renal secretion once a polar or charged functional group is added by

biotransformation (e.g., oxidation to a carboxylic acid and conjugation with glucuronic

acid, glycine, glutathione, or sulfate), or reduced protein binding, which may increase

renal filtration clearance and increase clearance of metabolites with low extraction ratios.

Together, these effects of a smaller volume and higher clearance, being the most

commonly observed behavior for metabolites, result in FRL metabolism.

In the case of ERL metabolism, volume of distribution of a metabolite can be

estimated using Eq. 14 if the parent drug can be administered as an intravenous dose to

humans. As mentioned above, with FRL metabolism, k(m) cannot often be unambiguously

determined from plasma metabolite concentration versus time data in humans; therefore,

V(m) cannot be easily determined. However, volume of distribution for a metabolite in

humans may be extrapolated from the values of V(m) obtained in animals after intravenous

dosing of the metabolite, if such data are available. Because volume is a parameter that is

to a great extent dependent upon physiocochemical properties of a compound and binding

to tissues, this parameter when corrected for differences in plasma protein binding tends to

be more amenable to interspecies scaling than is clearance (27 29). With a prediction of

V(m) in humans based on interspecies scaling, Eq. 15 may be used to estimate k(m) for

cases of FRL metabolism if fm or CL(m) is known.

Volume of distribution for a metabolite at steady-state [V(m)ss] can also be

estimated from mean residence time (MRT) measurements as discussed below.

Mean Residence Time for Metabolites after
an Intravenous Dose of Parent Drug

MRT in the body is a measure of an average time that a molecule spends in the body after

a dose and is a pharmacokinetic parameter that can be employed to describe metabolite

disposition. MRT is considered a non-compartmental parameter on the basis of statistical

moment theory (30); however, its use does assume that processes of metabolite formation

and clearance are first order and linear, i.e., not dose or time dependent, the metabolite is

formed irreversibly, and the metabolite is only eliminated from the sampling compart-

ment, i.e., no peripheral tissues eliminate the metabolite by excretion or further

metabolism. Hepatic and renal clearance are generally considered as part of the sampling

compartment. There are more complex methods to estimate MRT that may accommodate

reversible metabolism (31), though they are seldom employed or reported. MRT(m) is a

time-average parameter, which is dependent on the disposition of the metabolite once

formed. Thus, MRT(m) is of value in evaluating whether elimination and distribution of
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the metabolite have changed when the shape of the plasma metabolite concentration

versus time curve is altered in response to changes in the disposition of the parent drug.

Also, the relationship, V(m)ss ¼ CL(m)�MRT(m)m,iv, is useful to determine V(m)ss, if

CL(m) can be determined (32).

When an intravenous bolus dose of preformed metabolite is administered, the

MRT(m)m,iv is calculated as,

MRTðmÞm;iv ¼
AUMCðmÞm;iv

AUCðmÞm;iv

ðEq: 16Þ

where AUMC is the area under the first moment of the concentration versus time curve

from the time of dosing, then estimated to infinity (17,30 33). The subscripts indicate the

compound and route administered. A similar relationship describes the MRT of the parent

drug if given as an intravenous bolus. MRT(m)m,iv measured after a rapid intravenous

bolus of the metabolite reflects a mean time in the body for elimination and distribution of

the metabolite. Measures of AUMC can be subject to substantially more error than AUC,

primarily because of the need to extrapolate a larger portion of the first moment from the

last sampling time to infinity (17,30).

When the metabolite is formed after intravenous dosing of the parent drug, the

measured mean residence time reflects not only the mean time of metabolite in the body

but also the time required for its formation from the parent drug. Therefore, the MRT(m)

is corrected for this contribution by subtracting the MRT of the parent drug,

MRTðmÞm;iv ¼
AUMCðmÞp;iv
AUCðmÞp;iv

� AUMCp;iv

AUCp;iv
ðEq: 17Þ

Here, the ratio AUMC(m)p,iv/AUC(m)p,iv is sometimes referred to as the mean body

residence time for the metabolite, MBRT(m), which reflects formation, distribution, and

elimination processes, whereas the MRT(m)m,iv may be referred to as the mean

disposition residence time, MDRT(m), reflecting only elimination and distribution (32).

From Eq. 17, MRT(m)m,iv can be determined unambiguously from the plasma

concentration versus time profiles of metabolite and parent drug after an intravenous

dose of the parent drug, without the need for an intravenous dose of the metabolite

(32,33). In a later section, MRT(m)m,iv will be derived following extravascular dosing of

the parent drug.

METABOLITE KINETICS AFTER A SINGLE EXTRAVASCULAR
DOSE OF PARENT DRUG

When a drug is not administered by an intravenous route, the rate of drug absorption from

the site of extravascular administration, e.g., the gastrointestinal (GI) tract for peroral or

the muscle for intramuscular adds additional complexity to understanding the disposition

of the metabolite. There are several confounding factors to be considered, the most

obvious being both the extent of availability, F, of the parent drug and its rate of

absorption, ka, as defined by a rate constant. Here, for simplicity, a first-order rate of

absorption will be employed, though drug inputs that approximate zero-order process are

also commonly found, especially with sustained or controlled release dosage forms.

Additional considerations when extravascular administration is employed is estimating

the fraction of the dose transformed into metabolite during absorption, which is referred to

as “first-pass metabolite formation,” and the fraction of metabolite that is formed during

the absorption process reaching the plasma sampling site. These issues will be discussed

28 Smith



later. It is instructive to first consider Scheme 3, which represents drugs with little or no

first-pass metabolite formation, as commonly found for drugs with high oral availability.

Again, for simplicity, it will be assumed that all metabolite formed after absorption of the

parent compound reaches the systemic circulation prior to irreversible elimination, i.e.,

the availability of metabolite when formed in vivo, F(m), is complete.

Metabolite Disposition After Extravascular Drug Administration
with Limited Metabolite Formation During Absorption

Scheme 3 represents a drug where negligible metabolite forms during the absorption

process. This scenario may be expected for drugs with high oral availability and low

hepatic and gut wall metabolic clearance or drug administered by other extravascular

administration routes where little or negligible metabolite may be formed during

absorption, e.g., intramuscular administration. However, this scheme does not necessarily

require high availability for the drug, but does assume that drug not reaching the systemic

circulation is not because of biotransformation to the metabolite of interest, e.g., low

availability may be due to poor dissolution, low GI membrane permeability, degradation

at the site of absorption, or the formation of other metabolites. In this case, F ¼ fa, if no

other first-pass metabolites are formed. Scheme 3 contains an absorption step, which was

not present in Scheme 1. This catenary process with rate (ka), drug elimination (k), and

metabolite elimination [k(m)] in series will influence metabolite disposition depending on

the step that is rate-limiting.

For a drug with first-order absorption and elimination, the following bi-exponential

equation describes the disposition of the parent drug (17),

C ¼ ka � F � D
V � ðka � kÞ ½e

k�t � e ka�t� ðEq: 18Þ

This equation is mathematically analogous to Eqs. 3 and 4 (above), and if multiplied

by V provides amounts rather than concentrations. If Eq. 18 is substituted into Eq. 1 and

solved for the concentration of metabolite over time, one obtains a relationship with three

exponentials, since there are two steps prior to the metabolite reaching the systemic

circulation and one step influencing its elimination

CðmÞ ¼ C1 � e k�t þ C2e
kðmÞ�t þ C3 � e ka�t ðEq: 19Þ

Here the constants C1, C2, and C3 are complex terms derived from the model in

Scheme 3, which include the bioavailability of the parent drug, F, and dose, D, in their

respective numerators, as well as the volume of distribution of the metabolite in the

denominator. The values for these constants in Eq. 19 may be estimated by computer

Scheme 3 Absorption of drug and its metabolism to a primary metabolite, with no first pass

metabolism to the primary metabolite and parallel elimination pathways. Primary metabolite is

eliminated by excretion or further metabolism.
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fitting of experimental data. Though the values of these constants have limited inherent

utility themselves, the fitting process does provide a description of the time-dependent

metabolite profile. Through the application of the superposition principle (17), the

descriptive equation may be employed to estimate metabolite profiles at steady state after

chronic dosing or following irregular multiple dosing regimens of the parent drug.

Since Scheme 3 does not have any reversible processes, it is a catenary chain with

simple constants for each exponential term in Eq. 19, which are easily conceptualized

from the schematic model. These exponential terms indicate that any one of the processes

of absorption, parent drug elimination, or metabolite elimination may be rate determining.

The rate constant associated with the rate-limiting step (i.e., the slowest step) corresponds

to the slope observed for the log-linear concentration versus time curve of the metabolite

in plasma, assuming that one of the three rate constants is distinctly smaller. For drugs

with FRL metabolism, either k or ka will correspond to the terminal slope (and

subsequently the observed half-life) and knowledge of the rates of absorption and

elimination of the parent drug may be employed to discern which process or step may

control the apparent terminal half-life of the metabolite concentration in plasma. For ERL

metabolism, the elimination half-life of the metabolite is by definition longer than the

elimination half-life of the parent drug. Therefore, if absorption is rate limiting, then the

absorption rate may not only govern the observed terminal half-life of the parent drug but

may also dictate the observed apparent terminal half-life of the metabolite. This is shown

in Figure 5 where the rate of absorption of morphine is decreased after administration of a

slow release buccal formulation such that the elimination rate for morphine cannot be

distinguished from that of its metabolites (24). Without administration of an intravenous

dose or an immediate release tablet of morphine (Fig. 4), one could not discern from

Figure 5 whether M3G follows ERL or FRL metabolism or whether the terminal half-life

of Figure 5 is due to absorption.

Figure 5 Comparison of immediate release oral (11.7 mg) versus slow release buccal (14.2 mg)

adminstration of morphine in humans on the profile of morphine, M6G and M3G (24). The common

terminal half life observed for parent drug and both metabolites shown for the slow release buccal

formulation are longer than obtained after the immediate release dosage form, suggestive of

absorption being rate limiting. Abbreviations: M6G, morphine 6 glucuronide; M3G, morphine

3 glucuronide. Source: From Ref. 24.
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Metabolite Disposition After Extravascular Drug Administration with
Metabolite Formation During the Absorption Process

In numerous cases, as occurs for drugs with significant first-pass hepatic or gut wall

metabolism, metabolite formed during absorption must be considered in characterizing

the disposition of metabolite. Scheme 4 presents a model with one primary metabolite and

other elimination pathways for the parent drug after absorption. Also introduced here is

consideration of the availability of the metabolite once formed in vivo [F(m)].

Here the availability term, F, is the product of the fraction of dose of parent drug

absorbed, fa, and the fraction of dose reaching the liver that escapes biotransformation to

metabolites (first-pass metabolism via the liver and/or GI tract) during first-pass absorption,

FH. As mentioned above, the term “fa” includes drug not reaching the systemic circulation

because of poor solubility, degradation, or low GI membrane permeability, and is often

estimated by application of a mass balance approach after administration of radiolabeled

drug. For example, if there is little radioactivity recovered in feces after an intravenous

dose, then summation of the fraction of radiolabel in urine, tissues and expired breath after

an oral dose of radiolabeled material would provide an estimate of fa. The term “1 FH”

represents the fraction of drug absorbed that forms metabolites during the first-pass, which

is also commonly defined as the extraction ratio across the organ, E. Also introduced here,

is consideration of the availability of the metabolite, F(m), which is the fraction of

metabolite formed that is subsequently systemically available, e.g., not subject to

sequential metabolism, intestinal efflux, or biliary excretion. In practice, F(m) can only be

determined unambiguously (assuming preformed metabolite behaves as does in situ

generation of metabolite) after administration of the preformed metabolite by both the IV

and extravascular routes, which is seldom possible in humans though may be feasible in

animals (9). If other metabolites are also formed during absorption, then a fraction of the

extraction ratio will represent the primary metabolite of interest (14). First-pass formation

of metabolite via the gut wall is not considered separately here since the source of

metabolite measured in the systemic circulation (either from the liver or GI wall) cannot be

distinguished easily in human studies.

Assuming that there is no gut wall metabolism and that the fraction of metabolite

formed during the first pass of drug through the liver is the same as subsequent passes

(i.e., no saturable first-pass metabolism), then the amount of metabolite formed

and presented to the systemic circulation is equal to the product of the AUC(m) and

CL(m) (12),

fa � fm � FðmÞ � Dpo ¼ CLðmÞ � AUCðmÞp;po ðEq: 20Þ

Scheme 4 Absorption of drug and metabolism to a primary metabolite with first pass formation

of metabolite followed by excretion or metabolism.
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where fm is the fraction of dose that is converted to the metabolite of interest and the

subscripts indicate that the parent drug was administered orally. A similar relationship

exists for an intravenous dose of parent drug; however, fa would be equal to unity. When

the relationship of Eq. 20 is applied to both oral and intravenous doses of the parent drug

(equal doses are used here, thus, doses cancel), the fraction of an oral dose of parent drug

that is absorbed, fa, can be estimated by measuring the metabolite exposure, AUC(m) (12),

fa ¼
AUCðmÞp;po
AUCðmÞp;iv

ðEq: 21Þ

With the assumption that first-pass loss of absorbed drug is only due to hepatic

elimination, FH can be estimated from the relationship, F ¼ fa FH, where F ¼ AUCpo/

AUCiv if doses of parent drug are equal by both oral and intravenous routes. If the value of

fa as determined with Eq. 21 is greater than 1, this would suggest that GI wall metabolism

is occurring. When the data of naphthoxylacetic acid/propranolol in Figure 2 is analyzed in

this manner, fa was estimated to be 0.98, which indicates that the absorption of propranolol

is essentially complete and much of the formation of this metabolite is hepatic.

Estimating Fraction of Metabolite Formed and Formation Clearance

Commonly, values for fm are reported for drugs administered to humans on the basis of

collection of metabolite in urine after a dose of the parent drug. This, of course, assumes

that all metabolite formed reaches the systemic circulation [i.e., F(m) ¼ 1] and is then

excreted into urine or that identification of sequential metabolites is accurate and they are

also efficiently excreted in urine. If metabolite can be administered independently, then

additional calculations of fm can be employed. Dosing preformed metabolite intra-

venously provides AUC(m)m,iv, which can be compared to metabolite exposure from an

intravenous dose of parent drug (34),

fm � FðmÞ ¼ AUCðmÞp;iv �M
½AUCðmÞm;iv � D�

ðEq: 22Þ

where M and D are molar doses of metabolite and parent drug, respectively. This

relationship assumes that systemic clearance of the metabolite is independent of whether

metabolite was dosed exogenously or formed from the parent drug in vivo. The term

“F(m)” is present in Eq. 22 because availability of metabolite formed from intravenous

parent drug may be less than complete. If the preformed metabolite was instead

administered orally where it must also pass the liver before reaching the systemic

circulation, then F(m) cancels (12),

fm ¼ AUCðmÞp;iv �M
½AUCðmÞm;po � D�

ðEq: 23Þ

The experimental approach of dosing the metabolite orally may be more easily

performed, since it avoids the preparation and administration of an intravenous dose.

However, use of Eq. 23 must now assume that the metabolite is well absorbed from the

intestine, i.e., fa(m) is unity.

Once fm is estimated, CLf is simply the product of fm and the total clearance of the

parent drug, CLf ¼ fm CL. An alternative approach to determine rate of metabolite

formation and cumulative extent of formation is by the application of deconvolution

analysis (35,36). With data from an intravenous dose of the metabolite, i.e., with a known

input of the metabolite, the subsequent rate and extent of metabolite formation can be
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obtained by deconvolution (36) after any known input dose of the parent drug. This

approach was applied to determine both metabolite formation rates and fm for M6G after

intravenous bolus and infusion doses of morphine, as shown in Figure 6 (26). The values

of fm when estimated by use of Eq. 22 [assuming F(m) ¼ 1] and by deconvolution were

12 � 2 (mean � SD) and 9 � 1% of the morphine dose, respectively, which is within

anticipated experimental error (26). The advantage of the deconvolution approach is that

it provides metabolite formation rates over time, which may be helpful in analyzing the

system, and it has few assumptions for its application. A disadvantage of the method is

that it requires an exogenous dose of the preformed metabolite and assumes that

metabolite formed in vivo behaves similarly to that dosed as preformed metabolite.

MRT for Metabolite After an Extravascular Administration
of Parent Drug

The MRT(m)m,iv can also be determined after an extravascular dose of the parent drug as

long as the assumptions stated above in section “Mean Residence Time for Metabolites

after an Intravenous Dose of Parent Drug” apply. The ability to obtain MRT(m)m,iv

without an intravenous dose of the metabolite when there is no first-pass metabolism has

been presented by several authors (32,33,37), and modifications to accommodate first-

pass metabolite formation have been considered (38,39).

If there is no first-pass formation of metabolite during the absorption process, then

MRT(m)m,iv can be determined by correction of the MRT of metabolite in the body for

Figure 6 Deconvolution analysis of M6G/morphine to determine the rates of M6G formation (left

ordinate, decending lines) and fraction of dose metabolized to M6G (right ordinate, ascending

lines) after intravenous doses of morphine (26). Solid lines are data from a 0.13 mg/kg bolus

followed by 0.005 mg/kg/hr infusion for 8 hours. Dotted lines are data from a 0.24 mg/kg bolus

followed by 0.0069 mg/kg/hr infusion for 4 hours. Abbreviation: M6G, morphine 6 glucuronide.

Source: From Ref. 26.
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contributions from the parent drug, which now include its absorption as well as

distribution and elimination that were accounted for in Eq. 17,

MRTðmÞm;iv ¼
AUMCðmÞp;po
AUCðmÞp;po

� AUMCp;po

AUCp;po
ðEq: 24Þ

The ratio AUMCp,po/AUCp,po is defined as the MRTpo of the parent drug when

given orally (or any other extravascular route) and is the sum of the MRTiv and the mean

absorption time (MAT) of the parent drug. Since the MRTpo is simply a ratio determined

from observed plasma concentration profile of the parent drug after oral administration,

MRT(m)m,iv can be estimated without intravenous administration of either parent drug or

metabolite. As mentioned above in section “Mean Residence Time for Metabolites after

an Intravenous Dose of Parent Drug,” MRT(m)m,iv provides a parameter for the

assessment of disposition (distribution and elimination) of the metabolite without

consideration of its rate or time course of formation.

If there is first-pass formation of metabolite, then Eq. 24 may introduce significant

error in determining MRT(m)m,iv (38,39). To correct this error, the contribution of first-

pass metabolism from an intravenous dose of the parent drug (MRTp,iv ¼ AUMC/AUC)

and the fraction of the absorbed dose that escapes first-pass metabolism (FH) need to be

considered. Assuming that all metabolite formed from the first pass is due to a single

metabolite,

MRTðmÞm;iv ¼
AUMCðmÞp;po
AUCðmÞp;po

� AUMCp;po

AUCp;po
þ ð1� FHÞ �MRTp;iv ðEq: 25Þ

It is apparent that when first-pass metabolism is minimal, i.e., FH is unity, then

Eq. 25 collapses to Eq. 24. In additition, when MRTp,iv is small relative to the other terms

as occurs with transient prodrugs such as aspirin, then the last term of Eq. 25 is again

insignificant. However, when there is substantial first-pass metabolism, then use of Eq. 24

would provide a value that underestimates MRT(m)m,iv. In practice, Eq. 24 may provide

a value that is negative, indicating that there must be some first-pass metabolism

occurring (39).

METABOLITE DISPOSITION AFTER CHRONIC ADMINISTRATION
OF PARENT DRUG

Chronic administration of drugs by extravascular routes, multiple infusions, or continuous

infusions is commonly employed in ambulatory and hospital settings. In these cases,

active metabolites, toxic metabolites, or the impact of the metabolite on the disposition of

the parent drug should be considered. Here, one needs to consider the accumulation of

both the parent drug and metabolite to steady-state concentrations and the relationship

between the steady-state characteristics of the parent drug relative to that of the

metabolite, since these characteristics may differ from those observed after only a single

dose of drug. The critical pharmacokinetic descriptors for the disposition of the metabolite

on chronic drug administration are the time to achieve steady state, peak, trough, and

average concentrations at steady state, the accumulation at steady state relative to a single

dose of parent drug, and metabolite clearance. Volume of distribution is a parameter that

has little contribution in achieving steady-state levels but does impact the swings from

peak to trough concentrations at steady state because of its contribution in determining the

half-life of parent drug and metabolite.
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Time to Achieve Steady State for a Metabolite

Following chronic extravascular administration or intravenous infusion for a sufficiently

long time, parent drug and metabolite will eventually achieve steady-state concentrations

where the input of parent drug and metabolite (i.e., formation) into the systemic circulation

on average equal their respective rates of elimination. The time to achieve such a steady

state is dependent on the half-life of the parent drug or metabolite and, if first-order

elimination processes occur, generally it takes about 3.3 half-lives to reach 90% of the

ultimate steady-state level, and after 5 half-lives, a compound would achieve about 97% of

the theoretical steady-state level. In the case of a primary metabolite formed from the

parent drug, it will be the slowest, rate-limiting process that governs when a metabolite

reaches steady-state levels in the body. Therefore, for metabolites with FRL metabolism,

the elimination half-life of the parent compound will control the time to achieve steady-

state levels of the metabolite, whereas for ERL metabolism, the longer half-life of the

metabolite will dictate the time needed for the metabolite to reach steady-state levels. ERL

metabolism is shown in Figure 7, where the two metabolites of morphine take as much as

30 hours to accumulate to steady-state concentrations after bolus injection and continuous

intravenous infusion of diamorphine (a prodrug of morphine) to infants, even though

morphine rapidly attained steady state (25). In this example, the mean elimination half-

lives of the metabolites in 19 infants were estimated by the rate of attainment to steady

state (17) to be 11.1 and 18.2 hours for M3G and M6G, respectively (25), whereas these

metabolites have reported half-lives estimated to be only several hours in adults (24,26).

On discontinuation of chronic or repetitive parent drug administration, the rate of

decline in metabolite concentration will again be dependent upon whether FRL or ERL

metabolism is operative. In the case of FRL metabolism, the rate of decline for the

concentrations of the metabolite will simply follow that of the parent drug. In contrast, for

Figure 7 Disposition of morpine (~), with the formation of M3G (&) and M6G (.), in a

representative infant receiving diamorphine (prodrug of morphine) intravenous bolus followed by an

infusion for 72 hours (25). The rate of attainment of steady state for the metabolites is determined by

the slowest rate constant, which provides estimated half lives of 11 and 18 hours for M3G and M6G,

respectively. Abbreviations: M6G, morphine 6 glucuronide; M3G, morphine 3 glucuronide.

Source: From Ref. 25.
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ERL metabolism, metabolite levels will persist on the basis of their longer half-life as

shown in Figure 8 for the metabolites of nitroglycerin (40).

Metabolite Concentrations at Steady State After Continuous Administration
of Parent Drug

As mentioned above, at steady state for the metabolite, the rate of formation equals the

rate of elimination of the metabolite, i.e., DA(m)/Dt ¼ 0. Considering the fraction of

metabolite formed from the parent drug, fm, and the systemic bioavailability of the

metabolite once formed, F(m), from Eq. 11, the following relationship is defined at steady

state where the left term is the formation rate of metabolite that reaches the systemic

circulation and the right term is its rate of elimination (11),

fm � FðmÞ � CL � Css ¼ CLðmÞ � CðmÞss ðEq: 26Þ
Since at steady state for the parent drug, CL Css is equal to the rate of infusion, Ro,

this can be substituted into Eq. 26, which upon rearrangement provides the average

concentration of metabolite at steady state, C(m)ss.ave.

CðmÞss;ave ¼
fm � FðmÞ � Ro

CLðmÞ ðEq: 27Þ

This equation describes that C(m)ss,ave will be proportional to the infusion rate of

the parent drug. However, the difficulties in obtaining estimates of the other terms of the

Figure 8 Plasma levels of GTN(&),1,2 GDN (~), and 1,3 GDN (&) following an intravenous

infusion of 0.070 mg/min GTN to a dog (40). The half lives of the metabolites were much longer

than the apparent half life of approximately four minutes for GTN after the end of the infusion, and

data suggest that the prolonged activity of GTN may be due to the metabolites. The prolonged

residual GTN at very low concentrations is not understood nor is its slower than anticipated rise to

steady state. Abbreviations: GTN, glyceral trinitrate; GDN, glyceral dinitrate. Source: From Ref. 40.
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equation without dosing of the metabolite limits the utility of Eq. 27. Alternatively,

indirect approaches to estimate C(m)ss,ave from AUC data obtained after a single dose of

the parent drug will be addressed below.

If, instead of intravenous infusions, drug input is via regular and repetitive

extravascular administration, the rate of input Ro in Eq. 27 is modified to reflect an

average drug administered at each dosing interval, D/t. There is also a correction for the

fraction of extravascular dose absorbed, fa (11),

CðmÞss;ave ¼
fm � FðmÞ � fa � D

CLðmÞ � t ðEq: 28Þ

Here, the average rate of drug input is fa�D/t. The value of C(m)ss,ave obtained

reflects the average level at steady state, but gives no information of relative fluctuations

from peak to trough metabolite concentrations, C(m)ss,max/C(m)ss,min, at steady state. The

extent of this fluctuation for the metabolite levels will depend on whether FRL or ERL

metabolism occurs. Assuming that absorption is not the rate-limiting process, for FRL

metabolism, the metabolite rapidly equilibrates with the parent drug, thus the peak to

trough metabolite concentration ratio, C(m)ss,max/C(m)ss,min, will be similar to Css,max/

Css,min obtained for the parent drug. In contrast, for ERL metabolism, the longer

elimination half-life of the metabolite will dampen its concentration swings at steady state

such that C(m)ss,max/C(m)ss,min < Css,max/Css,min.

Estimating Metabolite Levels at Steady State from a Single Dose

Superposition Principle to Estimate Metabolite Levels at Steady State

When the metabolite and parent drug follow linear processes that are independent of

dose and concentrations, i.e., no saturable processes occur, then prediction of metabolite

concentrations after multiple doses or with a change of dose can be estimated if the route

of drug administration does not change. Under these conditions, the time course of

the metabolites as well as their average concentrations can be estimated by the principle

of superposition (17). However, if the route of drug administration is different between

the single dose administration and the chronic dosing without a change in bioavailability

(e.g., single dose is an intravenous bolus, whereas the chronic administration is an

intravenous infusion), the average concentration of the metabolite at steady state can be

predicted on the basis of relationships of clearance and AUC, as described below.

Superposition simply takes the plasma concentration versus time profile after a

single dose and assumes that each successive dose would behave similarly, though the

magnitude of concentration will vary proportionally with the dose administered. Thus,

both the parent drug and metabolite profile can be summed over time. This can be done

either by fitting the single dose data to appropriate mathematical functions as a sum of

exponentials or polynomials and then summing this to infinity if the dosing regimen has a

constant dosing interval (17), or alternatively, a more simple method, which is easily

applied to even irregular dosing intervals, is to use a spreadsheet to sum the

concentrations of metabolite from successive doses of the parent drug (15), making

certain to have values or extrapolated metabolite concentrations for at least five

elimination half-lives of metabolite or parent drug, whichever is longest.

Single Dose AUC Values to Predict Average Metabolite Levels at Steady State

If an estimate of the average concentration of metabolite at steady state is desired, then

AUC(m) after a single dose can be employed effectively as shown by Lane and Levy (41).
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This approach can also be used when the formulation of parent drug changed between

single and chronic administration without altering availability of parent drug or fraction of

metabolite formed (e.g., single dose is an oral suspension, whereas chronic administration

is a sustained release capsule). From the relationship that the average rate of formation of

metabolite is equal to its average rate of elimination at steady state, as provided in Eq. 26

above, these authors then used the relationships of AUC and CL in Eq. 12 to derive the

following from AUC data collected after a single dose of the parent drug,

CðmÞss;ave
Css;ave

¼ AUCðmÞ
AUC

ðEq: 29Þ

This relationship assumes linearity (i.e., constant clearance) for the parent drug and

metabolite with respect to changes in dose and time. Eq. 29 is applicable to any route of

administration but does require that the route used for the single dose measurements of

AUC be the same as that to be employed for steady-state measurements of concentrations.

This requirement usually ensures that availabilities of the parent drug and metabolite

formed are the same between single and chronic doses. This provides a means to estimate

the average metabolite concentrations at steady state from AUC(m)/AUC ratios from a

single dose and knowledge of an estimated Css,ave for the parent drug. Though initially

derived from a one-compartment model, Eq. 29 was later extended with fewer restrictions

by Weiss (14) using a non-compartmental approach.

When the route of administration changes, which may alter availability of the parent

drug, the relationship of Eq. 29 must consider this change. If the initial single dose data

were obtained from an intravenous dose, then the ratio of metabolite to parent drug

concentrations at steady state after oral dosing will be affected by fraction of parent drug

systemically available (12,14). With an assumption that availability of the metabolite did

not change with a change in the route of parent drug administration and there is no

significant GI wall metabolism, the following relationship can be used,

CðmÞss;av
Css;ave

¼ AUCðmÞiv
AUCiv

1

FH

� �
ðEq: 30Þ

With regular doses and dosing intervals, t, the AUC is equal to Css,ave � t; therefore,
Eq. 29 can be rearranged and written more simply as,

CðmÞss;ave ¼
AUCðmÞ

t
ðEq: 31Þ

where AUC(m) is determined after a single dose of parent drug. Under these conditions of

regular dosing to steady state, data on the disposition of the parent drug are not necessarily

required when estimating C(m)ss,ave, though most often the parent drug data are available.

In cases where a single intravenous bolus dose of parent drug was used to obtain

measurement of AUC(m), but then a continuous infusion of rate, Ro, is later employed,

one can also derive C(m)ss,ave without complete knowledge of the disposition of parent

drug. Since for continuous infusion, Css,ave ¼ Ro/CL, and for a single IV bolus dose of

parent drug, AUC ¼ D/CL, substitution of these well-known relationships into Eq. 29 and

rearrangement provides (41),

CðmÞss ¼
Ro � AUCðmÞ

D
ðEq: 32Þ

This relationship provides an actual level, since it is from an infusion where

metabolite reaches a steady-state level. Only knowledge of the dose of drug employed for

the single intravenous dose, D, and the resultant AUC(m) is needed.

38 Smith



SEQUENTIAL METABOLISM

A common scheme in drug metabolism is the concept of sequential metabolism where a

parent drug is converted to one or more primary metabolites, which are then further

converted to a secondary metabolite (Scheme 2, above). This process leads to two

metabolites as shown in Figure 9, where propranolol is first oxidized to 4-hydroxy

propranolol, which then undergoes sequential metabolism to 4-hydroxy propranolol

glucuronide (42). Indeed, sequential metabolism formed the basis for the common

nomenclature of phase I and phase II metabolism, coined by Williams (43). Another

commonly observed sequence is that of parallel metabolism leading to a common

metabolite as exemplified by the metabolism of dextromethorphan via CYP2D6 and

CYP3A4 (44) shown in Scheme 5.

Figure 9 Disposition of propranol (o), its 4 OH metabolite (.), and sequential formation of its

4 OH glucuronide metabolite (&) in humans after a single 80 mg oral dose (42). Data are mean �
SEM, N ¼ 6. The initial rapid increase in 4 OH propranolol is followed by a later peak

concentration of 4 OH glucuronide due to sequential metabolism. The nonlinearity of the 4 OH

metabolite immediately following its peak is likely due to significant formation of this metabolite

during absorption, which takes time to distribute to tissues prior to equilibration with formation of

the glucuronide. On the basis of urinary excretion data, most of the 4 OH propranolol is converted to

propranolol glucuronide, and when Eq. 21 is applied to these two metabolites, the values of fa are

substantially greater than 1, suggestive of GI wall metabolism. Source: From Ref. 42.
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For either of the two examples presented above, given that first-order processes

apply, the equation that describes the disposition of the secondary metabolite would be

complex polyexponential functions with the number of terms determined by the number

of first-order processes leading to the penultimate metabolite of interest. Such processes

may also include an absorption step (not shown in Scheme 5) if the parent compound is

administered extravascularly. These processes can be dealt with by fitting the data with a

polyexponential function or using other appropriate equations as presented by Eq. 19. A

mathematical analysis of parallel and sequential systems has recently been developed

(45). In the more simple, catenary chain represented by Scheme 2, the terminal apparent

half-life of the secondary metabolite will be determined by the rate-limiting step, i.e., the

step with the smallest rate constant among all steps describing the disposition of

the metabolite. It is also possible in cases of sequential metabolism, depending on relative

rates and competing pathways, that the primary metabolite (m1 in Scheme 2) may not be

observed at all, either in plasma or in urine.

Sequential metabolism is one of the primary reasons that the systemic availability

F(m), of a primary metabolite once formed may be less than complete (46,47), as

exemplified by 4-OH propranolol, which forms the glucuronide in vivo (Fig. 9). Other

factors impacting the systemic availability of a metabolite may include biliary and renal

excretion of metabolites once formed in the liver and kidney, respectively, without access

to the systemic circulation. Further complications arise when one considers the impact of

sequential metabolism, intracellular access, and systemic availability of metabolites for

evaluating the disposition of metabolite formed in vivo with that of preformed metabolite

administered directly into the systemic circulation (41). To estimate actual pharmaco-

kinetic parameters of metabolite, it is usually necessary to administer preformed

Scheme 5 Parallel metabolic pathways of dextromethorphan to a common metabolite (44).

40 Smith



metabolite, preferably by the intravenous route. However, inherent assumptions with such

experiments are that the above-mentioned factors are independent of the route of

metabolite administration.

RENAL CLEARANCE OF METABOLITES

Many metabolites are eliminated to a significant extent or almost exclusively into the

urine. Collection and analysis of urine samples have some advantages the primary one is

that they are less invasive than blood sampling. Since urine production volume in a day or

during a dosing interval is limited and usually a much smaller volume than V or V(m),

urine concentrations of metabolite or parent drug are often a great deal higher than those

seen in plasma and thus more easily measured. Urine can also be collected incrementally,

usually in intervals of one or more hours from humans, though this is often more difficult

for small children, infants, and the elderly. For larger animals, catheterization can be

performed to obtain continuous urine samples, but for smaller animals such as the rat, this

becomes an invasive procedure that may alter renal function. When incremental urine

samples cannot be collected, complete collections over four to five half-lives after a single

dose or during one dosing interval at steady state can be performed. Unfortunately, even

though urine collection is noninvasive, urinary excretion data are all too often not

included in clinical protocols, since these are considered as a secondary measure to

plasma drug profiles. However, urinary metabolite excretion data can offer valuable

information on the disposition of metabolites, especially when interpreting drug-drug

interactions or the basis for altered pharmacokinetics in patient populations.

There are some assumptions that will be made in discussing renal clearance of

metabolites that need to be considered. The first is that renal drug metabolism is not

occurring, i.e., metabolite measured in plasma is what is filtered or transported into the

renal tubule from the plasma, and parent drug does not convert to metabolite in the

kidney. If renal drug metabolism does occur, the estimated renal clearance would be

considered as an “apparent clearance,” which is similar to estimating biliary clearance in a

cannulated animal when hepatic metabolism of drug occurs without the metabolite being

presented to the systemic circulation. Though the concept of drug metabolism in the liver

prior to arrival of metabolite in the bile is well accepted, there appears to be a common,

erroneous assumption that drug metabolism is unlikely to occur in the kidney. Another

concern that is more easily tested is whether the metabolites are stable once excreted in

the urine, since metabolites often reside in the bladder for periods of many hours prior to

voiding. An example of this is the hydrolysis and acyl migration of ester glucuronides,

which can be quite variable since it is a pH-dependent process (48,49). Finally, it is

generally assumed that once a drug or metabolite arrives in the urinary bladder, it is

irreversibly removed from the systemic circulation. However, studies have shown that

resorption from the urinary bladder back into the systemic circulation can be significant

for some compounds, and this phenomenon should be considered (50). For the purpose of

discussion in this section, it will be assumed that these complicating factors are negligible,

or if they are occurring, they are reproducible, thus permitting calculations that provide

estimates of apparent pharmacokinetic parameters.

Determination of Renal Clearance for Metabolites

Renal clearance is one pharmacokinetic parameter that can be determined for most

metabolites as well as the parent drug regardless of the route of administration, dosing

regimens, formulations, or availability. The data needed are urinary excretion rates and
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plasma concentrations. The following general equation applies to calculate renal

clearance (CLR) during a urine collection interval and is expressed for a metabolite (17),

CLRðmÞ ¼ DAðmÞe=Dt
CðmÞave

ðEq: 33Þ

Here, DA(m)e is the amount of metabolite excreted into the urine during the

collection interval, Dt is the collection interval, and C(m)ave is the average plasma

metabolite concentration over the interval. Intervals are typically at least two or several

hours long for studies in humans due to the difficulty in voiding more frequently. If

frequent, short incremental collections of urine are desired, it is common practice to

provide oral fluids so that adequate (but not excessive) urine production rates are

maintained. The necessary collection interval makes the use of incremental renal

clearance calculations difficult and less valuable for drugs with very short half-lives, such

as less than an hour. The average plasma concentration is usually measured as the

concentration at the midpoint of the collection interval or an average of the plasma

concentrations at the beginning and end of a collection period.

An alternative calculation for incremental renal clearance is to rearrange Eq. 33,

realizing that the product of the average plasma metabolite concentration and the time

interval is the incremental AUC(m) for that collection period, i.e., DAUC(m) ¼ C(m)ave.

Dt; thus,

CLRðmÞ ¼ DAðmÞe
DAUCðmÞ ðEq: 34Þ

Either of the above incremental renal clearance calculations can be applied to any

collection interval, without consideration for the method of drug administration. These

can also be applied to chronic multiple dose regimens where it is common to measure

total urinary output over the dosing interval t.
Incremental renal clearance calculations should result in values that are approx-

imately constant if CLR(m) is constant across the periods collected, i.e., linear or

concentration-independent pharmacokinetics (15,17 19). If they are not similar, a useful

approach is to examine a plot of excretion rate, DA(m)e/Dt, as a function of metabolite

plasma concentration, C(m)ave. The slope of such a plot is CL R(m), and any nonlinearities

may become apparent if renal clearance increases or decreases as concentrations of

metabolite change over time or parent drug competes for active renal clearance process,

i.e., active secretion or reabsorption.

Measuring incremental renal clearance is not routinely performed as it requires

multiple urine collection over several intervals, which adds expense due to processing and

analysis costs, or it may not be feasible for studies with children, small animals, or drugs

with very short half-lives. Alternatively, a measure of average renal clearance can be

determined following a single dose of parent drug using the following equation (17),

CLRðmÞ ¼ AeðmÞ0 1
AUCðmÞ0 1

ðEq: 35Þ

where Ae(m) is the amount of metabolite excreted from initial time of dosing (time zero)

to a later time, usually when almost all of the drug and metabolite have been eliminated

from the body 4 or 5 elimination half-lives of parent or metabolite (whichever is rate

limiting). AUC(m) is the area under the metabolite plasma concentration versus time

curve for the same interval. For studies conducted with multiple doses to steady state, the

interval for collection of urine and measurement of AUC should be the dosing interval t.
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Use of Metabolite Excretion to Assess Disposition of Drug and Metabolite

Use of Metabolite Excretion Rate to Assess the Profile of Metabolite in Plasma

As mentioned above, metabolite concentrations are often more easily measured in urine

than in plasma where concentrations may be below detection limits of the available assay.

Assuming that CLR(m) is constant, the excretion rate into urine should then parallel

plasma concentrations of the metabolite as described by Eq. 33 (17). Since a fraction

of the total systemic clearance of the metabolite, CL(m), may be due to renal excretion,

fe(m) ¼ CLR(m)/CL(m), the rate of excretion can be expressed as,

DAðmÞe
Dt

¼ feðmÞ � CLðmÞ � CðmÞave ðEq: 36Þ

Here, C(m)ave describes the average time course of plasma metabolite concentrations

over time, whereas fe(m) and CL(m) are constant. Thus, urinary excretion data of metabolite

when plotted versus time can characterize the profile of metabolite in plasma even when

plasma concentrations of metabolite cannot be measured. This profile can be used to

estimate the rates of initial increase in metabolite concentrations, the approximate time-to-

peak metabolite levels in plasma, and the apparent elimination half-life of the metabolite.

Use of Metabolite Excretion Rates to Assess the Profile of the Parent Drug

For drugs exhibiting FRL metabolism, which is the most common situation, urinary

excretion rates or fraction of dose excreted in the urine may be used to estimate the plasma

profile of the parent drug. With FRL metabolism, the plasma profile of metabolite parallels

that of the parent drug as shown in Eq. 9, which when substituted into Eq. 36 provides,

DAðmÞe
Dt

¼ feðmÞ � CLf � Cave ðEq: 37Þ

where Cave is the average plasma concentration of parent drug over time. Thus, urinary

excretion rate of the metabolite is directly proportional to the concentration of parent drug,

which is expected under the conditions of FRL metabolism. Thus, a plot of metabolite

excretion rates versus time provides a description of the parent drug profile and can be used

to estimate the duration of the absorption phase, approximate time to peak concentration,

and elimination half-life of the parent drug without the need to assay parent drug in plasma

or urine. Also, evident from Eq. 37 is that with FRL metabolism when values of fe(m) and

F(m) are both unity, then the excretion rate of metabolite equals its rate of formation from

the parent drug.

Use of Metabolite Excretion Rates to Assess Formation Clearance of the Metabolite

Where drug concentrations can be measured in plasma, and fe is known, under FRL

metabolism, Eq. 38 can be rearranged to estimate formation clearance of the metabolite

CLf,

CLf ¼ DAðmÞe=Dt
feðmÞ � Cave

ðEq: 38Þ

where Cave is the average concentration of drug during the period of urine collection. The

use of Eq. 38 assumes that F(m) of the metabolite is unity, i.e., all metabolite formed

reaches the systemic circulation, though it does not require fe to be equal to unity, though

in practice this relationship has been applied to metabolites that are primarily excreted in

the urine.
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Alternatively, one could use amounts of metabolite and drug rather than

concentrations using the same assumptions,

kf ¼ DAðmÞe=Dt
feðmÞ � Aave

ðEq: 39Þ

A classic example of the use of this approach is in Levy’s studies of salicylate

metabolism, which did not even require measurement of plasma salicylate concentrations

(51). Salicylate has four major metabolites that are rapidly excreted in urine, so plasma

concentrations of these metabolites were difficult to measure prior to the advent of modern

liquid chromatography. Given that levels of metabolite in plasma were very low and

urinary metabolites accounted for almost all of the salicylate dose, Levy estimated the

amount of salicylate remaining in the body by using a mass balance approach where the

amount remaining to be excreted at a given time interval represented Aave. By evaluating

urinary excretion rates versus Aave, using a linear transformation of the Michaelis Menton

equation, the formation of the salicyluric acid and the phenol glucuronide metabolites were

found to be saturable, and Michaelis Menton constants, Km and Vm, were determined,

while the metabolism to gentisic acid and the acyl glucuronide were nonsaturable with

constant kf values over a large range of amounts of salicylate in the body.

When incremental collections of urine are not obtained, but the urine collection is

for a sufficient number of elimination half-lives to approximate a complete collection of

metabolite in the urine, then Eq. 37 can be rearranged and the integral of Cave �Dt is the
AUC for the parent drug,

CLf ¼ AðmÞe
feðmÞ � AUC

ðEq: 40Þ

The use of Eq. 40 is not dependent on rapid elimination of metabolite upon

formation; thus, it is applicable to both conditions of FRL and ERL metabolism as long as

urine is collected for a sufficient duration to account for all the metabolite formed after a

single dose. The relationship is also applicable for the analysis of excretion data after

chronic dosing to steady state where amount of metabolite in urine and AUC is measured

over the dosing interval t. This equation, as written, does assume that F(m) of the

metabolite is unity for the CLf value to be accurate, though use of an apparent CLf may be

adequate for comparative experiments if F(m) is constant between experiments.

Assessment of Renal Metabolism

Using pharmacokinetic analysis to assess or quantify the extent of renal metabolism in

vivo is difficult and not often employed. Renal and biliary clearance calculations employ

the same equations and are both subject to errors if formation of metabolite occurs in the

organ with subsequent excretion of metabolite without presentation of all metabolite to

the systemic circulation. Biliary clearances of a metabolite can be determined by

collection of bile in animals, but rarely in humans, and then are often referred to as

apparent clearances because of the understanding that hepatic metabolism is likely

occurring. In contrast, seldom are renal clearances of metabolites reported as apparent

clearances; thus, there is an inherent assumption that none of the metabolite excreted in

the urine is formed by the kidney and immediately excreted in the urine. Though there is

little information to determine how often this assumption is valid, given the lower

metabolic capability of the kidney relative to the liver for most substrates that have been

examined, this assumption is usually accepted for renal clearance calculations. In contrast,
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such an assumption would probably be challenged if made for calculating biliary

clearance of a metabolite.

If Eqs. 33 to 35 (above) are applied to metabolite excreted in the urine and the value of

renal clearance based upon blood concentrations was very high, exceeding renal blood flow,

then one may suspect that renal metabolism is occurring. This requires the use of clearance

values on the basis of blood concentrations, which can be calculated from clearance

in plasma and measurement of the blood/plasma concentration ratio, by the relationship,

CL C ¼ CLB CB, where the subscript B refers to blood. Therefore, ratios of metabolite

concentration in blood relative to plasma need to be obtained and are easily determined in

vitro. This phenomenon was reviewed by Vree et al. (52) in human studies. It is easy to

conceptualize this phenomenon if one obtains extensive excretion of metabolite in urine

when a very sensitive assay cannot even measure the metabolite in plasma. If the plasma

concentration of metabolite is assigned a value of zero, then CLR(m) from the above

equations is infinity, an unlikely event; therefore, renal metabolism should considered. It

would be more appropriate to conservatively assign the concentration of metabolite in

plasma to a value just below the assay quantification limit rather than zero and then compare

the clearance value on the basis of blood concentration to known renal blood flow.

An alternative, though more complex and invasive approach to assess renal

metabolism was proposed and evaluated by Riegelman and coworkers (53,54), where

parent drug and radiolabeled metabolite were infused simultaneously to estimate the renal

clearance of the metabolite and formation rates. Contributions of hepatic metabolism to

metabolite excreted in urine were determined with the assumption that the metabolism

was FRL and F(m) of metabolite formed in the liver was unity, i.e., these metabolites

were not excreted in the bile or subject to sequential metabolism. The labeled dose of

metabolite provides information supporting renal metabolism because the ratio of labeled

to unlabelled metabolite in plasma versus urine will be different if parent drug is

converted to metabolite when passing through the kidney. This approach revealed that

60% to 70% of salicyluric acid metabolite produced from salicylate in a human subject

was formed in the kidney (54). With the current availability of liquid chromatography-

mass spectrometry, this method could be adapted to use stable isotope tracers of

metabolites rather than radiolabeled material.

BILIARY CLEARANCE AND ENTEROHEPATIC RECYCLING
OF METABOLITES

Biliary clearance is an excretory route of elimination, in many ways similar to renal

clearance discussed above. For some drugs, xenobiotics and metabolites, excretion into

the bile can represent the major route for elimination. The mechanisms of bile formation,

hepatobiliary transport, and excretion processes have been reviewed (55 57). Drugs can

be eliminated in the bile by direct excretion without biotransformation; however, many

drugs are excreted after metabolism to more polar, charged metabolites, often by

conjugation with sulfate, glucuronic acid, or glutathione. Excretion via the bile can be an

irreversible route of elimination for a drug if its metabolites have poor permeability (e.g.,

glucuronide or sulfate conjugates), the drug molecule is poorly absorbed, or the drug is

subject to degradation or complexation in the intestinal contents. In contrast, there are

numerous examples of conjugated (phase II) metabolites, which are excreted in the bile,

cleaved to yield the parent drug, and then the parent drug is reabsorbed into the systemic

circulation, i.e., enterohepatic recycling (EHC). The factors influencing EHC can be quite

complex and have been reviewed (58).
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Measurement of Biliary Clearance

Bile collection can occasionally be obtained from humans, such as in patients treated for

biliary obstruction or post liver transplant. Animal studies of biliary excretion are quite

common, often conducted to provide insight into mechanistic processes of drug and

metabolite disposition. When bile is collected after administration of the parent drug,

apparent biliary clearance of metabolite can be determined using Eqs. 33 to 35 above,

where the excretion rate of bile is substituted for that of urine. The term “apparent” is

usually used because it is often the case that drug entering the hepatocyte is first

metabolized and then the metabolite is excreted in the bile without subsequent access to

the systemic circulation. If a preformed metabolite is administered directly, the same

equations can be applied, but may provide many different values for biliary clearance of

the metabolite than that the values determined when parent drug is administered since the

metabolite need not be formed in the hepatocyte prior to excretion in the bile. Because of

potential rate-limiting steps involving active uptake or diffusion into the hepatocyte,

metabolism in the hepatocyte and active transport from the hepatocyte into the bile, which

may vary when parent drug versus metabolite is administered, the absolute value for

metabolite biliary clearance using Eqs. 33 to 35 may not be that informative when

preformed metabolite is administered directly.

More commonly employed when metabolite is formed in the hepatocyte and

subsequently excreted in bile with negligible plasma levels is the measurement of

excretion rate of metabolite and/or parent drug in the bile as a function of parent drug

concentration in plasma, which provides a measure of apparent biliary clearance,

DAbile=Dt ¼ CLbile � Cave ðEq: 41Þ
where DAbile can include both parent drug and metabolite, though often metabolite(s) is

(are) dominant, and Cave refers to average plasma concentrations of the parent drug during

the collection interval. If only metabolite is present in bile, but no metabolite is

measurable in plasma, and metabolite once formed in the hepatocyte is not released into

the systemic circulation, the term “CLbile” represents an apparent formation clearance

(CLf,bile) for the metabolite in the liver. This relationship can be rewritten in terms of an

AUC, either during an interval or until all drug is eliminated after a single dose, where the

subscript bc refers the AUC obtained with an exteriorized bile cannula,

DAbile ¼ CLbile � DAUCbc ðEq: 42Þ

Enterohepatic Recycling

EHC recycling via metabolites is considered as a “futile cycle” because of the inefficiency

of the metabolic process. The existence of EHC can be proven on the basis of several

criteria as summarized by Duggan and Kwan (59). It can be proven unequivocally in

animal studies by (i) linked experiments where the bile from a donor animal is infused

into a recipient, (ii) a gradual establishment of a portal:systemic plasma concentration

gradient after intravenous dosing of parent drug, and (iii) an increase in systemic

clearance when there is irreversible bile diversion. In contrast, in most human studies,

only suggestive evidence of EHC can be obtained. These include observations such as the

presence of secondary peaks in plasma concentration versus time curves, often coincident

with gallbladder discharge in response to a meal, or the presence of drug-derived material

in the feces after administration via routes other than oral or rectal. It should be noted that

secondary peaks due to EHC seen in humans would not initially be expected in the rat,
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which lacks a gallbladder. However, if reabsorption in the intestine is delayed because of

regional distributions of b-glucuronidase or sulfatase, time-dependent hydrolysis of

conjugates or site-specific permeability, secondary peaks may also be seen in the rat.

Thus, secondary peaks in humans may be due to reasons other than EHC, such as delayed

or irregular oral absorption.

When bile is diverted in animals, the AUC in plasma of parent drug will decrease

relative to that obtained without diversion when enterohepatic recycling is operative.

CLbile determined with bile diversion using Eq. 43 can then be employed to estimate total

biliary exposure or the total amount of drug/metabolite subject to EHC when cycling is

operative without bile diversion (59),

SAbile ¼ CLbile � AUC ðEq: 43Þ

where AUC is the exposure to parent drug in plasma in an animal without biliary

diversion and SAbile is the estimated sum of all parent drug and metabolite that may be

excreted in bile when EHC is operative, i.e., it is the cumulative drug exposure to the

intestine. This measure of cumulative drug/metabolite exposure to the intestine due to

EHC can result in an amount exceeding the intravenous dose when EHC is very extensive

and efficient. For example as shown in Table 1, indomethacin exposure in bile of the dog

had an estimated 362% of the dose cycled, and the extent of cycling was inversely

correlated with observed toxic doses across the species (59).

EHC can be very efficient, resulting in futile cycling. When this occurs, the

metabolite formed and excreted in the bile does not represent an irreversible loss, instead

the EHC process represents a distribution process with bile/intestine as a peripheral

distribution compartment (58). One measure of the efficiency of EHC was provided by

Tse et al. (60). From two experiments, conducted with and without bile collection, and

AUC for the parent drug in plasma, which is measured in each treatment after a single

intravenous dose, one can calculate the fraction of drug dose excreted in the bile as parent

Table 1 Species Differences in Indomethacin Biliary Exposure and Toxicitya

Clearance (mL/min/kg) Area (mg�mL)

Species

Plasma,

V
.

cl,p

Urine,

V
.

cl,r

Bile,

V
.

cl,b

Venous,

$?
O

Cven
p dt

Portal,

$?
O

Cport
p dt

Plasma

gradient,

Cport
p dt/

Cven
p

Total

exposure,

S%
bile

Minimum

toxic dosage

(mg/kg/day)

Dog 8.2 <0.1 13.3 122 310b 2.54b 362 0.5

Rat 0.32 0.01 0.39 3074 3535 1.15 134 0.75

Monkey 8.3 3.0 2.2 121 121 1.0 26 1.0

Guinea pig 6.25 1.85 1.20 158 181 1.15 21 6.0

Rabbit 3.62 1.09 0.40 278 334 1.20 13 20.0

Man 1.79 0.22 0.16c 592 592 1.0d 9.5

Portal/venous concentration ratios greatly exceeded 1 in the dog, and there was a strong inverse correlation

between total biliary exposure and minimum toxic dosage.
aAll disposition data for single intravenous dosage of 1 mg/kg, except man, for whom 25 mg total dosage

normalized to 1 mg/kg.
bBased on complete 0 to 2 hr portal and systemic plasma profiles; for all other species, mean of more than five

measurements at interval specified in text.
cCalculated from fbile 0.09 (H. B. Hucker, unpublished).
dAssumed.

Source: From Ref. 59.
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drug and metabolites that are subject to possible cycling, Fb. From this information, and

the definition that the amount of drug that is reabsorbed from the first cycle is Fa �Fb �D,
together with the assumption that this fraction is constant with all subsequent cycles, the

following relationship can be derived (60),

Fa ¼ ½1� AUCbc=AUC�=Fb ðEq: 44Þ

where AUCbc for the parent drug is measured with bile cannulation and drainage. The

value of Fa obtained is a measure of the fraction of the sum of drug and metabolite

excreted in the bile, which is then reabsorbed. When using this relationship, only

metabolites that could be recycled (i.e., they are reversible to parent drug in the GI tract)

would be included when estimating Fb. When Fb is a significant part of the dose, but

AUCbc is equivalent to AUC, it is apparent that bile diversion did not influence the

amount of drug reaching the systemic circulation, and thus Fa is zero. In contrast, when a

significant part of the dose is excreted in bile and AUCbc is much less than AUC, then

recycling is significant and Fa can approach a value of 1.

REVERSIBLE METABOLISM

Reversible metabolism occurs when a metabolite or biotransformation product and the

parent drug undergo interconversion in both directions as shown in Scheme 6. The

scheme can also be written in terms of concentrations and clearance terms rather than

amounts and rate constants, respectively, as shown in Scheme 6B using the common

convention in the literature where the drug is considered in compartment 1 and the

metabolite in compartment 2. These compartments are not to be confused with

physiological spaces. Here, the “metabolite” may be the pharmacologically active species

in the case of administration of a prodrug, an active metabolite, or an inactive metabolite.

Generally, enzyme-catalyzed chiral inversion reactions are not reversible, such as the R-

to S- conversion of ibuprofen (61,62), and these are not considered here. In contrast,

chemical catalysis of the chiral inversion of thalidomide (63) would be expected to

behave similarly to reversible metabolism, and the pharmacokinetic modeling would be

the same.

Though reversible metabolism is less often addressed in reviews of drug metabolite

kinetics (12), there are numerous examples occurring across a wide variety of compounds

as noted in a recent review by Cheng and Jusko (64). These include phase I metabolic

pathways for amines such as imipramine, alcohols such as corticosteroids and estradiol,

lactones, and sulfides/sulfoxides such as captopril and sulindac. Examples for phase II

Scheme 6 Reversible conversion between metabolite and drug with parallel elimination

pathways for the parent drug and metabolite.
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metabolic pathways include carboxylic acids to their glucuronides as in the case of

ibuprofen, sulfation of phenols such as estrone, and acetylation of amines such as

procainamide (64). Pharmacokinetic methods for the analysis of reversible metabolism

are well described (64 67). More recently, considerations of statistical moment analysis

as applied to reversible systems have also been addressed by Cheng (68,69).

Reversible metabolism is often ignored when analyzing the pharmacokinetic data of

compounds that undergo metabolite interconversion. The pharmacokinetic parameter

estimates so obtained using methods or approaches that do not consider the reversible

nature of the system are not true estimates of pharmacokinetic parameters and should be

considered apparent parameter values. Indeed, regulatory agencies may not require

rigorous evaluation of the true reversible metabolic parameters because the critical

parameters of clearance, volume of distribution, and bioavailability can only be

unambiguously obtained after direct administration of the preformed metabolite, which

is usually not feasible in humans because of the need to secure an IND for the intravenous

administration of the metabolite. Moreover, in many cases of reversible metabolism, the

metabolite may only achieve low concentrations relative to the parent drug or is inactive;

thus, a great deal of effort to fully elucidate its pharmacokinetics may be difficult or not

justified on the basis of the considerable costs and efforts. There are, however, a number

of common disease states such as renal or hepatic impairment, which may dramatically

alter the disposition of the metabolite, thus significantly influencing the disposition of the

parent drug, and these should be addressed. When a metabolite is active or of

toxicological relevance, or when altered disposition of the metabolite substantially

modifies the pharmacokinetic profile of the parent drug, efforts to more fully investigate

reversible metabolism are warranted.

Determination of Primary Pharmacokinetic Parameters for Reversible
Metabolic Systems

The primary pharmacokinetic parameters of clearance, volume, and availability as well as

commonly employed secondary parameters of half-life and MRT will be discussed here.

Discussion of less commonly employed parameters can be found in other literature

(64 69). However, difficulties in estimating parameters involving reversible metabolism,

due to either the need to dose the metabolite directly or inherent errors in the complex

equations employed, generally limit the utility of estimating some parameters. Other

parameters unique to reversible metabolic systems are descriptors of the reversibility of

the process that include the recycling numbers, recycled fraction, and exposure

enhancement, which will be discussed below.

Half-Life in Reversible Metabolism Systems

As shown in Figure 10 for the interconversion of methylprednisone and methylpredni-

solone, which undergo the reversible metabolism of ketone/alcohol common with

steroids, after the parent drug and metabolite reach equilibrium, the two compounds

decline in parallel when either is administered intravenously (70). Because the terminal

half-life reflects a hybrid of the clearance terms for the overall reversible system and the

volumes of distribution of parent drug and metabolite, estimating changes in the half-life

in response to an altered clearance or volume term is difficult. Although the use of

“sojourn times” have been proposed as a measure of time a drug or metabolite is in the

body before being eliminated or transformed in reversible systems (57), in practice most

often an apparent half-life is reported with the understanding that it may be subject to

change in response to alterations of the disposition of parent drug or metabolite.
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The fact that the terminal half-life of parent drug and metabolite are parallel when

parent drug is administered could lead to an erroneous assumption that FRL metabolism is

operative when in fact reversible metabolism is occurring. Confirmation of reversibility

can be made by identifying formation of the parent drug after administration of the

metabolite; however, such an experiment may not be feasible in humans. Therefore,

in vitro studies with human tissues or animal studies may be necessary to infer reversible

metabolism in humans.

Clearance Parameters in Reversible Metabolism Systems

For a reversible system as shown in Scheme 6B the following relationships can be derived

(64,65) for determining clearance values after collection of AUC data from an intravenous

bolus dose of parent drug or metabolite on two separate occasions. These relationships

assume that clearance and distribution processes are linear for both parent drug and

metabolite, i.e., independent of concentration.

CL10 ¼ Dosep � AUCm
m � Dosem � AUCp

m

AUC
p
p � AUCm

m � AUC
p
m � AUCm

p

ðEq: 45Þ

CL20 ¼
Dosem � AUCp

p � Dosep � AUCm
p

AUC
p
p � AUCm

m � AUC
p
m � AUCm

p

ðEq: 46Þ

CL21 ¼ Dosem � AUCp
m

AUC
p
p � AUCm

m � AUC
p
m � AUCm

p

ðEq: 47Þ

Figure 10 The reversible metabolism of methylprednisolone (&) and methylprednisone (.)

when each is given on separate occasions as a 1.25 mg/kg intravenous bolus to a rabbit (70). The

parallel profiles, constant concentration ratios at equilibrium, and formation of both compounds

when either, is administered, are characteristics of reversible metabolism. Source: From Ref. 70.
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CL21 ¼
Dosep � AUCm

p

AUC
p
p � AUCm

m � AUC
p
m � AUCm

p

ðEq: 48Þ

Here the superscript indicates the dose administered as being from the parent drug

or metabolite, whereas the subscript refers to the compound that is measured in plasma.

AUC is the total area under the plasma concentration versus time curve extrapolated to

infinity. Similar equations can be derived when the compounds are infused to steady state

(67) where the values needed are infusion rates and steady-state concentrations. These

relationships are not unique, as the model has also been applied to other two compartment

pharmacokinetic systems with elimination occurring from each compartment, such as the

reversible distribution and elimination from the maternal-fetal unit (71).

If apparent clearance terms are used for parent drug or metabolite, these will

overestimate the true values for CL10 and CL20, respectively. The magnitude of the error

is a complex relationship of all the clearance terms as discussed by Ebling and Jusko (65)

and is shown here for CLapp of the parent drug,

CLapp ¼ D

AUC
¼ CL10 þ CL12

CL20

CL21 þ CL20

� �
ðEq: 49Þ

Ebling and Jusko (65) defined the term “CL20=(CL21 þ CL20)” an efficiency

parameter because it is a fraction that defines the extent of drug clearance by metabolite

formation (CL12), resulting in metabolite that does not return or interconvert back to the

parent drug, i.e. an irreversible loss. Similar relationships have been determined for

CL(m)app; however, if the metabolite cannot be administered, then only the term “CLapp”

will usually be reported.

It is also evident from Eq. 49 that CLapp will underestimate the total elimination

capacity for the parent drug, i.e., CL10 þ CL12, where CL12 is a measure of metabolite

formation clearance, CLf. Therefore, estimating the formation clearance of a metabolite

from in vivo studies using CLf ¼ CLapp CL10 (where CL10 is determined from the other

clearance pathways) may grossly underestimate total metabolic capability for the

particular metabolic pathway in vivo.

Volume of Distribution in Reversible Metabolism Systems

Volume of distribution at steady state for parent drug and metabolite in reversible

metabolic systems are independent, but the equations to calculate the values necessitate

consideration of the disposition of both parent drug and metabolite. Indeed, given the

structural changes from parent drug to metabolites, as well as potential differences in

protein binding and lipophilicity between the parent drug and metabolites, it is reasonable

to expect that distribution in the body could be quite different, as previously mentioned

for morphine and M6G. In the absence of interconversion, volume of distribution at

steady state [V(m)ss,app] is calculated with the following equation for the metabolite,

VðmÞss;app ¼
M � AUMCm

m

ðAUCm
mÞ2

ðEq: 50Þ

where AUMC(m) is the first moment of the plasma concentration versus time curve for

the metabolite (17). This equation for apparent Vss is in error if applied to reversible

metabolism systems, since V(m)ss,app will overestimate the real V(m)ss because the parent

drug reverts back to the metabolite (65). Moreover, V(m)ss,app is not independent of

clearance processes as is the true V(m)ss; thus, changes in clearance terms of either parent

drug or metabolite will modify the value of V(m)ss,app in reversible metabolism systems.
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The relationship between the apparent and real parameter is described for the metabolite

as follows (65),

VðmÞss;App ¼ VðmÞ þ Vss

CL12 � CL21

CL12 þ CL10ð Þ2
" #

ðEq: 51Þ

The complexities of these relationships for volume and clearance combine, such

that the following equation for V(m)ss is dependent on dose of metabolite and measured

AUC and AUMC data (65),

VssðmÞ ¼ M½ðAUCp
pÞ2 � AUMCm

m � AUCm
p � AUCp

m � AUMCp
p�

ðAUCp
p � AUCm

mÞ2 � ðAUCp
m � AUCm

p Þ2
ðEq: 52Þ

Measures of AUMC used for Eqs. 50 and 52 are often criticized for the potential

error that may be introduced when extrapolating the first-moment curve to infinity.

Alternative equations derived for application of data obtained from infusions of

metabolite and parent drug to steady state may reduce some of the errors (67). Given

the limited ability to dose preformed metabolite to humans and the potential error in

determining Vss for parent drug or metabolite within reversible systems, true values for

the pharmacokinetic parameters in reversible metabolism systems have been determined

in humans for very few compounds. Instead, it is more common to report Vss,app values,

with an understanding that such values are inaccurate and subject to change if clearance is

altered.

Bioavailability in Reversible Metabolism Systems

Interconversion of parent drug and metabolite also complicates the measures of

bioavailability and consideration of this has led to the development of equations that

assess absorption processes independent of clearance (64,72). However, the increased

complexity of the relationships and the need to dose metabolite independently to assess

the values have restricted their application. Thus, apparent bioavailability is often

employed ignoring the contributions of reversible metabolism.

Measures of Reversibility in Drug Metabolism

Unique to reversible systems are measures defined as recycled fraction (RF), number of

recyclings through the reversible process (RI), as well as other terms (64,65). RF is a

measure of the likelihood of a molecule going back and forth through the reversible

system, i.e., being converted in both directions, and is a value between 0 and 1 determined

from the relative values of clearance,

RF ¼ CL12 � CL21
CL11 � CL22 ðEq: 53Þ

where CL11 ¼ CL10 þ CL12 and CL22 ¼ CL20 þ CL21.

The number of recyclings, RI, can exceed 1 and provides a measure of how

exposure to parent or metabolite is enhanced by the interconversion process,

RI ¼ CL12 � CL21
CL11 � CL22 � CL12 � CL21 ðEq: 54Þ
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Influence of Altered Metabolite Clearances on the Disposition of Parent Drug

Because metabolite and parent drug can interconvert, altered irreversible clearance of the

metabolite (CL20) can influence the disposition of the parent drug, causing changes in

CLapp, i.e., Eq. 49. Examples of this include the nonsteroidal anti-inflammatory drugs

where renal clearance of labile ester glucuronide metabolite is reduced by renal

dysfunction (73). For example, though diflunisal and other carboxylic acid containing

drugs are eliminated almost entirely by metabolism, simulation results shown in Table 2

show that when clearances that directly affect acyl glucuronides are altered, the AUC of

both parent drug and metabolite can in some cases be significantly and seemingly

unpredictably modified (74). This has potential clinical significance, since hepatobiliary

Table 2 Relative Values of AUC for Acidic Drugs and Their Acyl Glucuronide Metabolites in

Animals Obtained by Simulation Using the Model Shown When Individual Clearance Terms in the

Scheme for Reversible Metabolism are Reduced to 10% of Their Initial Value

Clearance terms altered Percentage of noral AUC for parent compound (%)b

DF S ET R ET VPA S Z

Cl10 241 380 242 477 791 850
Cl12 146 119 146 112 103 102
Cl20 144 117 141 111 103 102
Cl21 75 99 99 96 83 100

Cl23 93 89 79 96 100 94

Clearance terms altered Percentage of noral AUC for acyl glucuronide (%)b

DFG S ETG R ETG VPAG SG ZG

Cl10 241 380 242 477 791 850

Cl12 15 12 15 11 10 10

Cl20 186 202 248 181 104 103

Cl21 147 106 102 130 664 116

Cl23 114 152 139 129 101 386

The clearance terms are defined in the figure. Baseline value is 100. Data were obtained by Monte Carlo

simulation using initial values obtained in animals (74).

Abbreviation: AUC, area under the curve.

Source: From Ref. 74.
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or renal disease may alter clearance pathways of the metabolite and cause unanticipated

alterations in the disposition of the parent drug, even though the parent drug itself is not

eliminated directly into bile or into the urine.

NONLINEAR PROCESSES AND METABOLITE DISPOSITION

Metabolite disposition is subject to the same sources of nonlinearity that can occur with

parent drug (17). These may include saturable enzymic metabolism, co-substrate depletion

in phase II metabolism, saturable transport for biliary or renal excretion, saturable active

uptake into hepatocytes, or saturable protein binding. In summary, metabolite disposition

can be affected by nonlinearities involving both the rate of input (i.e., formation), rate of

output (i.e., elimination), and distribution. Any nonlinearity in disposition of the parent

drug, which is the precursor for the metabolite, will lead to increased complexities in

predicting metabolite disposition; thus, the correlation between exposure to parent drug

and exposure to the metabolite will not be predictable as dose is varied or may vary with

time when dosing chronically. In this section, the most common source of nonlinearity will

be considered and discussed, assuming that only one clearance parameter is nonlinear at a

given time. However, one should realize that multiple nonlinearities may occur

simultaneously, especially in animal toxicology studies where drug doses are intentionally

pushed to levels much greater than those employed later in humans.

Michaelis–Menton Formation Vs. Elimination of the Metabolite

The assumption that metabolite formation and elimination occur as first-order processes

with constant CLf and CL(m) generally holds true for typical enzyme or active transport

systems when concentrations of drug or metabolite, respectively, are below their Km

[Michaelis Menton constant where the rate is half of the maximum velocity, Vm) (17)

values. In cases where Michaelis Menton kinetics apply for metabolite formation and

elimination, with only a single pathway formation and elimination of metabolite, Eq. 11

can be rewritten as,

dAðmÞ
dt

¼ Vm;f � C
Km;f þ C
� �� VmðmÞ � CðmÞ

KmðmÞ þ CðmÞ½ � ðEq: 55Þ

It is apparent that CL(m) and k(m) are now functions of Km(m) and Vm(m),

CLðmÞ ¼ VmðmÞ
KmðmÞ þ CðmÞ ðEq: 56Þ

kðmÞ ¼
VmðmÞ
VðmÞ

KmðmÞ þ CðmÞ½ � ðEq: 57Þ

and similar relationships exist for CLf and kf. When C � Km and C(m) � Km(m), then

both right-hand terms of Eq. 55 simplify, yielding first-order processes, since clearance of

formation and the rate constant of elimination of the metabolite are essentially constant.

However, if the elimination of the metabolite is saturable, i.e., when C(m)>Km(m), both

CL(m) and k(m) become variable with CL(m) and k(m) decreasing as C(m) increases,

thus the apparent half-life of the metabolite increases as C(m) increases. When saturation

of CL(m) occurs, and CLf is constant (i.e., formation of metabolite is not saturable in the

concentration range of drug), then C(m)/C and AUC(m)/AUC will increase as the drug

dose increases. Typically, plots of metabolite levels normalized to drug dose should be
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superimposable, but with saturable elimination, the dose-normalized metabolite

concentrations will increase with dose level. Even under conditions of FRL metabolism,

saturation of metabolite elimination will increase these ratios as dose increases, though

the metabolite concentration profile may still appear to be parallel to that of the parent

drug profile. However, because the formation clearance (CLf) of the metabolite did not

change with dose, fm would remain constant. Thus, for a metabolite that is primarily

excreted in the urine, the percentage of the dose recovered in the urine as metabolite

would be independent of dose.

For metabolites subject to ERL metabolism, saturable metabolite elimination may

be noticeable from a profile of metabolite concentration versus time when parent drug is

rapidly administered or absorbed. A semilog plot of metabolite concentrations versus time

profile may show the classical concave shape at higher concentrations and then become

loglinear at lower concentrations (15).

In contrast, if the metabolite formation clearance (CLf) is saturable, while the

elimination of metabolite is not, then C(m)/C and AUC(m)/AUC will decrease as drug dose

increases. In this case, fm will decline as the dose increases, assuming that there are other

parallel pathways for drug elimination besides formation of the metabolite of interest. With

FRL metabolism, the apparent half-life of the metabolite will increase if the saturable

pathway of metabolism is a significant fraction of the overall elimination of parent drug,

since the half-life of parent drug will increase. For ERL metabolism [k(m) � k], the profile

of the metabolite after escalating single doses of parent drug may not be altered

significantly, unless the elimination half-life of the parent drug increased significantly at

higher doses such that value of k decreases to the extent that it approaches that of k(m). In

this case of saturable metabolite formation clearance, plotting metabolite concentration

versus time profiles normalized to dose would show a decline in the AUC of the profiles as

dose increased.

MRT concepts can also be applied to metabolites subject to Michaelis Menton

metabolism (31,69,75). Though there has been some debate about using MRT in

nonlinear systems, a review addressed these concerns and with simulations showed that

the values of MRT, Vss, Vm and Km could be determined accurately (76). A potential

advantage of MRT concepts for evaluating nonlinear systems is that they do not require

multiple trials of various compartmental models normally employed when determining

Michaelis Menton parameters (76).

CONCLUSIONS

Even if some of the commonly employed mathematical relationships for performing

pharmacokinetic analysis of parent drug are also applicable to metabolites, because

metabolites are formed in vivo, there are some unique methods applicable to describing

metabolite disposition and an effort was made in this chapter to identify those methods.

Many of the difficulties in analyzing metabolite pharmacokinetics stem from limited

information about the rate and extent of their formation in the body, i.e., the input into the

body is usually not known. Thus, many of the relationships described in this review are

based upon derivations that do not require knowledge of the rate of metabolite input, but

often make informed estimates of the extent of metabolite formation from the parent drug

or assume that the extent of formation is constant between treatments or linear with dose.

In many instances, especially when estimating levels after chronic administration of the

parent drug, the extent of metabolite formed is more important than the rate at which it

was formed. When possible, exogenous administration of preformed metabolite by a

known input rate circumvents these limitations. However, due to the potential different
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behavior of preformed metabolite and that formed at tissue sites within the body

(9,46,47), new assumptions arise that may be difficult to validate. One of the primary

advantages of MRT approaches for describing metabolite pharmacokinetics is the fewer

assumptions made for their application, but a lack of thorough understanding of their

theory has limited their use by some investigators. Whatever approach is used, there is

much to be gained from a better understanding of the pharmacokinetics of metabolites.

Although data obtained in animals by administration of preformed metabolites will have

to be interpreted with caution (9), the FDA guidance suggesting toxicology studies in

animals with “major metabolites” (23) will in the future lead to substantially more data

reported on metabolite disposition. Careful analysis of these data from exogenously

administered metabolites relative to metabolites generated in situ from the parent drug

should provide insight into whether such extraordinary efforts and cost can provide

valuable information beyond that presently obtained by radiolabeled tracer studies.

This chapter did not present extensive derivations of some of the mathematical

relationships provided. Earlier reviews on the pharmacokinetics of metabolites (12,14) or the

primary literature cited should be consulted together with this chapter for further insight and

understanding of the derivations and assumptions of the equations presented. In addition,

some basic concepts in pharmacokinetics are needed for the full implementation of some of

the relationships provided, and these can be found in textbooks on the topic (15 19). The

pharmacokinetics and rates of metabolism are not necessarily limited by the metabolic step,

and considerations of uptake and efflux transporters need to be considered when interpreting

in vivo data. Topics such as reversible metabolism and MRT concepts are now better

understood because of more recent work, and original literature should be consulted where

appropriate. This review should provide a foundation for understanding how the

complexities of metabolite formation and elimination may be analyzed. In conjunction

with other later chapters in this text, this should assist scientists in the design of in vitro

experiments, in vivo animal studies, and clinical trials to characterize the metabolism of

drugs and other xenobiotics such that optimal information can be obtained about the

disposition of metabolites in the body with as few assumptions as possible.
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INTRODUCTION

This chapter will provide the reader with a morphological and functional overview of the

liver in relation to the many biochemical and enzymatic reactions that take place in

the organ. The liver has a major role in drug metabolism and toxicity, and the integrity of

the individual cellular elements is essential to maintain homeostasis and essential

detoxifying mechanisms. Different cell types and organelles within cells interact with each

other and participate in basic metabolic reactions, protein synthesis, and biotransformation

of xenobiotics. Although a significant portion of liver activity involves providing the

proteins, lipoproteins, and carriers necessary for normal function, the protective effect of

the liver is reflected in its ability to detoxify foreign compounds, metabolize drugs, and

provide compensatory mechanisms for diverse reactions that may compromise cell

survival. Liver cells constitute individual elementary reactors with separate compartments

that synthesize, hydrolyze, conjugate, or oxidize exogenous and endogenous chemicals.

Therefore, the study of liver cells is of primary interest to scientists interested in hepatic

drug metabolism. The delicate architecture of the hepatocyte must be renewed frequently

so that it can perform effectively in response to adverse effects or injury. Above all,

numerous anabolic or catabolic activities are under control from the nucleus, which houses

all the replicative and messaging functions necessary for structural integrity. The use of

combined microscopic and functional approaches can provide an integrated view on drug

metabolism and biotransformation. This approach offers some advantages over the

uncertainties that can emerge from studies that disrupt the normal cell architecture, as

occurs with techniques of isolation and separation of cellular components.
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GENERAL ANATOMICAL CONSIDERATIONS

Lobule Vs. Acinar View of Hepatic Architecture

The arrangement of liver cells is in the form of intertwined trabecular plates or cords, and

the tissue architecture is a disposition designed for optimal contact with the blood (Fig. 1).

Two primary views of the basic architecture of the liver have arisen over the years.

The earliest concept, described by Kiernan (1), was based on plain morphological

terms that defined the basic functional unit of the liver as a lobule (Fig. 2). The Kiernan

lobule consists of a hexagonal cluster of hepatocytes centered on a hepatic venule, known

as the central vein, and each corner of the hexagon, called the portal triad, grouping a

hepatic arteriole, a portal venule, and a bile ductule. The area surrounding the central vein

is known as the centrilobular region, and the region surrounding the portal triad is known

as the periportal region, with the area in between described simply as the midzone. This

classification neatly fits the morphology of the liver, and this lobular terminology is most

frequently used in defining the location of pathological lesions in the liver.

The second classification of liver architecture revolves around the concept of the

hepatic acinus introduced by Rappaport (2) and is based on the blood circulation pattern

rather than on morphology, exclusively. The basic unit of hepatic architecture in this view

is the acinus, and follows the direction of the blood flow within the liver (Fig. 2). At the

center of the acinus are the portal venules and hepatic arterioles from which blood flows,

Figure 1 Diagram representing the anatomical structure of the liver lobule. The chords of

hepatocytes radiate toward the central vein, which receives sinusoidal blood flowing from the

hepatic artery and the portal vein in the periportal area, thus establishing an oxygenation gradient;

the bile flows toward the portal space, which contains the interlobular collecting bile ductules.
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percolating in three-dimensional space through cords of hepatocytes to distal central veins

in which the blood is collected and distributed to the systemic circulation. The acinus is

divided into three zones, on the basis of their proximity to the hepatic blood supply: zone 1

is closest to the portal venules and hepatic arterioles, zone 3 lies closest to the central vein,

whereas zone 2 lies in between. These “zonal” subdivisions of the acinus correspond to the

periportal, centrilobular, and midzonal regions of the lobule, respectively.

Liver Cell Types

Hepatic Parenchymal Cells

Hepatic parenchymal cells, or hepatocytes, are endodermal in origin, arising from

outgrowths of the hepatic diverticulum early in prenatal development. In humans, hepatic

a-fetoprotein synthesis is evident as early as 25 days after conception, with bile acid

synthesis and secretion established by the end of the third month in utero. However,

canalicular transport and hepatic excretory function is not completely developed until after

birth (3,4), when the system becomes fully functional (i.e., evidence of glucuronidation).

In the adult liver, hepatic parenchymal cells are polyhedral or spherical, are between

28 and 35 mm in diameter, and are approximately 4500 to 5500 mm3 in volume.

Hepatocytes account for 60% of the cells in the liver and represent 80% or more of the

total volume. The human liver contains about 27 � 109 hepatocytes, and the rat liver

contains approximately 100 times fewer hepatocytes in absolute numbers. A schematic

view of the hepatocyte with the different intracellular organelles is shown in Figure 3.

There are two primary views on the life cycle for the renewal of hepatocytes, which

have a life span of approximately 200 days in the rat. The cell-streaming view holds that

Figure 2 Schematic representation of the lobular architecture of the liver. The cords of

hepatocytes radiate away from the central vein (CV) to the portal space (P), which contains a branch

of the portal vein and hepatic artery and a bile ductule. The concentric circles around the central

vein depict the classic lobular architecture, with centrilobular (C), midzonal (M), and periportal (P)

areas. At top left, the circles centered on the portal space represent the vascular zonation according

to Rappaport zones 1, 2, and 3, with the outermost blood irrigation toward the central vein.
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hepatocytes are produced from stem cells in periportal regions and move as continuous

sheets of cells toward the region of the central vein, where the cells undergo apoptosis

(5,6). An alternative approach is that all hepatocytes are capable of cell division, and

newly formed cells stay in place with populations of cells growing by clonal expansion in

response to various stimuli (7 10).

Hepatocyte cords are bordered by sinusoidal spaces through which blood from the

portal and hepatic arteries percolates on its journey to the central vein. The sinusoidal

space is lined by a layer of endothelial cells, called sinusoidal cells, which along with the

space of Disse, located between the hepatocytes and the sinusoidal cells, serve as a barrier

between the sinusoidal space and the hepatocyte cytoplasm. The bile canaliculi provide

the route for formed bile to return to the bile ductule, and eventually to the common bile

duct. The canaliculi, as their name implies, are not walled vessels, but represent a canal

formed by specialized membrane junctions of adjacent hepatocytes.

A discussion of the many functions of the hepatocyte is beyond the scope of this

review, but some can be summarized in general terms. Portal circulation exposes the liver

to various dietary constituents and hence is a primary site of protein synthesis and

carbohydrate and lipid metabolism and the primary site for phase I and phase II reactions

in xenobiotic metabolism.

Figure 3 Idealized schematic of an electron microscopic image of a normal liver cell cytoplasm is

shown for interpretative purposes. Speckles in the cytoplasm (unlabeled) represent free ribosome

and glycogen particles. Abbreviations: BC, bile canaliculus membrane; BLM, basolateral

membrane; E, endothelial cell; ER, endoplasm reticulum; F, foramen or fenestra; G, gap junctions;

Go, Golgi apparatus; K, Kupffer cell; Ly, lysosomes; M, mitochondria; N, hepatocyte nucleus with

granular chromatin; SD, space of Disse between endothelium and hepatocyte; SM, sinusoidal liver.
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Sinusoidal Endothelial Cells

Sinusoids range in diameter from 10 to 25 mm, and they are lined with a continuous sheet of

endothelial cells that is punctuated with numerous perforations named fenestrae. Little, if any

basement membrane backs the sheet of endothelial cells, so the fenestrae provide a direct

microconduit from the sinusoid to the space of Disse. These fenestrae are approximately

0.1 to 0.2 mm in diameter and exhibit lobular gradients with increasing pore diameter and

pore number from periportal to centrilobular regions. The fenestrae play an important role in

the filtration of lipoproteins by the liver, with the pores blocking passage of chylomicrons

while allowing passage of smaller chylomicron remnants (11,12). Additionally, the diameter

of fenestrae may respond to either endogenous neurohumoral factors or to toxicants or even

to osmosis (13,14). Modification of pore diameter by toxicants may play a role in the

etiology of fatty liver by altering the lipoprotein-filtering capacity of the fenestrae (15).

Alcohol reduces the number and size of fenestrae, together with the development of a

subendothelial basal lamina with collagen matrix deposition in the space of Disse (16). The

sinusoidal cells themselves exhibit marked endocytotic activity leading to significant

lysosomal degradation of taken-up materials, including proteins and lipoproteins (17). The

sinusoidal cells are active in the synthesis and release of prostaglandins, endothelin, and

various cytokines (18). Sinusoidal endothelial disruption is an important factor in the toxicity

of compounds such as acetaminophen paracetamol and carbon tetrachloride (19,20).

Kupffer Cells

Kupffer cells are hepatic resident macrophages attached to the luminal surface of sinusoidal

endothelial cells, or they may lie within the endothelial cell layer itself. Kupffer cells

represent the largest population of fixed macrophages in the human and most other

vertebrates (21). The origin of Kupffer cells is uncertain, but they may derive from

monocytic precursor cells in the bone marrow (22,23), or they may represent a replicating

population of fixed histiocytes (24). Kupffer cells exhibit many of the functions of

circulating macrophages and are active in endocytotic removal of particulate, infective, and

toxic substances from portal blood (25). Their location within the trabecular structure

makes them ideally suited for removal of bacteria and bacterial endotoxins from blood

arriving from the intestine (26). The importance of this function is amply demonstrated by

the marked proliferation of Kupffer cells in animals experimentally exposed to endotoxin or

other inflammatory mediators (27 29). Kupffer cells also have significant secretory

functions and are an important source of biologically active mediators, including

eicosanoids, cytokines, proteases, tumor necrosis factor (TNF), reactive oxygen species,

and nitric oxide (30). The secretory actions of Kupffer cells may play an important role in

the regulation of hepatocyte function. The release of cytokines can lead to hepatocyte

production of acute-phase reactants (31). Overproduction of these mediators, particularly

free radicals and proteases, can lead to hepatocyte dysfunction and necrosis, as observed in

severe sepsis (32). Vitamin A may exacerbate carbon tetrachloride toxicity by augmenting

the release of active oxygen species from Kupffer cells (33). Hepatocytes may also affect

Kupffer cell function, such as the production of prostaglandin E2 (34,35). Acetaminophen

acts on Kupffer cells by interaction with the hepatocytes, releasing active mediators,

including superoxide, from the Kupffer cells, leading to hepatocyte dysfunction (36).

Ito Cells

The Ito cell is also known as the fat-storing cell, or the stellate cell. Ito cells are located in

the space of Disse between the sinusoid endothelium and the liver cell cords and were

originally thought to be a type of Kupffer cell. In 1952, Ito and Nemoto recognized these
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stellate-shaped cells as a separate cell population (37) that they believed actively

internalized fat. It was later discovered that the cells do not actually take up fat, but store

fat synthesized from glycogen (38). Although representing only 5% to 8% of liver cells

(39), Ito cells are regularly dispersed along the hepatocyte chords, and their distribution

may be sufficient to permit interactions with the entire hepatic sinusoidal network (40).

Extended cytoplasmic processes from Ito cells give the cells their stellate appearance.

These processes are in contact with multiple hepatocytes, and a single Ito cell may provide

connecting processes to more than one neighboring sinusoid (41). Ito cells express smooth

muscle a-actin, suggesting that they are contractile, possibly playing a role in regulation of

blood flow through the sinusoid (42). Desmin, an intermediate filament protein, has been

proposed as an in vivo marker for Ito cells in rats (43). Ito cells are a primary storage site

for vitamin A, storing up to 300 times more retinyl ester per milligram of protein than the

amount found in hepatocytes (44). Abundant intracytoplasmic vitamin A droplets are

distinguishing morphological features of these cells. The morphology of Ito cells exhibits

lobular heterogeneity, with midzonal cells exhibiting the greatest concentration of vitamin

A droplets; periportal Ito cells are smaller than in other zones, and centrilobular cells

display longer processes and very little vitamin A (38).

In vivo, Ito cells can be activated by hepatotoxic compounds such as carbon

tetrachloride (38), and appear to play a key role in hepatic fibrosis (45 47). Ito cells

proliferate in and around areas of acute focal hepatocyte injury, and their normal

physiological role appears to be aiding tissue repair (41). However, chronic liver insult

may lead to phenotypic and morphological modulation of Ito cells. The cells change

progressively in shape from quiescent compact cells, through a spread transitional stage,

with myofilaments and receding vitamin A droplets, eventually resembling a

myofibroblast. These phenotypic myoblast or fibroblast spindled cells have pronounced

myofilaments and lack vitamin A droplets (40). The fibroblast-like Ito cells are

characteristic in experimental animal models of cirrhosis as well as in human disease

(15,48), and are believed to play a key role in alcoholic fibrosis and cirrhosis (49,50).

BLOOD CIRCULATION, PATHWAY OF BILE

Hepatic Vasculature

The liver receives about 25% of the total cardiac output, representing only 25% of the

body weight, making liver parenchymal cells the most richly perfused cells in the body

(51). Portal blood supplies about two-thirds of the total blood flow to the organ, and

arterial blood flow accounts for the remainder. The liver does not directly control hepatic

portal blood flow; therefore, its intrinsic or extrinsic control occurs through changes in the

diameter of the hepatic artery lumen. There is no conclusive agreement about how

homogeneous portal versus arterial blood flow is across the sinusoids and exquisite

control of sinusoidal circulation appears to exist (52). However, blood flow within the

normal liver remains remarkably homogeneous, and compounds entering the liver either

through the portal vein or the hepatic artery are equally distributed (53,54).

Microcirculation

Within the liver, the portal vein subdivides into smaller and smaller branches, eventually

ending in terminal portal venules that are approximately 20 to 40 mm in diameter and open

into the hepatic sinusoids. Portal blood flow across the sinusoids can be controlled by

neurohumoral factors, such as norepinephrine, angiotensin, or histamine, which can
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activate hepatic venous sphincters at either end of the hepatic sinusoids (51,55). These

anatomical structures are more pronounced and easily observable in dog liver. After

percolating through the sinusoids, the blood flows into the hepatic venule and out into

systemic circulation via the suprahepatic veins. Arterial blood is supplied to the liver

through the hepatic artery. Hepatic arteries terminate in either the periportal plexus, which

distributes around the branches of the portal vein; the peribiliary plexus, which supplies

blood to the bile ducts; or into terminal hepatic arterioles. All three branches drain

primarily into the hepatic sinusoids.

The Biliary System

Bile is a complex, dense viscous fluid, with many organic and inorganic components

including bile acids, phospholipids, cholesterol, glutathione, proteins, metals, and ions

(56). Bile serves two primary purposes. First, bile aids in the digestion and absorption of

lipids from the intestine, and second, bile serves as a major route of elimination for many

endogenous products as well as various xenobiotics and metabolites. Bile salts are the

major constituent of bile, with concentrations ranging from 2 to 45 mM (57). The

amphiphilic nature of bile salts permits the formation of micelles with lipid components,

which allows a greater concentration of the latter in bile than it would be anticipated on

the basis of aqueous solubility. Bile salts are critical to bile flow because their presence in

the fluid creates an osmotic gradient pulling water into the bile, thereby creating

downstream bile flow. Bile salts are synthesized in the liver from cholesterol and

subsequently secreted into the bile and eliminated into the small intestine.

Intestinal reabsorption of bile salts leads back to systemic circulation. Systemic bile

salts are rapidly and actively taken up by hepatocytes. In humans, approximately 450 mL

of canalicular bile is produced each day (58). Whether synthesized or imported, bile salts

exit the hepatocyte at the canalicular membrane. The surface of the hepatocyte membrane

forming the bile canaliculi is covered with microvilli, which are folded finger-like

projections of the cell membrane. The pericanalicular region of the hepatocyte is largely

free of cytoplasmic organelles, but rich in ATP and microfilaments (59). The bile

canaliculi meshwork can be visualized using a histochemical stain for ATPase (Fig. 4).

The tight junctions between hepatocytes were once thought to be impermeable, but

subsequently have been demonstrated to provide a route, known as paracellular diffusion,

where substances pass from the sinusoids to the bile without going through hepatocytes.

Water, neutrally charged organic molecules, and some ions may enter the bile canaliculi

by this route as well (60,61).

The canaliculi themselves form a converging network of anastomotic connections.

The ductal system initiates at the canals of Hering, an interface structure where ductal cells

symmetrically connect with hepatocytes (62). These ductules anastomose into larger ducts,

eventually leading to the larger common bile duct. Far from being a passive drain out of

the liver, the biliary epithelial cells in the duct wall modify bile and contribute significantly

to bile flow (63,64). Additionally, bile acids or organic molecules may be reabsorbed from

the bile duct and recirculate through the liver by way of the peribiliary plexus (65,66). This

pattern of redistribution contributes to the intrahepatic drug metabolism.

LOBULAR GRADIENTS

Considerable functional and cellular heterogeneity exists within the context of the liver

lobule or acinus. Metabolic and oxygenation zonations are evident across the lobule in a

fashion similar to morphological and phenotypic variations found among cell types within
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different zones. The metabolic differences can contribute to these gradients, on the basis

of the intrinsic requirements for excretion of polar metabolites.

Oxygen Gradients

Perhaps the most obvious example of lobular heterogeneity is for oxygen and nutrients

along the lateral dimension of the lobule. Cells in the periportal region or acinar zone 1

are exposed to blood high in oxygen and nutrient content. Thus, hepatocytes at the end of

the trabecular cords in the centrilobular or acinar zone 3 have to adapt to lower blood

oxygen tension and nutrient supply left from the pass over the periportal cells. Periportal

oxygen concentrations range from 9% to 13%, which diminish to 4% to 5% by the time

blood reaches the central vein (67). These changes in oxygenation may influence the

extraction of xenobiotics from the circulation and cause a particular lobular distribution

for cellular lesions.

Metabolic Gradients

Although the reasons for regional differences in oxygen tension are obvious, less apparent

are the zonal differences in cellular enzyme distribution. Significant lobular heterogeneity

exists in activities of enzymes involved in carbohydrate, ammonia, lipid, and xenobiotic

metabolism (68 71). In general, in the rat, zonation is described by a periportal

prevalence of enzymes involved in gluconeogenesis, fatty acid oxidation, urea formation,

and albumin synthesis, whereas glycolysis, fatty acid synthesis, glutamine formation, and

xenobiotic metabolism are most prevalent in the centrilobular region (72). In humans, a

similar zonation appears to exist, although differences in zonal distribution of lipid

synthesis, glutamine formation, and ketone formation have been reported (73 75). The

reasons for such functional zonation are unclear, but are likely to involve regional

differences in substrate exposure and distribution of oxygen tensions. Lobular variations

in hepatocyte transport of drugs and bile formation are also evident (76). The observed

differences are at least partially due to the positioning of cells along the sinusoid, with

Figure 4 Histochemical reaction for membrane bound ATPase in a frozen liver section

demonstrating the network of biliary canals in the liver lobule with confluence toward the portal

space (top left). The reaction product is within the bile canaliculus, which is formed by the plasma

membrane contribution from two adjacent hepatocytes.
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decreasing oxygen gradients and substrate or drug concentrations as blood moves from

periportal regions toward the central vein. Real differences in transport capacity based on

cellular localization have been demonstrated.

Intralobular variations of the cytochrome P450s (CYP) have been well documented,

with centrilobular hepatocytes having a greater concentration of the hemoproteins (68).

Correspondingly, centrilobular hepatocytes have more smooth endoplasmic reticulum

(SER) than do periportal hepatocytes. However, more heterogeneity is anticipated if

consideration is given to the number of CYP isozymes. In rats, CYP2E and CYP3A are

more prominent in centrilobular areas, whereas CYP1A and CYP2B are equally

distributed across the lobule (77,78). CYP distribution across the lobule also changes with

age (79). In addition, sensitivity of isozymes to inducing agents also appears to vary

across the lobule, in some cases normalizing isozyme activity across the lobule (78,80).

Phenotypic and Morphological Heterogeneity of Hepatocytes

On morphological examination, either by light or electron microscopy, hepatocytes

appear surprisingly homogeneous in view of the multitude of metabolic functions that run

simultaneously in the cytoplasm. Routine stains reveal well-ordered arrays of trabecular

cords of hepatocytes radiating from the periportal to the central area. The administration

of foreign compounds results in a striking, particular disposition of lesions within the liver

lobule. For example, carbon tetrachloride administration produces centrilobular damage

as a result of the reductive metabolism by hepatocytes in this area. The early phases of the

process of enzyme induction by barbiturates starts in the pericentral hepatocytes,

eventually extending to the midzones and periportal zones (81,82). The production of

albumin can be a good indicator of protein synthesis by which to follow this induction

process. The production of albumin in the rat is about 0.4 mg/hr/g. Michaelson (83), using

immunofluorescent tagging, demonstrated that albumin production is confined to about

one-tenth of 1% of all hepatocytes. It is obvious that this albumin secretion must be

programmed in hepatocytes that appear to be at random within the liver lobule, whereas

other hepatocytes secrete proteins of diverse molecular weights. This functional diversity

was demonstrated in the increase of fibrinogen production by parenchymal cells following

turpentine injection (84). The increased production of fibrinogen is based on the

clonal expansion of fibrinogen-producing hepatocytes after mitotic division. This

individualized secretion of serum proteins from hepatocytes is also noticeable during

neonatal development. The number of liver cells producing a-fetoprotein decreases with

age, whereas the number of cells producing albumin, fibrinogen, and other proteins

increases (83).

SUBCELLULAR ORGANIZATION OF THE HEPATOCYTE:
BASIS FOR ORGANELLE PATHOLOGY

According to the level of microscopic visualization, the liver reveals different orders of

structural arrangement. For example, the study of liver tissue by routine transmitted light

microscopy provides a survey of well-arranged trabecular parenchymal cells, with a

repeating pattern with apparent uniformity. In contrast, the electron microscope reveals a

seemingly heterogeneous population of organelles in a diverse network of membrane-

bound sacks, vesicles, and microtubules dispersed at random in the cytoplasm. However,

there are specific cytoplasmic regions where the Golgi apparatus can be seen and

lysosomes congregate near the bile canaliculus. The resemblance between hepatocytes
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from different species is uncanny, although it is recognized that similar organelles do not

have similar functionalities on a comparative basis. Recent knowledge, gained with

embedment-free electron microscopy, suggests unique aspects of the cytoskeleton

structure (85). Previously, an approximation of the cytoplasmic infrastructure was

described after using high-voltage electron microscopy of unembedded cells (86). Such

cytoskeletal network reveals a very important framework akin to a scaffold for organelle

interaction and intracytoplasmic motion.

Work at Subramani’s laboratory (87) showed that peroxisomes possess bimodal

kinetic properties within the hepatocytes. In one mode, peroxisomes display a slow

Brownian movement, and in a second or fast mode, these subcellular particles zigzag

through the cytoplasm. These studies were achieved by means of fluorescence-specific

analysis combined with real-time kinetic imaging and high-resolution tracing of organelle

movements. With use of agents that modulate the stability of microfilaments, it was

shown that peroxisomes are closely associated with the microfibrillar network. These

advances were made feasible by the application of converging technologies employing

high-resolution fluorescence microscopy and molecular biology.

The Plasma Membrane: The Blood-Cytoplasm Interface

The plasma membrane envelopes the hepatic parenchymal cells and constitutes the

interface barrier with the surrounding microenvironment. A specialized structure of the

plasma membrane can be anticipated on the basis of different functions and specific areas

that are dedicated to absorption, secretion, and excretion. In a single liver cell, part of the

hepatocyte plasma membrane faces the sinusoid, adjoining areas share surfaces with other

hepatocytes, and other areas form the biliary canaliculus. Structurally, the bilayer

membrane facing each opposing hepatocyte contributes one half of all specialized

structures, such as desmosomes and tight junctions. Each individual hepatocyte has an

estimated surface area of 1650 to 1950 mm2, depending on whether the idealized

stereological model is based on a dodecahedron or a sphere, respectively. The

applicability of these models in tissue sections is based on the closest statistical fit and

on the correspondence with different measures that contribute to establishing the final

shape factor (88). Hepatocytes contribute about 70% of their plasma membrane surface to

the sinusoidal interface in the space of Disse; this space is delineated between

the hepatocyte and the inner surface of the Kupffer or sinusoid endothelial cells. The

remaining membrane is approximately divided between the portion contributing to the

bile canalicular tree and that contributing to the hepatocyte-hepatocyte interface or

basolateral membrane. The membrane exposed to the sinusoid provides specialized

transporters to move solutes and nutrients from the blood into the cell cytoplasm. If a

substance is actively transported, it can traverse various membrane interfaces, ranging

from the sinusoidal aspect of the endothelial cell to the hepatocyte facing the space of

Disse. The integrity of this membrane transport is responsible in part for the elimination

time of drugs from the circulation. Potential routes for solute transport in and out of the

liver cell are schematized in Figure 5. This absorption process is also supported by active

endocytotic activity, which occasionally includes receptor internalization. The microvilli

that characterize this aspect of the membrane contribute to a significant increase of the

extent of surface exposed to the plasma. In contrast, the biliary aspect of the plasma

membrane directs excretion products, such as metabolites, bile salts, phospholipids, and

cholesterol, across the membrane to a highly concentrated, surface-active environment

within the lumen of the bile canaliculus. In turn, the basolateral membrane, because of the
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tight junctions, provides a dynamic area where contractile microfilaments rhythmically

pulsate the cell membrane, thereby contributing to downstream biliary flow. The biliary

cell membrane also contains digital projections that enhance the extent of surface area

available for excretory functions. In addition, cilia have been found in the lumen of

collecting biliary ductules, and their function or purpose is not clearly known. Because of

their paucity, cilia were attributed chemosensory functions and sometimes a streaming

role in biliary flow.

The identification of constitutive elements of the liver cell membrane has

progressed significantly (89), and specialized canalicular P-glycoproteins were identified

having a role in multidrug resistance. These P-glycoproteins are ATP-dependent transport

proteins that pump a variety of substances with significantly heterogeneous anionic

strength. The mdr-2 P-glycoprotein is a phospholipid flippase, with a key role in the

elimination of lipids into bile (90). Models of biliary excretion have been evaluated by

Elferink et al. (91) in homozygous variants of the mdr-2 gene in mice. This approach

contributed to the understanding of the physiological basis for bile synthesis and transport

and other important functions that modulate drug metabolism and excretion of conjugated

products.

The Endoplasmic Reticulum: A Membrane-Based Reactor

The endoplasmic reticulum (ER) is the most critical organelle in hepatocytes for

metabolism of drugs. It consists of a labyrinth of tubules and flattened sacs that extend

throughout the cytoplasm. The membrane is a continuous sheet that surrounds a common

interluminal space called the cisternal space. The ER is the primary location for protein

Figure 5 Schematic drawing of the different pathways (in circled numbers) that a substance, either

conjugated drugs or metabolites, may traverse from the sinusoid into the hepatocyte during

absorption; (circles 6 and 7). Compounds may reach liver cells either by passage through the

foramen (circle 3) of endothelial and Kupffer cells or through the cell cytoplasm (circles 1 and 2).

Different cytoplasmic interactions may influence the route of excretion (circles 4, 5, and 8).

Substances may also be excreted into the bile canaliculus (circle 9) or the basolateral membrane

(circle 10) into neighboring cells.
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synthesis within the hepatocyte and is responsible for the synthesis of all transmembrane

proteins. It is also the primary site of lipid and lipoprotein synthesis and metabolism

within the hepatocyte, as well as the immediate site for xenobiotic metabolism. The ER

consists of two distinct membrane populations; the rough ER (RER), which is

characterized by a ribosome-studded cytosolic surface, and the smooth ER (SER),

which lacks the ribosomes (Fig. 6). ER membranes can appear as stacks of lamellae as in

the rough ER or as furled clumps, characteristic of the SER. Extensive ER connections

exist with the Golgi apparatus, which has also specialized functions for protein

processing. Within the hepatocyte, the SER constitutes approximately 40% of the total ER

membrane. The cytosolic surface of the ER is contiguous with the outer nuclear

membrane. The ER is the largest single organelle component within the hepatocyte (92)

comprising over 24,000 m2 of membrane surface area in the adult human liver and

approximately 160 to 200 m2 of surface area in the adult rat liver (93). Quantitative

morphometric investigations of ER synthesis and assembly suggest that ER membranes

increase at a rate of 17 cm2/hr from the postnatal period to maturity, at which time,

barring physiological or exogenous stimuli, the membrane content is maintained at a

relatively constant level (94). Turnover of ER membranes is rapid, with rates ranging

from 20 to 50 cm2/hr for membrane lipids and from 40 to 140 cm2/hr for membrane

proteins (95). CYP inducers can increase the rate of membrane synthesis up to 320 cm2/hr,

whereas removal of the stimuli for induction can cause an acceleration of membrane

elimination up to 330 cm2/hr, which plateaus at the point where the normal physiological

membrane content is achieved (96,97). Within the hepatocyte, the ER content is closely

regulated, and the capacity for the liver to generate membrane appears to decline with age,

indicating that the elderly may be at risk of hepatic dysfunction (98). The CYP enzymes

Figure 6 Conventional electron microscopy appearance of a liver cell cytoplasm with lead and

uranium contrast (left). Electron microscopy cytochemistry for inosinediphosphatase from an

unstained liver cell revealed by the dark reaction product within the RER cisternae (right).

Abbreviations: M, mitochondria; RER, rough endoplasmic reticulum; Px, peroxisome; Gly,

glycogen particle; SER, smooth endoplasmic reticulum.
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are located preferentially in the SER, which may explain why, compared with other cell

types, hepatocytes have a higher percentage of cellular membranes in the SER

configuration. SER membranes proliferate rapidly in response to inducing agents, and

this phenomenon is due to a significant buildup in membrane synthesis and not to a

decrease in membrane turnover (96). Membrane proliferation in response to induction is a

unique phenomenon that may be associated with adaptive synthesis of drug-metabolizing

enzymes, but may occur with no concurrent increase in enzyme activity, the so-called

hyperplastic hypofunctional ER (94,99). Phospholipids are key components of the ER

membrane and maintain a fixed proportion of the membrane components. Systemic

phospholipidosis by amphiphilic drugs can cause morphological and functional changes

within the membrane and, consequently, alterations in microsomal and lysosomal

enzymatic activity (100,101).

Mitochondria: Energy Engines and More

Other than the nucleus, the mitochondria are the most prominent morphological feature of

the normal hepatocyte (Fig. 7). This organelle has received significant attention because

of its critical role in cell respiration, apoptosis, and cell renewal. There are approximately

1000 mitochondria per liver cell, and they occupy approximately 20% of the cell volume,

or approximately 1000 to 1400 mm3 per hepatocyte. Mitochondria have a half-life of

approximately 10 days, and this includes a large synthesis effort if one considers the total

number of hepatocytes in the liver. The mitochondrial volume fraction within hepatocytes

appears to be consistent across several species, including humans (88,94,102,103).

However, lobular heterogeneity in the size and distribution of mitochondria exists. In rats,

mitochondria are smaller and more numerous in centrilobular regions (104), although the

total mitochondrial volume fraction is similar across the lobule (105). The volume of an

average rat hepatic mitochondrion is approximately 0.27 mm3, with an inner membrane

surface area of approximately 65 mm2 (106). The mitochondrial envelope consists of an

inner and outer membrane that encases the intermembranous space. The inner membrane

is characterized by numerous folds, called cristae, which greatly increase the available

Figure 7 Fluorescence microscopy image of isolated hepatocytes in culture, showing rhodamine

123 uptake into mitochondria (left) and FTTC dextran into lysosomes (right). This technique allows

the quantitative evaluation of hepatocyte uptake under real time conditions by recording the cell

changes over a period of time and serially computing the fluorescence over a specified time interval.
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surface area for reaction purposes. In the hepatocyte, approximately two-thirds of the

mitochondrial protein is located in the mitochondrial matrix, whereas 20% is in the inner

membrane, with the remainder found in the intermembranous space. In contrast with the

static electron micrographic depictions of mitochondria, mitochondria are mobile within

the hepatocyte cytoplasm and can fuse, split, and rapidly change their shape. Although

they are usually thought of as independent organelles, it has been suggested that in the

hepatocyte, most, if not all, mitochondria may be associated with the RER, with the ER

serving as a framework to cluster similarly sized mitochondria. Furthermore, these

clusters of mitochondria appear to exhibit functional heterogeneity (107). Mitochondrial

morphology by electron microscopy may show changes caused by tissue preparation,

fixation, and embedding techniques (108). Morphological alterations of hepatic

mitochondria are frequent sequelae of toxicity. Chronic alcoholism, drugs that interfere

with copper metabolism, ethionine, orotic acid, hypolipidemic agents, and cortisone, all

produce enlarged mitochondria (109). Even though hypolipidemic agents cause large

mitochondria, the process of forming large mitochondria results in correspondingly fewer

mitochondria (110), suggesting that fusion of preexisting mitochondria may lead to the

appearance of the enlarged organelle. Mitochondrial dysfunction has been mechanisti-

cally implicated in the liver toxicity of the pesticide endosulfan (111), allyl alcohol (112),

the bidentate phosphine gold antineoplastic agent SKF 104524 (113), acetaminophen

(114), and the Alzheimer’s drug tacrine (115). The mitochondrial impairment induced by

acetaminophen is related to the compound’s propensity to covalently bind aldehyde

dehydrogenase (116).

A main function of mitochondria is to convert energy from carbohydrates and fats

into usable forms, primarily ATP. Insight into mitochondrial function can be gleaned from

the application of transport-dependent fluorophores, and rhodamine 123 is an example of

such a compound that has been used to estimate mitochondrial functional integrity (117)

(Fig. 7). Enzymes involved in the b-oxidation of fatty acids and those of the citric acid

and urea cycles are found in the mitochondrial matrix, whereas proteins associated with

electron transport and oxidative phosphorylation are primarily associated with the inner

membrane. The mitochondrial transmembrane potential is the best index for mitochon-

drial integrity when using fluorescence analysis. A mitochondrion contains its own

genome with about five to ten copies per organelle. In humans, mitochondrial DNA

(mtDNA) is a circular molecule of 16,569 base pairs, which exclusively code for protein

components of the oxidative phosphorylation pathway (118), and most protein

components of the mitochondrion are encoded in nuclear DNA and imported into the

organelle. mtDNA lacks many of the protective histones of nuclear DNA and is constantly

subjected to exposure to oxygen radicals generated during oxidative phosphorylation.

These effects are coupled with an inefficient DNA repair system found in mitochondria

that makes them susceptible to a high mutation rate, estimated to be up to ten times higher

than the rate for nuclear DNA (119). Mitochondrial mutations play a role in several

human disease states, primarily involving the skeletal muscle or nervous system. No

evidence of human liver disease has been reported to date as a result of mitochondrial

mutations. The antiviral nucleoside analogue fialuridine (FIAU) inhibits mtDNA

polymerase-g (120), and the compound caused clinically severe hepatic toxicity and

liver failure (121). The woodchuck has been proposed as a model for the study of FIAU-

induced hepatic injury (122). This raises the intriguing possibility that toxicant-induced

mtDNA changes, or a subset of naturally occurring mitochondrial mutations, may make

hepatic mitochondria more susceptible to xenobiotic-induced toxicity. This mechanism

has been proposed as a plausible explanation for the hepatotoxicity of the acridine

derivative, tacrine (115).
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Lysosomes and Cellular Waste

A primary role of the lysosome is disposal or elimination of exogenous or endogenous

substances by degradation or solubilization. The organelles contain various esterases,

phosphatases, and hydrolases that are active at different pH levels. The average

hepatocyte contains approximately 250 lysosomes, occupying about 1% of the total cell

volume, and can be tracked by the use of fluorophores under fluorescence microscopy

(Fig. 7). These pleiotropic organelles can vary substantially in size and shape, and certain

physiological or pathological conditions can drastically increase the number of lysosomes

within the hepatocytes. Accumulation of lysosomes after exposure to drugs or ethanol

may represent an adaptive response to impaired catabolic processes (94). Long-term oral

contraceptive administration increases the number of lysosomes in humans (123), and

amphiphilic drugs causing phospholipidosis are frequently associated with accumulation

of lysosomes resembling myeloid bodies with high osmium affinity (101). With aging,

lysosomes accumulate oxidized fat products, resulting in deposition of lipofuscin or

ceroid, the wax-like wear-and-tear pigment (124).

Peroxisomes: Fatty Acid Oxidation and Other Enzymes

Peroxisomes constitute unique subcellular organelles, seen ubiquitously in the cytoplasm

of hepatocytes and either in clusters or singly intermeshed in the ER network (125). In

conventional transmission electron micrographs, peroxisomes appear as single, scalloped,

membrane-bound structures between 0.2 and 0.5 mm, and they are frequently observed

containing nucleoids made up of crystalline urate oxidase in many species. Human

peroxisomes rarely exhibit a nucleoid probably because of preferential uric acid excretion.

A similar spheroidal shape of peroxisomes is observed from the study of pelleted

subcellular gradient fraction isolates under the electron microscope (126). These

organelles are considered vestigial in terms of evolution because their occurrence is

seen in unicellular and multicellular orders, including plants (i.e., glyoxisomes) and

higher mammals, with functions genetically modulated according to the level of

organization (127). Mature hepatic peroxisomes in mammals contain upward of 40 to

50 enzymes of intermediary metabolism. The main enzyme component by protein weight

is catalase, with preferential b-oxidation of short-chain fatty acids. In higher mammals,

peroxisomes may play a role in lipoprotein metabolism (128). Approximately 500 to

600 peroxisomes are found in the normal hepatocyte, although higher values, up to 1000,

were reported in human liver. The peroxisome population within liver cells is rather stable

and seems constant across species, with minor differences because of lobular disposition.

Although there is a normal turnover of peroxisomes, their assembly can proceed very

quickly after exposure to certain chemicals, particularly after administration of cholesterol

biosynthesis inhibitors (128). Such proliferation is transcription dependent, and several

proteins are targeted to the membrane or to the matrix of the peroxisome (129). A certain

degree of specificity to the proliferative reaction is appreciable, particularly in rats in

which peroxisomal enzymes are induced preferentially, whereas urate oxidase, consti-

tutive of the core, is not. Such preferential enzyme synthesis accounts for changes in

ratios of nucleated to nonnucleated peroxisomes in rodent liver. Quantitative

morphometry has been used to study the dynamics of peroxisome replication.

Proliferation is triggered from a baseline turnover rate of 78 to 185 peroxisomes

assembled every hour in every one of the 179 � 106 hepatocytes per gram of liver,

equivalent to a 20% to 25% increase over the normal baseline in the cell population.

Chemical structure and lipid-regulating activity affect the degree of the response, and
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once a stimulus is eliminated, the peroxisome population quickly recedes at the same rate

as when peroxisomes accumulated. The proliferative response that follows the signal is

receptor mediated (130), and the nuclear receptor involved belongs to the steroid receptor

superfamily, recognized as the peroxisome proliferator activated receptor (PPAR).

Different receptor subtypes have been identified, and PPARa is largely responsible for the

proliferation of peroxisomes after dimerization with the retinoid X receptor (RXR).

Peroxisome proliferation shows significant species specificity, in parallel with the

prevalence of a, d, or g subtypes. PPARa is well characterized and mediates a florid

response in rodent liver. PPARa requires dimerization with the RXR receptor for

downstream activation and binding, a process that is not yet entirely clear. The nucleotide

sequence of the peroxisome proliferator response element (PPRE) appears to have highly

conserved species specificity. This may explain the lack of peroxisome proliferation in

humans and to a certain extent in nonhuman primates administered drugs that otherwise

cause profound proliferation in rodents. PPARg has different affinity and localization in

organs and tissues, and its activation may play a role in insulin signaling and carbohydrate

metabolism (131). Whereas peroxisome proliferation does not appear to be observable in

humans (94), the lack of one or more peroxisomal functions evokes significant

abnormalities in autosomal recessive clinical conditions (129). The most severe forms of

peroxisome deficiency constitute the loss of multiple enzymes. Among these diseases is

the Zellweger syndrome, neonatal adrenoleukodystrophy, Refsum disease, and hyper-

pipecolic academia, and patients so affected rarely survive to 10 years of age. Other forms

of peroxisomal disorders include the lack of one or more enzymes affecting different steps

of intermediate metabolism, each with different clinical prognosis.

Correlating Organelle Integrity: Multiprobe Fluorescence Analysis

Fluorescence analysis has become an ever present method of study in biology for the past

two to three decades. The advent of multiprobe fluorescence with multimode microscopy

to monitor subcellular events in live liver cells represents an ideal technology for assessing

the integrity of cellular elements and possibly identifying toxic molecules (132,133). The

methodology of multiprobe fluorescence analysis allows the selection of panels of

fluorophores functionally linked to track specific intracellular organelles taking advantage

of different excitation/emission spectral properties. The multiple, simultaneous tracking of

functional changes within live cells over time leads to a better and clearer understanding

when comparing with “single” point assays using cell fractions. Usually, a group of

fluorochromes is selected to target a group of parameters addressing basic hepatocyte

functions. The panel can include the simultaneous tracking of the intracellular flow of Ca2+

with Fura-2, the mitochondrial membrane potential with Mito Tracker Green, the

permeability of the plasma membrane/cytoskeleton integrity with Texas Red-phalloidin,

and the nucleus integrity (or apoptosis in case of injury) with Hoechst blue 33342. An

example of this type of multiprobe fluorescence approach was used with troglitazone, an

antidiabetic agent that caused severe idiosyncratic liver dysfunction and damage. To

investigate whether or not the toxicity was related to the intact moiety, to different

segments of the molecule, or to the metabolites, the panel of probes described above was

used (134). The study included human and animal hepatocytes, and the sequential changes

were a prompt and significant decline of the mitochondrial transmembrane potential,

increased membrane permeability, cytoskeleton disruption, increased intracellular calcium

and apoptotic nuclei caused by the intact compound (Fig. 8). The findings were

reproducible in peripheral white blood cells by flow cytometry mimicking the multimode

microscopy. This methodology represents an important tool for understanding adverse
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cellular events that can predict potential clinical toxicity or impaired metabolism of

discrete molecules.

CONCLUDING REMARKS

The liver is a central organ for a variety of anabolic and catabolic functions, and as such,

it plays a significant role in drug metabolism and toxicity. Central to its polyfacetic

functions is the liver architecture, which commands a large role in the physiology of blood

clearance and excretion of degradation products. Although hepatocytes appear to

represent similarly repeating functional reactors, their diversity is becoming obvious, and

it is possible that functions are closely integrated with cell replication. Within liver cells,

the different organelles, although having close interrelations, represent functionally

discrete compartments, and significant species differences influence their basic metabolic

activities. These subcellular compartments reveal unique responses to metabolic or

pathological stimuli, lobular blood flow gradients modulate these responses, and zonation

may relate to nutrient availability or to reactive metabolism. The most important account

is the high turnover of structural protein and enzymes contained in these organelles

requiring large amounts of energy. The different relationships between hepatocytes and

non-parenchymal cells are not yet fully discerned, but they reveal a very close metabolic

interdependence between different cell populations. This brief functional-anatomical

overview may help explain pharmacodynamic, genetic, and physiological correlations

that significantly influence drug metabolism. Most importantly, the authors hope that this

bird’s eye view of liver function and metabolism may encourage younger scientists to

gain further knowledge into the intricate problems leading to adverse drug interactions,

impaired metabolism, and injurious toxicity.

Figure 8 Multiprobe coherent fluorescent microscopy of live hepatocytes. This image is a

composite of the simultaneously recorded images with different fluorophores over a period of time.

(A) Hoechst 33342 for DNA, (B) TMRE for mitochondrial transmembrane potential, (C) Fluo4 for

free calcium, and (D) Bodipy phalloidin for membrane permeability. For the explanation of

observed events, see text.
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INTRODUCTION TO THE CYTOCHROME P450 SYSTEM

The cytochrome P450 (P450) enzymes play essential roles in the biosynthesis of sterols,

eicosanoids, and other physiologically important intermediates. Conversely, they are also

critical for the metabolism of fatty acids and other lipophilic endogenous substrates and of

most drugs and xenobiotics. The cytochrome P450 catalytic function is uniquely suited to

the introduction of polar functionalities into systems as difficult to oxidize as saturated

hydrocarbons. The oxidative introduction of such functions is particularly critical for the

metabolism and elimination of lipophilic compounds without polar functional groups

suitable for conjugation reactions. On the darker side, the oxidative power of cytochrome

P450 enzymes not infrequently transforms an innocuous substrate into a chemically

reactive, toxic metabolite.

The P450 enzymes involved in nonbiosynthetic transformations are widely

distributed, with particularly high concentrations in the endoplasmic reticulum of the

liver, kidney, lung, nasal passages, and gut and with significant concentrations in most

other tissues (1). In contrast, the sterol biosynthetic enzymes are primarily found in

steroidogenic tissues such as the adrenals and testes. The mammalian P450 enzymes are

all membrane bound and the solubilization, purification, and reconstitution of the pure

enzymes are technically challenging. However, all the relevant enzymes can be

heterologously expressed in Eschericia coli, Saccharomyces cerevisiae, or baculovirus/

insect cell systems. Each of these expression systems has advantages and disadvantages,

but the bacterial and baculovirus systems are routinely used for the commercial

production of mammalian P450 enzymes.

CYTOCHROME P450 GENE FAMILY

Analysis of the human genome has identified a total of 57 human P450 enzymes, several

of which were previously unknown and some of which have yet to be significantly

characterized (Table 1). The sequences of thousands of cytochrome P450 enzymes are
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now known, and the number of additional sequences, particularly those of bacterial,

insect, and plant origin, increases monthly (http://drnelson.utmem.edu/CytochromeP450

.html). This flood of sequence information has required the development of a rational

nomenclature on the basis of the premise that the extent of sequence and functional

identity decreases as a function of evolutionary distance from a common precursor. In

consequence, the new nomenclature groups P450 enzymes according to probable

structural and functional similarity rather than, as in earlier days, on the basis of properties

such as electrophoretic mobility, absorption spectrum, or substrate specificity. Although

the cutoff lines are somewhat arbitrary, enzymes with more than 40% sequence identity

are considered as members of the same family, and those with more than 55% identity are

assigned to the same subfamily (2). P450 enzymes are thus identified by a number

denoting the family, a letter denoting the subfamily, and a number (and sometimes

subsequent letters) identifying the specific member of the subfamily (Table 1). The

identifying numbers can be associated with the term P450, as in P450 3A4, or more

formally with the term cytochrome P (CYP), as in CYP3A4. Thus, cytochrome P450 1A2

(CYP1A2) is the second member of subfamily A of family 1, and P450 3A4 is the fourth

member of subfamily A of family 3. The trivial names of some substrate-specific enzymes

continue to be widely used (e.g., aromatase for CYP19), but the P450 enzymes primarily

involved in drug metabolism are now known by their systematic names.

The cytochrome P450-dependent metabolism of drugs and xenobiotics in humans is

primarily mediated by enzymes of the CYP1, CYP2, CYP3, and CYP4 families (Table 2).

In humans, CYP3A4 is the most abundant isoform, representing approximately 30% of

the cytochrome P450 in the liver, while CYP1A2 represents approximately 13%,

CYP2A6 approximately 4%, the CYP2C enzymes approximately 20%, CYP2D6

approximately 2%, and CYP2E1 approximately 7% of the total (1,3). The importance

of the individual enzymes in drug metabolism depends not only on their abundance but

also on the extent to which their substrate specificity coincides with the spectrum of drugs

and xenobiotics to which the individual is exposed. As suggested by Table 2, CYP3A4,

CYP2D6, and the CYP2C enzymes are responsible for the bulk of drug metabolism,

although other isoforms can play critical roles with specific substrates. In practice,

CYP3A5/CYP3A5 are thought to account for approximately 50% of all P450-dependent

drug metabolism, CYP2D6 and CYP2C9 for approximately 15% each, and the remaining

enzymes, notably CYP2E1, CYP2C19, CYP2C8, CYP2B6, CYP2A6, CYP1B1,

CYP1A2, and CYP1A1, for small percentages of the remaining total (4). Furthermore,

Table 1 The Complement of Human Cytochrome P450 Enzymes

1A1 2J2 4F11 11B2

1A2 2R1 4F12 17A1

1B1 2S1 4F22 19A1

2A6 2U1 4V2 20A1

2A7 2W1 4X1 21A2

2A13 3A4 4Z1 24A1

2B6 3A5 5A1 26A1

2C8 3A7 7A1 26B1

2C9 3A43 7B1 26C1

2C19 4A11 8A1 27A1

2D6 4A22 8B1 27B1

2E1 4B1 11A1 27C1

2F1 4F2 11B1 39A1
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the relative importance of the different enzymes depends on the genetics of the individual

and on the history of exposure to environmental factors such as alcohol or drugs. Certain

P450 enzymes, notably CYP2C19 and CYP2D6, are polymorphically distributed in the

human population (1,4). Thus, CYP2D6 levels are low in approximately 7% of the

Caucasian population, and the ability in this subgroup to metabolize substrates such as

debrisoquine is partially compromised (5). CYP2C19 is in low titer in only 4% of the

Caucasian population, but in 20% of the Asian population, as reflected by the relatively

low ability of the latter subgroup to metabolize substrates such as mephenytoin (6). A

number of criteria are required to unambiguously determine the role of a given P450

enzyme in the in vivo metabolism of a given agent. These include (i) demonstration that

the purified enzyme has the required activity, (ii) correlation of the activity in question in

liver samples with the activities of substrates considered to be markers for individual P450

enzymes, and (iii) inhibition of the activity by isoform-selective or specific inhibitors,

antibodies, or, in vivo, by silent interfering RNA (si RNA) or gene-silencing techniques.

STRUCTURE OF THE MAMMALIAN P450 ENZYMES

Until recently, the insolubility and propensity to aggregate of the membrane-bound P450

proteins precluded the determination of their crystal structures. In contrast, the bacterial

cytochrome P450 enzymes are generally soluble, and the structures of many of them have

been determined. Among the earliest bacterial P450 structures to be elucidated were those

of P450cam (CYP101) (7), P450BM-3 (CYP102) (8), and P450eryF (CYP107A1) (9), and

Table 2 Human Cytochrome P450 Isoforms Largely Responsible for Drug Metabolism and a

Partial List of Their Substrates (1)

Enzyme Substrates Enzyme Substrates

CYP1A1 benzo[a]pyrene CYP2E1 caffeine

acetylaminofluorene chlorzoxazone

CYP1A2 caffeine N nitrosodimethylamine

ethoxyresorufin acetaminophen

2 acetylaminofl uorene aflatoxin

acetaminophen aniline

phenacetin CYP2F1 naphthylamine

aflatoxin B1 CYP3A4 aldrin

CYP2A6 coumarin quinidine

N nitrosodiethylamine cyclosporin A

CYP2B6 7 ethoxycoumarin warfarin

CYP2C9 benzphetamine erythromycin

aminopyrene 17b estradiol

tienilic acid lidocaine

hexobarbital dapsone

tolbutamide sterigmatocystin

CYP2C19 mephenytoin cortisol

CYP2D6 bufuralol taxol

debrisoquine nifedipine

desipramine alfentanil

sparteine diltiazem

propranolol ethynylestradiol

dextromethorphan CYP4A11 arachidonic acid

The Cytochrome P450 Oxidative System 87



much of our current understanding of P450 structure and mechanism stems from this early

crystallographic work. The structure of the first mammalian P450, rabbit CYP2C5, was

reported in 2000 (10), and since that time, the same general approach has been used to

determine the structures of CYP1A2 (11), CYP2A6 (12), CYP2A13 (13), CYP2B4 (14),

CYP2C8 (15), CYP2C9 (16,17), CYP2D6 (18), CYP2R (19), and CYP3A4 (20,21) in the

presence and absence of diverse ligands. In terms of mechanism, these human P450

structures by and large confirm the conclusions derived from those of the bacterial P450

enzymes.

The mammalian cytochrome P450 enzymes are roughly triangular prisms in which

12 helical segments account for a large proportion of the amino acid residues (10 21). The

heme prosthetic group is generally anchored by at least three interactions: (i) the pincer

action of two helices on the heme, (ii) hydrogen bonds to the heme propionic acid groups,

and (iii) coordination of a cysteine thiolate ligand to the iron. A cysteine thiolate

(Cys��S��), rather than the protonated thiol (Cys��SH), is the proximal iron ligand in all

active P450 enzymes. The active-site cavity is generally lined with hydrophobic residues,

as might be expected of an enzyme designed for the metabolism of lipophilic substrates.

A few residues on the distal (substrate binding) side of the heme are highly, but not

universally, conserved throughout the P450 family. The most important of these is a

catalytic threonine, Thr252 in P450cam, which helps to stabilize the ferrous-dioxy

(FeII��OO�) complex and to promote heterolysis of the dioxygen bond in the subsequent

ferric peroxide (FeIII��OOH) intermediate. The threonine is conserved in all the human

P450 enzymes, but it is not absolutely essential because it is absent in the bacterial P450eryF
(9). Nevertheless, it is important because its replacement by non-hydrogen-bonding

residues alters catalysis. Thus, mutation of Thr252 in P450cam greatly increases the degree

of uncoupled turnover (22,23), and mutation of the corresponding residue (Thr319) to an

alanine in CYP1A2 suppresses the ability of the enzyme to oxidize benzphetamine but not

7-ethoxycoumarin (24). In P450eryF, the hydrogen-bonding role of the threonine is satisfied

by a hydroxyl group on the substrate itself (9).

Before the crystal structures of mammalian P450 enzymes were available, six

domains of the primary sequences of P450 enzymes, known as sequence recognition

sequences (SRS), were proposed to be particularly important in determining substrate

specificity (25). These SRS were based on sequence alignments of the mammalian

proteins with the sequences in the P450cam structure that interacted with the substrate. The

recent determination of multiple mammalian P450 crystal structures now makes it

possible to more reliably address the questions of substrate specificity, hydroxylation

regiochemistry, and allosteric effects. This has led to extensive efforts to use

computational docking of potential ligands into the P450 active sites to predict which

compounds will be substrates for which enzyme (26 28), as this might provide an

efficient in silico screening method for potential drug-drug interactions at an early stage in

the drug discovery process. These computational efforts were previously carried out with

sequence-based homology models constructed by aligning the sequences of the human

enzymes with those of P450 enzymes of known structure. The crystal structures now

available indicate that these models are only approximately correct and are not

sufficiently reliable for the analysis of substrate specificity. As more structures have

become available, it has become clear that P450 enzymes are subject to a high degree of

both minor and major conformational adjustments in response to the binding of specific

ligands. For example, the crystal structure of CYP2C9 with warfarin bound in the active

site places the substrate more than 10 Å away from the heme iron atom, whereas the

structure of this enzyme with flurbiprofen positions the substrate close to the iron atom

(16,17). Substantial conformational differences are found in the two active sites. A similar
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conformational mobility has been found in the bacterial enzymes. For example, the

binding of imidazole and phenylimidazole to CYP119 causes a major internal

rearrangement of an active-site peptide (29). The widespread observation of substrate-

dependent active-site conformational adjustments seriously complicates efforts to predict

substrate specificity by computational docking. Resolution of this problem will require

further technological or computational advances.

As found originally for P450cam (7), the heme group and the substrate in P450

enzymes are buried deep within the protein. In the case of P450cam, the camphor substrate

is positioned approximately 4 Å above the heme iron atom by a hydrogen bond between

the ketone oxygen and a tyrosine residue (Tyr-96) as well as by contacts with a variety of

active-site residues. A weakening of the interactions that position the substrate, either by

mutation of the active-site residues or alteration of the substrate itself, decreases the

regiospecificity of the hydroxylation reaction and the extent to which catalytic turnover is

coupled to substrate oxidation (22,23). Given its final location, the binding of a substrate

requires the transient opening of a channel into the active site. A crystal structure has been

obtained of the structure of unligated CYP2B4 that reveals an open state of the entrance

channel (14). On complexation with 4-(4-chlorophenyl)imidazole, the protein closes by

movement of a protein domain with intact secondary structure (i.e., essentially like a lid)

to give a structure similar to that of the closed stage of other P450 enzymes (30). A similar

change in which a large domain of the protein shifts to enable access to the heme crevice

has been observed with other P450 enzymes.

SPECTROSCOPIC PROPERTIES OF CYTOCHROME
P450 ENZYMES

The cytochrome P450 chromophore provides information on the nature of the iron

ligands, the iron oxidation state, and the properties of the heme environment (31,32). The

defining P450 spectrum is that of the ferrous-CO complex, which has an absorption

maximum at 447 to 452 nm, indicative of a thiolate-ligated hemoprotein. The thiolate

ligand actually gives rise to a split Soret absorption with maxima at approximately 450

and 370 nm. Denaturation of the enzyme is associated with a shift of the absorption

maximum of the ferrous-CO complex to approximately 420 nm, a value similar to that for

the ferrous-CO complex of imidazole-ligated proteins such as myoglobin (32). The

enzyme with the 420-nm ferrous-CO absorbance maximum is inactive, and formation of

this 420-nm species is one of the earliest indicators of P450 denaturation.

The absorption spectrum of ferric cytochrome P450 depends on the ligation state of

the iron (31,32). The ferric low-spin state associated with the presence of two strong axial

iron ligands has an absorption maximum at approximately 416 to 419 nm. The high-spin

state in which one of the two coordination sites of the iron is either unoccupied or

occupied by a weak ligand exhibits an absorption maximum at 390 to 416 nm.

Cytochrome P450 enzymes commonly exist in an equilibrium mixture of the high- and

low-spin states. In the P450 enzymes for which crystal structures are available, including

the membrane-bound human enzymes, the ligand opposite to the cysteine thiolate, if one

is present, is a water molecule (7 21). The binding of a noncoordinating substrate, as

illustrated by the binding of camphor to cytochrome P450cam, is accompanied by

extrusion of water from the active site, loss of the distal water ligand, and a general

decrease in the active-site polarity (7). The loss of the distal ligand causes a shift from the

hexacoordinated to a pentacoordinated iron state, which in turn results in a shift from the

low- to the high-spin state. This transition is evidenced by a shift in the absorption
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maximum from 419 to 390 nm. The spectroscopic shift is usually determined from a

difference spectrum in which the absorption of a solution containing everything except

the compound of interest is subtracted from a similar sample that does contain

the compound (31). The binding of noncoordinating substrates gives rise to what is

known as a type I difference spectrum with a maximum at 385 to 390 nm and a trough at

approximately 420 nm. However, if the substrate can coordinate strongly to the iron atom,

a type II difference spectrum is observed with a maximum at approximately 425 to

435 nm and a trough at 390 to 405 nm. If the substrate only coordinates weakly to the

iron, a variant of the type II spectrum with a maximum at 420 nm and a trough at 388 to

390 nm is obtained. This latter spectrum is known as a type III difference spectrum.

Substrate and inhibitor binding to P450 enzymes can thus be monitored spectroscopically,

although compounds are known that bind without significantly perturbing the spin-state

equilibrium and therefore do not give rise to a difference spectrum. An example of this is

the binding of 2-isopropyl-4-pentenamide to microsomes from phenobarbital pretreated

rats (33), or the binding of noncoordinating ligands to CYP1A2, which unusually does not

have a water molecule coordinated to the heme iron in the ligand-free state (11).

CYTOCHROME P450 REDUCTASE AND CYTOCHROME b5

In contrast to most bacterial P450 enzymes, whose catalytic turnover is supported by electrons

provided by the coordinated action of a flavoprotein and an iron-sulfur protein, the electrons

required for catalytic turnover of the human xenobiotic-metabolizing cytochrome P450

enzymes are provided by reduced nicotinamide adenine dinucleotide phosphate (NADPH)

cytochrome P450 reductase (Fig. 1) (34). This reductase is a 78-kDa protein that is anchored

to the membrane by an N-terminal hydrophobic domain. Cytochrome P450 reductase binds

one flavin mononucleotide (FMN) and one flavin dinucleotide (FAD) as prosthetic groups

and is reduced by NADPH but not nicotinamide adenine dinucleotide, reduced (NADH).

NADPH transfers a hydride to the FAD group, which in turn uncouples the two associated

electrons and transfers them to the heme via the FMN group. The reductase can be reduced

by up to four electrons, but under normal turnover conditions, it cycles between the one-

and three-electron-reduced forms, both of which can transfer electrons to cytochrome

P450. Limited tryptic digestion of liver microsomes releases a 72-kDa cytosolic reductase

domain that binds NADPH and reduces cytochrome c but is no longer able to reduce

cytochrome P450. The structure of the heterologously expressed cytochrome P450

reductase without the membrane-binding domain has been determined (35).

Figure 1 CPR transfers electrons from NADPH to cytochrome P450 enzymes in the mammalian

endoplasmic reticulum. Abbreviation: CPR, cytochrome P450 reductase.
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In some instances, the catalytic turnover of mammalian cytochrome P450 enzymes

can be synergistically increased or modified by cytochrome b5 (36,37). Cytochrome b5,

which can be reduced by either NADH and cytochrome b5 reductase or NADPH-

cytochrome P450 reductase, with few exceptions is able to deliver the second but not the

first electron required for catalytic turnover of cytochrome P450. The synergistic effect of

cytochrome b5 is due, at least in part, to an increase in the coupling of reduced pyridine

nucleotide and oxygen use to product formation (i.e., to a decrease in uncoupled reduction

of oxygen to give H2O2 or water rather than substrate oxidation). However, in some

situations, cytochrome b5 alters P450 catalysis by allosteric mechanisms independent of

its ability to donate electrons. One example of this is the demonstration that apo-

cytochrome b5 can stimulate the nifedipine oxidation and testosterone 6b-hydroxylation
activities of CYP3A4 (36,38).

CATALYTIC CYCLE OF CYTOCHROME P450

The catalytic cycle of cytochrome P450 has been most thoroughly defined for the

bacterial cytochrome P450cam (39), but the same cycle has been confirmed in its essential

features for the mammalian P450 enzymes (Fig. 2). In P450cam, the spin-state change

triggered by the binding of a noncoordinating substrate alters the redox potential of the

heme and makes it possible for the electron-donor partner to transfer an electron to the

iron. The redox potential shift from �300 to �170 mV on binding of camphor to P450cam
enables its reduction by the iron-sulfur protein putidaredoxin (E1/2 ¼ �196 mV) (40).

Catalytic turnover of the protein is thus initiated by substrate binding, a strategy that helps

to control uncoupled turnover of the protein. Although studies of the mammalian enzymes

in detergent and artificial lipid mixtures suggested that a similar spin-state-redox potential

correlation did not hold in those proteins (41), a recent study using a nanodisc

environment that more closely resembles the environment in normal membranes has

demonstrated that a similar correlation exists for at least CYP3A4 (42).

Figure 2 The cytochrome P450 catalytic cycle. The iron in brackets represents a cytochrome

P450 prosthetic heme group and RH represents a substrate with an oxidizable C H bond. The first

electron is provided by CPR and the second by CPR or cytochrome b5. The sites at which the

catalytic cycle can be uncoupled to produce O2
�, H2O2, or H2O rather than oxidized substrate

(ROH) are indicated. Abbreviation: CPR, cytochrome P450 reductase.
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Reduction of iron is followed by binding of oxygen to give the ferrous-dioxy P450

complex, an intermediate that is unstable but has been observed under a variety of

conditions. A further one-electron reduction of the ferrous-dioxy complex produces the

highly unstable ferric hydroperoxide complex that has only been observed in cryogenic

studies with P450cam (43). The formation of this intermediate is consistent with the

finding that one of the products of uncoupled turnover of P450 is H2O2. It is also

consistent with the fact that catalytic turnover of many P450 enzymes can be supported to

some extent by exogenous H2O2 in the absence of cytochrome P450 reductase and

NADPH. Heterolytic cleavage of the dioxygen bond in the ferric hydroperoxide complex

concomitant with the uptake of two protons and the loss of a molecule of water produces

the ferryl intermediate that is thought to be the species that oxidizes most substrates

(39,44). The ferryl, two oxidation states above the ferric state, is formally an FeV¼¼O, but

it is more appropriately represented by an FeIV¼¼O coupled to a porphyrin radical cation.

The ferryl species is the most transient of the catalytic intermediates, and even now, it is

unclear whether it has been directly observed (43). In most, but not all, instances, the

ferryl oxygen is transferred to the substrate to give an oxygenated metabolite. If the

substrate is resistant to oxidation, the ferryl species can be reduced to a water molecule by

further electrons from cytochrome P450 reductase or cytochrome b5. To the extent that

superoxide, H2O2 and water are produced at the expense of substrate oxidation during the

catalytic turnover of cytochrome P450, the reaction is said to be uncoupled.

The possibility that substrate oxidation is mediated by intermediates in oxygen

activation prior to the ferryl species is currently under discussion. It is generally accepted

that the ferric peroxy anion (FeIII��OO�) can add as a nucleophile to aldehydes (and

perhaps other highly electrophilic groups), resulting after homolytic cleavage of the

dioxygen bond in carbon-carbon bond cleavage and loss of the aldehyde carbon atom

(44). This reaction underlies the action of the biosynthetic P450 enzymes that catalyze

lanosterol 14-demethylation (CYP51), removal of the progesterone side chain to produce

androstenedione (CYP17), and the 19-demethylation and aromatization of testosterone

that yields estradiol (CYP19). However, more controversial is the proposal that the ferric

hydroperoxide intermediate (FeIII��OOH) can insert into CH bonds. At this time, there is

no compelling evidence for this type of reactivity in normal P450 turnover, although there

is evidence that active-site mutations can alter the reactivity of the oxidizing species (45).

If the ferric hydroperoxide plays any role in normal catalysis, it is likely to be in the

oxidation of readily oxidized sulfur or nitrogen functionalities.

CYTOCHROME P450–CATALYZED REACTIONS

Cytochrome P450 catalyzed reactions produce a diversity of metabolites, many of which

are formed by secondary, nonenzymatic decomposition of the initial products formed by

the P450 reaction. Although the already large list of reactions catalyzed by P450

continues to expand, most of the reactions involve (i) insertion of an oxygen atom into the

bond between a hydrogen and a carbon or other heavy atom (hydroxylation), (ii) addition

of an oxygen atom to a �-bond (epoxidation), or (iii) addition of an oxygen atom to the

electron pair on a heteroatom (heteroatom oxidation) (44). All three of these reactions are

illustrated in the metabolism of strychnine (Fig. 3) (46). Cytochrome P450 enzymes also

catalyze reductive reactions under conditions of low oxygen tension. The oxidative

catalytic process can be viewed as consisting of two stages: activation of molecular

oxygen to the reactive (ferryl) oxidizing species followed by its reaction with the

substrate. The cytochrome P450 catalytic machinery is primarily required for the first
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phase of this two-stage process. In contrast, the enzyme appears to contribute little to the

reaction of the activated oxygen with the substrate beyond providing an appropriate

environment for the reaction and, by only binding the substrate in certain orientations,

limiting the sites on the substrate exposed to the activated oxygen. The outcome of the

catalytic process is therefore largely determined by the relative reactivities of the

functionalities on the substrate that are accessible to the activated oxygen in the enzyme-

substrate complex.

HYDROXYLATION

Carbon Hydroxylation

The regio- and stereoselective hydroxylation of unactivated hydrocarbon functionalities is

one of the most common but most difficult reactions catalyzed by cytochrome P450.

Isotope effects provide direct evidence that the reaction outcome depends on the reactivity

of the accessible C��H bonds. Thus, hydroxylation of the undeuterated carbon is strongly

favored in the oxidation of [1,1-2H2]-1,3-diphenylpropane (i.e., C6H5CH2CD2C6H5), a

symmetric molecule in which the hydrogens are replaced by deuteriums on one of

the two, otherwise identical, methylene groups. A large isotope effect (kH/kD¼ 11) is

observed in the intramolecular preference for hydroxylation of the undeuterated

methylene, even though only a small kinetic isotope effect is observed on the net rate

of hydroxylated product formation (47). The large intramolecular isotope effect indicates

that the enzyme is sensitive to the differential energies required to break C��H and C��D

bonds and is able to choose between the competing sites. Only a relatively small kinetic

isotope effect is usually observed on the actual rate of product formation because the rate

is determined by steps other than insertion of the oxygen into the C��H bond (48).

The relationship between bond strength and susceptibility to oxidation is confirmed by

the finding that the P450-catalyzed insertion of an oxygen into hydrocarbon C��H bonds

decreases in the order of tertiary > secondary > primary (49), a preference confirmed by

computational studies (28,50). The intrinsic higher reactivity of weaker C��H bonds is often

masked by steric effects or by the protein-imposed orientation of the substrate with respect to

Figure 3 Hydroxylation, � bond oxidation, and heteroatom oxidation, the three fundamental

cytochrome P450 catalyzed reactions, are illustrated in the metabolism of strychnine (46).
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the activated ferryl species. If these factors are minimized, however, the intrinsic reactivity

of the C��H bonds becomes evident, as illustrated by the hydroxylation of small

hydrocarbons whose movement within the P450 active site is less restricted. Thus, the

microsomal oxidation of tert-butane [CH(CH3)3] yields 95% tert-butanol [HOC(CH3)3] and

only 5% 2-methylpropanol [CH3CH(CH3)CH2OH] (49). The sterically hindered but weaker

tertiary C��H bond is oxidized in preference to the nine relatively unhindered but primary

C��H bonds. The bond strengths of C��H bonds (Table 3) provide a good first approxi-

mation of the intrinsic reactivity of a C��H bond in a substrate molecule.

The relationship of bond strength to enzymatic hydroxylation indicates that

reactivity is related to the homolytic C��H bond scission energy, an inference consistent

with a nonconcerted “oxygen-rebound” mechanism in which hydrogen abstraction by the

activated oxygen is followed by recombination of the resulting radical species to give the

hydroxylated product (44):

½FeV¼¼O� þ R3C��H ! ½FeIV��OH� þ R3C� ! ½FeIII� þ R3C��OH

As already noted, the FeV¼¼O in the above reaction sequence is likely to be an

FeIV¼¼O coupled to a porphyrin radical cation. If a substrate radical is formed as a

transient species, it should be possible to detect it in substrates in which the radical can

undergo a sufficiently rapid rearrangement prior to recombination to give the

hydroxylated product. Indeed, the hydroxylation of exo-tetradeuterated norbornane

yields, among other products, the endo-deuterated alcohol metabolite (51). This inversion

of the deuterium stereochemistry requires the formation of either a radical or cationic

intermediate in which the geometry of the tetrahedral carbon can be inverted. Numerous

other examples are known of reactions that proceed with loss of stereo- or regiochemistry,

including the allylic rearrangement that accompanies the P450-catalyzed hydroxylation of

taxa-4(5),11(12)-diene during the biosynthesis of taxol (Fig. 4) (52).

Another approach to demonstrating the intervention of a substrate radical is to

incorporate a radical clock into the substrate. A radical clock is a structure, commonly a

cyclopropyl methylene group, for which the radical rearranges at a known rate. The use of

this approach has led to controversial results, initially confirming the role of a substrate

radical in catalysis (53) but subsequently suggesting that the radical would be too short

Table 3 Bond Strengths of Selected C H Bonds

Bond kcal/mol Bond kcal/mol

CH3 H 104 HC¼¼CCH2 H 88

Me2CH H 95 HOCH2 H 94

Me3C H 92 H2NCH2 H 89

CH2¼¼CH2CH2 H 89 CH2¼¼CH H 108

C6H5CH2 H 85

Figure 4 Rearrangement of the double bond accompanying the cytochrome P450 catalyzed

oxidation of an intermediate in the biosynthesis of taxol (52).
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lived and might be closer to a transition state (54). More recent results appear to confirm

the radical nature of the reaction. Thus, b-thujone, a two-zone clock in that the radical can
be revealed by both a methyl group inversion and opening of the cyclopropyl ring (Fig. 5),

supports the proposal that a radical rather than cation intermediate is involved in the

reaction (55). Computational results suggest that the discrepancies in the clock reactions

may be related to the existence of the ferryl species in multiple-spin states (50).

The cytochrome P450-catalyzed hydroxylation of hydrocarbon chains commonly

occurs at the terminal (o) carbon or at the carbon adjacent to it (o�1), although the

hydroxylation can occur at internal sites in the hydrocarbon chain. o-Hydroxylation is

disfavored with respect to o-1 hydroxylation by the higher strength of a primary than a

secondary C��H bond. Except for the CYP4 family of enzymes, which are specifically

designed as fatty acid o-hydroxylases, P450 enzymes preferentially catalyze o-1
hydroxylation of hydrocarbon chains. Of course, this reaction must compete with other

favored reactions, such as allylic or benzylic hydroxylation. The hydroxylation of C��H

bonds that are stronger than those of a terminal methyl group is essentially not observed.

Thus, the direct oxidation of vinylic, acetylenic, or aromatic C��H bond is negligible,

although the �-bonds themselves are readily oxidized (see the section “Carbon

Hydroxylation Followed by Heteroatom Elimination”).

Carbon Hydroxylation Followed by Heteroatom Elimination

Hydroxylation adjacent to a heteroatom or a �-bond is highly favored by the weaker bond

strength of C��H bonds adjacent to conjugating functionalities. In the case of sulfur, and

particularly nitrogen, the availability of alternative mechanisms that lead to the same

reaction outcome also enhances the reactivity at those positions. Allylic or benzylic

hydroxylation normally produces a stable alcohol product, but the product of

hydroxylation adjacent to a heteroatom readily eliminates the heteroatom to give two

fragments, one containing a carbonyl group, and the other retaining the heteroatom

(Fig. 6). Thus, oxidation adjacent to an oxygen normally results in O-dealkylation, adjacent

to a nitrogen in N-dealkylation, adjacent to a sulfur in S-dealkylation, and adjacent to a

halogen in oxidative dehalogenation (Fig. 7).

Figure 5 P450 oxidation of the radical clock substrates a and b thujone produces a C4 radical in

which the methyl substituted ring carbon can undergo both stereochemical inversion and

cyclopropyl ring opening, two independent indicators of a radical intermediate (55).
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Heteroatom Hydroxylation

The mechanism of cytochrome P450-catalyzed amine hydroxylation is ambiguous

because the reaction can proceed via insertion of an oxygen into the N��H bond or

oxidation of the nitrogen to a nitroxide, followed by proton tautomerization to give

the hydroxylamine. A similar ambiguity exists in the hydroxylation of sulfhydryl groups.

N-hydroxylation via insertion into the N��H bond, as illustrated by the hydroxylation of

p-chloroacetanilide, is favored in situations where the nitrogen electron pair is highly

delocalized and therefore reacts poorly as an electron donor (Fig. 8) (56).

Figure 6 The oxidations of metoprolol illustrate (a) benzylic hydroxylation, (b) hydroxylation

adjacent to an oxygen followed by elimination (O dealkylation), and (c) hydroxylation adjacent to a

nitrogen followed by elimination (N dealkylation).

Figure 7 Hydroxylation adjacent to a halogen followed by elimination (oxidative dehalogenation),

as illustrated by the oxidation of chloramphenicol. The acyl chloride produced from the

dihalogenated carbon by the P450 reaction can react with water, as shown, or with other cellular

nucleophiles.
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p-Bond Oxidation

Oxidation of Aliphatic p-Bonds

Cytochrome P450 enzymes normally oxidize double bonds to the corresponding epoxides

(Fig. 9). Retention of the olefin stereochemistry, as well illustrated by the oxidation of cis-

1-deuterated styrene without loss of stereochemistry (57), suggests that the two carbon-

oxygen bonds of the epoxide are formed without traversing an intermediate that allows

rotation about the carbon-carbon bond. This strongly implies that both bonds are formed

at the same time, if not necessarily at the same rate. In general, the epoxidation of

electron-rich double bonds is favored over that of electron-deficient double bonds because

the ferryl species are electron deficient. Carbonyl products formed by migration of a

hydrogen or halide from the carbon to which the oxygen is added to the adjacent carbon

of the double bond are occasionally obtained as minor metabolites. An example of

this is the formation of trichloroacetaldehyde (CCl3CHO) from 1,1,2-trichloroethylene

(CHCl¼¼CCl2) (59). The 1,2-migration of a hydrogen or halide indicates that a positive

charge develops at the carbon toward which the migration occurs. Carbonyl products thus

appear to result from �-bond oxidations in which the two carbon-oxygen bonds are

not simultaneously formed. Although this is a negligible reaction pathway for most

olefinic substrates, it is an important reaction when the �-bond is part of an aromatic ring

(see the section “Oxidation of Aromatic Rings”). Formation of epoxides by concerted

oxygen insertion but carbonyl products by non-concerted oxygen transfer implies either

that there are two independent reaction pathways or a single reaction manifold with a

branch point leading to concerted (epoxide) versus non-concerted (carbonyl) products.

Computational studies support the existence of a single pathway with a branchpoint

determined by the spin state of the reactive species (50).

Figure 8 The “hydroxylation” of a nitrogen bearing a hydrogen atom can involve direct insertion

into the N H bond or transfer of the oxygen to the nitrogen followed by proton tautomerization.

Insertion into the N H bond is favored in amides. The hydroxylation of p chloroacetanilide is

shown as an example.

Figure 9 The cytochrome P450 catalyzed epoxidation of secobarbital (58).
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The oxidation of terminal, unconjugated olefins often results not only in olefin

epoxidation but also in inactivation of the cytochrome P450 enzyme (60,61). In some

instances, inactivation results from reaction of the epoxide metabolite with the protein,

but in others, inactivation involves alkylation of a pyrrole nitrogen of the prosthetic

heme group by a catalytically activated form of the olefin (Fig. 10). Characterization of

the heme adducts shows that alkylation is initiated by oxygen transfer from the enzyme to

the double bond but is not due to reaction with the actual epoxide metabolite. Heme

alkylation thus involves an asymmetric, non-concerted olefin oxidation pathway that may

be part of the same manifold of reactions that produces the epoxide and carbonyl

metabolites. In these heme alkylation reactions, the oxygen is added to the internal carbon

of the double bond and the terminal carbon to the pyrrole nitrogen atom. Terminal

acetylenes can participate in an analogous reaction in which ferryl oxygen transfer to the

terminal carbon of the triple bond produces a ketene, whereas addition of the oxygen to

the internal carbon leads to alkylation of a nitrogen of the heme group (61).

The reaction manifold that leads to the formation of epoxides, carbonyl products,

and heme alkylation has not been definitively elucidated. It is likely that an initial

complex involving some degree of charge transfer between the ferryl oxygen and the

�-bond decomposes by (i) what appears to be a concerted pathway leading to epoxide

formation, (ii) a free radical pathway that can lead to heme alkylation, and (iii) a cationic

pathway that leads to the observed 1,2-shifts of the olefin substituents (Fig. 11). The

computational studies suggest that the initial complex exists in indifferent spin states, and

that these states determine which pathway is followed in the reaction (50).

Oxidation of Aromatic Rings

The cytochrome P450-catalyzed processing of aromatic systems is a special case of

�-bond oxidation. In its simplest form, the oxidation is analogous to the oxidation of an

isolated double bond and gives the same product, i.e., the epoxide. However, the epoxides

derived from aromatic systems are unstable and readily rearrange to give phenols.

The steps in this reaction are (i) heterolytic scission of one of the strained epoxide

carbon-oxygen bonds, (ii) migration of the hydrogen (or rarely some other substituent)

on the carbon that retains the epoxide oxygen to the adjacent carbocation to give a ketone,

and (iii) proton tautomerization to rearomatize the structure, giving the phenol

metabolite (Fig. 12). The net result is oxidation of an aromatic ring via an epoxide to

the hydroxylated product that would formally result from insertion of oxygen into one

of the aromatic C-H bonds. This aromatic “hydroxylation” mechanism is known as

the NIH shift because it was discovered at that institution (62). The National Institutes of

Health (NIH) shift of an epoxide can yield two different phenolic products, depending on

Figure 10 N alkylation of the cytochrome P450 prosthetic heme group during terminal olefin

oxidation. The P450 heme is represented by the square of nitrogen atoms surrounding an iron atom.

The heme is shown in the proposed hypervalent activated state.
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which of the two epoxide carbon-oxygen bonds is broken. If the cation formed by

breaking one of the bonds is significantly more stable than that obtained by breaking the

other, the phenol produced by the lower energy pathway predominates. Substitution of an

electron-donating group (e.g., alkoxy) promotes formation of the ortho- or para-hydroxy

metabolite, whereas a strong electron-withdrawing substituent (e.g., nitro) favors

formation of the meta-hydroxy metabolite.

Aromatic �-bond oxidation is subject to mechanistic ambiguities comparable to

those for the oxidation of simple olefins. Although the epoxides of some aromatic

Figure 11 Reaction manifold in the cytochrome P450 catalyzed oxidation of olefins. Formation

of a charge transfer complex may be followed by (a) apparently concerted epoxide formation,

(b) nonconcerted oxygen transfer to give a radical, or (c) nonconcerted oxygen transfer to give a

cation. The radical intermediate could give rise to both the epoxide and cation metabolites, but the

retention of stereochemistry indicates it would have to be a very short lived radical.

Figure 12 Cytochrome P450 catalyzed oxidation of fenbendazole illustrating the NIH shift

mechanism for aromatic “hydroxylation” (63).
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substrates have been isolated and shown to undergo the NIH shift, in some instances, the

epoxide is not a true intermediate in the reaction trajectory that produces the NIH shift.

Asymmetric transfer of the ferryl oxygen to the aromatic �-bond may directly give a

cation similar to that expected from cleavage of one of the epoxide carbon-oxygen bonds.

This intermediate then flows directly into the NIH shift (Fig. 13). The reaction manifold

can be diverted toward other reaction outcomes. An example of this is the oxidation of

pentafluorophenol to 2,3,5,6-tetrafluoroquinone (64). It appears that one-electron

abstraction from the polyfluorinated phenol produces a phenoxy radical that combines

with the ferryl oxygen at the carbon para to the oxygen. The resulting para-hydroxylated

intermediate eliminates fluoride to give the quinone (Fig. 14). As always, the reaction

with the lowest energy barrier predominates!

Figure 13 Hydroxylation of aromatic rings may occur without the formation of an epoxide

intermediate. The putative cytochrome P450 heme reactive species is abbreviated as before.

Figure 14 Proposed mechanism for the oxidation of pentafluorophenol resulting in fluoride

elimination to give tetrafluoro p quinone without the formation of an epoxide intermediate.
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HETEROATOM OXIDATION

The cytochrome P450 ferryl species is electron deficient and therefore has a propensity to

react with the electron pairs on nitrogen and sulfur atoms. A similar reaction is not

observed with oxygen electron pairs because of the much higher electronegativity of this

atom. Halogen atoms, like oxygen, are highly electronegative and difficult to oxidize, but

their oxidation can occur in special circumstances. A recent example is the oxidation of

the chloride atom in 12-chlorododecanoic acid by CYP4A1, an enzyme that specifically

oxidizes the terminal atom of a chain (65).

Nitrogen Oxidation

Tertiary amines can be oxidized to the corresponding N-oxides by both the cytochrome

P450 enzymes and the flavin monooxygenases (Fig. 15). In general, but not always (66),

cytochrome P450 enzymes preferentially catalyze the N-dealkylation of alkyl amines

rather than the formation of an N-oxide. The flavin monooxygenases can only form the

N-oxide. It is not possible to attribute the formation of an N-oxide to either the P450 or

flavoprotein monooxygenase system without evidence that specifically implicates one or

the other of these two enzyme systems.

The dealkylation of alkyl amines, ethers, thioethers, and other alkyl-substituted

heteroatoms is catalyzed by cytochrome P450 but not by the flavin monooxygenase.

As already described, this reaction can be viewed as proceeding via introduction of

a hydroxyl group adjacent to the heteroatom followed by intramolecular elimination of

the heteroatom (Fig. 6). The final products are therefore an aldehyde or ketone and a

heteroatom-containing substrate fragment. This conventional carbon hydroxylation

mechanism operates in the case of ethers and halides. However, the lower electro-

negativity of nitrogen makes possible an alternative mechanism triggered by initial

electron abstraction from the nitrogen atom by the ferryl species (Fig. 15). Subsequent

removal of a proton from the adjacent carbon by the partially reduced ferryl species,

followed by recombination of the iron-bound hydroxyl group with the resulting radical,

completes an indirect route to hydroxylation of the carbon adjacent to the nitrogen.

Evidence is available for both reaction pathways, and the pathway may be substrate

dependent (44,67).

Figure 15 Cytochrome P450 can either oxidize a trisubstituted nitrogen to an N oxide or

introduce a hydroxyl adjacent to the nitrogen. The latter reaction can involve insertion of the oxygen

into the adjacent C H bond or a reaction initiated by abstraction of an electron from the nitrogen

followed by loss of a proton. [FeIII OH] represents the heme of P450 with a hydroxyl group on the

ferric iron.
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Sulfur Oxidation

The oxidation of thioethers to sulfoxides and the dealkylation of alkyl thioethers are subject

to the same considerations as the metabolism of alkylamines. Sulfoxidation, as illustrated

by the oxidation of ML3403 (Fig. 16) (68), can be catalyzed by both the P450 enzymes and

flavin monooxygenases. A thioether can be oxidized twice, first to the sulfoxide and then to

the sulfone. The second oxidation is more difficult as the sulfur is more electron deficient

after the first oxidation. S-dealkylation, like N- and O-dealkylations (Fig. 6), is really a

carbon hydroxylation reaction mediated by cytochrome P450 in which hydroxylation on

the carbon adjacent to the sulfur is followed by extrusion of the heteroatom.

The P450-catalyzed oxidation of thiocarbonyl groups, as represented by the

oxidation of thiopental (Fig. 16), is unusual in that it leads to elimination of the sulfur to

yield a simple carbonyl moiety. Transfer of the ferryl oxygen to the sulfur of the

thiocarbonyl group produces an unsaturated sulfoxide that decomposes to the carbonyl

product. The sulfur is eliminated, probably as HSOH, via a hydrolytic mechanism that

may be assisted by glutathione (69).

UNUSUAL OXIDATIVE REACTIONS

The range of reactions catalyzed by cytochrome P450 continues to grow, although some

of the more novel reactions only occur in low yields or in special circumstances. One of

these P450-catalyzed reactions is the desaturation of hydrocarbon functionalities. The

Figure 16 The P450 catalyzed oxidation of thioethers and thiocarbonyl groups as illustrated by

the oxidations of ML3404 and thiopental (68).
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most extensively characterized of these reactions is the desaturation of valproic acid to

give the terminal olefin (Fig. 17) (70). Isotope effect studies indicate that this reaction is

initiated by hydrogen abstraction from the o-1 position. This abstraction is followed

either by recombination to give the 4-hydroxy metabolite or, alternatively, by a second

hydrogen atom abstraction from the terminal carbon to give the olefin. Other examples

of desaturation reactions catalyzed by mammalian cytochrome P450 enzymes are the

D6,7-desaturation of testosterone (71) and the desaturation of lovastatin (72).

The reaction of aldehydes with cytochrome P450 can follow one of two divergent

pathways (Fig. 18). The more common reaction is oxidation of the aldehyde to give a

carboxylic acid, as illustrated by the metabolism of losartan (73), but the other is a process

Figure 17 Cytochrome P450 catalyzed desaturation of valproic acid (above) and lovostatin

(below). Isotope effects suggest that a radical intermediate, as shown for valproic acid, is involved in

the reaction.

Figure 18 Aldehydes are generally oxidized by cytochrome P450 to the corresponding acids, but

in some instances, reaction of the aldehyde with the [FeIII OO ] intermediate results in loss of the

aldehyde group as formic acid and formation of an unsaturated hydrocarbon.
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that results in elimination of the aldehyde group as formic acid (74). The carbon-carbon

bond cleavage reaction finds strong precedent in the reactions catalyzed by the

biosynthetic P450 enzymes lanosterol demethylase, aromatase, and sterol C17,20-lyase.

Cleavage of a carbon-carbon bond in the reaction catalyzed by each of these three

enzymes appears to involve the reaction of a substrate carbonyl group with the ferrous-

dioxy species of cytochrome P450 (75). A similar mechanism is proposed for the

reactions of simple aldehydes with hepatic P450 enzymes, with the difference that

the carbon-carbon bond cleavage process is the major or exclusive reaction in the

biosynthetic enzymes but is often a minor reaction in the metabolism of xenobiotic

aldehydes.

REDUCTIVE REACTIONS

In addition to oxidative reactions, cytochrome P450 is known to catalyze reductive

reactions (76). These reductive reactions are particularly relevant under anaerobic

conditions but, under some aerobic conditions, can compete with oxidative reactions. A

major reductive reaction catalyzed by cytochrome P450 is the dehalogenation of alkyl

halides. Cytochrome P450 and sometimes cytochrome P450 reductase by itself are also

involved in reactions such as the reduction of azo and nitro compounds. Two examples of

these reactions are the bioactivation of the anticancer prodrug AQ4N to the topoisomerase

II inhibitor AQ4 by cytochrome P450 (77) and the bioactivation of the anticancer drug

tirapazamine by electron transfer from cytochrome P450 reductase (78) (Fig. 19). The

important catalytic species in the P450-dependent reaction is presumably the ferrous-

deoxy intermediate in which the reduced iron has an open coordination position.

Reductive reactions thus compete with the binding and activation of oxygen, a fact that

explains the oxygen sensitivity of the pathway.

Figure 19 Reductive activation of the anticancer agents AQ4N and tirapazamine, the former by

cytochrome P450 and the latter primarily by electron transfer from CPR. Abbreviation: CPR,

cytochrome P450 reductase.
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J Biol Chem 2004; 279:38091 38094.

22. Atkins WM, Sligar SG. Molecular recognition in cytochrome P450: alteration of regioselective

alkane hydroxylation via protein engineering. J Am Chem Soc 1989; 111:2715 2717.

23. Atkins WM, Sligar SG. The roles of active site hydrogen bonding in cytochrome P 450cam as

revealed by site directed mutagenesis. J Biol Chem 1988; 263:18842 18849.

24. Furuya H, Shimizu T, Hirano K, Hatano M, Fujii Kuriyama Y, Raag R, Poulos TL. Site

directed mutagenesis of rat liver cytochrome P 450d: catalytic activities toward benzphetamine

and 7 ethoxycoumarin. Biochemistry 1989; 28:6848 6857.

25. Gotoh O. Substrate recognition sites in cytochrome P450 family 2 (CYP2) proteins inferred from

comparative analyses of amino acid and coding nucleotide sequences. J Biol Chem 1992; 267:83 90.

26. Crivori P, Poggesi I. Computational approaches for predicting CYP related metabolism

properties in the screening of new drugs. Eur J Med Chem 2006; 41:795 808.

27. Cruciani G, Carosati E, De Boeck B, Ethirajulu K, Mackie C, Howe T, Vianello R. MetaSite:

understanding metabolism in human cytochromes from the perspective of the chemist. J Med

Chem 2005; 48:6970 6979.

28. Afzelius L, Arnby CH, Broo A, Carlsson L, Isaksson C, Jurva U, Kjellander B, Kolmodin K,

Nilsson K, Raubacher F, Weidolf L. State of the art tools for computational site of metabolism

predictions: comparative analysis, mechanistical insights, and future applications. Drug Metab

Rev 2007; 39:61 86.

29. Yano YK, Koo LS, Schuller DJ, Li H, Ortiz de Montellano PR, Poulos TL. Crystal structure of

a thermophilic cytochrome P450 from the archaeon Sulfolobus solfataricus. J Biol Chem 2000;

275:31086 31092.

30. Scott EE, White MA, He YA, Johnson EF, Stout CD, Halpert JR. Structure of mammalian

cytochrome P450 2B4 complexed with 4 (4 chlorophenyl)imidazole at 1.9 Å resolution. J Biol
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GENERAL INTRODUCTION

As noted in earlier chapters, P450 monooxygenases dominate oxidative enzymatic

reactions that metabolize drugs and other xenobiotics to facilitate their excretion. Indeed,

it is estimated that P450 pathways contribute significantly to the clearance of about two-

thirds of all drugs that depend on metabolism (1). However, complete reliance on P450

clearance pathways can precipitate adverse drug reactions if plasma concentrations are

elevated either because of competition of multiple coadministered drugs for the same

P450 isoforms or because the P450 clearance pathway is polymorphic. Consequently,

during drug discovery and development, distribution of a drug’s clearance pathways over

multiple P450 isoforms and/or non-P450 enzymes is often considered beneficial.

Many non-P450 oxidative enzymes, including aldehyde dehydrogenase

(ALDH), monoamine oxidase, and semicarbazide-sensitive amine oxidase, are capable

of carrying out xenobiotic oxidation, but generally their quantitative contribution to drug

metabolism is too low, or our present knowledge of their basic biochemistry is

insufficiently comprehensive, to warrant detailed discussion here. However, interested

readers are directed toward some recent excellent reviews on the dehydrogenases (2) and

amine oxidases (3). This chapter will focus on three mammalian nonheme oxygenases,

which can conveniently be categorized by the nature of their active centers as

either flavin-containing or molybdenum-containing enzymes. The flavin-containing

monooxygenase (FMO) isoforms are located predominantly in the microsomal cell

fraction, whereas the molybdenum-containing enzymes, aldehyde oxidase (AO) and

xanthine oxidoreductase (XOR), are both located in the soluble fraction. Each of the three

enzymes will be discussed in terms of their catalytic mechanism, multiplicity, tissue

distribution, enzyme regulation, biotransformation reactions, and relevance to human

drug metabolism.
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MICROSOMAL FLAVIN-CONTAINING MONOOXYGENASE

Microsomal FMOs have been categorized as class B flavoprotein monooxygenases, along

with the sequence-related Baeyer Villiger monooxygenases and microbial N-hydroxylating

monooxygenases (4). All three enzymes exhibit common characteristics of a tightly bound

FAD cofactor, two glycine-rich dinucleotide-binding domains (Rossman folds) for FAD and

NADPH, and maintenance of bound NADPH/NADPþ throughout catalysis. Microsomal

FMOs activate molecular oxygen in order to function as sulfur, nitrogen, phosphorus, and

selenium oxygenases (5), and in this regard, as well as in their dependence on NADPH, they

are indistinguishable from P450s, which can carry out many of the same catalytic reactions.

Moreover, both FMOs and P450s are localized in the endoplasmic reticulum of the cell, and

so it is of interest to be able to distinguish between catalysis by these two monooxygenases in

microsomal membranes. To accomplish this, investigators can take advantage of the

increased thermolability of FMO relative to P450, human liver microsomes that have been

phenotyped for FMO-selective substrate activity and/or immunochemical content, as well as

commercially available recombinant preparations of FMO (and P450) isoforms. Examples of

these various approaches can be found in several publications (6 10).

Catalytic Mechanism

The simplest catalytic cycle consistent with available experimental data involves the

initial transfer of the pro-R hydrogen from NADPH to reduce FAD, followed by dioxygen

binding to the reduced flavin to generate a C-4a-hydroperoxide (FAD-OOH in Fig. 1A)

(11,12). Substrate nucleophiles (e.g., trimethylamine) attack the distal oxygen of this

hydroperoxide with resultant oxygen transfer to the substrate and the generation of a

hydroxyflavin (FAD-OH) species. The rate-limiting step in FMO catalysis is considered

to be decomposition of the hydroxyflavin and/or release of NADPþ (5). Because the rate-

limiting step follows transfer of oxygen to the substrate, it provides a rationalization for

the observation that the Vmax for FMO-dependent reactions is relatively constant (13).

Recently, the crystal structures of Saccharomyces pombe FMO bound with NADPH

and the substrate methimazole (Fig. 1B) have been solved (14). However, the quaternary

complex of enzyme-FAD-NADP(H)-methimazole was not obtained, and in the two ternary

complexes, methimazole bound in the same location as NADPH. These observations

prompted the authors to suggest that substrate competes with NADPH and replaces the

cofactor during the catalytic cycle of the yeast enzymes; however, no kinetic studies have

yet been reported in support of this alternate mechanism. Yeast and mammalian FMOs

share only 21% to 25% sequence similarity, but contain a highly conserved asparagine

residue (Asn91 yeast; Asn61 FMO3), which is implicated in catalysis by yeast FMO,

where it is proposed to be involved in oxygen binding (14). A homology model of human

FMO3 based on the yeast FMO template also locates Asn61 at the catalytic center (15).

Moreover, site-directed mutagenesis of this residue, while maintaining enzyme expression

and FAD binding, greatly diminished enzymatic activity for all substrates examined,

consistent with a critical role for this residue in catalysis by human FMO3 (15,16).

Multiplicity, Tissue Distribution, and Species Differences

Multiplicity

Molecular biology techniques have revealed the existence of 11 human FMO genes

located on chromosome 1, 5 of which encode functional enzymes that are expressed in all

mammalian species examined to date. These functional enzymes are FMO1, FMO2,
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Figure 1 (A) Catalytic cycle for FMO dependent oxygenation. Step 1 illustrates reaction of the

prototypical substrate trimethylamine with the enzyme’s activated oxygen species resulting in the

formation of trimethylamine N oxide. Step 2 involves decomposition of the pseudobase FAD OH,

with loss of water and release of NADPþ. Steps 3 and 4 are sequential reductions of the oxidized

enzyme by NADPH and reaction of FADH2 with molecular oxygen to once again generate the

reactive oxygen species FAD OOH. (B) Crystal structure of the yeast FMO (pdb 2GVC) active site.

The flavin cofactor, a residue involved in the catalytic mechanism (Asn91), and the inhibitor

methimazole are highlighted. (C) Compounds used to elucidate FMO metabolic involvement via

inhibition of FMO (methimazole) or P450s (1 aminobenzotriazole) as discussed within. Abbrevia

tion: FMO, flavin containing monooxygenase.
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FMO3, FMO4, and FMO5, which share 50% to 55% sequence identity (17). Human

FMO6 mRNA is subject to alternative splicing that results in nonfunctional protein (18).

Three additional, possibly functional, FMO genes (FMO9, FMO12, and FMO13) exist in

mice and rats, but apparently not in humans (19).

Tissue Distribution

On the basis of mRNA expression, the major forms of FMO expressed are FMO3 and

FMO5 in human liver, FMO1 in human kidney, FMO2 in human lung, and FMO5 in

human intestine (20,21). However, it should be noted that mRNA expression and protein

expression are not always well correlated. Moreover, the human FMO enzymes differ

substantially in their catalytic capabilities, and so this must also be factored into

consideration of their contribution to drug or xenobiotic clearance in any given tissue.

In terms of human drug metabolism, FMO3 is clearly the most important isoform

because it is highly expressed in the liver (22) at protein levels 2 to 10 times greater

than FMO5 (23), which contrasts with the mRNA data for these two enzymes (20,21).

Human liver FMO1 protein expression is prominent in fetal liver, but is silenced within

a few days after birth (24). In human kidney, FMO1 appears to be the functionally

dominant form, present at protein levels that are 2 to 3 times higher than reported for

fetal liver (25). As in nearly all animal species, human FMO2 is a pulmonary enzyme, but

it is inactive in most human populations because of a polymorphism that results in a

premature stop codon (26). FMO4 is the least well studied of the human FMO enzymes,

perhaps because expression of the recombinant protein has proved challenging (27).

FMO5 is a quantitatively important hepatic FMO enzyme in humans and many

experimental animals, but has attracted little attention because of its narrow substrate

specificity (28).

Species Differences

As a general rule, FMO1 and FMO3 are expressed in the liver of most preclinical animal

species, with the FMO1 isoform usually dominating FMO-dependent activity, a situation

that contrasts strongly with that found in humans. While no gender differences in hepatic

FMO activity have been reported in humans, a sex difference does exist in mice, as female

mice exhibit higher liver FMO activity than males. The basis for this appears to be a

combination of increased FMO1 levels in female mice and ablated FMO3 expression in

male mice (29). Whereas FMO-mediated benzydamine clearance in cryopreserved rat

hepatocytes was a good predictor of in vivo clearance, this was not true for cryopreserved

human hepatocytes (30). Therefore, because tissue expression profiles and the substrate

specificities of the individual FMO isoforms can differ across species, it is important to

exercise caution when attempting to extrapolate liver microsomal data for FMO catalysis

from experimental animals to humans.

Enzyme Regulation

Unlike the cytochrome P450s, the FMO system is not induced by exogenously

administered xenobiotics, such as the barbiturates or polycyclic hydrocarbons. However,

as noted above, the FMOs are subject to developmental, hormonal, and genetic regulation,

all of which can influence FMO3 and/or FMO1 activity in humans.
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Developmental Expression

The most striking example of developmental control concerns the selective expression of

FMO1 in fetal human liver and FMO3 in adult human liver. Temporal expression patterns

of human FMO1 and FMO3 protein have been investigated in human liver microsomal

preparations representing ages from 8-week gestation to 18 years, using antibodies selective

for each enzyme (24). FMO1 expression was highest in the embryo, whereas suppression

occurred within three days postpartum in a process tightly coupled to birth. The onset of

FMO3 expression was variable; most individuals failed to express this isoform during the

neonatal period, but significant levels of FMO3 were generally detectable by one to two

years of age. The authors concluded that birth is necessary, but not sufficient, for the onset

of FMO3 expression. Hines and coworkers have undertaken additional studies to probe the

trigger mechanism(s) for these events and recently identified that Pbx2 and Hox

transcription factors are important to FMO3 developmental regulation (31).

Hormonal Regulation

Sex steroids have long been recognized to influence FMO activity, with induction of

rabbit lung microsomal N,N-dimethylaniline N-oxygenase during pregnancy an early

example of this phenomenon (32). Subsequently, upregulation of rabbit lung FMO2 was

shown to correlate with plasma levels of progesterone and cortisol in pregnant animals (33).

Human FMO3 may also be induced in pregnancy (34). In male mice, sex steroids play

an important role in hepatic FMO1 and FMO3 expression, with testosterone acting as a

negative regulator of FMO3 in male mice (29). Finally, menstruation can be associated

with a transient trimethylaminuria (35) (see following section), possibly because of

changes in hormone levels affecting FMO3 expression and/or the presence of common

genetic polymorphisms with independently modest effects on activity.

Genetic Polymorphism

Rare polymorphisms in the FMO3 gene that abolish functional activity cause the metabolic

disorder trimethylaminuria, also known as fish-odor syndrome. Affected individuals are

unable to metabolize trimethylamine for urinary excretion and resort, in part, to eliminating

the compound unchanged in the sweat and exhaled breath (36,37). This is a consequence of

the fact that FMO3 is the most efficient of all the human FMO enzymes for the conversion

of dietary-derived trimethylamine to its non-odoriferous N-oxide metabolite (38).

Whereas the human FMO3 gene contains over 40 common single nucleotide

polymorphisms (SNPs), common polymorphic variation in human FMO1 appears

relatively minimal (39), suggestive perhaps of a critical endogenous role for this enzyme.

In FMO3, the coding region polymorphisms, E158K, V257M, and E308G, are each

expressed at an allele frequency of greater than 5% in a variety of racial populations (16).

These common coding region variants maintain variable degrees of FMO3 activity, which

may impact human drug metabolism to some degree, depending on the nature of the

substrate (15,40,41).

Transformation Reactions

The wide panoply of metabolic transformations of which mammalian FMOs are capable

is exemplified by the substrate specificity of pig liver FMO1, the first FMO enzyme to be

described (42). This enzyme catalyzes the oxidative metabolism of a huge array of
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amines, hydrazines, thiols, sulfides, thioamides, thiocarbamides, as well as numerous

organic compounds bearing nucleophilic selenium and phosphorus atoms (43). Extensive

structure-function studies with this enzyme have shown that, in principle, any soft

nucleophile that gains access to the active site of FMO will be oxygenated (13,44);

however, access can be modulated by substrate charge and size (45). Presumably,

differences in the dimensions and charge neutralization capabilities of FMO enzyme

active sites and/or their access channels underlie the general view that mammalian FMO

substrate specificity decreases in the order FMO1 > FMO3 > FMO2 > FMO5 (5).

A few illustrative examples of FMO-catalyzed oxidation at nitrogen and sulfur

centers the most commonly encountered nucleophilic sites in drug molecules are

presented below, together with discussion of methodology that can be used to

discriminate between FMO and P450-dependent catalysis.

Oxidation at Nitrogen Centers

A very large number of nitrogen-containing functionalities are found in drugs and other

xenobiotics. Given the nucleophilic mechanism of FMO catalysis, it might be expected

that substrates for the enzyme would exhibit a minimum basicity requirement. Indeed,

FMO catalyzes N-oxide formation on the pyrrolidine ring of nicotine (pKa of protonated

nitrogen ¼ 8), but not on the pyridine ring (pKa ¼ 3). However, predictions of substrate

specificity based on pKa alone do not accommodate all of the experimental observations

(10), and it is clear that steric and electronic effects of the substrates themselves and the

relative expression levels of specific FMO and P450 isoforms in a given species will

determine the nature of the enzyme system involved in vivo. Regardless, xenobiotics that

contain a basic sp3-hybridized nitrogen are generally good substrates for FMO.

A major group of substrates for the FMOs are the tertiary acyclic and cyclic amines.

Substrates such as trimethylamine (Fig. 1), clozapine (Fig. 2), benzydamine, and guanethidine

are converted to stableN-oxides. However, the levels ofN-oxide metabolite formedmay often

be underestimated owing to relatively facile reduction back to the parent amine. Although

cytochrome P450s tend to preferentially N-dealkylate tertiary amines, P450-dependent

formation of N-oxides is well documented (46,47). FMOs also catalyze the metabolism

of secondary and primary amines (13), but are usually not involved in the oxidation of

amides, heteroaromatic amines, benzamidines, guanidines, or diamines.

Oxidation at Sulfur Centers

FMOs readily catalyze the oxidation of thioethers to sulfoxides, often with a high degree of

stereoselectivity, and the further metabolism of sulfoxides to sulfones. Thioethers, such as

tazarotenic acid (Fig. 2), are generally better substrates for FMO than the tertiary amines

discussed above, owing to the enhanced nucleophilicity of the sulfur atom. Relative

nucleophilicity also explains why thioamides are excellent substrates and sulfoxides are

usually poorer substrates for FMO. However, oxidation of sulfur-containing compounds is

also carried out readily by cytochrome P450s. The relative participation of these two

monooxygenase systems in sulfur oxidation will depend on their levels of expression in the

metabolizing tissue and the substrate specificity of the FMO isoforms involved.

Diagnostic Substrates and Inhibitors

Approaches to the differentiation of P450-mediated and FMO-dependent catalysis may

capitalize on the availability of (partially) selective substrates and inhibitors for both
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enzyme systems. For example, the conversion of N,N-dimethylaniline to its N-oxide is

one of the most widely used indicators of FMO catalysis in microsomal preparations, and

as long as reactions are carried out at pH 8.5 to 9, only FMO(s) are likely to be involved.

However, at physiological pH, even this most diagnostic of substrates may be turned over,

in part, by cytochrome P450s. A useful FMO substrate is the anti-inflammatory drug

benzydamine (48) because several FMO enzymes, including human FMO3, form the

Figure 2 Typical N and S oxygenation reactions catalyzed by FMO. Redox interconversions of

sulindac illustrate the metabolic interplay of FMO and AO enzymes discussed in this review.

Abbreviations: FMO, flavin containing monooxygenase; AO, aldehyde oxidase.
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highly fluorescent N-oxide metabolite. This has permitted the development of a simple,

sensitive, LC-based metabolite assay for FMO activity (49,50).

Chemical inhibitors suffer from the disadvantage that they are rarely, if ever,

specific for FMO. Unfortunately, no mechanism-based inhibitors of FMO have been

identified, and antibodies raised against purified enzymes do not significantly inhibit the

activity of microsomal FMOs. However, 1-aminobenzotriazole (Fig. 1C), a suicide

inhibitor of most P450s at high substrate concentrations, is a useful indirect indicator

of FMO catalysis if preincubation with this compound does not decrease the reaction rate

that is being monitored. Methimazole (Fig. 1C) is a widely used inhibitor of FMOs, but it

also competitively inhibits human CYP2B6, CYP2C9, and CYP3A4 at the relatively low

substrate concentrations of 40 to 100 mM (51). n-Octylamine, an activator of FMO1, is an

inhibitor of human FMO3 (52). Therefore, it is prudent to employ a battery of “selective”

inhibition methods (6) when evaluating the in vitro role of FMO in a given oxidative

pathway.

Relevance to Human Drug Metabolism

The conversion of lipophilic tertiary amines to polar N-oxides can be considered the

prototypic FMO xenobiotic reaction pathway, and so it is not surprising that FMO has

been implicated in the metabolism of a variety of tertiary amine-containing drugs.

However, although FMOs are clearly responsible for the N-oxygenation of widely used

agents like nicotine and tamoxifen (53,54), this pathway does not dictate their metabolic

clearance. Nonetheless, there are a number of examples where FMO-dependent

metabolism is a significant contributor to drug clearance in vivo.

N-oxygenation is the major metabolic pathway for the gastroprokinetic agent

itopride (Fig. 2), and FMO3 is the main catalyst of this pathway in human liver

microsomes (55). More recently, an investigational Src kinase inhibitor TG100435 (Fig. 2)

was shown to rely on FMO3 for metabolism to its major, active N-oxide metabolite (56).

Ranitidine, benzydamine, and olanzapine provide additional examples of marketed drugs

where FMO plays a significant role in their metabolic elimination through formation of

N-oxide metabolites (7,49,57).

Sulfoxides are quantitatively significant human metabolites of therapeutic agents

such as the anti-inflammatory sulindac sulfide (Fig. 2), and tazarotenic acid, the major

circulating metabolite of the topical antipsoriatic agent tazarotene. The former drug is

administered as a sulfoxide prodrug and relies on metabolic reduction for its

pharmacological activity. In vitro microsomal studies indicate that human liver FMO(s)

S-oxygenate both sulindac sulfide (58) and tazarotenic acid (59).

An interesting variation on FMO-dependent S-oxygenation processes can occur

following S-methylation of thiol precursors. In this regard, FMO catalysis has been

documented for S-methyl metabolites of the alcohol aversion drug disulfiram (60), as well

as MK0767, an investigational peroxisome proliferator-activated receptor (PPAR) dual

agonist that initially undergoes thiazolidine ring scission to unmask the thiol (61). Figure 3

provides an example of this reductive scission reaction involving the antipsychotic drug

ziprasidone, which can be catalyzed by molybdenum-containing hydroxylases.

XANTHINE OXIDASE/ALDEHYDE OXIDASE

The molybdenum hydroxylases are a family of homodimeric, 300-kDa enzymes that

include AO, xanthine dehydrogenase (XDH), and xanthine oxidase (XOD). XDH and

XOD are two forms of the same enzyme and are often collectively referred to as XOR.
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Figure 3 Typical oxidative and reductive reactions catalyzed by XOR and AO. Abbreviations:

XOR, xanthine oxidoreductase; AO, aldehyde oxidase.
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While there is no “alternative” form of AO, several homologs have been identified in

certain species (see below). More information is available for XOR than AO, although

extensive characterization of the human enzyme is still lacking for both. The

physiological role of the mammalian molybdenum hydroxylases has yet to be elucidated;

however, these enzymes are involved in human health, and AO has an increasingly

important role in human xenobiotic metabolism (62,63).

Catalytic Mechanism

Each 150-kDa subunit of a mammalian molybdozyme has a tripartite structure consisting

of a 20-kDa N-terminal domain containing two nonidentical Fe2S2 redox centers, a central

40-kDa flavin-containing region, and an 85-kDa C-terminal domain containing the

molybdenum cofactor and substrate-binding sites (62). The molybdenum atom is

anchored to its active site via a covalent bond to an organic pyranopterin dithiolene

cofactor (often called molybdopterin) (64). This molybdopterin cofactor is essential to the

chemistry of the molybdozymes, which catalyze the general reaction in Eq. 1,

RHþ H2O ! ROHþ 2e þ 2Hþ ðEq: 1Þ
where RH is the substrate and ROH is the hydroxylated metabolite. Most of the details of

the catalytic mechanism have been worked out with bovine XOR and then extrapolated to

the orthologous XORs and to AO.

Crystallization of the first molybdenum hydroxylase structure, the AO enzyme from

the bacterium Desulfovibrio gigas, confirmed that the molybdenum catalytic center had

pentacoordinate geometry, with three sulfur ligands and two oxygen ligands, supporting

the postulate that catalysis requires base-assisted proton abstraction from Mo-OR (64,65).

Later studies showed that the catalytically labile active site center is present in the form of

Mo-OH in the resting-state enzyme, and a universally conserved active site glutamate

residue (66), Glu1261 in the bovine structure, is indeed positioned to be involved in

proton abstraction (Fig. 4B) (67,68). Ensuing nucleophilic attack on an electron-deficient

sp2 carbon with concomitant hydride transfer to the Mo=S of the molybdenum center

results in simple, end-on coordination of product to the molybdopterin cofactor (Fig. 4A)

(67,69). The bound product is then displaced by a solvent hydroxide ion, and electrons

and protons are transferred out of the molybdenum center to the FAD, returning the

molybdopterin to its resting state (70). The specific sequence of these latter events appears

to vary with the substrate used and reaction conditions (71).

The two iron-sulfur centers appear to be involved in electron transfer from

molybdenum to FAD as well as acting as an electron sink to provide electrons to FAD

(72). The ultimate electron acceptors are either NADþ (XDH form of the enzyme) or

molecular oxygen (either XDH or XOD forms, and AO) (73). It is important to note that

both the dehydrogenase and oxidase forms of XOR can transfer electrons to molecular

oxygen, although the affinity for XDH is much lower (74). Further work is needed to

verify the mechanism in both human XOR and AO. Unfortunately, the only crystal

structure available for AO is of the D. gigas enzyme, which lacks an FAD domain and is

only distantly related to the human enzyme (64). However, sequence alignment,

homology modeling, and spectroscopic experiments suggest a high degree of homology

and structural similarity in the cofactor and apoprotein environments of XOR and AO

(75,76), as well as a strict conservation of the Glu1261 residue among all molybdenum

hydroxylases (62). Taken together, it is highly likely that the proposed XOR mechanism

also applies to AO.
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Figure 4 (A) Catalytic cycle for XOR dependent oxygenation. Step 1 illustrates the reaction with

the prototypic substrate xanthine by base assisted nucleophilic attack with concomitant hydride

transfer to the sulfur ligand. Step 2 shows oxidation of the molybdenum center. Step 3 illustrates

displacement of the uric acid product by water and reoxidation of the molybdenum. (B) Crystal

structure of bovine milk XDH (pdb 1V97) active site. The molybdopterin cofactor, the residue

involved in the catalytic mechanism (Glu1261, circled), and the inhibitor FYX 051 are shown.

(C) Inhibitors of XOR and AO. Abbreviations: XOR, xanthine oxidoreductase; XDH, xanthine

dehydrogenase; AO, aldehyde oxidase.



Multiplicity, Tissue Distribution, and Species Differences

Multiplicity

Whereas only one XOR gene appears to exist, multiple genes encoding AO activity have

been identified in various species. In humans, AO activity results from expression of a

single AOX1 gene (77), while the mouse and rat genomes consist of four genes [AOX1,

AOH1 (aldehyde oxidase homologue 1), AOH2, and AOH3]. These all contribute to

rodent AO activity, although more work is needed to define the individual substrate

specificities of the different homologues (62). The human AOX1 and XOR loci both map

to chromosome 2; the AOX1 gene located on chromosome 2q32.3-2q33.1, while XOR

maps to 2p22 (77). The overall structure of the human AOX1 gene is nearly identical to

the XOR gene, with only one less exon and conservation of the position and type of exon-

intron junctions (78).

Tissue Distribution

The molybdenum hydroxylases are considered to be cytosolic enzymes, although milk

XOR is associated with lipid globules (79,80). While there is a general consensus that the

highest levels of XOR and AO are found in the liver (62), both enzymes are widely

distributed in mammalian tissues (81). Some differences do exist, however, in their

expression patterns. Notably, only XOR appears to be expressed in the small intestine of

humans (21) and, therefore, would be implicated in first-pass metabolism to a greater

extent than is AO.

Species Differences

There are significant differences in molybdozyme substrate specificity for the orthologous

isoforms across species. Dogs lack functional liver AOX1, but do express active

orthologues of AOH2 and AOH3; therefore, low AO activity is sometimes detected (77).

AO activity in humans is generally high compared with other species, complicating

extrapolation of drug disposition studies from preclinical species to humans (82).

In rodents, variation in AO activity, both between strains and within strains, is well

documented. The predominant form of AO protein expressed in mouse (and likely rat)

strains is AOH1, and different strains express different ratios of AOH1:AOX1 in hepatic

tissues (62). Two mouse strains, DBA/2 and CBA, were recently identified as having

selective deficits in the expression of AOH1 and AOH2, which may present the

opportunity to more specifically study AOX1 metabolism in mice (83). Ultrarapid,

extensive, and poor metabolizer phenotypes that have been identified in Donryu rats are

due to a gene mutation in poor metabolizers that leads to loss of AO dimer formation (84).

In addition, different rat strains showed a range of AO dimer:monomer ratios, which

correlated with reported intrastrain variation in enzyme activities (84,85). The authors

cautioned that rat studies of new drug candidates primarily metabolized by AO should be

performed using strains with high activity and low interindividual variation (84).

Human AO activity does not vary as much as in rat or mice (86,87), although due to

the lability of the human AO enzyme, which results in significant decreases in activity

upon homogenization and storage, the true extent of variation is still unknown. The ability

of AO from several species to metabolize aldehydes of varying size provided an estimate

of the relative volumes of their substrate-binding sites that were ranked in the order

rabbit < guinea pig < baboon < human (88,89). From these studies, it would appear that

baboon would be the best animal model for human AO metabolism, although guinea pig has

also been suggested as a useful alternative (90).
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Enzyme Regulation

Compared with other biological hydroxylation systems, a substantial amount of reactive

oxygen species (ROS), superoxide anion and hydrogen peroxide, are formed during

molybdozyme catalysis, especially from XOR. Indeed, both XOR and AO appear to be

involved in an increasing number of biological processes and toxicities characterized by

oxygen radical-induced tissue damage, and so there is a growing interest in understanding

the regulation of these enzymes.

Disease States and XOR Regulation

The prototypic XOR-involved disease state is ischemia-reperfusion injury, which appears to

promote formation of the oxidase form (91). A number of steps involved in the conversion

from XDH to XOD have recently been elucidated in detail. The exact mechanism of

switching between these two forms is beyond the scope of this discussion, but in brief,

cysteine oxidation or proteolysis ultimately results in structural changes around the FAD

that block the approach of NADþ and increase the reactivity toward O2 (92,93). The newly

formed oxidase is thought to act on the substantial amounts of hypoxanthine that are known

to accumulate because of the breakdown of ATP during ischemia, producing ROS (94).

However, there has been considerable debate over the necessity and reasonability of the

XDH to XOD transition in vivo, which is discussed in several reviews (95,96).

The wider substrate specificity of AO (see sect. “Transformation Reactions”) and

the increased cellular aldehyde levels during ischemia could mean that this enzyme is an

important basal source of ROS under normal conditions as well as under oxidative stress.

Unfortunately, most of the research on ROS damage by the molybdenum hydroxylases

has been conducted with XOR, and while it is likely that AO plays an additional role, this

is an area that needs to be better elucidated.

Consonant with its role in ROS production, XOR appears to be upregulated in a

number of inflammatory-based diseases, particularly those with pulmonary complications

(74). It was noted that inflammation was induced by cytokine and corticosteroid

production, which also transcriptionally activated XOR activity (97). XOR also has a role

in immunity and bacterial infection, and is implicated in lipopolysaccharide-induced

cytotoxicity, mainly due to modulation of the gene transcript (98). Conversely, XOR has

been hypothesized to be a conserved part of the innate immune system due to its

antimicrobial effects via the production of ROS (99). XOR and/or AO appear also to be

upregulated in other disease states, including ethanol-induced hepatotoxicity (100), breast

cancer (101,102), atherosclerosis and coronary heart disease (103,104), and obesity (105).

Regulation by AhR and PPAR

In addition to the endogenous compounds mentioned above, molybdozyme levels are also

induced by the environmental contaminant dioxin (106,107). Dioxin increases transcrip-

tion via the aryl hydrocarbon receptor (AhR), analogous to the induction of CYP1

enzymes. In contrast, AOX1 mRNA and protein expression are suppressed by PPARa
agonists, such as adiponectin and fenofibrate (108).

Hormonal Regulation

Steroid hormones also appear to influence the gender differences in molybdenum

hydroxylase activity observed in mice. Mature females have about half the XOR activity of

males, and it was initially hypothesized that there were different sex-specific isoforms (109).
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However, further studies suggested that the differences were not due to distinct isoforms,

but rather sex-related regulation of protein synthesis and redox potential (110,111).

Estrogens appear to regulate AO at the transcriptional level, possibly by influencing the

secretory pattern of growth hormone by the hypothalamus-pituitary system (112).

Androgens seem to exert transcriptional control, which also may be influenced by other

hormones or growth factors (62). The lower AO activity of female mice appears to be

due to much lower protein levels (although similar mRNA levels) than males, which can

be equalized by the addition of testosterone (111). In addition, female rats contain a more

oxidized form of AO than do males, resulting in kinetically distinct enzymes (110). There

are few studies examining sex differences in humans. However, neither in vivo studies

employing caffeine metabolite ratios nor in vitro studies involving human liver tissue

revealed a substantial sex difference in XOR or AO activity, although small sample sizes

may have rendered this assessment difficult (86,113,114).

Developmental Regulation

In addition to sex-based differences, expression changes are evident throughout

development. AO activity begins to increase soon after birth before reaching a plateau

at four weeks in rats or one year in humans (115,116). There also appears to be an

increase in XOR expression upon aging; XOR activity and expression was higher in

cardiac and skeletal muscle tissue samples from old rats than in younger counterparts, and

this same correlation between XOR activity and age was found in human plasma (117).

Females also exhibit mammary gland tissue- and stage-dependent expression of XOR.

During the final stage of pregnancy and all through lactation, prominent induction of

XOR via an increase in transcript levels by lactogenic hormones is observed (75).

Genetic Regulation

Both the human AOX1 and XOR genes possess a large number of SNPs, and the functional

consequences of these alleles/haplotypes are still under investigation (118,119). Patients

with rheumatoid arthritis exhibited two phenotypes for methotrexate hydroxylation,

possibly indicating two AOX1 genotypes, posttranslational modification of a single gene

product to two AO proteins, or activity from extrahepatic enzymes (118).

Xanthinuria, a rare genetic disorder, causes loss of either XOR activity alone (type I)

or dual loss of XOR and AO activity (type II), depending on the source of the genetic

mutation. Mutations in XOR result in a loss of enzyme activity, termed “type I classical

xanthinuria” (120 122), but do not affect AO activity. Unlike other molybdoproteins, AO

and XOR require posttranslational sulfuration of the molybdopterin center to become

catalytically active (62), and mutations in the enzyme (human molybdenum cofactor

sulfurase) that carries out this activation result in loss of functional XOR and AO

enzymes, called “type II classical xanthinuria” (123). This sulfuration process, as well as

the many cofactors of the molybdozymes, has limited the ability to express recombinant

protein, although expression of AO in Escherichia coli and XOR in a baculovirus-insect

cell system has been reported (124,125). These technical difficulties have restricted the

study of transformation reactions catalyzed by the molybdozymes to impure cytosolic

preparations of enzymes purified from convenient tissue sources.

Transformation Reactions

The molybdenum hydroxylases carry out oxidation of electron-deficient sp2-hybridized

carbon atoms found, most commonly, in nitrogen heterocycles such as purines and
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pyrimidines. The lowest electron density in these substrates usually occurs at carbons

adjacent to the nitrogen atom(s), and so XOR-mediated metabolism of purine leads

sequentially to the formation of hypoxanthine, xanthine, and ultimately, uric acid (Fig. 4).

The initial hydroxyimine products are seldom isolated and normally tautomerize to

a-aminoketone. Because of the high specificity of XOR for hypoxanthine and xanthine

and the much more relaxed substrate selectivity of AO, most of the substrate specificity

studies with mammalian forms of the molybdenum hydroxylases have been conducted

with AO (62). AO is characterized by turnover numbers up to 4100 min 1 and a wide

variety of Km values from the low mM to low mM range (126).

Metabolism of Xenobiotics and Endogenous Compounds

AO has been suggested to be the cytosolic equivalent of the microsomal cytochrome P450

drug-metabolizing system, and indeed the enzyme often acts in concert with P450s to

activate or detoxify various types of xenobiotics (62). The substrate specificities of

various mammalian AO enzymes have been examined with a diverse range of substrates

(79) and in a systematic fashion with a series of substituted phthalazines and quinazolines

(88,127). In general, substrate substituents that increase electronegativity are favored, as

evidenced by enhanced Vmax values, because of the reduced electron density on the site of

hydroxylation (127). Substituents that enhance lipophilicity generally increase affinity for

AO. Although molecular orbital calculations and density functional theory methods can

often predict the regiochemistry of hydroxylation by the molybdenum hydroxylases in

terms of relative electronegativity at the various oxidizable positions, steric factors as well

as electronic factors can influence the site of hydroxylation, and AO metabolism can be

more accurately predicted than can products from xanthine oxidase catalysis (128).

Both molybdozymes (AO to a greater extent than XOR) are capable of oxidizing

aldehydes to the corresponding carboxylic acids. In vivo, this reaction is carried out

preferentially by ALDH; however, AO appears to have a broader aldehyde specificity

than do the ALDH enzymes and is capable of metabolizing aromatic aldehydes that are

not ALDH substrates (129). AO has been implicated recently in the metabolism of several

important endogenous compounds that were originally considered to be metabolized by

ALDH, including 5-hydroxyindoleacetaldehyde, pyridoxal, nicotinamide, and retinalde-

hyde (62). In fact, rabbit liver retinal oxidase, which is the enzyme responsible for the

biosynthesis of retinoic acid, has been characterized and found to be identical to rabbit

liver AO (130). Conceivably, tissue AO concentrations play a role in regulating cellular

growth, differentiation, and morphogenesis through the modulation of retinoic acid levels.

Diagnostic Substrates and Inhibitors

Because XOR and AO have overlapping, but not identical, substrate and product

specificities, it has been possible to identify both substrates and inhibitors that are

selective for either of these two molybdozymes. XOR converts 1-methylxanthine, a

secondary metabolite of caffeine, to 1-methyluric acid, and the urinary ratio of these two

metabolites is used as an in vivo index of XOR activity (131). Allopurinol (Fig. 4C), a

drug administered to patients suffering from gout, is metabolized by both XOR and AO to

oxypurinol (alloxanthine), a potent, selective, tight-binding inhibitor of XOR.

Allopurinol-dependent inhibition, in vitro or in vivo, can be used to evaluate XOR-

dependent biotransformation because it only modestly inhibits AO (132). Recently,

allopurinol derivatives have been identified as potent XOR inhibitors that also prevent the

production of ROS (133). While oxypurinol is a type of mechanism-based inactivator of
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XOR, febuxostat (Fig. 4C), a novel, selective non-purine inhibitor of XOR being

investigated for treatment of gout (134), is a “structure-based” inhibitor that functions by

filling the access channel and preventing substrate binding (135). In addition, there are

hybrid-type inhibitors, such as FYX-051 (Fig. 4B), which have features of both

mechanism-based and structure-based inhibitors.

A recent survey of 239 drugs demonstrated that the most potent inhibitor of AO to

date is an uncompetitive inhibitor, the selective estrogen receptor modulator raloxifene

(Fig. 4C) (136). Other estrogen derivatives, tamoxifen, menadione, b-carboline,
isovanillin, hydralazine, and chlorpromaxine, are also reasonably selective inhibitors of

AO (62). Menadione is perhaps the most widely used in vitro inhibitor of AO, and can be

used together with allopurinol to discriminate between AO and XOR-catalyzed reactions

(137).

Relevance to Human Drug Metabolism

AO, and to a lesser extent XOR, have been implicated in the metabolism of a growing

number of therapeutic agents. Because XOR is expressed in relatively high levels in human

liver and small intestine, it is involved in the first-pass metabolism and reduced

bioavailability of a number of xenobiotics. While AO is not expressed significantly in

human small intestine, it too appears to be involved in first-pass metabolism in the liver, and

this has been utilized for the bioactivation of several prodrugs. A comprehensive review of

XOR and AO involvement in drug metabolism has recently been published (63); therefore,

this discussion will focus on select drugs that are substrates for these enzymes.

Anticancer and Antiviral Prodrug Oxidative Metabolism

A number of anticancer compounds are metabolized by AO and/or XOR, including

members of the antimetabolite, topoisomerase inhibitor, and immunosuppressant classes

of compounds. 5-Fluorouracil (5-FU) is one of the most commonly used antineoplastic

agents; however, it is rapidly inactivated in the gastrointestinal tract (126). Therefore, to

overcome this poor bioavailability, the prodrug 5-fluoro-pyrimidinone (Fig. 3), which lacks

the keto group at ring position 4, was tested (138). Hepatic AO introduces the ring keto

group, producing 5-FU, and allows for greater targeting toward liver cancers (125,137).

The use of the oral prodrug also facilitates outpatient treatment as compared with intravenous

5-FU administration. Ethynyluracil is a mechanism-based inhibitor of dihydropyrimidine

dehydrogenase that is often coadministered with 5-FU to prevent the latter’s breakdown

(126). The derivative, 5-ethynyl-2(1H)-pyrimidinone, was developed as a liver-selective

prodrug that is rapidly oxidized to 5-ethynyluracil by AO (139).

The immunosuppressant compound 6-mercaptopurine (6-MP) must be converted to

nucleotides intracellularly to be cytotoxic, and therefore exhibits competing pathways: the

anabolic pathway converting 6-MP to the active nucleotide forms of the drug, and the

catabolic pathways that ultimately convert 6-MP to 6-thiouric acid (Fig. 3), the major

plasma and urinary metabolite (140). There are two possible routes to 6-thiouric acid,

with either 8-hydroxy-6-MP (141) or 6-thioxanthine (142) as intermediates. It appears that

both of these paths are employed by both molybdenum hydroxylases, and the ratio of

ultimate metabolites may differ depending on route of administration or the relative

activities of XOR and AO. XOR appears to have a greater propensity for producing the

6-thioxanthine intermediate, while hydroxylation at the 8-position is catalyzed primarily

by AO (140). Coadminstration of purine-derivative XOR inhibitors with 6-MP decreases its

inactivation, and may be a combination chemotherapy option (143). Azathioprine (Fig. 3),
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a prodrug of 6-MP used to treat inflammatory bowel disease, is inactivated by AO to

8-hydroxyazathiopurine (144). After bioactivation to 6-MP, sequential metabolism by

XOR occurs, ultimately forming 6-thiouric acid.

Antiviral prodrugs can also be (in)activated by the molybdenum hydroxylases.

Acyclovir is a nucleoside analogue of deoxyguanosine whose oral absorption is slow and

variable, requiring administration of high doses (145). Therefore, prodrugs such as

famciclovir (Fig. 3), which is activated to penciclovir, were developed (146). Such

prodrugs are activated by XOR and/or AO and often inactivated by the latter enzyme; e.g.,

AO metabolizes acyclovir to its 8-hydroxy-metabolite (63).

Whether xenobiotics are activated or inactivated by the molybdenum hydroxylases,

the variability in the rates of XOR and AO metabolism must be taken into account. A

patient was recently identified who formed no detectable active nucleotide metabolites

upon administration of azathioprine, even though there appeared to be no deficiencies in

any of her anabolic enzymes (147). The complete inactivation of azathioprine was due to

very high XOR activity. In addition, the use of the molybdenum hydroxylases to activate

prodrugs is not ideal for organ targeting because of their widespread distribution, and

there are large differences in substrate specificity and activities between species. It was

suggested that the best model for prodrug activation would be optimization using human

AO in vitro before testing the efficacy in vivo in transgenic animals expressing the human

enzyme (126).

CNS Drug Oxidative Metabolism

A number of drugs that act on the central nervous system are substrates for the

molybdenum hydroxylases. The quinine-related racemic compound RS-8359, a reversible

MAO-A inhibitor antidepressant, is metabolized by AO to its 2-keto-derivative in a

stereoselective manner (148). AO had remarkable selectivity for the (S)-enantiomer,

similar to its preference for the (9R)-configuration of cinchona alkaloids, such as quinine

(90). Zaleplon, a sedative-hypnotic, is metabolized by P450s and AO (Fig. 3). There are

three major metabolites: the P450-derived N-desethyl-zaleplon, the AO-derived 5-oxo-

zaleplon, and the combined metabolite N-desethyl-5-oxo-zaleplon (149). In human tissue

samples, it was shown that the oxygen atom inserted into the metabolites originated in

radiolabeled water, not molecular oxygen, further implicating AO (149). AO is also

thought to be the major hepatic enzyme involved in the detoxification of the neurotoxin

1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) (150).

Iminium Ion Oxidation

AO can also act on nonaromatic iminium metabolites produced by the cytochrome P450

system from drugs such as prolintane and azapetine (Fig. 3), which are oxidized further to

g- and e-lactam metabolites, respectively (63). The classic example of iminium ion

oxidation is the AO-catalyzed metabolism of nicotine. P450s convert nicotine into

nicotine-D10(50)-iminium ion, which is then metabolized by AO to cotinine, and in the

absence of the enzyme, the iminium ion accumulates (151). A nicotine derivative,

N1-methylnicotinamide (NMN), is also a common marker substrate for AO. However, it

shows significant species differences in its metabolite profile; mice form approximately

equal amounts of the metabolites N1-methyl-2-pyridone-5-carboxamide (2-PY) and

N1-methyl-4-pyridone-3-carboxamide (4-PY), while humans produce mainly 2-PY (152).

Recently, chimeric mice in which the liver is almost completely composed of human

hepatocytes have been produced (153). On administration of NMN to these humanized
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mice, 2-PY was the dominant product, demonstrating that this mouse model is valid for

cytosolic AO as well as microsomal enzymes (152).

Reductive Metabolism

Both XOR and AO can catalyze reductive reactions in the presence of an adequate

electron donor, such as 2-hydroxypyrimidine (AO) or xanthine (XOR) (154). Although

both AO and XOR are capable of performing a number of reductive reactions, such as

converting N-oxide derivatives to amines, many are relatively obscure reactions (63).

However, there are several pharmacologically relevant drugs in which molybdenum

hydroxylase catalyzed reductive metabolism is a significant biotransformation pathway.

As was seen with oxidative metabolism, reductive metabolism by either enzyme can

activate prodrugs, such as the anti-inflammatory sulfoxide prodrug, sulindac (Fig. 2),

which is converted to the active sulfide by AO (155). XOR can also bioactivate the

quinone-containing antineoplastic antibiotics doxorubicin (156) and mitomycin C, which

is reduced to 2,7-diaminomitosene, a DNA-alkylating metabolite (157).

AO was also recently implicated in the metabolism of the antiretroviral drug

zidovudine (AZT) (Fig. 3) (158). Whereas the reductive pathway was previously

attributed to microsomal enzymes, even though inhibition by isoform-specific P450

inhibitors did not affect the formation of aminothymidine (159), the cytosolic AO-

catalyzed pathway was, in fact, more active than the microsomal fraction (158).

Therefore, there is potential for treating HIV infection or AIDS by coadministering an

effective amount of AZT in combination with AO inhibitor(s). The anticonvulsant

zonisamide (1,2-benzisoxazole-3-methanesulfonamide) is reduced to 2-sulfamoylacetyl-

phenol by AO in humans, monkeys, and rabbits (Fig. 3), illustrating that (i) the reductive

ability of AO is not species-specific and (ii) electron donors need to be included in order

to correctly identify cytosolic metabolites (154,160).

A recently approved atypical antipsychotic agent, ziprasidone (Fig. 3), is primarily

converted by AO-catalyzed reduction to ring-cleaved S-methyldihydroziprasidone, a

pathway that accounts for two-thirds of the drug’s metabolism (161). Interestingly, a

study investigating AO inhibition of ziprasidone metabolism demonstrated that potent

inhibitors of oxidative metabolism, such as raloxifene (Ki ¼ 0.87 1.4 nmol/L), did not

affect ziprasidone reduction, and of the over 200 drugs previously tested, many of which

were potent AO inhibitors (136), only three inhibited the ring-cleavage reaction (162).

Such variable inhibition of oxidative versus reductive metabolism could lessen the risk of

drug-drug interactions for reductively metabolized drugs coadministered with other AO

ligands (136).

CONCLUSION

While the majority of xenobiotics are detoxified via cytochrome P450-based pathways,

the characterization of non-P450 routes is becoming increasingly important. Other

oxidative enzymes, including FMO, XOR, and AO, may play significant roles in drug

metabolism. Like P450s, these enzymes can be inducible and/or polymorphic, and their

clinical relevance may be underestimated. For the enzymes discussed here (except XOR),

the physiological roles are not well understood. However, like XOR, an involvement in

endogenous processes may result in interactions between drugs and endogenous

compounds. Although many sites of oxidative metabolism are common between both
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P450 and non-P450 enzymes, the differences can be exploited for drug activation and/or

targeting (145). The complementarity between these systems can also be useful in drug

design to increase the number of oxidative enzymes that act on a xenobiotic, thereby

decreasing the drug interaction risk, which is reported to be low in non-P450 enzymes.

The development of selective inhibitors for the mammalian FMOs and molybdozymes, as

well as improved recombinant systems for the latter enzymes, would provide useful tools

to aid these endeavors.
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129. Wroczyński P, Wierzchowski J. Aromatic aldehydes as fluorogenic indicators for human

aldehyde dehydrogenases and oxidases: substrate and isozyme specificity. Analyst 2000;

125:511 516.

130. Tomita S, Tsujita M, Ichikawa Y. Retinal oxidase is identical to aldehyde oxidase. FEBS Lett

1993; 336:272 274.

131. Miners JO, Birkett DJ. The use of caffeine as a metabolic probe for human drug metabolizing

enzymes. Gen Pharmacol 1996; 27:245 249.

132. Pacher P, Nivorozhkin A, Szabo C. Therapeutic effects of xanthine oxidase inhibitors:

renaissance half a century after the discovery of allopurinol. Pharmacol Rev 2006; 58:87 114.

Transformation Enzymes: Oxidative; Non-P450 133



133. Tamta H, Kalra S,MukhopadhyayAK. Biochemical characterization of some pyrazolopyrimidine

based inhibitors of xanthine oxidase. Biochemistry (Mosc) 2006; 71(suppl 1):S49 S54.

134. Yu K H. Febuxostat: a novel non purine selective inhibitor of xanthine oxidase for the treatment

of hyperuricemia in gout. Recent Patents Inflamm Allergy Drug Discov 2007; 1:69 75.

135. Okamoto K, Nishino T. Crystal structures of mammalian xanthine oxidoreductase bound with

various inhibitors: allopurinol, febuxostat, and FYX 051. J Nippon Med Sch 2008; 75:2 3.

136. Obach RS, Huynh P, Allen MC, Beedham C. Human liver aldehyde oxidase: inhibition by

239 drugs. J Clin Pharmacol 2004; 44:7 19.

137. Ueda O, Kitamura S, Ohashi K, Sugihara K, Ohta S. Xanthine oxidase catalyzed metabolism of

2 nitrofluorene, a carcinogenic air pollutant, in rat skin. Drug Metab Dispos 2003; 31:367 372.

138. LoRusso PM, Prakash S, Wozniak A, Flaherty L, Zalupski M, Shields A, Sands H, Parchment R,

Jasti B. Phase I clinical trial of 5 fluoro pyrimidinone (5FP), an oral prodrug of 5 fluorouracil

(5FU). Invest New Drugs 2002; 20:63 71.

139. Porter DJ, Harrington JA, Almond MR, Lowen GT, Zimmerman TP, Spector T. 5 ethynyl 2

(1H) pyrimidinone: aldehyde oxidase activation to 5 ethynyluracil, a mechanism based

inactivator of dihydropyrimidine dehydrogenase. Biochem Pharmacol 1994; 47:1165 1171.

140. Rashidi MR, Beedham C, Smith JS, Davaran S. In vitro study of 6 mercaptopurine oxidation

catalysed by aldehyde oxidase and xanthine oxidase. Drug Metab Pharmacokinet 2007;

22:299 306.

141. Rowland K, Lennard L, Lilleyman JS. In vitro metabolism of 6 mercaptopurine by human

liver cytosol. Xenobiotica 1999; 29:615 628.

142. Keuzenkamp Jansen CW, DeAbreu RA, Bokkerink JP, Lambooy MA, Trijbels JM.

Metabolism of intravenously administered high dose 6 mercaptopurine with and without

allopurinol treatment in patients with non Hodgkin lymphoma. J Pediatr Hematol Oncol 1996;

18:145 150.

143. Kalra S, Jena G, Tikoo K, Mukhopadhyay AK. Preferential inhibition of xanthine oxidase by

2 amino 6 hydroxy 8 mercaptopurine and 2 amino 6 purine thiol. BMC Biochem 2007; 8:8.

144. Ding TL, Benet LZ. Comparative bioavailability and pharmacokinetic studies of azathioprine

and 6 mercaptopurine in the rhesus monkey. Drug Metab Dispos 1979; 7:373 377.

145. Beedham C. The role of non P450 enzymes in drug oxidation. Pharm World Sci 1997;

19:255 263.

146. Clarke SE, Harrell AW, Chenery RJ. Role of aldehyde oxidase in the in vitro conversion of

famciclovir to penciclovir in human liver. Drug Metab Dispos 1995; 23:251 254.

147. Wong DR, Derijks LJ, den Dulk MO, Gemmeke EH, Hooymans PM. The role of xanthine

oxidase in thiopurine metabolism: a case report. Ther Drug Monit 2007; 29:845 848.

148. Itoh K, Yamamura M, Muramatsu S, Hoshino K, Masubuchi A, Sasaki T, Tanaka Y.

Stereospecific oxidation of the (S) enantiomer of RS 8359, a selective and reversible

monoamine oxidase A (MAO A) inhibitor, by aldehyde oxidase. Xenobiotica 2005; 35:561 573.

149. Lake BG, Ball SE, Kao J, Renwick AB, Price RJ, Scatina JA. Metabolism of zaleplon by

human liver: evidence for involvement of aldehyde oxidase. Xenobiotica 2002; 32:835 847.

150. Yoshihara S, Harada K, Ohta S. Metabolism of 1 methyl 4 phenyl 1,2,3,6 tetrahydropyridine

(MPTP) in perfused rat liver: involvement of hepatic aldehyde oxidase as a detoxification

enzyme. Drug Metab Dispos 2000; 28:538 543.

151. Hukkanen J, Jacob P III, Benowitz NL. Metabolism and disposition kinetics of nicotine.

Pharmacol Rev 2005; 57:79 115.

152. Kitamura S, Nitta K, Tayama Y, Tanoue C, Sugihara K, Inoue T, Horie T, Ohta S. Aldehyde

oxidase catalyzed metabolism of N1 methylnicotinamide in vivo and in vitro in chimeric mice

with humanized liver. Drug Metab Dispos 2008; 36:1202 1205.

153. Tateno C, Yoshizane Y, Saito N, Kataoka M, Utoh R, Yamasaki C, Tachibana A, Soeno Y,

Asahina K, Hino H, Asahara T, Yokoi T, Furukawa T, Yoshizato K. Near completely humanized

liver in mice shows human type metabolic responses to drugs. Am J Pathol 2004; 165:901 912.

154. Sugihara K, Kitamura S, Tatsumi K. Involvement of mammalian liver cytosols and aldehyde

oxidase in reductive metabolism of zonisamide. Drug Metab Dispos 1996; 24:199 202.

134 Mosher and Rettie



155. Lee SC, Renwick AG. Sulphoxide reduction by rat and rabbit tissues in vitro. Biochem

Pharmacol 1995; 49:1557 1565.

156. Yee SB, Pritsos CA. Reductive activation of doxorubicin by xanthine dehydrogenase from

EMT6 mouse mammary carcinoma tumors. Chem Biol Interact 1997; 104:87 101.

157. Pritsos CA, Gustafson DL. Xanthine dehydrogenase and its role in cancer chemotherapy.

Oncol Res 1994; 6:477 481.

158. Inaba T, Fayz S, Stewart DJ. Aldehyde oxidase inhibitors for treatment of AIDS. US Patent

6040434, 2000.

159. Pan Zhou XR, Cretton Scott E, Zhou XJ, Yang MX, Lasker JM, Sommadossi JP. Role of human

liver P450s and cytochrome b5 in the reductive metabolism of 30 azido 30 deoxythymidine

(AZT) to 30 amino 30 deoxythymidine. Biochem Pharmacol 1998; 55:757 766.

160. Kitamura S, Ohashi KNK, Sugihara K, Hosokawa R, Akagawa Y, Ohta S. Extremely high

drug reductase activity based on aldehyde oxidase in monkey liver. Biol Pharm Bull 2001;

24:856 859.

161. Beedham C, Miceli JJ, Obach RS. Ziprasidone metabolism, aldehyde oxidase, and clinical

implications. J Clin Psychopharmacol 2003; 23:229 232.

162. Obach RS, Walsky RL. Drugs that inhibit oxidation reactions catalyzed by aldehyde

oxidase do not inhibit the reductive metabolism of ziprasidone to its major metabolite,

S methyldihydroziprasidone: an in vitro study. J Clin Psychopharmacol 2005; 25:605 608.

Transformation Enzymes: Oxidative; Non-P450 135





6
UDP-Glucuronosyltransferases

Rory P. Remmel and Jin Zhou
Department of Medicinal Chemistry, College of Pharmacy, University of
Minnesota, Minneapolis, Minnesota, U.S.A.

Upendra A. Argikar
Novartis Pharmaceuticals, Cambridge, Massachusetts, U.S.A.

INTRODUCTION

The uridine diphosphate (UDP)-glycosyltransferases (EC2.4.21.17) are a group of

enzymes that catalyze the transfer of sugars (glucuronic acid, glucose, and xylose) to a

variety of acceptor molecules (aglycones). The sugars may be attached at aromatic and

aliphatic alcohols, carboxylic acids, thiols, primary, secondary, tertiary, and aromatic

amino groups, and acidic carbon atoms. In vivo, the most common reaction occurs by

transfer of glucuronic acid moiety from UDP glucuronic acid (UDPGA) to an acceptor

molecule. This process is termed either glucuronidation or glucuronosylation. When the

enzymes catalyze this reaction, they are also referred to as UDP-glucuronosyltransferases

(UGTs). The structure and function of the enzymes have been the subject of several

reviews (1 4). This chapter reviews the role of these enzymes in drug-drug interactions

that occur in humans.

Glucuronidation is an important step in the elimination of many important

endogenous substances from the body, including bilirubin, bile acids, steroid hormones,

thyroid hormones, retinoic acids, and biogenic amines such as serotonin. Many of these

compounds are also substrates for sulfonyltransferases (SULTs) (2). The interplay

between glucuronidation and sulfonylation (sulfation) of steroid and thyroid hormones

and the corresponding hydrolytic enzymes, b-glucuronidase and sulfatase, may play an

important role in development and regulation. The UGTs are expressed in many tissues,

including liver, kidney, intestine, colon, adrenals, spleen, lung, skin, testes, ovaries,

olfactory glands, and brain. Interactions between drugs at the enzymatic level are most

likely to occur during the absorption phase in the intestine and liver or systemically in the

liver, kidney, or intestine.

Given the broad array of substrates and the variety of molecular diversity, it is not

surprising that there are multiple UGTs. The UGTs have been divided into two families

(UGT1 and UGT2) on the basis of their sequence homology. All members of a family

have at least 50% sequence identity to one another (3). The UGT1A family is encoded by
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a gene complex located on chromosome 2. The large UGT1A gene complex contains 13

variable region exons that are spliced onto four constant region exons that encode for

amino acids on the C-terminus of the enzyme. Consequently, all enzymes in the UGT1

family have an identical C-terminus (encoding for the UDPGA binding site), but the

N-terminus is highly variable, with a sequence homology of only 24 49% (3). The

UGT1A enzymes are generally named in order of their proximity to the four constant

region exons, i.e., UGT1A1 through UGT1A13. The arrangement (Fig. 1) appears to be

conserved across all mammalian species studied to date (5). In humans, all of the gene

products are functions except for pseudogenes UGT1A2, UGT1A11, UGT1A12, and

UGT1A13. Pseudogenes encoding for inactive proteins vary from species to species. For

example, UGT1A6 is a pseudogene in cats (6), whereas UGT1A3 and UGT1A4 are

pseudogenes in rats and mice. The UGT1A gene complex is located on human

chromosome 2 at 2q.37. Nomenclature for these enzymes in other species can be found on

the UGT Web site at http://som.flinders.edu.au/FUSA/ClinPharm/UGT/.

The UGT2A subfamily represents olfactory UGTs and will not be discussed further in

this review. Human UGT2A was originally cloned by Burchell and coworkers (7). The

UGT2B subfamily is encoded in a series of complete UGT genes located at 4q12 on

chromosome 4. Like the UGT1A enzymes, the C-terminus is highly conserved among all

members of the UGT2B genes, with greater variation in the N-terminal half of the protein.

Several human UGT2B enzymes have been cloned, expressed, and characterized for a variety

of substrates. The nomenclature for the UGT2B genes has been assigned on the basis of the

order of their discovery and submission to the nomenclature committee similar to that for

CYP2 and CYP3 family enzymes. The human UGT2B enzymes are UGT2B4, UGT2B7,

UGT2B10, UGT2B11, UGT2B15, UGT2B17, and UGT2B43.

Inhibitory interactions involving glucuronidation have been described in a number

of clinical and in vitro studies and have been recently reviewed (8). Apparent decreases in

the amount of glucuronide excreted in urine or bile or apparent increases in the AUC

(decreased clearance) have been demonstrated in clinical studies. These apparent effects

on glucuronidation could occur via several different mechanisms as follows:

1. Direct inhibition of the enzyme by competition with substrate or with UDPGA

2. Induction of the individual UGT enzymes resulting in increased clearance

3. Depletion of the UDPGA cofactor

4. Inhibition of the transport of UDPGA into the endoplasmic reticulum (ER)

5. Inhibition of the renal excretion of the glucuronide, with subsequent reconver-

sion to the parent aglycone by b-glucuronidases (futile cycling)

6. Alteration of ER transport, sinusoidal membrane transport, or bile canalicular

membrane transport of the glucuronides

7. Inhibition of the intestinal microflora, resulting in interruption of enterohepatic

recycling and increased fecal excretion of the glucuronide metabolite.

Figure 1 The UGT1 gene complex.
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Major interactions involving individual UGT enzymes will be discussed in detail

along with a brief discussion of the function of each enzyme. A table of substrates,

inducers, and inhibitors for the UGT enzymes is provided in the appendix to this chapter.

UGT1A1

UGT1A1 is an important enzyme that is primarily responsible for the glucuronidation of

bilirubin in the liver. Cloned, expressed UGT1A1 is a glycosyltransferase that is also

capable of catalyzing the formation of bilirubin xylosides and glycosides in the presence

of UDP-xylose and UDP-glucose, respectively (9). In vivo, glucuronidation predominates,

but bilirubin xylosides and glucosides have been identified in human bile. Polymorphisms

in the UGT1A1 gene have been extensively studied because of a rare inborn error of

bilirubin metabolism resulting in Crigler-Najjar syndrome. Type I Crigler-Najjar patients

typically require liver transplantation, whereas Type II patients can be treated with

UGT1A1 inducers such as phenobarbital. Gilbert’s syndrome is an asymptomatic

unconjugated hyperbilirubinemia that is most often caused by a genetic polymorphism in

the promoter region of the UGT1A1 gene in Caucasians and Africans. Decreased

expression of UGT1A1 in Gilbert’s patients is a result of the presence of a (TA)7TAA

allele (UGT1A1*28) in place of the more prevalent (TA)6TAA allele (10,11). Persons

who are homozygous for the (TA)7TAA express approximately 70% less UGT1A1

enzyme in the liver. A second mutation at 3279 C>T in a phenobarbital response

enhancer module (PBREM) also is linked with Gilbert’s syndrome and is often in linkage

disequilibrium with UGT1A1*28 in Caucasians and Japanese (12 14). Larger screening

studies have demonstrated that this regulatory defect occurs in approximately 2 19% of

various populations (11). In Asian patients, other mutations in the UGT1A1 gene besides

the (TA)7TAA genotype contribute significantly to hyperbilirubinemia, including

UGT1A1*6 (211 G>A, G71R) (15,16). Drugs that are substrates for or inhibit

UGT1A1 may cause a further increase of unconjugated bilirubin concentrations,

especially in patients with Gilbert’s syndrome. For example, the HIV protease inhibitors

atazanavir and indinavir are known to increase bilirubin levels (17). Lankisch et al.

recently found that atazanavir treatment increased median bilirubin concentrations from

10 to 41 mM (p ¼ 0.001) (18). Bilirubin levels exceeding 43 mM were observed in 37% of

the 106 patients. Hyperbilirubinemia >43 mMwas significantly associated with three non-

1A1 mutations UGT1A3-66C, UGT1A7-57G, and UGT1A7*2 along with UGT1A1*28,

although these variants are not typically in linkage disequilibrium in other populations.

Six patients expressing all four mutations had bilirubin levels >87 mM, a level that may

require discontinuation or dosage adjustment. UGT1A3 is a weak catalyst of bilirubin

glucuronidation, whereas UGT1A7 would not be expected to contribute given its

extrahepatic tissue distribution.

Older studies in persons with mild hyperbilirubinemia (meeting the criteria for

Gilbert’s syndrome, but not genetically determined) demonstrated a decreased clearance

rate for drugs that are glucuronidated. Clearance of acetaminophen (APAP; also catalyzed

by other UGT enzymes, especially UGT1A5) was decreased by 30% in six subjects with

Gilbert’s syndrome (19). In contrast, a small study by Ullrich et al. demonstrated no

difference in the APAP-glucuronide/acetaminophen ratio in urine of 11 persons with

Gilbert’s syndrome (20). A more recent study in genotyped patients also found no

difference in the glucuronide/acetaminophen urinary ratio (21). Racemic (S/R) lorazepam

clearance (catalyzed by UGT2B7 and UGT2B15) was 30 40% lower in persons with

Gilbert’s syndrome (22). A modest decrease (32%) in lamotrigine oral clearance was
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observed in persons with Gilbert’s syndrome (23). However, lamotrigine is glucuroni-

dated by cloned, expressed UGT1A3 and UGT1A4, but not by UGT1A1 (24,25). In

general, these studies were conducted in a small number of Gilbert’s syndrome subjects.

A distinct heterogeneity may be present in persons exhibiting mild hyperbilirubinemia

that could include patients with Crigler-Najjar Type II syndrome who have mutations in

the UGT1A1-coding region, persons who are homozygous for UGT1A1*28, or in patients

with a higher than normal breakdown of heme.

The role of UGT1A1*28 polymorphism and irinotecan toxicity has been extensively

investigated in Japan by Ando et al. (26) and in the United States by Innocenti et al. (27).

Irinotecan is a prodrug that is rapidly converted by esterases to active phenolic compound,

SN-38. SN-38 glucuronidation is catalyzed primarily by UGT1A1 in studies with cloned,

expressed enzymes. Iyer et al. compared the liver microsomal glucuronidation rate of SN-

38 and bilirubin in 44 patients genotyped for the (TA)7TAA allele (UGT1A1*28) and

found a high correlation (r ¼ 0.9) (28). Patients with the UGT1A1*28 allele who take

irinotecan have a significantly higher risk for neutropenia, and the FDA has recently

recommended that patients should be genotyped prior to use of irinotecan.

Evidence for drug-drug or herb-drug interactions involving UGT1A1 and irinotecan

are limited (29). Case reports have suggested that inducers (e.g., phenytoin,

carbamazepine, or rifampin) acting via the constitutive androstane receptor (CAR) or

pregnenolone-16a-nitrile-X-receptor (pregnane-X-receptor; PXR) reduce exposure to SN-

38; however, this could be due to enhanced CYP3A4-mediated metabolism of irinotecan to

7-ethyl-10-[4-N-[(5-aminopentanoic acid)-1-piperidino]-carbonyloxy-camptothecin

(APC) (30) or by glucuronidation (31,32). Similar findings by Mathijssen et al. have

implicated induction of SN-38 metabolism by St. John’s wort (contains hyperforin, a

potent PXR ligand) (33); however, evidence of increased glucuronidation in humans is

lacking even though UGT1A1 is inducible by both PXR and CAR activation. Milk thistle

(sylibinin) had no effect on SN-38 or SN-38 glucuronide levels (34). Sylibinin is

metabolized by UGT1A1, but bioavailability is low and circulating levels are probably

not high enough to affect glucuronidation. Gefitinib enhances irinotecan (SN-38)

bioavailability in mice apparently via inhibition of the ABCG2 transporter (BCRP) (35).

In a small study of etoposide and irinotecan, Ohtsu reported that all three patients

receiving the combination had grade 3 or 4 toxicities (one neutropenia, one

hepatotoxicity, and one hyperbilirubinemia) (36). Etoposide was recently shown to be a

UGT1A1 substrate (37,38), so this combination should be avoided. In a single patient case

report, an interaction between lopinavir/ritonavir and irinotecan was reported resulting in

increased SN-38 AUC, most likely because of inhibition of CYP3A4 to APC (29,39). No

reports of interactions between atazanavir or indinavir (known inhibitors of UGT1A1) and

irinotecan have surfaced.

UGT1A3 AND UGT1A4

UGT1A3 and UGT1A4 appear to be important enzymes involved in the catalysis of many

tertiary amine or aromatic heterocycles to form quaternary ammonium glucuronides

(24,25). UGT1A3, UGT1A4, and UGT1A5 share a high nucleic acid sequence homology

of 93 94% in the first variable-region exon and probably have arisen by gene duplication.

The first exon of this group of enzymes appears to have diverged considerably from

UGT1A1 (58% homology to 1A4), UGT1A5, and UGT1A7-10. UGT1A4 is expressed in

human liver, intestine, and colon, although the level of expression of UGT1A4 mRNA is

lower than that of UGT1A1 mRNA. UGT1A3 is expressed in liver, biliary epithelium,
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colon, and gastric tissue. UGT1A4 has low activity for bilirubin compared with UGT1A1

and has sometimes been designated as a minor bilirubin form. Although the

N-glucuronidation of UGT1A3 and UGT1A4 for a variety of tertiary amines such as

imipramine, cyproheptadine, amitriptyline, tripelennamine, and diphenhydramine over-

laps (Km ¼ 0.2 2 mM), some differences have been observed. UGT1A3 catalyzes the

glucuronidation of buprenorphine, norbuprenorphine (low Km values), morphine (3-

position only), and naltrexone. Only UGT1A3 is capable of forming carboxyl-linked

glucuronides of bile acids and nonsteroidal anti-inflammatory drugs (NSAIDs) (25).

Fulvestrant appears to be a highly selective substrate for this enzyme (40). In contrast,

N-glucuronidation of trifluoperazine and tamoxifen are selectively catalyzed by UGT1A4

and the steroidal sapogenins, hecogenin, and tigogenin are low Km substrates (7 20 mM) for

1A4, but not 1A3. UGT1A4 has good activity for progestins, especially 5a-pregnane-
3a,20a-diol and androgens such as 5a-androstane-3a,17b-diol.

Assuming that UGT1A3 and UGT1A4 are primarily responsible for the

glucuronidation of tertiary amine antihistamines and antidepressants, significant drug

interactions involving glucuronidation with these substrates have not been reported. This

is not unexpected because <25% of the dose is excreted as a direct quaternary ammonium

glucuronide in urine. The formation of quaternary ammonium glucuronides appears to be

highly species specific, with the highest activity in humans and monkeys. Rats and mice

are generally incapable of forming quaternary ammonium glucuronides (UGT1A3 and

UGT1A4 are pseudogenes in these rodents). Lamotrigine, a novel triazine anticonvulsant,

is extensively glucuronidated at the 2-position of the triazine ring in humans (>80% of the

dose is excreted in human urine) (41). It is not significantly glucuronidated in rats or dogs,

but 60% of the dose is excreted in guinea pig urine as the 2-N-glucuronide (42). Several

significant interactions have been reported for lamotrigine in humans. Lamotrigine

glucuronidation is induced in patients taking phenobarbital, phenytoin, or carbamazepine

(CAR inducers), resulting in a twofold decrease in apparent half-life from 25 hours to

approximately 12 hours (43). In contrast, valproic acid inhibits lamotrigine glucuronidation

resulting in a two- to threefold increase in half-life (44). Valproic acid is a weak substrate

for UGT1A4 and UGT1A3 (U Argikar, PhD thesis, University of Minnesota, 2006), but has

higher affinity for UGT2B7. Lamotrigine had a small, but significant effect (25% increase)

on the apparent oral clearance of valproic acid (44). This increase could be due to induction

of the UGTs responsible for valproic acid glucuronidation, since chronic treatment with

lamotrigine results in autoinduction. The interaction between APAP and lamotrigine has

also been studied. Surprisingly, APAP decreased the lamotrigine AUC by approximately

20% after multiple oral doses in human volunteers. Lamotrigine clearance was 32% lower

in seven patients with Gilbert’s syndrome compared with persons with normal bilirubin

levels, but it does not appear to be a substrate for UGT1A1 (23).

Polymorphisms have been identified in both UGT1A3 and UGT1A4. Iwai et al.

identified four nonsynonymous single-nucleotide polymorphisms (SNPs) in the UGT1A3

sequence of a Japanese population (n ¼ 100) at Q6R, W11R, R45W, and V47A (45). Five

allele combinations with frequencies of 0.055 to 0.13 were identified. The intrinsic

clearances of estrone glucuronidation for the cloned, expressed variants were determined

and the only significant difference was in the W11R-V47A variant (UGT1A3*2) that

showed an increase of 369% due to a fivefold lower Km value (allele frequency ¼ 0.125).

In contrast, Ehmer et al. reported that the W11R and V47A variants were much more

common in German Caucasians (allele frequency ¼ 0.65 and 0.58, respectively) (46).

Chen et al. extended this work and examined activities of the variants with several other

flavonoid substrates, including quercetin, luteolin, and kaempferol, and also found

increased activity (47). They found that the R45W variant had 3.5 to 4.7 times higher
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intrinsic clearance toward the flavonoids, whereas for estrone, activity was reduced to

70% of control (47). Regioselectivity in the glucuronidation of quercetin was also altered

between variants. Two common variants in the UGT1A4 gene have also been identified,

but the effect on activity appears to vary depending on the substrate. Ehmer et al. found

two major variants at P24T and L48V (allele frequencies of 0.07 0.1 in Caucasians). The

L48V mutant completely lost dihydrotestosterone glucuronidation activity (46), but was

more efficient for 4-(methylnitrosamino)-1-(3-pyridyl)-1-butanol (NNAL) (48) and

clozapine compared with wild-type UGT1A4 (49). Catalytic efficiencies for substrates

such as trans-androsterone, imipramine, cyproheptadine, and tigogenin also changed (49).

Regulation of UGT1A4 and UGT1A3 has been recently investigated in a transgenic

human UGT1A knock-in mouse model (50). UGT1A3 bile acid glucuronidation was

highly upregulated by peroxisome proliferator activated receptor (PPAR)-a agonists (51).

UGT1A4 activity and mRNA expression was inducible by PXR and CAR agonists.

Consequently, induction interactions are likely to occur and have been demonstrated in

humans as demonstrated by lamotrigine interactions with inducing anticonvulsants.

UGT1A6

UGT1A6 is the most important enzyme for the conjugation of planar phenols and amines.

It displays high activity for a variety of aromatic alcohols, including 1-naphthol, 4-

nitrophenol, 4-methylumbelliferone, and APAP. However, these planar phenols are

substrates for several other UGT enzymes. Immunoinhibition studies with an antibody

raised against the 120 amino acid N-terminal region UGT1A6 peptide fused to

Staphylococcus aureus protein A revealed that approximately 50% of the 1-naphthol

glucuronidation activity in human liver microsomes (HLMs) could be inhibited (52). Cats

are highly susceptible to APAP liver toxicity because UGT1A6 is a pseudogene in this

species (6). Serotonin appears to be a highly selective endogenous substrate for this

enzyme (53). The first exon sequence of UGT1A6 is divergent from other UGT1A

sequences, being most similar to UGT1A9 with only a 54% homology. In rats, UGT1A6

is inducible by polycyclic aromatic hydrocarbons (PAH). UGT1A6 was also induced in

human hepatocytes by b-naphthoflavone and in some, but not all, hepatocyte preparations

by rifampin. APAP glucuronidation appears to be increased in smokers, perhaps due to

PAH-mediated induction of UGT1A6. Serotonin glucuronidation was doubled in

microsomes from persons with moderate-to-heavy alcohol use (54).

Krishnaswamy discovered several variants in the UGT1A6 gene (55). The

UGT1A6*2 variant (S7A/T181A/R184S) showed a twofold higher activity (lower Km)

for several substrates (serotonin 4-nitrophenol, APAP, valproic acid) when cloned and

expressed in HEK-293 cells compared with wild-type enzyme; however, the Km was

higher than wild type in (*2/*2) HLMs (54). Allele frequencies in Caucasians for the S7A,

T181A, and R184S variants were 0.32 to 0.37. In Japanese, the frequency of these

mutations is somewhat lower (0.22) (56). Response elements for HNF1-a, Nrf-2, AhR,
PXR/CAR have been identified in the regulatory region of this gene (55). In a small study

of 15 b-thalassemia/hemoglobin E patients, those subjects with a UGT1A6*2 variant

without UGT1A1*28 showed a significant, lower AUC of APAP, APAP-glucuronide, and

APAP-sulfate than those of the patients with wild-type UGT1A1 and UGT1A6 (57).

Interactions involving APAP and its glucuronidation are listed in Table 1.

Approximately 50% of a typical dose of APAP is glucuronidated (58). UGT1A1,

UGT1A6, and UGT1A9 are the principal UGTs involved in glucuronidation. UGT1A6 is

a high-affinity (Km ¼ 2.2 mM), low-capacity enzyme. UGT1A1 has intermediate affinity
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(9 mM) with high capacity, and UGT1A9 is a low-affinity, high-capacity enzyme (21

mM) (58). With a kinetic model, Court et al. estimated that at typical therapeutic

concentrations (0.05 5 mM), UGT1A9 was the most important enzyme (>55% of total

activity). Consequently, the mechanism of induction of APAP glucuronidation by oral

contraceptives, phenytoin, and rifampin is unclear and may involve multiple enzymes.

UGT1A7, UGT1A8, UGT1A9, AND UGT1A10

There is a 93 94% sequence homology in the first exon of UGT1A7 to UGT1A10;

however, these enzymes show great variation in the level of tissue expression. This group

of UGT1A enzymes is highly divergent from UGT1A3 to UGT1A5 with approximately

50% identity in the first exon compared with UGT1A9. UGT1A9 is expressed in human

hepatic and kidney tissues, whereas UGT1A7, UGT1A8, and UGT1A10 are expressed

extrahepatically. Liver expression appears to be controlled by the presence of an HNF4-a
response element at 372 to 360, that is present only in UGT1A9 and a distal response

element to HNF-1 (65,66). UGT1A8 and UGT1A10 are intestinal forms (and UGT1A7 is

expressed in esophagus and gastric epithelium). In both rat and rabbit, UGT1A7 is

expressed in liver. The rabbit (legomorph) enzyme (UGT1A7l) displays high activity for a

variety of small phenolic compounds such as 4-methylumbelliferone, p-nitrophenol,

vanillin, 4-tert-butylphenol, and octylgallate. In addition, the rabbit enzyme is capable of

catalyzing the N-glucronidation of imipramine to a quaternary ammonium glucuronide,

similar to UGT1A4 (67). Rat UGT1A7 catalyzes the glucuronidation of benzo(a)pyrene

phenols and is inducible by both 3-methylcholanthrene (3-MC) and oltipraz. Ciotti

demonstrated that human UGT1A7 has very high activity for the glucuronidation of

7-ethyl-10-hydroxycamptothecin (SN-38), the active metabolite of irinotecan, and

therefore may play a role in the gastrointestinal first-pass metabolism of this drug

along with UGT1A8 and UGT1A10 (68).

Table 1 Interactions Affecting APAP Glucuronidation

Precipitant drug Object drug Effect Comments Reference

Propranolol APAP Fractional clearance to the

glucuronide reduced by

27%. Overall CL

decreased by 14%

59

Oral contraceptives APAP Oral metabolic clearance

increased 22 61% due to

increased glucuronidation

60

Phenytoin APAP CL increased by 46%,

half life decreased

by 28% glucuronide/

APAP ratio in urine

increased by 41%

61,62

Probenecid APAP Renal elimination of

glucuronide decreased

from 260 to 84 mg/day

63

Rifampin APAP Glucuronide/APAP ratio

increased by 37%

61,64
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UGT1A8 mRNA is expressed in human jejunum, ileum, and colon, but not in the

liver or kidney. Intestinal expression of both UGT1A8 and UGT1A10 appears to be due to

a caudal-related homeodomain protein (Cdx2) consensus site in the respective promoters

(69). UGT1A8 catalyzes the glucuronidation of a variety of planar and bulky phenols,

coumarins, flavonoids, anthroquinones, and primary aromatic amines (70). It also

catalyzes the glucuronidation of several endogenous compounds, including dihydrotestos-

terone, 2-OH and 4-OH-estrone, estradiol, hypocholic acid, trans-retinoic acid, and 4-OH-

retinoic acid. Several drugs are also substrates, including opioids (e.g., buprenorphine,

morphine, naloxone, and naltrexone), ciprofibrate, diflunisal, furosemide, mycophenolic

acid (MPA), phenolphthalein, propofol, raloxifene, 4-OH-tamoxifen, and tolcapone (70).

Cloned, expressed UGT1A8 has high intrinsic clearance for the conjugation of flavonoids

such as apigenin and narigenin; thus, drug-food interactions are possible, particularly if

the drugs display extensive first-pass metabolism in the intestine (70).

UGT1A9 is expressed in human liver, kidney, and colon. UGT1A9 is expressed in

greater amounts in kidney than in liver and is the most prevalent UGT in renal tissue.

UGT1A9 is largely responsible for the glucuronidation of a variety of bulky phenols, e.g.,

tert-butylphenol and the anaesthetic agent, propofol (2,6-diisopropylphenol, commonly

used as a marker substrate). Propofol is a selective substrate for UGT1A8 and UGT1A9,

but extrahepatic metabolism of propofol appears to be important because propofol

glucuronide is formed in substantial amounts in patients during the anhepatic phase of liver

transplantation (71,72). Propofol clearance is greater than liver blood flow, also suggesting

that extrahepatic metabolism is important for this compound. It is glucuronidated in vitro

by human kidney and small intestinal microsomes. The Vmax was 3 to 3.5 times higher in

human kidney microsomes compared with liver or small intestine microsomes on a

milligram per microsomal protein basis. A number of pharmacodynamic interactions have

been reported between propofol and benzodiazepines or opoids such as fentanyl and

alfentanil (73 75). Pharmacokinetic interaction studies in humans with fentanyl or

alfentanil revealed a modest decrease in propofol clearance (20 50%).

UGT1A9 also catalyzes the glucuronidation of clofibric acid S-oxazepam,

propranolol, raloxifene, valproic acid, cis-4-OH-tamoxifen, and several NSAIDs. These

acidic drugs appear to be glucuronidated at a much faster rate by cloned, expressed

UGT2B7 than by UGT1A9 on a milligram protein basis (assuming equivalent levels of

expression). Formation of the phenolic ether glucuronide of MPA is catalyzed by

UGT1A8 and UGT1A9, whereas the acyl glucuronide formation of MPA (a minor

metabolite in HLMs) is attributable to UGT2B7. The 7-O-glucuronide is the predominant

conjugate formed in vivo and is the major excretory metabolite of mycophenolate (90% of

the dose in human urine). Tacrolimus and cyclosporine (agents commonly used with

mycophenolate in transplant patients) have been shown to inhibit mycophenolate

glucuronidation in vitro (76) and were later shown to be substrates for intestinal UGT2B7

(77). In renal transplant patients, cyclosporine increased MPA AUC by 1.8-fold, and

sirolimus increased the AUC by 1.5-fold (78). Several investigators suggested that the

effect of cyclosporine was due to inhibition of biliary excretion of the glucuronide

metabolites by inhibition of organic anion transporters such as MRP2 (78 80). Relatively

few clinical drug interactions with NSAIDs have been reported, although probenecid may

inhibit glucuronidation directly and cause modest increases in NSAIDs concentrations

(see sec. IX on probenecid).

UGT1A9 is an inducible enzyme. In a case study report, rifampin decreased MPA

AUC by greater than twofold and increased the AUC of both the phenolic and acyl

glucuronides (81), suggesting that there is a PXR response element in the human UGT1A9

gene. Klaassen et al. had previously shown that mouse Ugt1a9 is upregulated by PXR
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agonists (82). In rat, phenobarbital is a good general inducer of the glucuronidation of

bulky phenols catalyzed by UGT1A9. UGT1A9 along with UGT1A6 were inducible by

10 mM tetrachlorodibenzodioxin (TCDD) in Caco-2 cells, a human-derived colon

carcinoma cell line (83).

Four genotypes of UGT1A8 have been identified but one mutation is silent (T255

A>G, UGT1A8*1a), while the other mutations lead to base pair changes: A173C277

(UGT1A8*1), G173C277 (UGT1A8*2), and A173Y277 (UGT1A8*3) (84). Allele frequencies

are: *1 ¼ 0.551, *1a ¼ 0.282, *2 ¼ 0.145, *3 ¼ 0.022 (Table 2). UGT1A8*1 and 1A8*2

appear to exhibit similar activities toward a variety of substrates (e.g., estrone, 4-methyl-

umbelliferone, 17a-ethinylestradiol, hydroxybenzo(a)pyrene (all positions), benzo(a)pyrene
cis- and trans-diols, and hydroxyacetylaminofluorenes). However, little activity toward any

substrate was noted with the *3 variant (85). Thibaudeau et al. also found substantially

lower activity with 4-OH-estradiol (2- to 3-fold lower intrinsic clearance) and 4-OH-estrone

(8- to 13-fold lower intrinsic clearance) in vitro with this variant enzyme (84).

Several polymorphisms in the UGT1A9 gene have been identified (see http://galien.

pha.ulaval.ca/alleles/UGT1A/UGT1A9.htm). Coding region mutants and relative frequen-

cies are shown in Table 3. Allele frequencies for the coding region mutations are relatively

uncommon (<5%). Functionally, expressed UGT1A9.3 had a drastically reduced intrinsic

clearance for SN-38 glucuronidation (Table 4) (86).

A small sequencing study of Japanese cancer patients (n ¼ 61) was carried out to

examine the role of potential UGT1A9 polymorphisms on irinotecan metabolism. Jinno et al.

reported that one patient carried a genetic variant 766 G>A, resulting in a nonsynonymous

mutation of D256N (87). This variant protein was expressed in COS cells and was

Table 2 Polymorphisms in the UGT1A8 gene

Allele Sequence change Amino acid substitution Frequency

UGT1A8*1 0.551

UGT1A8*1a 765A>G T255T 0.282

UGT1A8*2 518C>G A173G 0.145

UGT1A8*3 830G>A C277Y 0.022

Table 3 Polymorphisms in the UGT1A9 gene

Allele Sequence change Amino acid substitution Frequency (n ¼ 288) (%)

UGT1A9*1 97.8 (Caucasians)

UGT1A9*2 8G>A C3Y 2.5 (Africans)

0 (Caucasians)

UGT1A9*3 98T>C M33T 2.2 3.6 (Caucasians)

UGT1A9*4 726T>G (Truncated protein)

UGT1A9*5 766G>A D256N 1.7 (Asians)

Table 4 Kinetic Constants for SN 38 Glucuronidation of Wild type UGT1A9 Vs. 256N Variant

UGT1A9 variant Km (mM)

Vmax
a (pmol/min/mg

protein)

Normalized Vmax/Km

(nL/min/mg protein)

Wild type 256D 19.3 2.94 153

256N variant 44.4 0.24 7.1

aVmax and Vmax/Km ratios normalized for expression differences.
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characterized with regard to SN-38 glucuronidation. Expression of the protein was slightly

lower in COS-1 cells relative to wild type. Kinetic characterization showed large differences

in SN-38 glucuronidation.

In vitro studies have indicated that two regulatory region mutations at 275 T>A and

2152 C>T may result in increased expression of UGT1A9 (81). The role of these mutations

has been studied in addition to a more rare (<5% allele frequency) coding region mutation,

UGT1A9*3, (T98C) on MPA kinetics in kidney transplant patients. The two regulatory

region mutations are more common appearing in >15% of Caucasians and may result in

increased protein expression. In a population of 95 kidney transplant recipients, (88) 16/95

carried only the 275 T>A mutation, 12/95 had only the 2152 C>T mutation, and 11/95

carried both mutations, although Innocenti et al. reported far lower frequencies, 0.04 and

0.03, respectively, in 132 Caucasians (89). The kinetics of MPA were not significantly

altered at a 1-g dose, but in a smaller number of patients at the 2-g dose, the CL/F

(apparent oral clearance) was increased (decreased AUC) suggesting that these regulatory

region mutations increased enzyme or mRNA expression. In three heterozygote patients

with a UGT1A9*3 allele, MPA AUC increased in accordance with the low activity

observed in vitro (88). Innocenti reported a linkage disequilibrium between the two

regulatory mutations of UGT1A9 and the 53 (TA)7 mutation of UGT1A1 (89).

Glucuronidation of 4-OH-catechol estrogens was not affected in the UGT1A9.2 enzyme,

but the Thr33Met mutation resulted in a 9- to 12-fold decrease in intrinsic clearance for

4-OH-estrone glucuronidation and a four- to sixfold decrease in intrinsic clearance in

4-OH-estradiol glucuronidation due to a dramatic decrease in Vmax (86).

Like UGT1A1, there is also a common TATA box polymorphism in the UGT1A9

gene. The UGT1A9*22 mutation contains a AT(10)AT [ 118(T)9>10] repeat instead of the

more common AT9AT repeat (90). Allele frequencies were 60% in Japanese (n ¼ 87), 39%

in Caucasians (n ¼ 50), and 44% in African Americans (n ¼ 50). Innocenti found similar

frequencies [53% in Asians (n ¼ 200) and 39% in Caucasians (n ¼ 254)] (89). When

transfected into HepG2 cells, the expression level of UGT1A9.22 by Western blotting was

2.6-fold higher. Further studies will be needed to determine if this is true in vivo.

UGT1A10

UGT1A10 is expressed in intestine and kidney and is closely related to UGT1A7 to

UGT1A9. Mojarrabi and Mackenzie cloned the cDNA from human colon, and it was 90%

homologous to UGT1A9 (91). It is an important enzyme in the extrahepatic metabolism

of estrogens (estrone and estradiol) as well as the catechol estrogens with much higher

activity than other UGT1 enzymes (92). The binding motif of F90-M91-V92-F93 in

UGT1A10 is essential for enzyme activity toward estrogens. When tranfected into COS-7

cells, the enzyme was very active in the conjugation of MPA, the major active metabolite

of the prodrug, mycophenolate mofetil, an immunosuppressant agent used for the

treatment of allograft rejection and bone marrow transplants. In vitro, the enzyme was

shown to catalyze conjugation at both the phenolic hydroxyl at the 7-position and the

carboxylic acid moiety to form an acyl glucuronide. Zucker et al. studied the interaction

between tacrolimus and MPA in vitro and demonstrated that MPA glucuronidation was

100-fold higher in human kidney microsomes compared with HLMs (76). With a partially

purified preparation of the kidney UGT, tacrolimus was found to be a potent inhibitor of

MPA glucuronidation (Ki ¼ 27.3 ng/mL compared with 2158 ng/mL for cyclosporin A).

Both UGT1A9 and UGT1A10 are expressed in human kidney. Tacrolimus would also be
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expected to affect first-pass metabolism of MPA in the intestine and liver, resulting in an

increased Cmax and AUC. Intestinal first-pass metabolism may be more attributable to

UGT1A8 than UGT1A10 because Cheng et al. reported that the formation of MPA-

glucuronide was 1900 pmol/min/mg protein for UGT1A8 versus 93 pmol/min/mg protein

for UGT1A10 (93). UGT1A10 appears to be less active than UGT1A8 for flavonoids such

as alizarin and scopoletin, but further studies will be needed to determine the relative

expression levels of the enzymes in the gut. UGT1A10 has not been as extensively

examined for other metabolic activities, but it may be an important enzyme in the

extrahepatic metabolism of other drugs such as propofol and dobutamine. Compared with

UGT1A9, a surprising opposite stereoselectivity for propranolol enantiomers was

observed. UGT1A9 prefers S-propranolol as a substrate, whereas UGT1A10 prefers R-

propranolol with relatively equal affinity between the two enzymes. Consequently, HLMs

glucuronidate S-propranolol selectively, and human intestinal microsomes selectively

glucuronidate the R isomer (94). Raloxifene 4-O-glucuronidation is the predominant

metabolite formed by both UGT1A10 and human intestinal microsomes (95). In contrast,

the 6-O-glucuronide of raloxifene was the major metabolite formed in Caco-2 cell lysate

and no UGT1A10 mRNA was found in Caco-2 cells. These data suggest that the Caco-2

cell system may not be the optimal model to predict small intestinal glucuronidation. The

very low bioavailability of raloxifene in humans (2%) is therefore attributable to

UGT1A10 as well as UGT1A9 in the liver (95). Structure-activity relationships for the

regioselectivity of UGT1A10 for bioflavonoids were recently studied by Lewinsky et al.

(96). Thirty-four out of 42 bioflavonoids tested were UGT1A10 substrates and the 6- and

7-OH groups on the A ring were the preferred sites for glucuronidation. Thus, food-drug

interactions may be problematic with substrates of this enzyme.

Variants in UGT1A10 gene have been recently identified. Lazarus et al. have shown

that the Glu139Lys mutant (UGT1A10*2) had significantly lower activity for p-

nitrophenol and phenols of PAH (97). The allele frequency of this variant is rare in

Caucasians (0.01%) and more prevalent but also rare in African-Americans (0.05%). Two

other coding region SNPs (T202I and M59I) with a frequency of 2.1% were identified in a

Japanese population (98). The Vmax values for the M59I variant were about half of wild

type for 17b-estradiol glucuronidation with a similar Km value (98,99).

UGT2B7

UGT2B7 is an important enzyme involved in the glucuronidation of several drug

substrates, including NSAIDs, morphine, 3-OH-benzodiazepines, and zidovudine (ZDV).

UGT2B7 has 82% sequence homology to UGT2B4, but has <50% homology to the

UGT1A family enzymes. UGT2B4 has limited activity for drug substrates such as 3-O-

glucuronidation of morphine and ZDV-50-O-glucuronidation, but is the primary catalyst

for hyodeoxycholic acid glucuronidation. Ritter et al. initially cloned and expressed

UGT2B7(H), a protein with a His at amino acid 268 (100). This enzyme had activity

toward several steroidal substrates, including estriol and androsterone, with low activity

for the bile acid and hyodeoxycholic acid. Jin et al. cloned and expressed a polymorphic

variant from the same cDNA library, UGT2B7(Y), with a His268Tyr substitution.

UGT2B7(Y) was expressed in COS-7 cells and was more extensively characterized for

activity against a variety of drug substrates (101). The enzyme catalyzed the conjugation of

several NSAIDs (naproxen, ketoprofen, ibuprofen, fenoprofen, zomipirac, diflunisal, and

indomethacin) and 3-OH-benzodiazepines (temazepam, lorazepam, and oxazepam). Tephly

et al. demonstrated that UGT2B7 catalyzed both the 3-O- and 6-O-glucuronidation of

morphine, 6-O-glucuronidation of codeine, and the conjugation of several other opiods (102).
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This group also compared the activities of UGT2B7(Y) and UGT2B7(H) that were stably

expressed in HEK293 cells. Both isoforms displayed similar activity for a range of

compounds. Endogenous substrates for UGT2B7(H) include 4-OH estrone, hyodeoxycholic

acid, estriol, androsterone, and epitestosterone. Testosterone is a poor substrate. Other

xenobiotic substrates for UGT2B7 are listed below:

Phenols and aliphatic alcohols: abacavir, APAP, almokalant, carvedilol, chloram-

phenicol, epirubicin, 10-OH-estragole, 5-OH-rofecoxib, lorazepam, menthol, 4-

methylumbelliferone, 1-naphthol (low), 4-nitrophenol, octylgallate,R-oxazepam,

propranolol, temazepam, ZDV

Carboxylic acid containing drugs: a variety of NSAIDs, chloramphenicol,

ciprofibrate, clofibric acid, dimethylxanthenone-4-acetic acid (DMXAA),

MPA (acyl glucuronide), pitavastatin, simvastatin acid, tiaprofenic acid, and

valproic acid

Other drugs: almokalant, carvedilol, carbamazepine (N-glucuronidation), clonixin,

cyclosporin A, epirubicin, ezetimibe, Maxipost, tacrolimus

On the basis of the substrate activity for a variety of important drugs, one might

expect that several interactions could result from competition for UGT2B7. Morphine

glucuronidation has been well studied; however, relatively few clinical drug-drug

interaction with morphine have been reported. In HLMs, the 3-O-glucuronidation of

morphine is biphasic with a high Km of 2 to 7 mM and a low Km of 700 to 1600 mM.

UGT2B7 is the only human UGT expressed in liver that has been shown to glucuronidate

morphine to its pharmacologically active metabolite, morphine-6-glucuronide. Morphine-6-

glucuronide is much more potent in binding to the m receptor in the CNS than morphine

(30- to 50-fold more potent). However, morphine-6-glucuronide has poor ability to cross the

blood-brain barrier, with a permeability coefficient in rats that 1/57 that of morphine.

Morphine-6-glucuronide has potency similar to the analgesic effects of morphine when

administered to rats on a mg/kg basis. Since rats are unable to make morphine-6-

glucuronide, this reflects a balance of poor permeability and higher CNS potency. In

humans, both morphine-3-glucuronide (lacking analgesic activity) and morphine-6-

glucuronide are present in higher concentrations in plasma than morphine at steady state.

Competitive inhibition with other UGT2B7 substrate may not result in a significant effect

on analgesic efficiency of morphine, since morphine levels would rise while morphine-6-

glucuronide levels would fall. Morphine glucuronidation is inhibited by various

benzodiazepines in vitro in rats, and oxazepam (20 mg/kg PO) was shown to lower the

morphine-3-glucuronide/morpine ratio in urine. In vitro, the 6-O-glcuronidation of codeine

in HLMs is inhibited by morphine, amitriptyline, diazepam, probenecid, and chloramphe-

nicol with Ki values of 3.5, 0.13, 0.18, 1.7, and 0.27 mM, respectively.

Benzodiazepines containing a hydroxyl group at the 3-position, such as lorazepam,

oxazepam, and temazepam, are glucuronidated by UGT2B7. (S)-oxazepam is a better

substrate for glucuronidation in HLMs than the R isomer with a Vmax/Km ratio of 1.125

mL/(min·mg) protein versus 0.25 mL/(min·mg) protein. Inhibition studies with racemic

ketoprofen in HLMs demonstrated competitive inhibition for (S)-oxazepam, with weaker

inhibition of (R)-oxazepam glucuronidation. The data did not fit to a simple hyperbolic fit

expected of a competitive inhibitor of single enzyme. (S)-oxazepam glucuronidation was

inhibited (in order of potency) by hyodeoxycholic acid, estriol, (S)-naproxen, ketoprofen,

ibuprofen, fenoprofen, and clofibric acid. Since these initial findings, Court et al.

demonstrated that UGT2B15 is the primary catalyst for (S)-oxazepam glucuronidation

(103). Drug interaction studies with lorazepam and clofibric acid in humans have been

reported and are summarized in Table 5. A number of clinical drug-drug interactions with
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ZDV, another selective UGT2B7 substrate, have also been reported and are discussed in a

separate section X. Kiang et al. have recently reviewed the literature concerning drug-

drug interactions for several UGT2B7 substrates and readers are referred to this extensive

review as an additional source of information (8).

A highly prevalent polymorphism has been observed in UGT2B7. The variant of

UGT2B7 with a tyrosine at position 268 instead of a histidine (UGT2B7.2) appears to

affect the activity of the enzyme toward some substrates, but not all, and is highly

prevalent in Caucasians and Asians. Polymorphisms for three UGT2B enzymes UGT2B4

(D458E), UGT2B7 (H268Y), and UGT2B15 (D85Y) have been identified and are shown

in Table 6.

Miners et al. reported an ethnic difference in the His268Tyr (802 C>T) variant

(112). In 91 Caucasians, the allele frequency for UGT2B7*2 (802 C>T) was 0.482 versus

0.268 for 84 Japanese subjects. Patel et al. reported a potential polymorphism in the ratio

Table 5 Interactions Involving UGT2B7 Substrates

Precipitant drug Object drug Effect Comments Reference

Valproate Lorazepam * 20% increase in lorazepam

AUC, 31% decrease in

formation CL of lorazepam

glucuronide; 40% decrease

in lorazepam CL

104,105

Probenecid Lorazepam * Lorazepam CL decreased

twofold, half life

increased from 14 to 33 hr

63

Neomycin þ
Cholestyramine

Lorazepam + Half life decreased

19 26%, 34% increase

in free oral CL/F, effect

attributed to decreased

enterohepatic circulation

106

Probenecid Clofibric acid * Nonrenal CL decreased

by 72%, free clofibric

acid Css increased 3.6 fold

107

Probenecid Diflunisal * Formation CL of phenol

glucuronide and acyl

glucuronide decreased

45% and 54%, respectively

108

Probenecid Zomepirac * Zomepirac CL declined

by 64%, zomepirac

glucuronide CL formation

decreased by 71%, urinary

excretion of zomepirac

glucuronide decreased

from 72% to 58%

109

Probenecid Naproxen * Decreased naproxen CL 110

Oral

contraceptives

Clofibric acid + Clofibric acid CL

increased 48% in

women receiving

oral contraceptives

111

Abbreviations: CL, clearance. Css, concentration at steady state. AUC, area under the concentration time curve.
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of (R)- and (S)-oxazepam glucuronides in urine (114). While (R)-oxazepam is a substrate

for UGT2B7, the turnover is very low and there was no difference between the UGT2B7

variants in terms of stereoselectivity (112). More recent data indicates that (S)-oxazepam

is a UGT2B17 substrate.

The Tyr268 variant, UGT2B7(Y), glucuronidates menthol and androsterone,

compounds not glucuronidated by UGT2B7(H) (or UGT2B7.1). UGT2B7(Y), and

UGT2B7(H) have similar activities toward opioid and catechol estrogen substrates, except

for normorphine, buprenorphine, and norbuprenorphine (115). The location of this amino

acid change is near the junction of the variable and constant regions (112). Court et al.

found no difference in enzyme kinetics for ZDV, morphine, or codeine between UGT2B7.1

and UGT2B7.2 (Table 7) (116). However, UGT2B7.1 had an 11-fold higher intrinsic

clearance (Vmax/Km) for aldosterone glucuronidation compared with UGT2B7.2 (117).

Holthe et al. screened 239 Norwegian cancer patient for sequence variation in the

coding and regulatory region of UGT2B7 (118). The impact of genetic variant of

morphine glucuronidation was studied in 175 patients receiving oral morphine. They

found 12 SNPs (only one of which was in the coding region H268Y). There was no

functional polymorphism observed for seven common genotypes and the three main

haplotypes with regard to the morphine-6-glucuronide/morphine ratio. The authors

concluded that factors other than UGT2B7 polymorphisms are responsible for the

variability in morphine glucuronidation (119). A similar study on the effect of

polymorphisms on morphine kinetics was done in the United States by Sawyer et al.

(120). They found that the 802 C>T variant (UGT2B7*2) was in complete linkage

disequilibrium with a 161 C>T mutation in the regulatory region of UGT2B7. In this

study, morphine-6-glucuronide and morphine-3-glucuronide concentrations were signifi-

cantly lower in C/C patients (120).

Table 6 Allele Frequency of UGT2B Variants in Caucasians and Asians

UGT2B variant

Frequency in Caucasians

(n ¼ 202)

Frequency in

Asians (n ¼ 32)

Percent homozygous

for variant protein

UGT2B4 (D458) 0.75 1.00 Caucasian ¼ 8.4

Asian ¼ 0

UGT2B7 (H268) 0.46 0.73 Caucasian ¼ 29.2

Asians ¼ 9.4

UGTB15 (D85) 0.45 0.64 Caucasian ¼ 32.2

Asians ¼ 18.7

Source: From Ref. 113.

Table 7 Kinetics of Buprenorphine and Morphine 3 O glucuronidation in UGT2B7 Variants

Buprenorphine Morphine 3 O glucuronidation

UGT2B7 variant Km (mM)

Vmax (pmol/min/

mg protein) Km (mM)

Vmax (pmol/min/

mg protein)

UGT2B7(H) (UGT2B7.1) 22 � 6 400 � 40 633, 331 4779, 3054

UGT2B7(Y) (UGT2B7.2) 3, 1 580, 900 458, 490 5050, 5900
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UGT2B10, UGT2B15, AND UGT2B17

UGT2B10 was first cloned in 1993 by Miners, Mackenzie, and coworkers in Australia, but

no substrates were identified (121). The first endogenous substrates were identified in 2003

by Belanger’s group in Quebec and consisted of several arachidonic acid metabolites,

including 12- and 15-HETE, 13-HODE, and leukotriene B4. Recently, Lazarus and

coworkers reported that UGT2B10 was capable of catalyzing the N-glucuronidation of

several xenobiotic compounds in tobacco, including nicotine, cotinine, and the tobacco

nitrosamines NNAL and NNK (122). This group also identified a common polymorphic

variant (Asp67Tyr) for UGT2B10 (122) that results in dramatically lower substrate activity

in human liver microsomes.

UGT2B15 and UGT2B17 (96% homologous) were initially identified by screening

for UGT androgen glucuronidation activity in prostate cells by Belanger et al. (123).

UGT2B17 cDNA was first cloned in 1996, and mRNA was also detected in liver and

kidney (124). UGT2B15 specifically catalyzes the conjugation at the 17-OH position of

5a-androgens (dihydrotestosterone, androstane-3a-17b-diol), but can also catalyze the

glucuronidation of hydroxy-androgens with high to moderate Km values. Also, 2- and 4-

OH-catechol estrogens are substrates, but with low efficiency. UGT2B17 glucuronidates

at both the 3- and the 17-OH positions of androgens as well as (S)-oxazepam (103).

UGT2B15 and UGT2B17 are major UGTs in human prostate. UGT2B15 is expressed

in adipose tissue, and clearance of racemic oxazepam is faster in obese patients (125) and in

women compared to lean men. UGT2B17 is also expressed in liver, kidney, skin, brain,

mammary gland ovaries, and uterus. The UGT2B gene cluster is located on chromosome

4q13. Androgens, epidermal growth factor, and interleukin-1 downregulate UGT2B15 and

UGT2B17 expression in LnCAP cells (prostate cancer cell line) (126).

A polymorphism has been observed in UGT2B15 (Table 8). The common allele,

UGT2B15*2 results in approximately 50% lower activity in genotyped microsomes with

the substrate S-oxazepam (see Table 9), but shows increased activity with androgens

(127). In contrast, the rare variant, UGT2B15*6, may result in a more active or efficient

enzyme. No significant difference in velocity was observed in the UGT2B15*4 variant

enzyme (see Table 9) (127). The UGT2B15*2 variant (D85Y) is more prevalent in Asians

than in Caucasians (113). Court et al. also identified a gender difference in human liver

microsomal samples. Median rates of glucuronidation were 65 pmol/min/mg protein in

male samples (25 75% range of 49 112, n ¼ 38) versus 39 in females (25 75% range of

30 72, n ¼ 16), p ¼ 0.042 (127).

Wilson et al. have determined that in some DNA samples, no UGT2B17 DNA could

be identified. Further investigation found that a 170 kB stretch of DNA encompassing the

entire UGT2B17 locus was deleted in some individuals (UGT2B17*2) (128).

Table 8 Frequency of UGT2B15 Variants in Caucasians and Asians

UGT2B15 variant

Frequency in

Caucasians (n ¼ 48)

Frequency in

Asians (n ¼ 32) Alleles (%)

UGT2B15*2 (D85Y) 0.55 0.72 Caucasian ¼ 27

UGT2B15*3 (L86S) Japanese < 1

UGTB15*4 (K523T) 0.35 0.64 Caucasian ¼ 11

UGT2B15*5 (D85Y/K523T) Caucasians ¼ 14

UGT2B15*6 (T352I) 0.02 0.73 Caucasian ¼ 2

UGT2B15*1 represented 17% of alleles.

Source: Adapted from Ref. 127.
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INTERACTIONS WITH PROBENECID

Probenecid is a uricosuric agent that is used in the treatment of gout. Probenecid inhibits

the active tubular secretion of a number of organic anions, including uric acid and

glucuronides of several different drugs. Detailed studies of clinical interactions between

prebenecid and several drugs, including clofibric acid, ZDV, and NSAIDs, have

demonstrated that the rate of excretion of glucuronides into the urine is decreased, which

coincides with the known effects of probenecid upon organic anion transport. Clinical

interactions between probenecid and clofibric acid (107), diflunisal, (108), ketoprofen

(129), indomethacin (130), carprofen (131,132), isofezolac (133), naproxen (110),

zomepirac (109), and ZDV (134) have been described. In addition to the expected effect

of a decreased rate of glucuronide excretion, these studies have also revealed that the

clearance of the parent aglycone is also decreased. In several cases, it has been

demonstrated that probenecid affects both the nonrenal and renal clearance of the parent

aglycones, suggesting that there are multiple mechanisms for the probenecid effect. The

apparent decrease in clearance of the parent drugs has been attributed to three

basic mechanisms: (1) inhibition of the renal clearance of the parent drug, (2) direct

inhibition of the UGT enzyme responsible for the glucuronidation of the parent drugs, and

(3) inhibition of the active secretion of the glucuronide and subsequent hydrolysis of

the glucuronide back to the aglycone, resulting in reversible metabolism. Several

interactions between NSAIDs and probenecid have been reported (referenced above).

Inhibition of direct renal excretion may occur but probably does not significantly

contribute, since the urinary excretion of unchanged NSAIDs is negligible (129).

Consequently, alternate mechanisms have been proposed. Probenecid has been shown to

inhibit the formation clearance of zomepirac glucuronide by 78% in humans, suggesting a

direct effect on the UGT enzyme responsible for glucuronidation. Similarly, both the

phenolic and acyl glucuronide formation clearance of diflunisal was reduced by

approximately 50% (108). Glucuronidation of NSAIDs is catalyzed by several UGT

enzymes, including UGT1A9 and UGT2B7, although UGT1A9 may be the most

important enzyme for these drugs. An alternate mechanism involving hydrolysis of the

glucuronide back to the parent aglycone has also been proposed. The reversible

metabolism (futile cycle) hypothesis has been well studied with clofibric acid in a uranyl

nitrate induced renal failure model in rabbits (135).

The interaction between ZDV and probenecid has been extensively studied in vitro

and in several species. The interaction is complex. Probenecid inhibits the renal tubular

secretion of both ZDV and ZDV glucuronide. Probenecid also directly affects the

Table 9 Kinetics of S oxazepam in UGT2B15 Variants

UGT2B7 variant

S oxazepam mean velocity

(pmol/min/mg protein)

UGT2B15.1 (85D/D) 131

UGT2B15.2 (85Y/Y) 49

UGT2B15.1 (352T/T) 64

UGT2B15.1/6 (352T/I) 135 and 210

UGT2B15.4 (523 K/K) 77

UGT2B15.1 (523 T/T) 65

Source: Adapted from Ref. 127.
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glucuronidation step, thus decreasing the nonrenal clearance of ZDV. For example, the

nonrenal clearance of ZDV was significantly decreased from 10.5 � 2.1 mL/min/kg to 7.8

� 3.3 mL/min/kg by probenecid in a rabbit model. Probenecid has been demonstrated to

be a direct inhibitor of the glucuronidation of ZDV in HLMs. In freshly isolated rat

hepatocytes, probenecid decreased ZDV glucuronide by 10-fold. Probenecid also appears

to inhibit the efflux of ZDV from the brain, presumably at the choroid plexus.

INTERACTIONS WITH ZIDOVUDINE

Zidovudine (3-azido-deoxythymidine, AZT or ZDV) is an important nucleoside used in

the treatment of AIDS. It was the first drug approved for the treatment of AIDS, and as

such there is a number of in vitro and in vivo drug interaction studies conducted with this

compound. Zidovudine (ZDV) is eliminated in humans primarily by glucuronidation;

approximately 75% of the dose is excreted as the glucuronide, with the rest excreted

unchanged in urine. A small portion of the drug is reduced to 30-amino-30-deoxythymidine, a

reaction catalyzed by CYP3A4. The enzyme responsible for ZDV glucuronidation is

UGT2B7 with a small contribution of UGT2B4 (116,136). HLMs from Crigler-Najar Type

I patients and Gunn rat liver microsomes did not show diminished ZDV glucuronidation

rates, suggesting that the enzyme responsible was not a member of the UGT1A family of

enzymes. In rats, ZDV glucuronidation was inducible by phenobarbital, but not by 3-MC or

clofibrate and the activity was inhibited by morphine. The enzyme responsible for ZDV

glucuronidation in human is UGT2B7 with a small contribution of UGT2B4 and the

activity was inhibited by morphine and probenecid in human liver microsomes (137).

Several in vitro drug interaction studies have been conducted in HLMs. In HLMs,

the Km for ZDV glucuronidation is approximately 2 to 3 mM, a concentration well

above the typical therapeutic concentration of 0.5 to 2 mM (138). Turnover of the

substrate is also quite slow, which belies the relatively high clearance observed in vivo.

On the basis of the determination of Ki in N-octyl-b-D-glucoside solubilized HLMs and

comparison to therapeutic concentrations in plasma, Resetar et al. predicted potential

interactions of more than 10% with probenecid, chloramphenicol, and (þ)-naproxen

out of 17 drugs tested (138). Rajaonarison et al. examined the inhibitory potential of 55

different drugs on ZDV glucuronidation (139). By comparison of the relevant

therapeutic concentrations, interactions were predicted for cefoperazone, penicillin G,

amoxicillin, piperacillin, chloramphenicol, vancomycin, miconazole, rifampicin,

phenobarbital, carbamezepine, phenytoin, valproic acid, quinidine, phenylbutazone,

ketoprofen, probenecid, and propofol. Interactions with b-lactam antibiotics and

vancomycin are not likely to be significant because these compounds do not penetrate

into cells well and are excreted primarily by direct renal elimination, except for

cefoperazone. A similar study was conducted by Sim et al. (140). Indomethacin,

naproxen, chloramphenicol, probenecid, and ethinylestradiol decreased the glucuronida-

tion of ZDV (2.5 mM) by over 90% at supratherapeutic concentrations of 10 mM. Other

compounds producing some inhibition of ZDV conjugation were oxazepam, salicylic

acid, and acetylsalicyclic acid. More recently, Trapnell et al. examined the inhibition of

ZDV at a more relevant concentration of 20 mM in bovine serum albumin (BSA)-

activated microsomes by atovaquone, methadone, fluconazole, and valproic acid at

therapeutically relevant concentrations (141). Both fluconazole and valproic acid

inhibited ZDV glucuronidation by more than 50% at therapeutic concentrations. Clinical

interaction studies have been conducted with methadone, fluconazole, naproxen,

probenecid, rifampicin, and valproic acid (see Table 10).
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IN VITRO APPROACHES TO PREDICTION OF
DRUG-DRUG INTERACTIONS

UGTs are membrane-bound enzymes located intracellularly in the endoplasmic reticulum

(ER). Unlike cytochrome P450, the active site is located in the lumen of the ER, and there

is good evidence for the existence of an ER transporter for UDPGA, the polar, charged

cofactor that is produced in the cytosol. Similarly, the polar glucuronides that are formed

in the lumen may require specific transporters for drug efflux from the ER. Microsomes

maintain this membrane integrity, and thus both UDPGA and substrate access may be

limited in incubations. Consequently, a variety of techniques have been used to “active

enzyme” or to “remove enzyme latency” in vitro. The previously cited in vitro studies

with ZDV can be used to illustrate these approaches.

ZDV glucuronidation has been stimulated by the addition of detergents such as

asoleoyl lysophosphatidylcholine (0.8 mg/mg protein optimal), Brij 58 (0.5 mg/mg

protein), and N-octyl-b-D-glucoside (0.05%) (148). Trapnell et al. reported a 15-fold

increase in ZDV glucuronidation rate with 2.25% BSA (141). In our laboratory, we have

used a pore-forming antibiotic, alamethacin, to stimulate the glucuronidation of ZDV in

HLMs. The advantage of alamethacin is that isozyme-dependent inhibition by detergents

can be avoided, but it is still important to determine the optimal concentration for

activation for an individual substrate. In our hands, alamethacin stimulated ZDV

glucuronidation activity three- to fourfold, to a slightly higher extent than Fraction V BSA

(Remmel RP and Streich JA, unpublished data). Addition of BSA to alamethacin did not

substantially increase activation. When low-endotoxin, fatty acid free BSA was used,

almost no activation was observed, suggesting that endotoxin or fatty acids may be

Table 10 Clinical Interactions Affecting ZDV Glucuronidation

Precipitant drug Object drug Effect Comments Reference

Atovaquone ZDV * ZDV CL/F decreased by 25%,

AUC(m)/AUCp ratio declined from 4.48 �
1.94 to 3.12 �1.1 with atovaquone

142

Fluconazole

(400 mg)

ZDV * Decreased CL/F by 46%, decreased ZDV G

CLf by 48%, Ae(m)/Ae decreased by 34%

143

Methadone ZDV * Oral AUC increased by 41%, IV AUC by

19%, Chronic methadone decreased CL

by 26%, ZDV G CLf decreased by 17%

144

ZDV Methadone N. S. No significant change in methadone levels 144

Naproxen ZDV N. S. No alteration in ZDVpharmacokinetics, ZDV G

AUC significantly decreased by 21%

145

Probenecid ZDV * ZDV AUC significantly increased more than

twofold

134

Rifampicin ZDV + Decreased AUC of ZDV by 2 to 4 fold

(n ¼ 4), AUC ratio of ZDV G/ZDV

increased in three patients, ratio returned

to baseline in one patient discontinuing

rifampin

146

Valproate ZDV * ZDV AUC increased twofold, Ae(m)/Ae in

urine decreased by >50%

147

Abbreviations: ZDV, zidovudine; AUC, area under concentration time curve; CL, clearance; CLf, formation

clearance; AUC(m), AUC of the metabolite; AUCp, AUC of parent; Ae, amount excreted unchanged in urine;

Ae(m), amount of metabolite excreted in urine; ZDV G, zidovudine glucuronide.
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involved in a detergent-like effect. Recently, Rowland et al. reported that long-chain

free fatty acids acted as inhibitors of ZDV or 4-methylumbelliferone glucuronidation

resulting in higher Km/S50 values (148). Alamethacin is now used routinely by many

investigators in the field to overcome latency and allow access of UDPGA into the

interior of microsomal vescicles (149,150).

INHIBITION SCREENING OF UGTs

Unlike the situation with cytochrome P450, specific and selective inhibitors of individual

UGT enzymes may not be available. Furthermore, inhibitory antibodies have not been

developed because of the high similarity in amino acid content (identical in all UGT1

enzymes) in the constant region containing the UDPGA-binding site. Consequently, at

this time, the only method available to identify isozyme selectivity is to conduct studies

with cloned, expressed enzymes. Fortunately, many of these enzymes have recently been

commercially available as microsomes prepared from lymphocytes, mammalian cells,

insect cells, or have been expressed in bacteria. Procedures for “activation” of UGT

activity in cloned, expressed cell systems also vary, but freeze-thawed or sonicated whole-

cell lysates or preparations of microsomes from insect cells (Supersomes1) or

mammalian cells have been commonly used as a convenient preparation for screening.

When microsomes are used, the pore-forming antibiotic, alamethacin, is preincubated for

30 minutes at *50 mg/mg protein at 48C. This allows entry of UDPGA and polar

substrates to the UGT active site in the interior of the ER vesicles (150). Another potential

problem in microsomal incubations is the presence of long-chain free fatty acids that are

substrates for several UGT enzymes, most notably UGT1A9 and UGT2B7 (148).

Addition of 2% fatty acid free bovine or human serum albumin markedly reduces the Km

values for typical UGT2B7 substrates, such as zidovudine, by apparent removal of the

inhibitory long-chain fatty acids (oleic, linoleic, arachinodic acid). However, correction

for substrate binding to the serum albumin that was added to each incubation should be

determined as there is no albumin present inside of the endoplasmic reticulum.

One must be aware that the protein expression and relative variability in expression

in the liver or other tissues is not known. Thus, normalizing the data with a relative

activity factor (RAF) as is typically done with P450s is not currently possible. The

problem of quantitating protein expression levels may soon be overcome by proteomics

approaches. Recently, Smith and coworkers, at North Carolina, developed and evaluated a

quantitative proteomic digestion LC-MS method with the use of stable labeled synthetic

peptide internal standards for UGT1A1 and UGT1A6 (Personal communication, Smith

PC). UGT1A1 (7.8 52 pmol/mg protein) was generally expressed in higher amounts in

human liver microsomes than UGT1A6 (2.6 7.9 pmol/mg protein) with a mean 1A1/1A6

ratio of 5.2 to 6.9 in 10 different HLM samples.

Enzyme selective substrates and inhibitors have been widely used to distinguish

individual cytochrome P450 activities, but this has been problematic for glucuronidation

because of the overlapping substrate specificity for some of these enzymes. This is

especially true for the closely homologous enzymes UGT1A3 and UGT1A4, and

UGT1A7 to UGT1A10. However, selective substrates for some of the enzymes have been

fairly well characterized (Table 11).

UGT1A3 and UGT1A4 are >95% homologous and share many common substrates,

especially tertiary amine substrates. There are some substrate differences. The general

UGT substrate 4-methyl-umbelliferone is a substrate for 1A3, but not for 1A4. Bile acid

conjugation at the 24-COOH group is much more efficiently catalyzed by 1A3 versus
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1A4, whereas trifluoperazine, hecogenin, and tamoxifen-N-glucuronidation appear to be

selective for 1A4. UGT1A3 not only has a 10-fold higher Vmax than UGT1A4 for

fulvestrant 3-O-glucuronidation, but also has a 10-fold higher Km (UGT1A4 Km = 0.5

mM) (40). At higher concentrations, it appears to be a selective substrate. Trifluoperazine

may be somewhat problematic due to nonspecific binding to microsomal proteins and

surfaces. Olanzapine and tamoxifen-N-glucuronidation may be more appropriate in vitro

markers. UGT1A7, 1A8, 1A9, and 1A10 are highly homologous (>90%) and have

overlapping substrate selectivity for a number of phenolic substrates, but differ by their

tissue distribution. UGT1A9 is expressed highly in the liver and kidney, but not in the

intestine. UGT1A7 is expressed in the esophagus and gastric epithelium, but not in the

liver. Both UGT1A8 and UGT1A10 are expressed in the intestine, but not the liver.

UGT1A8 is also expressed in the lung. In liver tissue, propofol and entacapone are

selective substrates for 1A9, but 1A8 and 1A10 can also glucuronidate these bulky

phenolic compounds. Entecapone is more selective for UGT1A9 due to a lower Km and

may be preferred, but is not widely available. Zidovudine (AZT, azidothymidine) appears

to be fairly selective for UGT2B7, but is also turned over by UGT2B4 with similar Km

values (139). Carbamazepine N-glucuronidation appears to be a UGT2B7 selective

substrate, but has a high Km (36). Androsterone is a selective endogenous UGT2B7.1

substrate. Several of these compounds can be employed as selective inhibitors for

screening purposes, such as bilirubin for 1A1, hecogenin for UGT1A4, serotonin for 1A6,

etc., but they should be employed at proper concentrations (2 4 times greater than than

Km) as they may affect other enzymes at higher concentrations. Fluconazole, a

nonsubstrate, appears to be a selective inhibitor of UGT2B7. Valproic acid and

probenecid inhibit multiple UGTs and may be useful as general inhibitors, but are not

selective.

There is evidence that some of the enzymes may have multiple binding sites

(similar to CYP3A4). For example, buprenorphine, a UGT1A1 substrate, does not inhibit

Table 11 Selective Substrates for Individual UGTs

Enzyme Substrate Reported Km Reference

UGT1A1 Bilirubin 5 mM
UGT1A1 Estradiol or

ethinylestradiol

(3 O glucuronidation)

23 mM
In liver only

(UGT1A8 also active)

6

28

UGT1A3 Lithocholic acid

(24 COO glucuronidation)

NR

Also a UGT2B7 rxn

29

UGT1A3 Fulvestrant 5.4 mM 28

UGT1A4 Trifluoperazine 6 mM 30

UGT1A4 Hecogenin 10 mM 30, 31

UGT1A6 Serotonin 6 mM 32

UGT1A9 (in liver) Propofol 300 mM
UGT1A9 (in liver) Entecapone 10 mM 33

UGT2B7 Diclofenac 25 mM 151

UGT2B7a Zidovudine 439 mM
52 mM (with FAF HSA)

148

UGT2B10 Nicotine 470 mM
290 mM

122

152

UGT2B15 S oxazepam 30 mM 34

aWith FAF BSA, fatty acid free bovine serum albumin to remove free fatty acids (148).

Abbreviation: FAF HAS, fatty acid free human serum albumin.
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estradiol glucuronidation. Our group has recent evidence for at least two binding sites in

UGT1A4 based on detailed kinetic studies with lamotrigine, tamoxifen, dihydrotestoster-

one, and trans-androsterone (Zhou and Remmel, Glucuronidation Workshop, Quebec

City, 2008), and Miners and coworkers have demonstrated atypical two-site kinetics for

UGT1A9. Thus, for some enzymes, multiple probe substrates may be required to evaluate

potential inhibitors.

INTERACTIONS INVOLVING DEPLETION OF UDPGA

An alternate mechanism of drug-drug interactions involving glucuronidation may involve

depletion of the required cofactor, UDPGA. Several drugs and chemicals have been shown to

deplete UDPGA in the rat, including D-galactosamine, diethylether, ethanol, and APAP. In

the mouse, Howell et al. demonstrated that valproic acid, chloramphenicol, and salicylamide

depleted hepatic UDPGA by >90% at doses of 1 to 2 mmol/kg. Maximal decreases were

noted at 7 to 15 minutes after injection, but rebounded toward control levels by two to four

hours after injection (153). Once depleted, UDPGA levels will be replaced by the breakdown

of glycogen stores in the liver. For drugs that are glucuronidated but are given at relatively

low doses, UDPGA depletion is not likely to be of major importance. Extrahepatic

glucuronidation may be more susceptible to depletion of UDPGA, since UDPGA

concentrations in liver (279 mmol/kg) were reportedly 15 times higher than intestine, kidney,

or lung (154). However, in patients receiving high doses of certain drugs, such as the

NSAIDs, ethanol, APAP, and valproate, depletion ofUDPGA storesmay influence the rate of

glucuronidation, especially if glycogen stores are low. For example, lamotrigine clearance is

decreased two- to threefold in patients also taking valproic acid (44). Lamotrigine has shown

to be glucuronidated by UGT1A4 and may also be a substrate for UGT1A3, which also

catalyzes the glucuronidation of many tertiary amine drugs. Valproic acid is a slow substrate

for UGT1A3 and is weak inhibitor of lamotrigine glucuronidation in microsomes containing

excess UDPGA (155). The maximum recommended dose of valproic acid is 60 mg/kg/day

(4200 mg/day), which is equivalent to a dose of 0.14 mmol/kg. Thus, it is conceivable that

UDPGA depletion may play a role in interactions involving valproic acid. A similar case

could be made for patients taking high dose of APAP, although in the case of lamotrigine,

coadministration of APAP resulted in an unexpected 20% decrease in lamotrigine AUC.

Evidence for UDPGA depletion by any drug in humans is lacking, and thus the clinical

relevance of this mechanism is unclear.

INTERACTIONS INVOLVING INDUCTION OF UGT ENZYMES

Regulation of the UGT enzymes has been well studied in animals, especially in the rat.

It is clear that many of the enzymes involved in metabolism of xenobiotics share

common regulatory sequences (response elements) in the 50 promoter region that

respond to classic inducers such as 3-MC, phenobarbital, clofibrate, dexamethasone,

and rifampin. Treatment of rats with PAH, such as b-naphthoflavone (b-NF), or 3-MC

has been shown to increase the transcription of UGT1A6, an enzyme that conjugates a

variety of planar phenols, such as 1-naphthol. UGT1A6, the PAH-inducible cytochrome

P450 enzymes, CYP1A1 and CYP1A2, glutathione transferase Ya (GSTA1-1), NAD(P)H-

menadione oxidoreductase, and class 3 aldehyde reductase (ALDH3) are members of an

Ah-receptor gene battery because all of the genes encoding these enzyme contain a

xenobiotic response element (XRE) in their 50 promoter regions. In humans, omeprazole

and cigarette smoking have been shown to induce CYP1A1/2. Cigarette smoking modestly
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induces the glucuronidation of APAP, codeine, mexiletine, and propranolol. In smokers or

patients receiving omeprazole treatment, the in vitro glucuronidation of 4-methylumbelli-

ferone (a general substrate for UGT activity) was not significantly induced in duodenal

mucosal biopsies. 1-Naphthol glucuronidation (a marker substrate for UGT1A6) was

induced fourfold by b-NF in Caco-2 cells, a human colon carcinoma cell line. In contrast,

CYP1A1 activity (ethoxyresorufin-deethylation) was induced by more than 100-fold in the

same cell line. 1-Naphthol glucuronidation was not affected by the addition of rifampin or

clofibrate. Induction of UGT1A6 mRNA and 1-naphthol glucuronidation by b-NF was

observed in MZ-Hep-1 cells, another human hepatocarcinoma line. Rifampin (100 mM)

significantly increased this activity in MZ-Hep-1 cells, but not in KYN-2 cells. A variable

response to induction by rifampin and b-NF was also observed in cultured hepatocyes

isolated from five different donors. Fabre et al. also reported that inducibility of

glucuronidation of 1-naphthol by b-NF in human hepatocytes was variable (156).

Induction of glucuronidation by anticonvulsant drugs such as phenobarbital,

phenytoin, and carbamazepine has been demonstrated for a number of different drugs,

including APAP, chloramphenicol, irinotecan, lamotrigine, valproic acid, and ZDV.

HLMs obtained from patients treated with phenytoin or phenobarbital displayed two or

three times higher activity for the glucuronidation of bilirubin, 4-methylumbelliferone,

and 1-naphthol compared with control HLMs. Less is known about the response to

induction of the mRNA concentrations of individual genes, but Sutherland et al. (157)

reported that the UGT1A1 mRNA was elevated in livers from individuals treated with

phenytoin and phenobarbital. Bilirubin conjugation is also elevated in microsomes

prepared from patients taking phenobarbital and phenytoin, and rat bilirubin UGT

activity was inducible by phenobarbital and clofibrate in H4IIE rat hepatoma cells.

However, when a proximal 611 bp UGT1A1 promoter/luciferase reporter gene construct

was transfected into H4IIE cells, no induction was observed upon treatment with

phenobarbital. Retinoic acid and a combination of retinoic acid and WY 14643 (a potent

PPAR-a ligand) both increased luciferase activity. Patients with Crigler-Najjar Type II

syndrome (a genetic deficiency in UGT1A1) have been treated with phenobarbital or

clofibrate in order to increase bilirubin glucuronidation. The beneficial effect could arise

either by increasing the transcription of a poorly expressed UGT1A1 or by inducing

UGT1A4 (the minor builirubin enzyme). Lamotrigine, a triazine anticonvulsant that

metabolizes to a quaternary ammonium is increased approximately twofold in patients

taking other inducing anticonvulsants, suggesting that UGT1A4 is inducible by CAR

activators such as phenobarbital, phenytoin, and carbamazepine.

Induction of the glucuronidation of several drugs, including lamotrigine by oral

contraceptive steroids (OCSs), has been observed (158). The formation clearance to the

acyl glucuronide of diflunisal increased from 3.01 mL/min in control women compared

with 4.81 mL/min in OCS users (159). The urinary recovery of phenprocoumon

glucuronide was 14% of the dose in age-matched controls compared with 21% of the dose

in OCS users. Ethinylestradiol doubled the fraction of propranolol metabolized to the

glucuronide without affecting total body clearance (160). Oral contraceptives have also

been shown to induce the metabolism of APAP, clofibric acid, and temazepam.

Rifampin is a potent inducer of several cytochrome P450 enzymes via PXR activation

and also appears to be an inducer of several UGTs such as UGT1A1, UGT1A4, UGT1A9,

and UGT2B7. Several case reports have documented an induction of methadone withdrawal

symptoms upon introduction of antituberculosis therapy that included rifampin. Fromm

et al. studied the effect of rifampin (600 mg/day for 18 days) on morphine analgesia and

pharmacokinetics in healthy volunteers (161). Morphine CL/F was increased from 3.58 �
0.97 L/min initially to 5.49 � 2.97 L/min during rifampin treatment. The AUC of both
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morphine-6-glucuronide (an active metabolite) and morphine-3-glucuronide were signifi-

cantly reduced, although the ratio of the morphine AUC/AUCs of the glucuronide was not

significantly increased. Since the metabolite/parent ratios in blood were not affected, the

authors suggested that rifampin may have affected the absorption of morphine, perhaps by

induction of MDR1 (P-glycoprotein) or an alternate pathway of metabolism or excretion

was enhanced, since the urinary recovery of both the glucuronide was decreased. The area

under the pain threshold time curve (cold pressor test) was also significantly reduced by

rifampin treatment. Both methadone and morphine are reported substrates for UGT2B7.

Rifampicin has also been shown to double the oral clearance of lamotrigine, a UGT1A4

substrate (162). Rifampin appears to significantly increase the glucuronidation of

zidovudine (ZDV) in humans (146). Burger et al. reported a higher CL/F and significantly

increased ratio of ZDV-glucuronide/ZDV in plasma in four AIDS patients on rifampin

compared with untreated controls (163). In one patient, who had stopped rifampin, the

metabolite/parent AUC ratio also decreased. Rifabutin, a new rifamycin analog, has been

reported to decrease ZDV Cmax and AUC by 48% and 37%, respectively. However,

Gallicano et al. reported that 300 mg of rifabutin/day for 7 or 14 days had no significant

effect on ZDV pharmacokinetics, except for a statistically significant decrease in half-life

from 1.5 to 1.1 hours (146). Culture of human hepatocytes with 15-mM rifabutin for 48 hours

modestly increased the rate of ZDV glucuronidation (28% increase) in one of two donors, but

no significant induction was observed with either rifampin or rifapentine, which were more

potent inducers of CYP3A4 and CYP2C8/9 in vitro.

METABOLIC SWITCHING AND INHIBITION
OF GLUCURONIDATION

Glucuronidation is normally a primary detoxification pathway. In cases where

glucuronidation becomes saturated or inhibited, metabolic switching to form reactive

metabolites (typically catalyzed by cytochrome P450 enzymes) can occur. APAP is the

classic example of a drug that at high doses is hepatotoxic because saturation of phase II

pathways (glucuronidation and sulfation) due to metabolic switching to a CYP2E1-

mediated pathway to form N-acetylbenzoquinoneimine. Our laboratory has recently shown

that inhibition of naltrexone metabolism by NSAIDs can lead to hepatotoxicity. In vitro

experiments have revealed that naltrexone is metabolized by CYP3A4 to form a catechol

metabolite that is rapidly oxidized to a quinone and quinonemethide as evidenced by the

formation of two glutathione conjugates in a microsomal incubation (Kalyanaraman, Kim,

and Remmel, unpublished). Naltrexone glucuronidation was inhibited by NSAIDs,

especially fenamates, and the reduction to b-naltrexol (the primary metabolic pathway) is

also inhibited by NSAIDs (164). Glucuronides can also be substrates for cytochrome P450

enzymes. Gemfibrozil glucuronide was shown to be a potent inhibitor of CYP2C8 (141),

and inhibition of CYP2C8 and competition of the UGT-catalyzed lactonization of statins is

the mechanism for the interaction between cerivastatin and gemfibrozil (142). This

interaction was an important factor in the removal of cerivastatin (Baycol1) from the market.

CONCLUSIONS

It is clear from the examples just discussed that interactions involving glucuronidation

are possible, especially for drugs that extensively excreted as glucuronides. Because of

the overlapping substrate specificity among different UGTs, most interactions

(particularly with phenolic substrates) are likely to be relatively modest. Prediction of
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interactions is possible in HLMs, but it is important to conduct these studies at relevant

therapeutic concentrations. With the availability of cloned, expressed enzymes, detailed

kinetic studies of inhibitory interactions may be carried out. Induction potential may be

accomplished in human hepatocytes or perhaps by utilization of a reporter gene assay

similar to studies conducted with cytochrome P450 enzymes. While outside the scope of

this review, interactions involving glucuronide transport may be important as well.
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INTRODUCTION

Pharmacogenetics can be defined as the study of genetically determined variations that

are revealed by the effects of drugs and other xenobiotics (1). The subject includes both

the areas of drug biotransformation and responses of cells or tissues to drugs, but this

chapter is concerned only with the pharmacogenetics of human drug biotransformation.

Interindividual variability in drug metabolism can be determined by a number of different

factors but polymorphisms in the genes encoding metabolizing enzymes and in genes

regulating their transcription are important factors. Genetic polymorphisms with

functional effects on drug metabolism were detected initially on the basis of

discontinuous variation in phenotype where phenotype represented either levels of the

enzyme or rate of metabolism (1). This approach originally led to the detection of a

variety of relatively common polymorphisms. However, other sources of genetic variation

in drug metabolism such as polygenic effects where the variation is controlled by a

number of different genes or rarer genetic defects that occur at a frequency of less than 1

in 100 were not necessarily detected. More detailed studies on DNA sequence variation

are now routine and have resulted in the detection of a wide range of polymorphisms

affecting drug metabolism (2 5).

Pharmacogenetic polymorphisms in genes encoding xenobiotic metabolizing

enzymes may have a number of effects, depending on both the type of reaction catalyzed

and the type of substrate. In the case of drugs, the consequences of a polymorphism may

be toxic plasma concentrations if there is a deficiency in metabolizing enzymes or lack of

response if activation by a polymorphic enzyme is required for biological activity or if

higher than normal levels of a metabolizing enzyme result in too rapid a rate of

elimination (3). Whether absence of a metabolizing enzyme results in toxicity will depend

on a number of factors, including the therapeutic margin of safety versus activity and, in

particular, the contribution the polymorphic enzyme makes to total metabolism.

With recent studies on variability in the human genome such as those involving the

single nucleotide polymorphism (SNP) consortium and the HapMap as well as continuing

studies more specifically on pharmacogenetics of drug metabolism, it is now recognized

that all genes that contribute to human drug metabolism are subject to genetic
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polymorphism (6,7). However, the functional consequences of these polymorphisms vary

greatly. In some cases, the result is absence of enzyme activity in significant numbers of

individuals whereas, in other cases, the effects of polymorphism are relatively small and

not of major importance in terms of drug treatment. In view of the vast amount of

pharmacogenetic data now available, the emphasis in this chapter is on those genes that

are currently recognized to have well-established roles in the metabolism of licensed

drugs and where pharmacogenetic knowledge is extensive.

PHASE I POLYMORPHISMS

Among phase I enzymes, the cytochrome P450 superfamily is the most important group

of enzymes in terms of both numbers of drugs metabolized (see chap. 4) and

understanding of the effects of pharmacogenetic polymorphisms. For this reason, the

emphasis in this section is on cytochrome P450 polymorphisms.

Cytochrome P450 Polymorphisms

A range of polymorphisms have been described in the 50 or more genes encoding human

cytochromes P450. Many of these are functionally significant, possibly reflecting the

nonessential nature of many P450 reactions as well as the overlapping substrate

specificity of these enzymes. In the case of four different isoforms, CYP2D6, CYP2C19,

CYP2A6, and CYP3A5, there is complete absence of active enzyme in significant

numbers of individuals (Table 1). In addition, polymorphisms resulting in either

decreased or increased activity are common in most isoforms involved in drug

metabolism (Table 1). For at least three separate CYP genes, higher than normal activity

due to the existence of copy number variants can also occur.

CYP1 Family

The three isoforms in this family, CYP1A1, CYP1A2, and CYP1B1, have been well

studied pharmacogenetically but only CYP1A2 has a well-established role in hepatic drug

metabolism.

CYP1A2. CYP1A2 substrates include the antipsychotics clozapine and olanzapine as

well as caffeine, R-warfarin, melatonin, and theophylline. As with other CYP1 family

Table 1 CYP Genes and Polymorphic Drug Metabolism

Gene Nature of polymorphism

CYP1A2 No absence of activity reported. Some variation

CYP2A6 Absence of activity common. Some ultrarapid metabolizers

CYP2B6 No absence of activity reported. Some variation

CYP2C8 No absence of activity reported. Some variation

CYP2C9 Very low activity in some individuals.

CYP2C19 Absence of activity common. Some ultrarapid metabolizers

CYP2D6 Absence of activity common. Some ultrarapid metabolizers

CYP2E1 No absence of activity reported. Some variation

CYP3A4 No absence of activity reported. Some variation

CYP3A5 Absence of activity common

CYP3A7 Absence of activity common
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members, CYP1A2 is inducible by a range of compounds via the Ah receptor. Though a

few coding region polymorphisms have been identified (8), with the exception of one

amino acid substitution found at reasonable frequencies in Chinese (9), other

polymorphisms are very rare and therefore unlikely to be population risk factors for

adverse drug reactions or disease even if functionally significant. More common

polymorphisms have been detected in upstream sequences and in intron 1 in an area

upstream of the translation start site (C-163A polymorphism termed CYP1A2*1F). In

phenotyping studies, smokers positive for certain variants (CYP1A2*1C and CYP1A2*1F)

showed significantly higher enzyme activity compared with smokers positive only for the

wild-type sequences suggesting that these polymorphisms may affect inducibility (10,11).

Screening for two polymorphisms (C-163A and T-2467del) allows the identification of

the five most common haplotypes in Caucasians. There is no evidence of any significant

differences in CYP1A2 activity/inducibility between the various haplotypes but the

number of subjects studied was relatively small (12). CYP1A2*1K, a relatively rare

variant of CYP1A2*1F, has been found in African populations (13). This allele includes

C-729T as well as C-163T, with T-729 abolishing a binding site for a transcription

factor of the Ets family that results in decreased CYP1A2 expression and caffeine

metabolism.

Though there are continuing reports of considerable variation in CYP1A2 activity in

phenotypic studies that mainly use caffeine as a probe drug, a clear relationship between

phenotype and genotype is still lacking. However, a number of studies indicate a

contribution of CYP1A2*1F to higher inducibility (11,14) though not to slower

metabolism as was suggested incorrectly in a recent study (15,16). As stated recently,

“CYP1A2 metabolic phenotyping by a DNA test cannot yet be performed with any degree

of reliability” (17), and this is also true for genotyping.

CYP2 Family

This family includes the largest number of isoforms that contribute to drug metabolism,

including three where complete absence of activity is seen commonly in populations.

CYP2A6. CYP2A6 is a mainly hepatic P450 with a limited range of xenobiotic

substrates. Examples of specific substrates are nicotine, coumarin, pilocarpine, the

antiplatelet drug SM-12502, and the prodrug tegafur (18). Evidence for the existence of

genetic polymorphism in this gene emerged during cDNA cloning studies when an

apparently inactive allelic variant with a single base difference resulting in an amino acid

substitution was isolated in addition to a wild-type cDNA (19). In parallel with this study,

evidence of considerable interindividual variation in human coumarin metabolism in vivo

was reported (20,21). Over 20 distinct CYP2A6 alleles have now been described and

additional minor variants of certain of these also occur (8). Some individuals also appear

to have an additional copy of the wild-type allele (22,23) and may therefore show

unusually fast metabolism, though further studies on this copy number variation are

needed. Most variant alleles so far identified appear to be associated with absent or

decreased activity. The most common variant allele CYP2A6*4 has all or part of CYP2A6

deleted and is seen at an allele frequency of approximately 15% to 20% in East Asians but

more rarely in Europeans with an allele frequency of approximately 3% (24,25). On the

other hand, the original allelic variant CYP2A6*2, which is associated with absence of

activity due to an amino acid substitution, occurs at an allele frequency of approximately

3% in Europeans but has not been detected in East Asians (25,26). In a recent study, a

common variant (CYP2A6*1B) with a gene conversion to CYP2A7 in the 30-noncoding
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region has been shown to be associated with higher enzyme activity in vivo, probably

because of increased mRNA stability (27). The contribution of CYP2A6 to nitrosamine

activation as well as its role in nicotine metabolism makes it a good candidate as a

susceptibility gene for cancers related to tobacco smoking as well as to adverse drug

reactions relating to other substrates (28,29). However, it seems likely that such an effect

will only be detectable in East Asians and that the population frequency of variant alleles

in other ethnic groups will be too low for any consistent associations to emerge, even

though it is possible that it will be an individual risk factor.

CYP2B6. CYP2B6 was originally regarded as an enzyme of minor importance except

when its expression was induced by exposure to phenobarbital-type inducers. However, it

is now recognized that levels of expression in uninduced livers are higher than previously

thought (30,31). Since CYP2B6 has a role in the biotransformation of several clinically

important drugs including cyclophosphamide, bupropion, and efavirenz as well as a range

of xenobiotics including various nitrosamines, the existence of polymorphism in this gene

is of considerable interest especially since there is evidence of variability in enzyme

activity (32). Approximately 30 different alleles, mainly showing nonsynoymous

mutations, have now been described and in addition to the wild-type CYP2B6*1, several

of the variants occur at high population frequencies (33). The functional significance of

the various polymorphisms is still not completely clear, and generally effects on enzyme

activity may be small. A recent report on a new variant named CYP2A6*29, a hybrid

between CYP2B6 and the neighboring CYP2B7 gene, showed that this variant was

associated with significant impaired metabolism of efavirenz in vivo (34), but the

population frequency of this allele is low compared with many of the other known

variants. In general, further studies on CYP2B6 pharmacogenetics, especially in vivo,

would be helpful.

CYP2C8. CYP2C8 was one of the first human cytochromes P450 with a major role in

drug metabolism to be cloned (35). Its minor though important role in drug metabolism is

now well recognized with drug substrates including paclitaxel, all-trans retinoic acid,

cerivastatin, rosiglitazone, repaglinide, and amodiaquine (36). In addition to the wild-type

allele, at least nine variant alleles with nonsynonymous base substitutions together with

two other variants showing frameshifts are known to exist (8). The variants associated

with frameshifts and one with a premature stop codon are associated with absence of

activity. Several of the nonsynonymous variants appear to show decreased activity,

though this has been suggested to be substrate dependent. For example, in the case of

CYP2C8*3 that codes for two nonsynoymous polymorphisms, there are indications that

the variant allele shows decreased activity with paclitaxel but increased activity with

repaglinide and rosiglitazone (37 40). A haplotype that includes several different intron

polymorphisms has also been suggested to be associated with decreased activity toward

paclitaxel (41). Several of the nonsynoymous or frameshift-encoding variants occur at

very low population frequencies but CYP2C8*2, CYP2C8*3, and CYP2C8*4 are

relatively common, at least in some ethnic groups. CYP2C8*2 occurs at a frequency of

0.18 among African Americans but is very rare in Europeans with the opposite true of

CYP2C8*3 that has a frequency of 0.13 in Europeans and 0.02 in African Americans (37).

In the case of CYP2C8*4, the frequency among Europeans is 0.075 but the allele appears

rare in African Americans (38). In general, though there have been no reports of

individuals with complete absence of CYP2C8 activity, based on our current knowledge

of variant alleles, this is a rare possibility. Our understanding of polymorphism in

CYP2C8 is now good in terms of reports of variant alleles but the importance of all these
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polymorphisms in clinical response is still poorly understood, mainly due to most patient-

based studies involving small numbers.

CYP2C9. In the 1960s and 1970s, reports appeared on the existence of individuals with

an impaired ability to hydroxylate the drugs phenytoin and tolbutamide (42,43).

Subsequent purification and cDNA cloning experiments resulted in the identification

of CYP2C9 as the enzyme responsible for tolbutamide and phenytoin hydroxylation

(35,44 46). It is now recognized that CYP2C9 is responsible for approximately 20% of all

cytochrome P450 mediated oxidations of prescribed drugs (47). Therapeutically impor-

tant CYP2C9 substrates include S-warfarin, other coumarin anticoagulants, phenytoin,

and a range of nonsteroidal anti-inflammatory drugs (48). Evidence for the possible

existence of variant CYP2C9 alleles was obtained from alignment of a number of cDNA

sequences, and population studies confirmed that two of these variants (CYP2C9*2 and

CYP2C9*3) occurred in vivo (49). At least 27 additional variant alleles have now been

identified (8). With the exception of one of these (CYP2C9*6), all other CYP2C9 variant

alleles described so far are associated with a single nonsynonymous base change. The two

most common variant alleles are CYP2C9*2 and CYP2C9*3 and, among Northern

Europeans, over 30% of the population are positive for one or two of these alleles. An

overall allele frequency for CYP2C9*2 of 0.10 compared with 0.08 for CYP2C9*3 was

found in Europeans (50,51). Both CYP2C9*2 and CYP2C9*3 occur more rarely in other

ethnic groups including East Asians and African Americans, and the other variant alleles

are all seen at population frequencies in the order of 1% (33).

CYP2C9 polymorphisms are particularly relevant to the metabolism of drug

substrates with narrow therapeutic indices where adverse drug reactions are common such

as warfarin and phenytoin. In the case of warfarin, individualization of dose on the basis

of drug response is a standard procedure but a large number of studies have now found a

consistent relationship between warfarin dose requirement and CYP2C9 genotype (52).

An example of data showing the relationship between CYP2C9 genotype and warfarin

dose requirement is shown in Figure 1 (53). There is also evidence that individuals with

Figure 1 Relationship between CYP2C9 genotype and warfarin dose requirement for 200

randomly selected Caucasian individuals. Samples were genotyped for CYP2C9*2 and CYP2C9*3.

The median dose for each genotype is indicated by horizontal bars. There was a significant

difference in dose requirements between genotype groups (p ¼ 0.0002; Kruskal Wallis test).

Source: From Ref. 53.
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one or more “low-activity” CYP2C9 alleles may be at increased risk of bleeding problems

especially during initiation of treatment. In the United States, FDA guidelines now

suggest that genotyping for CYP2C9 and the warfarin target VKORC1 should be

performed prior to prescription of warfarin (54). In general, studies suggest that CYP2C9

genotype contributes between 10% and 20% of the variability in warfarin dose

requirement compared with a 20% to 30% contribution from VKORC1 genotype (55). Up

to the present, clinical trials on genotyping for CYP2C9 prior to warfarin prescription, in

some cases with VKORC1 genotyping included as well, have generally not shown a

benefit (56 58). However, the statistical power of these studies may not have been

adequate to detect an effect in relation to bleeding.

Other CYP2C9 substrates including nonsteroidal anti-inflammatory drugs are also

frequently associated with adverse drug reactions. Some recent reports suggest that

CYP2C9 genotype may predict susceptibility to NSAID-related gastrointestinal bleeding

(59,60). One study found an increased incidence of CYP2C9*3 heterozygotes in patients

with bleeding undergoing endoscopy (60). There are some limitations with this study,

including small numbers of patients and concerns about genotype frequencies among

controls and classification of NSAIDs as CYP2C9 substrates, but further larger studies

would be helpful to increase our understanding of the relevance of CYP2C9 to this

common adverse reaction (61,62).

CYP2C19. A phenotypic polymorphism affecting the metabolism of the anticonvulsant

drug mephenytoin was described in the early 1980s (63). Some individuals appeared to be

unable to hydroxylate the S-enantiomer of this compound, and the deficiency appeared to

be more common among East Asians than Europeans, affecting approximately 20% of

East Asians and 3% of Europeans. Though it was soon established that S-mephenytoin

hydroxylation was catalyzed by a cytochrome P450 enzyme, identification of the precise

isoform involved proved quite difficult, probably mainly due to the protein being

expressed at a lower level in human liver than most drug-metabolizing P450s (64). It is

now known that the enzyme responsible for S-mephenytoin hydroxylation is encoded by

the CYP2C19 gene. Two relatively common variant alleles together with five other rarer

alleles associated with absence of enzyme activity have been identified (8). The two

common alleles are associated with production of truncated proteins though absence of

activity can also arise due to amino acid substitutions (64). Individuals with the CYP2C19

deficiency have two variant alleles present. Heterozygotes may show impaired

metabolism. CYP2C19 is responsible for the metabolism of a relatively small number

of commonly prescribed drugs, including the proton pump inhibitor omeprazole.

Individuals with an absence of CYP2C19 activity show a better response to treatment

of peptic ulcer with this drug compared with those with one or two normal alleles (65),

apparently due to higher drug levels in the poor metabolizer group. Several recent studies

indicate that the antiplatelet agent clopidogrel is less effective in individuals with at least

one variant CYP2C19 allele probably because of a major role for CYP2C19 in activation

of this prodrug (66 69). Some benzodiazepines including diazapam and clobazam are

CYP2C19 substrates, and individuals defective in CYP2C19 may be at risk of toxicity

such as oversedation (70). The antidepressants citalopram and escipalopram are mainly

metabolized by CYP2C19, and patients heterozygous for variant alleles show higher

serum levels of the parent drug (71). Voriconazole, a second-generation triazole

antifungal agent, is a CYP2C19 substrate with contributions by other P450s, particularly

CYP3A4, to its metabolism (72). The U.S. drug label mentions that individuals

heterozygous for CYP2C19 have on average twofold higher exposure levels than
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homozygous wild-type individuals, but this is currently for information only with no

requirement for genotyping prior to prescription (54).

The variant allele CYP2C19*17 includes an upstream polymorphism that apparently

increases transcription levels and is associated with higher levels of gene expression (73).

This variant appears to be associated with faster than normal metabolism of omeprazole

and the antidepressant escitalopram (74,75).

CYP2D6. In the mid-1970s, 5% to 10% of individuals were found to be unable to

metabolize the drugs debrisoquine and sparteine efficiently apparently due to a genetic

defect (debrisoquine-sparteine polymorphism) (76,77). Further studies showed that

metabolism of certain other drugs, mainly antidepressants, antipsychotic agents, and

b-blockers, was also defective in these individuals. It was then established that the enzyme

responsible for human debrisoquine metabolism was a cytochrome P450, which is now

termed CYP2D6 (78). Subsequently, following isolation of cDNA and genomic clones,

the molecular basis of the defect was determined (79,80). It is now well established that in

the region of 5% of Europeans and 1% of East Asians, known as poor metabolizers, lack

CYP2D6 activity. Individuals showing impaired activity (often referred to as intermediate

metabolizers) and particularly high levels of activity (ultrarapid metabolizers) have also

been described (81). Those with activity in the normal range are known as extensive

metabolizers. CYP2D6 is responsible for the metabolism in the region of 25% of all

prescribed drugs that are subject to metabolism by cytochrome P450 (47).

Over 80 different allelic variants of CYP2D6 have been identified and characterized

(8). Approximately 95% of European poor metabolizers will have two copies of any

combination of four alleles termed CYP2D6*3, CYP2D6*4, CYP2D6*5, and CYP2D6*6,

which each encode defective forms of CYP2D6 (Table 2) (82,83). The remaining 5% of

poor metabolizers are homozygous or heterozygous for a range of different “loss of

function” alleles, with each individual allele relatively rare. The majority of inactivating

mutations in CYP2D6 are either point mutations resulting in splicing defects or deletions

that lead to either a truncated protein or no protein at all being synthesized. However, two

separate polymorphisms introducing amino acid substitutions have also been shown to be

inactivating (8).

Many individuals fall into the category of intermediate metabolizers, which is

particularly common among East Asians and in certain African regions. Intermediate

metabolizers may be either heterozygous for one of the inactivating mutations or

homozygous for alleles associated with impaired metabolism. The best-studied alleles

associated with impaired metabolism are CYP2D6*10, which is common in Eastern Asia

and CYP2D6*17, which is common in African populations. Both alleles have

nonsynonymous polymorphisms that result in a less catalytically active gene product.

A recent study has examined the activity of the variant enzymes with a range of common

Table 2 CYP2D6 Phenotype Genotype Relationships for Individual Alleles

Phenotype Allele

Ultrarapid metabolism CYP2D6*1�N, CYP2D6*2�N

Extensive metabolism CYP2D6*1, CYP2D6*2

Intermediate metabolism CYP2D6*9, CYP2D6*10, CYP2D6*17, CYP2D6*41

Poor metabolism CYP2D6*3, CYP2D6*4, CYP2D6*5, CYP2D6*6

Alleles listed are the most common and widely studied examples. Other alleles are also associated

with these phenotypes. For full details, see Ref. 8.
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substrates and found that the extent of difference in catalytic acivity between these

isoforms and the reference “wild-type” variant depends on the individual substrate (84).

In European populations, two alleles associated with impaired metabolism, CYP2D6*9

and CYP2D6*41, are relatively common. CYP2D6*9 encodes a protein with an amino

acid deleted. CYP2D6*41 includes several different polymorphisms, including two

nonsynoymous mutations that are also seen in the CYP2D6*2 allele, an upstream

polymorphism at position -1584 and a base substitution in intron 6. The nonsynonymous

polymorphisms characteristic of CYP2D6*2 are now generally considered not to affect

enzyme activity, but the intron 6 polymorphism has been demonstrated to be associated

with altered RNA splicing leading to lower levels of protein (85).

Ultrarapid metabolizers were originally identified on the basis of their extremely

fast clearance of the antidepressant desmethylimipramine. Some individuals in this

category have 13 copies of CYP2D6 arranged as tandem repeats but a single-gene

duplication event is more commonly associated with the ultrarapid phenotype (81).

Depending on the precise country of origin, 1% to 8% of Europeans have one extra copy

of the CYP2D6*1 or CYP2D6*2 alleles resulting in faster than average metabolism

(86,87). Subjects with three to five tandem copies of CYP2D6*2 have also been detected,

mainly in African populations (88).

Despite the fact that the CYP2D6 polymorphism was initially identified almost

30 years ago, and it has been possible to identify most of those with the genetic deficiency

for the last 15 years, CYP2D6 genotyping has so far failed to enter routine clinical

practice. There are a number of possible reasons for this. These include the general

difficulty of introducing pharmacogenotyping into clinical practice, the fact that a number

of key CYP2D6 substrates have been withdrawn from the market due to the problems

experienced by poor metabolizers (e.g., phenformin, perhexiline) and that certain types of

CYP2D6 substrates are less commonly used than when the polymorphism was first

described. Guidelines for dose adjustment for antidepressant drugs on the basis of

CYP2D6 genotype have been formulated but have not yet been tested in clinical trials

(89). The FDA-approved labels for atomoxetine and fluoxetine now include mention of

CYP2D6. The label for atomoxetine, specificially mentioning the possibility of higher

plasma concentrations in poor metabolizers, is for information only and a test is neither

‘‘required’’ nor ‘‘recommended’’ currently (54). However, there is now increasing new

evidence that CYP2D6 genotype may be relevant to outcome of treatment with codeine

and with tamoxifen.

The very widely used analgesic drug codeine is an important CYP2D6 substrate. It

is activated to morphine exclusively by CYP2D6, and this is generally accepted to be

essential to achieve analgesia. Two case reports concerning excessive activation of

codeine in ultrarapid metabolizers with one additional copy of CYP2D6 have appeared. In

the first, a patient prescribed a cough medicine containing codeine suffered life-

threatening opioid intoxication (90). This individual had at least three copies of CYP2D6

on genotyping. The second concerned the death of a breast-fed baby 13 days after birth

(91). His mother was prescribed codeine for pain postdelivery. Postmortem examination

of stored breast milk samples showed a morphine level at least four times higher than

expected, and the mother was found to have a CYP2D6 gene duplication with the infant,

an extensive metabolizer. A study involving codeine administration to healthy volunteers

of known CYP2D6 genotype showed that ultrarapid metabolizers were significantly more

likely than extensive metabolizers to suffer sedation (92). It therefore appears that

CYP2D6 genotyping in patients requiring treatment with codeine and related compounds

could be beneficial both in avoiding dangerous intoxication and lack of response.

However, there is a possibility that high levels of morphine described in some case reports
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could result from concurrent intake of codeine and heroin rather than a problem CYP2D6

genotype (93).

Tamoxifen is an extremely successful and widely used treatment for hormone

receptor positive breast cancer. Its metabolism is complex, but it has been recently

recognized that CYP2D6 produces a 4-hydroxy-N-desmethyltamoxifen metabolite

(endoxifen) (94). Endoxifen is found at high plasma levels in many patients and appears

to bind strongly to estrogen receptors, suggesting it is important in the biological response

to tamoxifen (95,96). Evidence is now emerging that patients positive for one or two

CYP2D6 poor metabolizer alleles show an increased incidence of breast cancer relapse

(97,98). As mentioned by the FDA (12,54), tamoxifen is also a substrate for CYP3A and

CYP2C9, and it may be necessary to consider the effect of additional polymorphisms on

tamoxifen metabolism before comprehensive recommendations can be formulated. In

view of the availability of other effective treatments such as aromatase inhibitors,

CYP2D6 genotyping may be of value in determining the most appropriate treatment for

hormone receptor positive breast cancer (99).

CYP2E1. CYP2E1 is an ethanol-inducible cytochrome P450 that metabolizes mainly

low molecular weight compounds such as acetone, ethanol, benzene, and nitrosamines.

Due to the nature of its substrate specificity, CYP2E1 is of most interest in relation to its

role in toxicology, but it also has a minor role in drug metabolism and is one of several

cytochromes P450 demonstrated to convert acetaminophen to toxic quinones in overdose

(100). Other drug substrates include isoniazid and the anesthetics halothane and enflurane.

There is evidence of approximately 20-fold interindividual variation in expression of

the enzyme in human livers, though phenotyping studies using the muscle relaxant

chlorzoxazone as probe in Caucasian populations have demonstrated only two- to

threefold variation in levels of activity (101). A number of genetic polymorphisms in

CYP2E1 have been reported but the majority of these occur in either upstream sequences

or introns and mostly appear to lack functional significance. Polymorphisms affecting

coding sequences are rare, but three nonsynonymous polymorphisms have been

described. One of these, R76H encoded by CYP2E1*2, is associated with decreased

catalytic activity and occurs at a low frequency in a Chinese population but has not been

detected in other ethnic groups (102). It has been suggested that a polymorphism in the

50-flanking region within a putative HNF-1-binding site may be of functional significance

(103). This variant allele (CYP2E1*5) occurs at a frequency of 0.27 in Japanese but only

0.02 in Caucasians (104). In vitro studies suggest that this allele shows approximately

10-fold higher transcriptional activity than the wild type, but a study on phenotype-

genotype relationships did not find any evidence for increased activity in vivo in those

heterozygous for the polymorphism (101). However, an association between CYP2E1*5

and susceptibility to nasopharyngeal cancer and alcoholic liver disease points to possible

functional significance (105 107). A recent report suggests that those negative for

CYP2E1 variants are more likely to develop isoniazid-induced hepatotoxicity (108).

There is a need for further studies on the molecular basis of interindividual variation in

CYP2E1 expression and also on the possibility that there is interindividual variability

in ability to induce this enzyme, as reported in a study on ethanol induction of

CYP2E1 (109).

CYP3 Family

CYP3A4 is the most abundant cytochrome P450 in most human livers and is also the

cytochrome P450 with the widest range of drug substrates (110). Levels of CYP3A4
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activity vary considerably between individuals and, in addition, the closely related gene,

CYP3A5, shows a polymorphism with detectable expression in only 10% to 20% of

individuals (111). A third CYP3A gene, CYP3A7, is universally expressed in fetal liver but

is also expressed in some adult livers. Another CYP3A gene, CYP3A43, is expressed in

extrahepatic tissues but does not appear to contribute to drug metabolism.

CYP3A4. A substantial number of variant CYP3A4 alleles have now been described

including some associated with nonsynonymous mutations. Several of these give rise to

alterations in catalytic activity (8). However, all the nonsynonymous mutations described

up to the present are seen at very low population frequencies and therefore seem unlikely

to be able to fully explain interindividual variation in CYP3A4 activity. A number of

upstream polymorphisms have also been detected with one (A-392G in CYP3A4*1B),

being common in a number of ethnic groups. The precise functional significance of these

polymorphisms remains somewhat unclear, but one study has found significantly lower

metabolism of quinine in carriers of this allele compared with wild-type individuals. This

may be due to decreased binding of nuclear proteins to the sequence in the region of the

polymorphism (112). There are also reports of disease associations, particularly with

respect to prostate cancer, with CYP3A4*1B (110). It is possible that interindividual

variation in levels of CYP3A4 in liver could be explained in part by polymorphisms in

one of its transcriptional regulators PXR. Some of the observed interindividual variability

in CYP3A4 levels could be due to both interindividual variation in levels of endogenous

PXR ligands and interindividual variation in ability to induce CYP3A4 as a result of

polymorphisms in PXR. Studies on polymorphism in PXR have identified several SNPs

that may affect individual ability to induce CYP3A4 (113).

CYP3A5. Polymorphisms in CYP3A5 that explain the basis of the variation in

expression of this gene have been well studied. In particular, a polymorphic site in intron

3 results in an A6986G polymorphism. Individuals positive for G (CYP3A5*3 allele) at

this position do not express CYP3A5 due to the creation of a cryptic splice site, which

results in the incorporation of intron sequence in the mature mRNA leading to production

of a truncated protein (114). This allele is very common in all ethnic groups examined up

to the present. The rarer alleles CYP3A5*6, which also results in abnormal splicing, and

CYP3A5*7, which has a frameshift present, also explain the absence of CYP3A5

expression in some African Americans (114). It is now possible to predict whether an

individual will express hepatic CYP3A5, but it is still unclear whether variable expression

of CYP3A5 can explain the wide interindividual variation seen in CYP3A activity toward

a number of substrates. Individuals with a CYP3A5*1 allele may show more rapid than

average metabolism of CYP3A substrates since a number of CYP3A4 substrates are also

efficiently metabolized by CYP3A5. There is some disagreement between studies

regarding the activity of CYP3A5 with certain compounds and in some cases, actual

kinetic constants. To some extent, this could be due to the use of different expression

systems in kinetic studies. A number of studies comparing the contributions of CYP3A4

and CYP3A5 to clinically important drug substrates have now been performed both in

vitro and in vivo (115). In general, the best-studied drugs have been midazolam and

tacrolimus. For midazolam, despite early reports suggesting an important role for

CYP3A5 in metabolism, most recent studies suggest that there is little difference in

clearance of this drug between individuals of CYP3A5-expressor genotypes and

nonexpressors (116 118). The situation with tacrolimus is different. As reviewed recently

(119), a large number of published studies show that transplant patients positive for one or

two alleles associated with CYP3A5 expression have a higher dose requirement for this

188 Daly



drug than nonexpressors. This appears to be the case regardless of the type of organ

transplant or ethnic origin. In vitro studies indicate that CYP3A5 expression in human

liver is associated with higher levels of production of several major tacrolimus

metabolites (120). The increased metabolism in CYP3A5 expressors is also seen for

the related immunosuppressant sirolimus but not for cyclosporine (119). It seems likely

that further examples of drugs where CYP3A5 expression is clearly associated with faster

metabolism will emerge in the future.

CYP3A7. In addition to variable CYP3A5 expression, there is evidence that some adults

continue to express the normally fetal-specific CYP3A7. The presence of a low-frequency

variant allele CYP3A7*1C that has a series of polymorphisms in linkage disequilibrium in

the promoter region correlates well with CYP3A7 mRNA expression in adult liver and

could be an additional contributor to high overall CYP3A activity (114). The clinical

significance of CYP3A7 expression in adults is still unclear though both all-trans and

13-cis retinoic acid appear to be more efficiently oxidized by CYP3A7 than by either

CYP3A4 or CYP3A5 (121,122). Retinoic acid has an important role in developmental

processes. The finding for CYP3A7-mediated metabolism may reflect the endogenous

nature of this substrate more than a general role for this isoform in drug metabolism in

adults.

Non-Cytochrome P450 Phase I Polymorphisms

A number of polymorphisms of pharmacogenetic relevance occur in non-cytochrome

P450-mediated phase I reactions. In general, these are either relatively common but not of

great importance in drug metabolism or rare and important only in the metabolism of a

restricted range of drugs. There is one example of a dehydrogenase enzyme that has an

important role in metabolism of the anticancer drug 5-fluorouracil and is subject to a

common well-studied pharmacogenetic polymorphism.

Dihydropyrimidine Dehydrogenase

Dihydropyrimidine dehydrogenase (DPD) has a biochemical role in the catabolism of

uracil and thymine and is not primarily a drug-metabolizing enzyme. However, this

enzyme is also responsible for the phase I metabolism of the anticancer drug

5-fluorouracil and related compounds such as capecitabine. Interindividual variation in

the metabolism of this drug has been correlated with levels of DPD in peripheral blood

mononuclear cells (123). Complete deficiency of DPD has been linked to various

physiological abnormalities. It is estimated that up to 3% of the population may be

heterozygous for the deficiency and, although they do not suffer physiological

abnormalities, it appears that these individuals are at increased risk of serious toxic

effects if given 5-fluorouracil treatment. The FDA suggests that “rarely, unexpected,

severe toxicity (e.g., stomatitis, diarrhea, neutropenia, and neurotoxicity) associated with

5-fluorouracil has been attributed to a deficiency of DPD activity. A link between

decreased levels of DPD and increased, potentially fatal toxic effects of 5-fluorouracil

therefore cannot be excluded” (12,54). A number of polymorphisms that give rise to DPD

deficiency have been identified, but these do not appear to explain all cases of low DPD

activity indicating the complex nature of genetics of this enzyme (124 126). Measure-

ment of DPD levels in peripheral blood mononuclear cells may therefore be a more useful

predictor of 5-fluorouracil toxicity than genotyping.
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PHASE II POLYMORPHISMS

UDP-Glucuronosyltransferases

Glucuronidation is the most common conjugation reaction in drug metabolism. The

importance of pharmacogenetic variation in the UDP-glucuronosyltransferases (UGTs) is

still unclear, and studies are made difficult by various factors such as the overlapping

substrate specificities of these enzymes but some reports of interindividual variation in

activity in the general population have appeared. UGT1A1, which is subject to a common

polymorphism giving rise to Gilbert’s syndrome, has received the most attention from a

pharmacogenetic perspective, though it only contributes to the metabolism of a small

number of prescribed drugs. Polymorphisms have also been described in both coding

and noncoding sequences of UGT1A6, UGT1A7, UGT1A9, UGT2B4, UGT2B7, and

UGT2B15. Their importance has been reviewed in detail elsewhere (5). Currently, the

most relevant polymorphisms to prescribed drugs appear to be those in UGT1A1 and

UGT2B7, and both are considered here as they have been relatively well studied.

UGT1A1

UGT1A1 is the main enzyme responsible for the glucuronidation of bilirubin but also

metabolizes the active metabolite (SN-38) of the topoisomerase I inhibitor irinotecan

(127). Gilbert’s syndrome, which is characterized by a raised serum bilirubin, is due to

genetic defects in UGT1A1 (128). The most common polymorphism associated with this

syndrome is a 2 base pair TA insertion in the promoter region (UGT1A1*28 allele), but

certain polymorphisms that result in amino acid substitutions can also give rise to the

Gilbert’s phenotype (5). Individuals homozygous or heterozygous for polymorphisms

associated with Gilbert’s syndrome appear to be at increased risk of toxicity with

irinotecan (127). It has now been recommended in the FDA-approved drug label for the

United States that genotyping should be performed prior to administration of this drug due

to the increased risk of neutropenia in patients with Gilbert’s syndrome (54). The FDA

has also licensed a genotyping test for UGT1A1*28. However, there are still some issues

that need to be addressed regarding the value of UGT1A1 genotyping in patients

receiving irinotecan. A review of all published studies linking UGT1A1 genotype and

either irinotecan pharmacokinetics or irinotecan-associated toxicity has recently been

performed (127). In particular, the majority of pharmacokinetic studies found that

possession of either UGT1A1*28 or another “Gilbert’s” allele was associated with a lower

SN38-glucuronide over SN38 ratio as expected due to lower rates of glucuronide

formation. However, the various studies disagreed on whether UGT1A1*28 was a risk

factor for either severe diarrhea or neutropenia though there was some indication that

UGT1A1*28 might be associated with an increased risk of neutropenia but with a

decreased risk of diarrhea. A possible reason for lack of agreement could be due to each

study involving less than 100 patients in total resulting in few patients with variant alleles

being present. In addition, some of the studies involved more than one tumor type and

drug regimens that included additional agents to irinotecan such as 5-fluorouracil. Also,

other members of the UGT1A family can glucuronidate SN38. Associations between

toxicity and other UGT1A genotypes including UGT1A6, UGT1A7, UGT1A9 have also

been reported (129,130). Strong linkage disequilibrium within the UGT1A locus

complicates interpretation of these studies but it is possible that genotyping for additional

SNPs may provide a better prediction of susceptibility to toxicity. Irinotecan is a second-

line therapy for metastatic colorectal cancer in Europe as well as the United States but
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there is still a need for additional larger studies on the association between UGT1A

genotype and toxicity. The frequency of UGT1A1*28 is lower in non-European

populations but a number of other polymorphisms that give rise to the same phenotype

are more common in those of non-European ethnic origin (131). The current licensed

genotyping assay does not detect these other alleles and ideally needs to be modified to

ensure that all ethnic groups can benefit equally.

UGT2B7

UGT2B7 is one of major hepatic UGTs and is responsible for metabolism of a range of

prescribed drugs including morphine, zidovudine, and various NSAIDs (5). The coding

region of UGT2B7 has a common polymorphism (C802T) that results in a His268Tyr

substitution (132). This polymorphism is in apparent complete linkage disequilibrium

with an upstream C-161T polymorphism together with a number of additional upstream

SNPs (133,134). In Caucasians, five haplotypes are known to occur at frequencies above

1% but two of these are very rare, while one other differs from the most common

haplotype by only a single nonsynonymous base change at codon 145 (133). The two

major haplotypes correspond broadly to the alleles designated UGT2B7*1 and

UGT2B7*2, which encode the His268 and Tyr268 forms, respectively and occur at

approximately similar frequencies in European populations. Whether UGT2B7*1 and

UGT2B7*2 differ functionally remains controversial. Expression of the two cDNA

sequences in mammalian cell lines showed no difference in kinetics or substrate

specificity for a small group of substrates (135). More recently, a well-controlled study

found that when normalization for protein expression was performed, the UGT2B7*2

gene product showed significantly higher catalytic activity with both 4-hydroxyestradiol

and 4-hydroxyestrone compared with UGT2B7*1 (136). At least some of the

discrepancies between studies could be due to the coding region polymorphisms being

associated with substrate-dependent effects on catalytic activity (136). Using reporter

gene constructs, some evidence for a higher transcription rate for UGT2B7*2 compared

with UGT2B7*1 has been obtained but only when sequences upstream from -551 were

included in the construct (137). Together these in vitro studies point to a higher enzyme

activity associated with UGT2B7*2, but recent in vivo studies on patients taking

mycophenolate are not consistent with this. Two independent investigations found that

UGT2B7*2 was associated with slower glucuronidation of this compound and showed

differences between homozygotes that may be clinically relevant (138,139). Another

clinical study found that UGT2B7*2 was significantly overrepresented in patients

suffering diclofenac-induced hepatotoxicity (140). This finding could reflect either faster

or slower glucuronidation of diclofenac by the UGT2B7*2 gene product as several

possible mechanisms for the toxicity have been proposed. It seems clear that UGT2B7 is

pharmacogenetically important, but further studies to clarify the precise differences

between the gene products and the possibility that there may be substrate-specific

differences are needed.

Acetyltransferases

Acetylation of amino, hydroxyl, and sulfhydryl groups is catalyzed in humans by two

N-acetyltransferases termed N-acetyltransferase 1 (NAT1) and N-acetyltransferase 2

(NAT2) (141). The existence of a polymorphism in NAT2 has been known since the

1950s but NAT1, which was previously often referred to as the monomorphic

N-acetyltransferase, is also polymorphic. The polymorphism in NAT2 is the more
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significant of the two with substantial numbers of individuals completely deficient in this

enzyme activity and unable to acetylate a range of drugs including dapsone, isoniazid,

procainide, and sulfamethoxazole (1,141).

NAT2

The NAT2 gene is subject to extensive polymorphism with many individuals who are

usually termed slow acetylators unable to acetylate a range of drugs (141). A number of

different polymorphisms in NAT2 give rise to amino acid substitutions, and these have

been demonstrated to result in absence of catalytic activity in vitro. Screening for three

variant alleles (NAT2*5, NAT2*6, and NAT2*7) results in the detection of the vast

majority of Caucasian slow acetylators, though additional alleles are also common in

some other ethnic groups (141). The precise percentage of slow acetylators also varies

with ethnic origin, ranging from 90% in North Africans to less than 10% in many Asian

populations, with a frequency of 50% in Caucasians.

Relatively few NAT2 substrates are widely used in modern medicine though

isoniazid remains an important drug in the treatment of tuberculosis, and sulfamethox-

azole is used in the treatment of secondary infections in AIDS patients. With respect to

isoniazid, the FDA states that “slow acetylation may lead to higher blood levels of the

drug, and thus an increase in toxic reactions” (54). It is well established that slow

acetylators are more likely to suffer side effects when prescribed isoniazid, though there is

also evidence that these individuals’ overall response to therapy may be better due to

being exposed to higher drug levels for longer (141). Therefore, while offering

genotyping for NAT2 is likely to be feasible, determining guidelines for dosage

recommendations for slow and fast acetylators may not be completely straightforward,

though some proposals for this have been put forward (142).

Methyltransferases

Methyltransferases are a large group of enzymes that contribute to specific reactions of

both endogenous compound and xenobiotic metabolism. The main member of this family

with a clear role in the biotransformation of prescribed drugs is thiopurine

methyltransferase. Pharmacogenetic aspects of the gene encoding this enzyme are well

understood, probably both because complete deficiency of this enzyme can occur, and the

drugs metabolized by it show a narrow therapeutic window.

Thiopurine Methyltransferase

Thiopurine S-methyltransferase (TPMT) metabolizes the cytotoxic drug 6-mercaptopurine,

widely used in treatment of childhood acute lymphoblastic leukemia, together with

azathioprine, a 6-mercaptopurine precursor used as an immunosuppressant. It is the

metabolic polymorphism where the most progress has been made in performing testing

prior to prescription with the FDA recommending testing though the test is not yet

mandatory (54). Approximately 0.3% of Europeans have undetectable activity and 11%

intermediate levels (143). If an individual lacks TPMT, high concentrations of

thioguanine nucleotides will be formed resulting in toxicities such as myelosuppression,

which can be life-threatening (144). The molecular basis of the deficiency is now well

understood with two main alleles associated with absence of enzyme activity identified

(145). The most common defective allele TPMT*3 results in two amino acid substitutions

that either together or separately result in complete absence of activity and accounts for
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approximately 75% of defective alleles. The clinical importance of this polymorphism has

been demonstrated in a number of studies. For example, in one large study, individuals

who were either homozygous or heterozygous for variant alleles were demonstrated to be

at significantly increased risk of toxicity when treated with 6-mercaptopurine (146).

TPMT deficiency has also been linked to an increased risk of second malignancies among

patients with acute lymphoblastic leukemia (147). In the U.S., drug labels for both

6-mercaptopurine and azathioprine now include information on the TPMT polymorphism

and recommend determining patient phenotype or genotype prior to drug treatment (54).

Azathioprine is used in treatment of several immune-related diseases including atopic

eczema, Crohn’s disease, and autoimmune liver disease and, because these diseases

are relatively common compared with childhood leukemia, is used more widely than

6-mercaptopurine (148,149).

TPMT status can be determined either by genotyping or by phenotyping, which

involves measurement of enzyme levels in erythrocytes, prior to treatment. Appropriate

dose adjustment can then be performed. Though generally 6-mercaptopurine is very

useful in combination therapy of childhood leukemia, providing dosage is adjusted to take

account of TPMT genotype, response to azathioprine is more variable. It appears that

while dose adjustment on the basis of TPMT genotype should prevent serious

hematological toxicity, therapeutic response to azathioprine is rather unpredictable,

suggesting that other factors, possibly additional genetic polymorphisms, also contribute

(148). Reports in the literature suggest that TPMT testing prior to initiation of treatment

with either 6-mercaptopurine or azathioprine is now common in many centers, but this

does not appear to be universal (150,151). Nevertheless, TPMT is the best current

example of a pharmacogenetic polymorphism where a test involving determination of

host genotype is already in use clinically.

CONCLUDING REMARKS

Genetic polymorphisms have now been identified in the genes encoding all the main

cytochrome P450 isoforms that contribute to drug and other xenobiotic metabolism as

well as the main phase II conjugating enzymes. Many of the polymorphisms have also

been demonstrated to show functional significance but in some cases the significance is

still not completely clear, especially with regard to all substrates. Most of the current

literature is concerned with polymorphisms in Caucasian, African-American, and East

Asian populations but far less is known about other ethnic groups, and there is a need for

further studies in this area. The availability of information on the existence and

significance of polymorphisms together with the development of effective methods for

rapid high-throughput genotyping means that it is likely that it will be possible to

individualize drug selection and dosage on the basis of drug metabolism genotype in the

near future. Drug regulators are increasingly considering pharmacogenetic data (54), and

it is likely that this will be an important contributor to the more widespread adoption of

genotyping prior to drug prescription in the near future.
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INTRODUCTION

The topic of inhibition of the enzymes of drug metabolism is of great interest to

enzymologists, chemists, pharmacologists, and clinicians. Two major practical applica-

tions of knowledge of inhibition are important in the pharmaceutical industry. One is

drug-drug interaction, i.e., one drug may inhibit the biotransformation of another when

two are taken concurrently (1). Such interactions can be fatal, and the possibilities are

scrutinized by regulatory agencies. The other major interest in enzyme inhibition is based

on the selection of enzymes as targets for drug action. For instance, monoamine oxidase

and some of the cytochrome P450 (P450) enzymes are targets because the products of

their normal reactions can be deleterious under certain conditions. However, the focus of

this chapter will be on inhibition of drug metabolism as opposed to drug discovery.

BASIC MECHANISMS OF ENZYME INHIBITION

The general treatments presented here in this update of the first edition (2) are rather

introductory, and the reader is referred to more comprehensive treatments of the subject

(3 6). Classifications used here are oriented toward major mechanisms known for the

enzymes of drug metabolism. Inhibition has its basis in the enzymology itself, including

the field of enzyme kinetics. Overviews of major mechanisms and their principles will be

presented, followed by a few prominent examples involving various enzymes, particularly

the P450s.

Competitive Inhibition

The classic view of competitive inhibition is that the inhibitor shares structural similarity

with the normal substrate (although defining a “normal” substrate for many of the
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enzymes under consideration is not always easy). The inhibitor may or may not be a

substrate itself; i.e., be transformed to a product by the enzyme:

where an intermediate ES* may or may not be present. Sometimes k1, k
0
1, and k 1 are

termed “kon” and k 1, k
0
1, and k4 are “koff” rates. In classic competitive inhibition, the

steady-state Km,apparent value (for the reaction with the “typical” substrate) increases when

the inhibitor is present, and examination of steady-state kinetics with increasing

concentrations of inhibitor and concomitant increasing Km,apparent values allow estimation

of an inhibition constant Ki because they are related by the expression

v ¼ Vmax

Kmð1þ ½I�=Ki þ ½S�Þ
where Km,apparent ¼ Km (1 þ [I]/Ki). (Recall that Vmax ¼ kcat � enzyme concentration/mg

protein; kcat will be used in this discussion.) This behavior is readily identified by a

common intersection point (ordinate) in a Lineweaver Burk (1/v vs. 1/S) plot or various

characteristics of other linear transformations of the Michaelis Menten equation.

The classic approach to characterization of competitive inhibition and the

associated parameters is to do enzyme assays with varying concentrations of both the

substrate S and inhibitor I, fitting to the above equations or their derivatives. An

alternative method is the Dixon plot, in which 1/v is plotted versus S (6). Historically,

linear transforms were used to do fitting “by eye” or linear regression. All of the linear

plots have some weighting deficiencies (4), and many convenient and useful nonlinear

regression programs are now commercially available. However, screening for inhibition is

very common in the pharmaceutical industry today, and new approaches have been

introduced to handle the increased load of drug candidates. One statistical experimental

approach is usually termed “virtual kinetics” (7).

In principle, Ki is an actual binding constant, as opposed to Km, which is usually not.

When the inhibitor is a substrate itself, the two substrates show competitive inhibition

of each other. In ideal cases, if the Km * Kd, then Km * Ki. However, there are many

reasons why such a relationship may not be seen with a complex enzyme system.

Competitive inhibition is a relatively commonly encountered phenomenon in drug

metabolism work, and there are means of characterizing in vivo situations through

pharmacokinetic parameters (8 10). Many of the enzymes under consideration have

multiple drug substrates (e.g., P450s 2C9, 2D6, 3A4) that can compete with each other.

Drug-drug interactions of this sort can be expected in individuals who are administered

several drugs simultaneously.

Noncompetitive Inhibition

In classic noncompetitive inhibition, the inhibitor binds to the enzyme at a site distinct

from that of the substrate. The expected result is that a decrease in kcat or (Vmax) is

observed without a change in Km. For instance, one might expect an electrophilic inhibitor

to poison the enzyme in such a manner. Although this example is often presented in
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introductory biochemistry courses, clear examples of such inhibition are not very

common and are not often encountered in studies with enzymes of drug metabolism. In

vitro, one might expect such results by adding heavy metals to or heating an enzyme.

What is often encountered is “mixed inhibition,” where it is usually the case that kcat
decreases and Km increases. The physical meaning of such changes may vary. For

example, such behavior might be observed if one were dealing with two different

enzymes in a population (e.g., microsomes) that both catalyzed a reaction, and one was

inhibited competitively while the other was being inactivated by mechanistic inactivation.

Interpretation of such results must be done with a single enzyme system.

A comprehensive discussion of all the features of competitive and noncompetitive

inhibition is beyond the scope of this chapter. Competitive inhibition is commonly

considered to reflect a single site, but the potential for compounds binding to different

parts of a larger active site is also possible. For more on the complex possibilities for

competitive (and noncompetitive and uncompetitive) inhibition see Segel (3).

Uncompetitive Inhibition

As in the case of noncompetitive inhibition, classic uncompetitive inhibition is defined

but seldom seen. The principle is that the inhibitor binds only to the enzyme-substrate

complex. Both kcat and Km are decreased proportionately and the ratio kcat/Km remains

constant. For instance, in a Lineweaver Burk plot, parallel lines should be seen in the

absence and presence of the inhibitor. The enzyme efficiency (and, by extension, the

intrinsic clearance of the drug substrate) would not really change. However, there are few

clear examples of this phenomenon in the field.

Product Inhibition

In some cases, a product of a reaction of a drug-metabolizing enzyme may inhibit the

reaction. For instance, oxidized nicotinamide adenine nucleotide phosphate (NADPþ) is a
competitive inhibitor of reduced nicotinamide adenine nucleotide phosphate (NADPH)-P450

reductase (11). [For this reason, an NADPH-generating system (12) is preferred to a bolus of

NADPH as a cofactor in in vitro incubations.] In a cellular system, this case would not exist

because there are reduction systems that work well on the oxidized cofactor. However, in

other cases the product may not have physical characteristics very different from the

substrate and competitively inhibits, sometimes being further transformed. For instance,

benzene is oxidized by P450 2E1 to phenol and then on to hydroquinone (13). Thus, benzene

and phenol compete with each other. Polycyclic aromatic hydrocarbons and their

dihydrodiols compete for P450 1 family enzymes (14,15).

Transition-State Analogs

Transition-state analogs are tight-binding, non-covalently bound inactivators that resemble

the transition state for the enzymatic reaction, i.e., the transient complex formed in a single

step within the catalytic cycle with the maximum free energy. The axiom that the enzyme

has the highest affinity for this putative entity (which cannot be directly observed) was

developed by Haldane (16) and Pauling (17) and is the basis for the development

of catalytic antibodies (18). The kon rate is rapid and koff is slow. Inactivation is rapid, and

no time dependence is observed under typical assay conditions. Enzyme activity can, at
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least in principle, be restored by removal of inhibitor using dialysis, gel filtration,

centrifugal concentration, etc. (19).

Slow, Tight-Binding Inhibitors

These compounds are characterized by relatively slow (apparent) kon rates and even

slower koff rates. The binding can be non-covalent or covalent, but due to the slowness of

binding, the loss of activity may be time dependent and mistaken for mechanism-based

inactivation. The initial interaction is, of course, diffusion-limited, but other steps

complicate the apparent “kon” rate. Removal of the inhibitor by dialysis, etc., will restore

enzyme activity, although the process may be slow.

An example of a characterized slow, tight-binding inhibitor of testosterone

5a-reductase is finasteride (Proscar1), which binds to the enzymes at a slow rate,

competitively inhibits, and effectively irreversibly inactivates the enzyme by covalently

binding NADPH (20). Another example involves “coxib” prostaglandin synthase (COX-2)

inhibitors (21). Possible causes for the slow, tight binding include a conformational change of

the enzyme imposed by binding, a change in the protonation state of the enzyme, displacement

of a water molecule at the active site, or reversible formation of a covalent bond (19).

Mechanism-Based Enzyme Inactivators

Silverman (19) has stated that a broad definition of this term includes any inactivators that

use the enzyme mechanism but invokes a stricter definition, one that will be adhered to in

this chapter. The definition is “an unreactive compound whose structure resembles that of

either the substrate or the product of the target enzyme, and which undergoes a catalytic

transformation by the enzyme to a species that, prior to release from the active site,

inactivates the enzyme” (19). A key point here is the need to inactivate the enzyme before

leaving the active site. The definition, taken as a whole, restricts the grouping from

transition state analogs, affinity labels, and slow, tight-binding inhibitors.

Mechanism-based inactivation is sometimes encountered inadvertently with existing

drugs. There are several major intentional uses of these compounds, and this group will be

covered in some detail (5,19,22 27). Mechanism-based inactivators have been of

considerable interest because of their usefulness in the delineation of enzyme mechanisms.

They are also of interest in the design of new drugs because, in principle, only the target

enzyme will be attenuated.Many of the better diagnostic inhibitors of the drug-metabolizing

enzymes are mechanism-based inactivators. For instance, these can be used to gain valuable

in vitro information about which of the P450s are involved in a particular reaction (28,29).

The relevant scheme for mechanism-based inactivation is

where I is the mechanism-based inactivator, E-I* is an intermediate derived by

transformation of the initial complex, EI0 is an inactivated enzyme, and P is a stable

product that leaves the enzyme. Sometimes these inhibitors are called “suicide

inactivators,” although the term is not generally accepted by purists. It is the enzyme,

not the inhibitor, that is dying.
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Several parameters are experimentally determined and used to describe these

inhibitors. The ratio k3/k4 is the “partition ratio,” which can be thought of as the number of

times that the enzyme must cycle, on the average, for one inactivation to occur. However,

the ratio can range from several thousand to less than one, even approaching zero.

The inactivation process shows first-order kinetics, i.e., a plot of the logarithm of

the remaining enzyme activity versus time gives a straight line (first order, or single

exponential kinetics). The half-life, t1/2, can be determined at each inhibitor concentration

used and used to calculate k, using the relationship t1/2 ¼ 0:693
kinact

þ 0:6932KI

kinact �I (19). The plot of k

versus [I] is hyperbolic, and a linear transformation (e.g., plot of 1/k vs. 1/[I]) yields kinact,

the maximum rate of inactivation, and KI, the concentration of inhibitor required for half-

maximal inhibition. In the above scheme, kinact ¼ k2 if k2 is rate limiting in the overall

reaction. KI is a complex expression of microscopic rate constants but is useful in

estimating the potential usefulness of an inhibitor.

A number of criteria can be used to determine if mechanism-based inactivation is

actually occurring. Although not all these tests are applicable to every situation, the case

for mechanism-based inactivation is stronger when several can be demonstrated.

One of the simplest tests is whether or not the typical cofactors are required. For

instance, in a P450-dependent reaction, is pre-incubation with NADPH necessary to see

inhibition by the compound under consideration? In most cases, a mechanism-based

inactivator also has a strictly competitive component, and results can be misleading. The

generally accepted way of discerning the two aspects is to pre-incubate the concentrated

enzyme with cofactors and a certain concentration of the inhibitor and then, at a certain

time, to dilute this enzyme (e.g., 50-fold) into a solution containing a non-inhibitory

substrate (and cofactors) and assay product formation, either continuously, if possible, or

after a set time.

One characteristic of mechanism-based inactivation is the first-order kinetic pattern

mentioned above. In practice, aliquots are withdrawn at indicated times from an

incubation of enzyme, the inhibitor, and any necessary cofactors are diluted into excess

substrate as mentioned above. The rate of inactivation (k) should increase when the

experiment is repeated with a higher concentration of inhibitor, as mentioned above

(Fig. 1). In a plot of the logarithm of residual enzyme activity versus time, the intercept

(t ¼ 0) indicates the extent of inhibition that is of a competitive nature.

The enzyme should be protected from inactivation by a “normal” (non-inhibitory)

substrate. Of course, this criterion may not distinguish a mechanism-based inhibitor from

a competitive one, unless the time dependence of inhibition is examined.

Another criterion is irreversibility. However, in some cases a slow reactivation is seen,

usually occurring over a period of days. Exactly what time period of reactivation does or

does not constitutemechanism-based inactivation is not specifically defined. In practice, one

usually removes excess inhibitor from the enzyme (e.g., dialysis, gel filtration, centrifugal

filtration) and assays the activity of the enzyme to determine if it has been restored.

The inhibitor is usually covalently bound to the enzyme in mechanism-based

inactivation, either to the protein or a prosthetic group. The stoichiometry of binding

should be unimolecular; i.e., only one molecule should be bound per enzyme (subunit).

The extent of labeling should be correlated with the degree of inactivation; for example, a

ratio of 0.7-labeled inhibitor bound per enzyme subunit should correspond to a 70% loss

of activity (corrected for any competitive inhibition). Further, labeling should be specific

in the sense that “scavenger” nucleophiles [e.g., glutathione (GSH)] and other proteins

(that do have access to the enzyme-active site) are not labeled. A general rule of thumb is

that a specific radioactivity of 0.5 Ci (14C)/nmol is needed for labeling studies of this
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type to obtain sufficient counts for analysis (using liquid scintillation counting or similar

drug methods). Other isotopes can be used; tritium is acceptable if the hydrogen is stable

in all involved processes. In some cases, it is possible to use other labels such as

fluorescent chromophores or mass spectrometry.

True mechanism-based inactivators use the same catalytic step in partitioning

between product formation and inactivation. Thus, both should show the same cofactor

requirements, and any kinetic isotope effects (e.g., deuterium) should be common to

both.

Figure 1 Determination of kinact for a mechanism based inactivator. (A) The compound under

investigation is incubated with the enzyme (plus all relevant cofactors); at various timepoints, the

solution is diluted into an excess of (non inhibitory) substrate to determine the amount of remaining

“active enzyme.” (B) Plots of log10 (active enzyme) versus time give the plots designated a, b, and c

at various concentrations of the inhibitory substrate I. a, b, and c have constants, k, defined by the

slopes (k = 0.693/t1/2). (C) The values of k from lines a, b, and c are related to [I] in the double

reciprocal “Kitz Wilson” plot. The intercept on the ordinate in this plot gives kinact, the extrapolated

rate of inactivation at infinite inhibitor concentration, and the intercept on the x axis gives KI, the

inhibitor concentration at which a half maximal rate of inactivation is seen.
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More extensive treatments of the theory and practice of mechanism-based inactiva-

tion have appeared elsewhere (5,19,22,23,26,27), as well as examples of applications to

various enzymes (19,22 25,30,31).

Inhibitors That Generate Reactive Products That Are Covalently
Attached to the Enzyme

This group of compounds is often grouped with the mechanism-based inactivators

discussed above. Many of the same criteria apply, such as the need for cofactors and the

irreversible nature of the inactivation. However, labeling may be more extensive and less

specific. Also, careful analysis of the kinetics may show critical differences from linearity

in plots of log (enzyme activity) versus time (19). For instance, there might be a lag in the

inhibition and then an apparent first-order plot, as the concentration of reactive product

increases. If fresh enzyme is added to the mixture at this point, then no lag will be

observed because of the buildup of electrophilic product in the medium. However, it

should be emphasized that discerning deviations from pseudo-first-order kinetics may not

be easy, especially if the assays are subject to error or if relatively few data points are

collected.

Experiments in which mechanism-based inactivation and inhibition of the type

discussed here need not be restricted to purified enzymes. They can be done with

relatively crude preparations, e.g., microsomes or cytosolic fractions, if appropriate

caveats are used. Labeling studies can be done with such preparations to examine the

specificity of the process.

INHIBITORS OF VARIOUS ENZYMES

This section is intended not to be comprehensive but to provide some examples of the

previously discussed types of enzyme inhibition, as they relate to several of the enzymes

involved in the biotransformation of drugs and xenobiotics. The reader is referred to other

articles for more comprehensive lists of inhibitors (29).

Monoamine Oxidase

There are two forms of monoamine oxidase, termed “A” and “B” (32). These have long

been recognized to show differences in inhibition by various drugs and are recognized to

be the products of different genes. Mechanism-based inactivation is common among

many of the inhibitors of these enzymes, and drugs have been developed to treat problems

related to the nervous system (19,33).

Monoamine oxidase A oxidizes biogenic amines and is selectively inhibited by the

mechanism-based inactivator clorgyline. The B form of the enzyme is involved in the

oxidation of non-catecholamines and is inhibited by pargyline and deprenyl, also

mechanism-based inactivators. These compounds all contain an N-propynyl (propanyol)

group ( N COC CH3), which leads to a covalent adduct (19).

Another inhibitor of monoamine oxidase is the anticonvulsant milacemide,

CH3(CH2)4NHCH2CONH2, which is also a substrate (19). The compound is thought to

be oxidized to an aminium radical (1-electron oxidation) with attack on an a-carbon to

generate a protein adduct (19).

Another popular group of inhibitors has been ring-strained cycloalkylamines,

which rearrange to reactive products following one-electron oxidation (34,35). The
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antidepressant tranylcypromine was one of the first compounds in this class. Postulated

mechanisms for some of these are shown in Figure 2. There are two paths (Figs. 2A, B).

One leads to modification of the flavin prosthetic group, either at the C-4a or N-5 atom

(36,37). The other pathway leads to modification of a protein Cys group. This appears to

be a reversible process, with the enzyme losing the group after 24 hours (see the section

“Mechanism-Based Inactivation” for discussion of the issue of reversibility). A series of

cyclopropyl derivatives of N-methyl-4-phenyl-1,2,5,6-tetrahydropyridine have been

studied (38,39).

Cytochrome P450

Inhibitors of P450s have been studied with regard to several aspects. Some aspects are

quite basic. First, many different P450 enzymes are found in humans, and experimental

animals and diagnostic inhibitors have been used to ascertain the roles of individual P450s

in catalysis of reactions (29). Because of the overlapping catalytic specificity of many of

the P450s, inhibitors are usually not totally selective. Nevertheless, the selectivity can be

examined, and the use of diagnostic inhibition of individual P450s is possible, with

appropriate caveats (40,41). A list of generally accepted “probe” inhibitors is presented in

Table 1 (29). Further, inhibitors have provided considerable insight into function, both in

terms of chemical aspects of catalysis and structural details of the proteins that contribute

to selectivity (47).

Other aspects of P450 inhibition are more practical (48). For instance, one

prominent strategy in therapy of estrogen-dependent tumors is the inhibition of P450

Figure 2 Proposed scheme for oxidation of 1 phenylcyclopropylamine by monoamine oxidase,

with both pathways leading to inactivation by binding to a (A) cysteine and (B) flavin (19). In the

case of the flavin, both the C 4a and N 5 adducts are formed (36,37).
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19A1, the “aromatase” that catalyzes the three-step conversion of androgens to estrogens

(49). Aminoglutethimide is a classic but not an ideal inhibitor, and numerous efforts are in

progress to design better drugs (50). Another target in yeast and fungal infections is P450

51, the lanosterol 14a-demethylase (51). Many “azoles” (e.g., ketoconazole) are used as

drugs in this regard (52). Selectivity for the fungal enzyme is observed, but these drugs

can also inhibit mammalian P450 51A1 and other P450s at higher concentrations (53,54).

Another example of a P450 inhibitor is piperonyl butoxide, which is used as an insecticide

“synergist” to block the detoxication of chemicals by insect P450s (Fig. 3) (55). As more

information becomes available about the P450s present in noxious insects, the design and

development of pesticides (and synergists) with more selectivity for the insect enzymes

should be possible.

Another practical area where the development of better inhibitors of P450s may be

useful is in cancer prevention. Some inhibitors (e.g., ethynyls) can block rodent and

Figure 3 Oxidation of piperonyl butoxide by P450 to a carbene that yields a stable ferrous ligand (55).

Table 1 Some Diagnostic Inhibitors of Human P450 Enzymesa

P450 Inhibitor Apparent mechanism

1A1 7,8 benzoflavone Competitiveb

Ellipticine Competitive

1A2 7,8 benzoflavone Competitiveb

Fluvoxamine Competitive

Furafylline Mechanism based

2A6 Diethyldithiocarbamate Mechanism based

Pyridine analogs of nicotine Competitivec

2C9 Sulfaphenazole Competitived

Tienilic acid Mechanism based

2D6 Quinidine, several otherse Competitivef

2E1 4 methylpyrazole Competitive

Diethyldithiocarbamate Mechanism basedb

Many organic solvents Competitiveb

3A4, 3A5 Troleandomycin Conversion to heme ligand

Erythromycin Conversion to heme ligand

Gestodene Mechanism based

a(29).
bKnown to be oxidized by the enzyme. Also, some of the results with these compounds reported in (42) are not

supported in subsequent work (40,41).
c(43).
dApparently not a heme ligand (44).
e(45).
fApparently not oxidized (46).
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human P450s that activate carcinogens (56) and can be shown to block carcinogen-

induced cancers in rodents (57). The drug oltipraz and the natural compound sulforophane

have been studied in cancer prevention studies because of their abilities to induce con-

jugation enzymes (e.g., GSH S-transferase, quinone reductase) (58,59). More importantly,

perhaps, they have both been shown to block P450s involved in the activation of

carcinogens, e.g., aflatoxin B1 (60).

Several types of inhibition are seen for the P450s. A relatively common mechanism is

competitive inhibition. For instance, quinidine and most other P450 2D6 inhibitors seem to

act in this way (61); a basic nitrogen in the inhibitor seems to bind in the same site as the

substrates in most, but not all, cases (45,62,63). Azoles have already been mentioned and are

one example of nitrogen heterocycles that ligand to the heme iron (52,64). Sulfaphenazole is

a competitive inhibitor of P450 2C9 and has selectivity (compared with other P450 2C

enzymes) (65,66). Many organic solvents inhibit P450 2E1 by competing as substrates

(67,68), so care must be taken in experimental designs (esp. in vitro).

Another group of inhibitors are not particularly effective themselves but are

oxidized to “metabolic intermediates” that bind tightly to the heme and prevent further

involvement of the iron atom in catalysis. For instance, some amines are oxidized to

C-nitroso derivatives (e.g., troleandomycin) (69,70), and piperonyl butoxide (vide supra)

yields a carbene (Fig. 3) (71). This process might be termed “mechanism-based

inactivation,” but perhaps a better description would be transformation by the enzyme(s)

to very tight-binding inhibitors. The linkages are not covalent in the usual sense, since

addition of a strong oxidant [e.g., Fe(CN)6
3 ] oxidizes such a ferrous complex to ferric

and releases the ligand.

Mechanism-based inactivators have been studied extensively, primarily from a

basic standpoint (28,72). Many vinyl and acetylenic inhibitors have been characterized as

yielding heme and/or protein adducts (Fig. 4). Some of these have practical consequences

with drugs [e.g., secobarbital (72)]. A dihalomethylene group (74) can also be involved in

mechanism-based inactivation, although it is not clear whether chloramphenicol should be

classified in this group or among the inhibitors that are converted to a reactive product

(75). Inhibition by cyclopropylamines is considered to involve oxidation to an aminium

Figure 4 Mechanism based inactivation of P450 by heme destruction during the epoxidation of an

olefin (73). The partition ratio is given by k2/k1. Several of the N alkyl porphyrin adducts arising

from the heme have been vigorously characterized by NMR and mass spectrometry. Abbreviation:

NMR, nuclear magnetic resonance.
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radical that rearranges to a reactive methylene radical, as in the case of the postulated

mechanism for monoamine oxidase (Fig. 2), although adducts remain to be characterized

(76 78).

4-Alkyl-1,4-dihydropyridines are readily oxidized by P450s by one-electron

oxidation (79). Rearrangement of the putative aminium radical to the pyridine generates

an alkyl radical, which modifies a pyrrole nitrogen of the prosthetic heme (80). If an

aromatic group is at the 4-position, it is retained, and such compounds are used as drugs

(81). This is, strictly speaking, not an example of mechanism-based inactivation, since

(i) alkyl radicals can react with spin traps outside of the protein (79) and (ii) other P450s

that cannot oxidize the 4-alkyl-1,4-dihydropyridines can also be inactivated when an

enzyme capable of oxidation (e.g., P450 3A4) is also present. Ortiz de Montellano and his

associates have also characterized other compounds (e.g., 1-aminobenztriazole) that are

oxidized by P450s to yield covalent heme adducts (46,82,83). Interestingly, Meschter

et al. (84) have reported that it is possible to use 1-aminobenztriazole to lower total

hepatic P450 levels in rats to <30% that of the normal for 13 weeks without significant

physiological effects.

Mechanism-based inhibition is of considerable inhibition of P450s, in the context of

leading to drug-drug interactions, particularly with P450 3A4 (85). Collectively, these

inhibitors may be grouped into several families of effects: (i) oxidation to compounds that

bind heme reversibly but very tightly (i.e., methylene dioxyphenyls compounds, vide

supra), amines that are oxidized to C-nitroso derivatives (70); (ii) oxidation to

intermediates that react with P450 heme and generate porphyrin derivatives (72,85);

(iii) oxidation to products that react with the (apo) protein (as opposed to heme); and

(iv) oxidation to products that cross-link the heme to the protein (85). A list of some of

the chemical moieties that have demonstrated mechanism-based inactivation includes

olefins, acetylenes (and proparyls), thiophenes, furans, strained cycloalkylamines, some

thiols and thionosulfurs, and dihalomethylenes (85).

Most of the compounds that have been studied fall into classes (ii) and (iii). Some

mechanisms are shown in Figure 4. At this time, prediction of whether an olefin or

acetylene will act as a mechanism-based inactivator is not really possible nor is the

prediction as to whether heme modification, protein modification, or a mixture of both

may occur. Few examples of group (iv), with heme-protein cross-linking, have been

characterized in detail.

During the time elapsed since the first edition of this monograph was published (2),

a number of examples of P450-based inactivation have been characterized in some detail

(Table 2). In some cases, the specific P450 residues involved in covalent binding have

been identified (99,101). Although we have a reasonably good understanding of the

chemistry involved in some of these processes (vide supra), there are several chemicals

for which the chemistry involved in inhibition/binding is not well understood (e.g.,

imines, piperazines).

NADPH-P450 Reductase

This flavoprotein is involved in the transfer of electrons from NADPH to P450s (103).

The enzyme also functions in electron transfer to some other hemoproteins, e.g., heme

oxygenase (104).

Inhibition has not been studied extensively. The oxidation product NADPþ is a

competitive inhibitor (11). The 20-phosphate group is important in binding; 20-AMP is

also a competitive inhibitor, and the enzyme is the basis for the use of 2,50-ADP affinity

chromatography in purification (105).
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Diphenyliodonium has been reported to be a mechanism-based inactivator of the

enzyme (106). The mechanism is postulated to involve one-electron reduction of the

iodonium to give an iodide/flavin radical pair that combines to give an N5-phenylflavin

adduct, along with a labeled amino acid (Trp 419).

Flavin-Containing Monooxygenase

In contrast to the flavoprotein monoamine oxidase, little is known about inhibitors of this

enzyme. Some are known but have poor affinities (107). No mechanism-based

inactivators have been characterized. The various substrates seem to inhibit each other,

at least insofar as they are substrates for the same form of the enzyme (at least 5 forms can

exist in a single animal species) (108,109).

Aldehyde Oxidase

Aldehyde oxidase and the related molybdenum-flavin-iron sulfur protein xanthine

oxidoreductase are involved in the oxidation of a number of drugs, particularly

heterocycles (110). The mechanism differs clearly from P450 and other mixed-function

oxidases in that electrons are removed from a substrate and transferred to an electron

donor, generally NADþ or O2 (111). The oxygen atom incorporated into the substrate is

derived from H2O, not O2.

Allopurinol is a reversible inhibitor that can be used to distinguish between the

involvement of aldehyde oxidase and xanthine oxidoreductase in vitro or in vivo,

preferentially inhibiting the latter enzyme. Aldehyde oxidase is preferentially inhibited by

isovanillin.

Recently the neonicotinoid insecticide imidacloprid has been shown to be reduced

from a nitro to a nitroso substitution. The nitroso compound, in turn, is an irreversible,

mechanism-based inactivator of rabbit aldehyde oxidase, as judged by several kinetic and

other criteria, including covalent binding (112).

Table 2 P450 Mechanism Based Inhibitorsa

Compound

Putative

activated moiety P450 Mode of binding Ref.

L 754,394 Furan 3A4 Protein (?) 86

Zafirlukast 3 Methylindole 3A4 Protein (?) 87

Raloxifene Quinonemethide (?) 3A4 Protein (?) 88

Phencyclidine Iminium ion 2B1 Protein 89

9 Ethynylphenathrene Acetylene 2B1 Protein 90, 91

Deprenyl Acetylene 2B1 Heme 92

Clorgyline Acetylene 2B1 Iron complex 92, 93

tert Butylisothiocyanate Isothiocyamate 2E1 Heme (?) 94

Xanthates Dithiocarbonic acid 2B1, 2B6 (?) 95, 96

7 ethynylcoumarin Acetylene 2B1 Protein 97

Phencyclidine Acetylene 2B6 Protein 98

tert butylacetylene Acetylene 2B4 Heme 99

Phenyldiaziridines Aziridines 2B6 Protein (?) 100

17a ethynylestradiol Acetylene 2B6, 3A5 Protein and heme 101, 102

aConcentrated on results published since 1995. For earlier and more information see Refs. 72, 85.
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Carbonyl Dehydrogenases and Reductases

Disulfiram is a well-known inhibitor of aldehyde dehydrogenase. This drug, Antabuse1,

has been given to recovering alcoholics to produce unpleasant physiological effects when

the individuals consume ethanol. Disulfiram is reduced to diethyldithiocarbamate, which

seems to be bound to an enzyme Cys in disulfide linkage (113). Diethyldithiocarbamate is

also an inhibitor of some P450s (esp. 2E1, 2A6) (114). It may have a mechanism-based

action, at least as judged by the kinetics seen in limited investigations (13). In vivo,

diethyldithiocarbamate is methylated and then oxygenated to yield a more effective

inhibitor (115,116).

The sedative chloral (2,2,2-trichloroacetaldehyde) is a competitive inhibitor of

aldehyde dehydrogenase, with a Ki of 1 to 10 mM. Apparently a stable thiohemiacetal is

formed with Cys 302. Because of the electronegativity of the chlorine atoms, transfer of a

hydride ion is effectively blocked.

Similarly, aldose reductase is a target for inhibition in the treatment of certain types

of diabetes. The drugs sorbinil, alrestatin, and tolrestat seem to be effective in diabetic rats

but have not been as useful in humans (117).

Esterases and Amidases

The mechanisms of inhibition of acetylcholinesterase have long been of interest because

chemical warfare agents (nerve gases) and organophosphate insecticides can interfere with

cholinergic transmission and lead to respiratory failure. The basic principles have been

known for some time and involve nucleophilic attack by a Ser in the active site (118) (Fig. 5).

In contrast to most of the examples of drug inhibition, this is a “noncompetitive”

mechanism where reaction with an active site Ser occurs. The reaction is somewhat

reversible in that hydrolysis can occur to reactivate the enzyme. However, a rearrange-

ment, usually referred to as “aging,” can occur to fix the damage by generation of a non-

hydrolyzable linkage (118).

Epoxide Hydrolase

The epoxide hydrolases are now recognized to be a subfamily of the a-, b-lyase family

that have certain features that make epoxides good substrates (119). In recent years, the

discovery that a covalent ester intermediate is formed has had considerable implication

for mechanistic studies (120). Modes of inhibition need to be reexamined in this context.

A number of supposedly competitive inhibitors of microsomal epoxide hydrolase

have been reported (121). Of these, 3,3,3-trichloropropylene oxide has historically been

considered the most diagnostic, although it seems to have disappeared from the

commercial market because of unknown regulatory issues. However, if an ester

intermediate is formed, the rate of hydrolysis of this may be the issue, and this may be

better classified as a slow, tight-binding inhibitor. The “soluble” epoxide hydrolase has

inhibitors with lower Ki values, particularly among the chalcone oxides (122).

Glutathione S-Transferases

These enzymes are very abundant (123), and the crystal structures of many are now

known (124). Some hydrophobic compounds are good ligands [hence one of the original

names, “ligandin” (125)], which probably act as competitive inhibitors (123). GSH has a

Kd for several of the GSH transferases of approximately 20 mM, facilitating the use
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of affinity chromatography for purification (126). Replacement of the CH CH2S

(CH CH2 SH) moiety of GSH with CH CO2 provides an analog of a key intermediate,

which has a Ki of 0.9 mM (127). A somewhat similar approach was used by Mulder, who

replaced the entire L-Cys-Gly moiety with D-aminoadipate (128) (Ki 8 mM, GST 4-4).

Also, a Meisenheimer complex of GSH with 1,3,5-trinitrobenzene appears to behave as a

transition state analog (129). Product complexes can also be used as inhibitors (130). For

instance, S-(30-iodobenzyl) GSH had a Ki of 0.2 mM and was used to solve the structure of

GST 3-3, as a source of a heavy atom in diffraction studies. Some GSH conjugates have

been used as affinity labels (131). The GSH conjugate 2-(S-glutathionyl)-3,5,6-trichloro-

1,4-benzoquinone is an effective irreversible inhibitor (Ki < 1 mM, kinact 0.3 min–1) and

modifies active site Tyr groups (132). Since GSH transferases are generally beneficial,

the question can be raised as to why they should be targets for inhibition. The

antischistosomal drug praziquantel is used to inhibit the parasite Schistosoma japonica

(133). It appears to compete by binding to a hydrophobic substrate site near the subunit

Figure 5 Inactivation of acetylcholinesterase by organophosphates and enzyme reactivation and

“aging” (118).
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interface of the dimer. Also, GSH S-transferase over-expression may contribute to

multiple drug resistance in cancer cells and is a potential therapeutic target (133).

Sulfotransferases

The phenols 2,6-dichloro-4-nitrophenol and pentachlorophenol have been described as

competitive, “dead-end” inhibitors (134). This is a family of enzymes that is growing in

complexity, and the selectivity of these interactions is still a matter of investigation.

UDP-Glucuronosyl Transferases

Many drugs have been characterized as competitive inhibitors of the steroid-, bilirubin-,

and drug-conjugation activities of uridine diphosphate (UDP)-glucuronosyl transferases

[see Table 7 of ref. (135)]. The roles of these interactions in practical drug metabolism

issues are largely unexplored. Both transition-state analog inhibitors (136) and photo-

affinity labels (137 139) have been designed and used to characterize these enzymes (135).

EXAMPLES OF RELEVANCE OF INHIBITION TO
DRUG-DRUG INTERACTIONS

Clinical aspects of drug-drug interaction are covered elsewhere in this book and,

therefore, only a few classical examples of in vivo problems will be mentioned here. The

reader is also referred to other treatments of the subject (140).

As mentioned already, in some cases the enzymes are targets and inhibition is

intended. In other cases, some inhibition may be expected on the basis of preliminary in

vitro assays. Nevertheless, most pharmaceutical companies would rather not put a drug

with the potential for interaction problems on the market, if another that did not have such

potential were available.

What one would like to avoid is the development of a potential inhibition/

interaction problem with a drug already on the market (or heavily invested in the

developmental process). A few examples will be mentioned.

The H2 receptor antagonist cimetidine has been widely prescribed for ulcers. This

compound can inhibit P450-catalyzed reactions, although it is a relatively weak inhibitor

(141). Nevertheless, a considerable market share was lost to the noninhibitory alternative

ranitidine through advertising, on the basis of the prospect of drug-drug interactions.

Terfenadine was the first non-sedating antihistamine on the market and has been highly

successful. Nevertheless, some adverse incidents have been reported, and the basis of some

seems to be related to metabolism. Terfenadine is usually extensively oxidized, and in most

individuals, none of the parent drug is found circulating in plasma. One of the two main

oxidation routes yields the inactive N-dealkylation products. The product of the other

oxidation route, a carboxylic acid, retains its ability to block the histamine receptor. The acid

is actually a zwitterion and does not readily cross the blood-brain barrier, so it is non-sedating.

If P450 3A4 is inhibited, then terfenadine can accumulate and may cause arrythmias

(142,143). Adverse effects had been reported (144), and now the Food and Drug

Administration (FDA) has withdrawn registration, mainly on the basis of experiences with

the concurrent use of known P450 3A4 inhibitors, e.g., erythromycin and ketoconazole (145).

Another example of P450 3A4 inhibition involves the progestin gestodene, which

has been used with the estrogen 17a-ethynylestradiol in some oral contraceptive

formulations. All 17a-acetylenic steroids seem to have some inherent capability of acting

as P450 mechanism-based inactivators (146,147), but gestodene appears to be more
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effective than many others (148). The inhibition of P450 3A4 might explain some of the

thrombolytic problems attributed to gestodene (149), because inhibition of 17b-estradiol
and 17a-ethynylestradiol oxidation (catalyzed by P450 3A4) could raise estrogen levels, a

known factor in thrombolytic problems. However, the levels of gestodene ingested daily

do not seem high enough to account for destruction of a substantial fraction of the P450

3A4 pool (148), and the in vivo significance of these phenomena is not yet clear.

CONSIDERATIONS OF ENZYME INHIBITION IN MEDICINAL
CHEMISTRY AND DRUG DEVELOPMENT

Today many pharmaceutical companies routinely screen libraries of new chemical entities

for inhibition early in the drug development process, sometimes even as a part of drug

discovery. The major concern is inhibition of P450 enzymes and the potential for drug-drug

interactions. Five P450 enzymes 1A2, 2C9, 2C19, 2D6, and 3A4 account for

approximately 95% of all P450 metabolism of drugs, and these are used in initial screens

(49). One strategy is to use individual recombinant P450s; the other is to use human liver

microsomes.With either, one can use either model fluorescent or luminescent substrates for

individual P450s or diagnostic marker reactions (29), usually with liquid chromatography-

mass spectrometry (LC-MS) methods. The fluorescence/luminescence assays have the

advantage of higher throughput, but in recent years several pharmaceutical companies have

moved in favor of the LC-MS approaches because of better predictability of interactions

with company compounds.

Reversible inhibition can be analyzed rapidly. In general, IC50 values of >10 mM
are considered unimportant, IC50 values <1 mM are considered problematic, and IC50

values of 1 to 10 mM are considered possible issues, depending upon the predicted plasma

or tissue Cmax (150,151).

Compounds that are still of interest are further examined for the contribution of

preincubation with NADPH on metabolism of P450 diagnostic substrates. The consider-

ation of mechanism-based inactivation is more complex. For a list of some of the typical

chemical moieties associated with P450 mechanism-based inactivation see Table 2. One

approach is to experimentally obtain in vitro parameters for inhibition in human liver

microsomes, purified human P450 systems, or human hepatocytes. The parameters of most

interest are the partition coefficient, kinactivation, and Ki (Fig. 1). The ratio kinactivation/Ki is

perhaps the most useful parameter, being rather analogous to kcat/Km for oxidation, which

is prediction of Clint in vivo.

The ratio kinactivation/Ki does not give a definite answer regarding whether a drug

candidate will be a problem in vivo. The dose will be one issue, as will the partition ratio.

However, a very useful strategy is to compare kinactivation/Ki (and other parameters) with

drugs already used in practice and experience with those. For instance, kinactivation/Ki

varies from 2 (17a-ethynylestradiol) to 126,000 (ritonavir) (152). The former compound

is generally not considered to be a problem due to low doses, but the latter is recognized

as producing major in vivo drug interactions. Further development of databases such as

this should help guide decisions about prediction of drug-drug interactions.

CONCLUSIONS

Inhibition of the enzymes usually associated with drug metabolism is a subject of both

basic and practical interest. Basic studies involve studies of mechanisms of catalysis and

the use of selective inhibitors of individual forms of enzymes in multigene families.
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Practical aspects of inhibition include drug-drug interactions and enzymes as therapeutic

targets. Among the more common modes of enzyme inhibition seen are competitive

inhibition, product inhibition, slow, tight-binding inhibition, mechanism-based inactiva-

tion, and products that become covalently attached. Discrimination among these is

necessary for a proper understanding of action. However, in some cases the classification

into a particular mode may not be obvious. A better understanding of inhibition

mechanisms and selectivity has led to more efficient screening for drug-drug interactions

in the pharmaceutical industry and appreciation of the phenomenon in the regulatory

agencies.
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INTRODUCTION

Pharmacokinetic changes occur during human development, which contribute substan-

tially to differences in therapeutic efficacy and adverse drug events (1,2). Although

there are many factors that contribute to these changes, maturation of drug-metabolizing

enzyme (DME) expression constitutes a major component (3,4). Important advances in

our understanding of DME ontogeny have been made that improve our ability to

predict therapeutic dosing and avoid adverse events. Yet, knowledge gaps remain. Several

challenges to extending our understanding of human developmental pharmacology exist.

Of major importance are ethical and logistical problems associated with obtaining

suitable tissue samples for in vitro studies as well as the design and recruitment of

appropriate and sufficient volunteers for clinical trials. Adding to the significance of these

problems, substantial species differences exist in both DME primary structure and

regulatory mechanisms, necessitating caution in extrapolating data from animal model

systems to the human and limiting the utility of such model systems. Furthermore,

dynamic changes in gene expression occur during different stages of ontogeny. Thus,

studies must be designed to avoid the use of a small number of tissue samples

representing a narrow time window, or the pooling of samples across wide time windows.

The use of such study designs in the past has led to data from which it is difficult or

impossible to draw general conclusions.

This chapter will provide an overview of our current understanding of DME

ontogeny and knowledge gaps that remain as well as provide some regulatory perspective

that has helped drive the field. Most of our existing knowledge is restricted to enzyme

developmental expression in the liver, and as such, this chapter largely will be restricted

to discussion of this organ.
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OVERVIEW OF EXPERIMENTAL APPROACHES

Several approaches have been used to characterize and better understand the underlying

mechanisms controlling DME ontogeny. Early investigations sought to characterize

specific enzymatic activities in autopsy tissue samples using specific or semi-specific

probe substrates. Although these data were certainly useful in characterizing trends, many

were limited by the sensitivity of the assays, unknown or poorly characterized substrate

specificity, and restrictions on the amount of available tissue, particularly those of fetal

origin. With the development of highly specific antibody probes, sensitive chemilumi-

nescent detection techniques, as well as recombinant protein standards, more recent

studies have been successful in characterizing age-dependent changes in specific protein

content [see Ref. (5) for an example]. Of course, questions regarding the correlation

between protein levels and enzyme activity remain, as do concerns regarding tissue

quality. In vitro activity studies also have been enhanced by the development of more

sensitive detection methods, such as high-performance liquid chromatography coupled

with tandem mass spectrometry. Furthermore, investigators have become more sophis-

ticated in data analysis, incorporating multiple linear regression models that take

advantage of data generated with purified enzyme preparations to tease apart the relative

contributions of specific enzymes to a given metabolic reaction [see Ref. (16) for an

example]. A paradigm shift also has occurred with regard to in vivo pharmacokinetic

studies in pediatric patients. Unless unusual and extenuating circumstances exist,

investigators remain restricted to taking advantage of probe substrates prescribed for

normal clinical care. However, the same improvements in detection techniques that have

benefited in vitro studies have also been a boon for in vivo studies, allowing accurate

measurements on much smaller biospecimens often more appropriate for pediatric

volunteers. Perhaps more importantly, the realization that the use of off-label drug use in

children was tantamount to poorly designed experimentation has resulted in a greater

acceptance of pediatric clinical trials and efforts to ensure that appropriate infrastructure

and guidance is in place to facilitate such studies [see Ref. (6) for a recent example].

Finally, the emergence of information on DME ontogeny has begun to be incorporated

into increasingly sophisticated modeling systems that hopefully will allow better

prediction of drug disposition and response during different early-life stages and prove

useful for both drug development and therapeutic decision making (7).

DME ONTOGENY

Although somewhat oversimplified, our growing knowledge of DME ontogeny suggests

that individual developmental expression patterns can be binned into one of three classes

(Table 1). The first class consists of enzymes expressed at relatively high levels during the

first trimester and either remain high or decrease during gestation but are silenced or

expressed at low levels within a few days to as long as two years after birth. Enzymes

belonging to the second class are expressed at relatively constant levels throughout

gestation. Moderate postnatal increases in expression are observed for some, but not all,

within the first year. Enzymes in the third class are not expressed or are expressed at low

levels in the fetus. For some, the onset of expression can be seen in either the second or

third trimester. Substantial increases in expression usually are observed within the first

one to two years after birth, however for some, full maturation does not occur until

postpuberty. This third category appears to include the largest number of enzymes,

although this might change as our knowledge expands. Examples of enzymes belonging

to each of these three classes and that illustrate salient features of each expression pattern

are discussed below.
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Cytochrome P4503A Ontogeny

The cytochrome P4503A (CYP3A) subfamily consists of four genes, CYP3A4, 3A5, 3A7,

and 3A43, encoded at an approximate 270-kbp locus on human chromosome 7q21.1.

CYP3A43 has minimal, if any, drug-metabolizing activity and is expressed at low levels

where detectable. In contrast, CYP3A4, 3A5, and 3A7 are collectively the most abundant

hepatic members of the cytochrome P450-dependent monooxygenase family and account

for nearly 46% of the oxidative metabolism of clinically relevant drugs (8). Although

these three enzymes share at least 85% sequence identity, a property that has proven an

obstacle to independent measurement, they exhibit considerable different but overlapping

substrate specificities and expression patterns. In adult liver, CYP3A4 comprises 10% to

50% of total cytochrome P450 (9). CYP3A5 levels can exceed CYP3A4, subject to the

presence of the CYP3A5*1 allele (10,11). CYP3A7 is the dominant enzyme in fetal liver,

but can be expressed at substantial levels in some adults (10 40% of total CYP3A levels),

dependent on the presence of the CYP3A7*1C allele (12). These three members of the

CYP3A family are representative of all three classes of DME ontogeny.

Multiple metabolic probes have been used to measure CYP3A-dependent metabolic

activity in fetal liver tissue, including codeine, dextromethorphan, and imipramine

N-demethylation, retinioic acid 4-hydroxylation, and dehydroepiandrosterone (DHEA)

16a-hydroxylation (13 16). However, only the latter two reactions are preferentially

catalyzed by CYP3A7, and thus, the interpretation of these data is challenging. For

example, CYP3A4 has the greatest activity toward the N-demethylation of dextro-

methorphan, but below a substrate concentration of 1 mM, both CYP3A7 and 3A5 exhibit

activities that are approximately 33% and 17%, respectively, of that exhibited by

CYP3A4 (Drs. Robin E. Pearce and J. Steven Leeder, Children’s Mercy Hospital, Kansas

City, MO; personal communication). Yet, both western blotting and reverse transcriptase-

coupled polymerase chain reaction DNA amplification approaches have been used to

confirm the expression of CYP3A7 and, to a much lesser extent, CYP3A5, but not

CYP3A4, in fetal liver as early as seven to eight weeks’ gestation. In contrast, CYP3A4

was clearly the dominant CYP3A family member in adult liver (14,17,18). All of these

Table 1 Categorization of DMEs Based on Developmental Expression Patterns

Class 1 Class 2 Class 3

ADH1A CYP2C19 ADH1B and 1C

CYP1A1 CYP3A5 AOX

CYP3A7 EPHX1 CYP1A2

FMO1 EPHX2 CYP2A6

GSTP GSTA CYP2C9

SULT1E1 SULT1A1 CYP2D6

CYP2E1

CYP3A4

FMO3

PON1

SULT2A1

UGT1A1

UGT1A6

UGT2B7

Abbreviations: DME, drug metabolizing enzyme; ADH, alcohol dehydrogenase; SULT,

sulfotransferase; CYP, cytochrome P450; FMO, flavin containing monooxygenase; GST,

glutathione S transferase; EPHX, epoxide hydrolase; AOX, aldehyde oxidase; PON,

paraoxonase; UGT, UDP glucuronosyl transferase.
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Figure 1 Human hepatic CYP3A ontogeny. (A) CYP3A7, (B) 3A4, and (C) 3A5 expression

levels were determined using metabolic probe substrates and/or quantitative western blotting with

hepatic microsomal preparations obtained from fetal (8 40 weeks estimated gestational age),

neonatal (0 30 days after birth), >1 month to 12 months postnatal age, and >1 to 18 years postnatal

(continued)
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early studies suffered from limited sample numbers and age ranges. Thus, the dynamics of

the transition between CYP3A7 and 3A4 was not apparent from the resulting data.

The development of more robust tissue repositories and the use of multiple metrics,

including quantitative western blotting to measure protein levels, hybridization with

specific probes to measure transcript levels, and the preferential catalysis of DHEA 16a-
hydroxylation by CYP3A7 and testosterone 6b-hydroxylation or DHEA 7b-hydroxylation
by CYP3A4, has led to a much better understanding of CYP3A ontogeny (15,16,19).

Extending the use of preferential substrates, Stevens et al. (16) applied a multiple

regression model to extrapolate individual protein content and minimize the problems

associated with overlapping substrate specificity (Fig. 1). CYP3A7 expression was con-

firmed to dominate in the fetal liver with expression levels that exhibited considerable

interindividual variation, but remained relatively constant throughout gestation (Fig. 1A).

DHEA 16a-hydroxylase activity (CYP3A7) ranged from 0.48 to 1.31 nmol/min/mg

microsomal protein in fetal samples, while median protein content was determined to be

279.5 pmol/mg microsomal protein (range ¼ 122.2 471.9 pmol/mg microsomal protein).

In contrast, testosterone 6b hydroxylase activity (CYP3A4) ranged from only 0.004 to

0.008 nmol/min/mg microsomal protein in fetal samples and median protein levels were

only 4.4 pmol/mg microsomal protein (range ¼ 0 6.5 pmol/mg microsomal protein),

nearly 50-fold lower than that reported in adult liver (15,16).

A progressive decrease in CYP3A7 expression was observed after birth (Fig. 1A).

In neonatal liver samples, DHEA 16a-hydroxylation was 50% of that observed in fetal

samples and consistent with a similar drop in mean CYP3A7 protein levels. Activity and

protein levels continued to decline in tissue samples from infants aged 1 to 3 months and

children aged 3 to 12 months. In adults, DHEA 16a-hydroxylation was determined to be

only 0.07 nmol/min/mg microsomal protein, again consistent with median CYP3A7

protein levels in older pediatric samples of 1.3 pmol/mg microsomal protein (range ¼
0�20.8 pmol/mg microsomal protein) (Fig. 1A).

In contrast to CYP3A7, a progressive age-dependent increase in CYP3A4

expression was observed, although using multiple linear regression modeling to

extrapolate protein levels suggested a somewhat delayed increase in CYP3A4 relative

to what was reported by measuring activity alone (Fig. 1B). Little or no change from

mean fetal enzyme levels was observed in neonatal samples, while only a modest increase

was observed in infant samples aged between 1 and 12 months. Further, hepatic CYP3A4

levels in samples from children aged between 1 and 10 years remained well below adult

levels (13.1 � 17.5 pmol/mg microsomal protein vs. 128.9 � 99.9 pmol/mg microsomal

protein). Thus, these studies would suggest that in many individuals, CYP3A7 remains the

dominant CYP3A enzyme in many children up to one year after birth and that CYP3A4

expression increases steadily, but does not reach adult levels until well after one year of

age. These conclusions regarding CYP3A4 postnatal ontogeny are consistent with an

in vivo, longitudinal study of dextromethorphan N-demethylase activity (6,20) as well as a

metabolic study of amprenavir disposition in fetal and postnatal liver samples (21).

Consistent with the known frequency of the CYP3A5*1 allele, fetal CYP3A5 protein

was observed in approximately 50% of samples at a mean level of 6.0 � 5.2 pmol/mg

age donors (16). Data are plotted as medians (bars), interquartile values (boxes), and 10th to 90th

percentiles (whiskers) of the maximum expression levels observed in the entire data set. For clarity,

data outliers are not shown. Maximum CYP3A4, 3A5, and 3A7 protein levels were 78.7, 24.5, and

472.0 pmol/mg microsomal protein, respectively. The lower than expected median CYP3A4 levels

in the oldest age bracket is likely due to the weighting of this data set to early ages; the median age

of the samples within this age bracket was eight years. Abbreviation: CYP, cytochrome P450.
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microsomal protein for those samples with detectable protein. No age-dependent changes

were observed in either the pre- or postnatal samples, consistent with this enzyme

belonging to the class 2 developmental expression pattern (Fig. 1C).

The clinical implications of the CYP3A7/3A4 transition is illustrated by studies on

the pharmacokinetics and pharmacodynamics of cisapride, a gastroprokinetic agent that

was commonly used in pediatric patients presenting with symptoms associated with

gastroesophageal reflux. Because of a higher than acceptable incidence of cisapride-

related prolonged QT syndrome in adult patients that was associated with excessive dose

or high plasma levels of parent drug, cisapride was removed from the general market and

its use limited through an access program for specific diseases, including neonatal

gastroesophageal reflux. However, a prospective study in this latter patient population

demonstrated a significant increase in prolonged QT syndrome not associated with the

risk factors identified in adults (22). Given the evidence for CYP3A4-dependent cisapride

metabolic inactivation, but an absence of activity with either CYP3A5 or 3A7 (23), it was

hypothesized that neonates would show deficient metabolic ability. Consistent with this

hypothesis, cisapride oxidation was low or absent in microsomal preparations from fetal

or neonatal liver aged less than seven days (24). Furthermore, the cisapride terminal

elimination rate constant was shown to increase from approximately 0.02 hour 1 in

30-week postconceptional age patients to 0.20 hour 1 in 52-week postconceptional age

patients (25). Thus, the differential substrate specificities exhibited by the CYP3A

enzymes toward cisapride, combined with the developmental expression pattern described

above, illustrates the significant impact DME ontogeny can have on the risk for adverse

drug events in pediatric patients.

Flavin-Containing Monooxygenase Ontogeny

The flavin-containing monooxygenase (FMO) family of enzymes (EC 1.14.13.8) is

important for the oxidative metabolism of a variety of therapeutics containing

nucleophilic nitrogen, sulfur, selenium, or phosphorous heteroatoms. Common substrates

include tamoxifen, itopride, benzydamine, olopatidine, and xanomeline (26). Eleven

human FMO genes have been identified: FMO1, 2, 3, 4, and 6P contained within a cluster

at chromosome 1q24.3; FMO5 outside this cluster and in the opposite orientation at

1q21.1; and a second five-gene cluster at 1q24.2 that in the human, but not mouse,

consists entirely of pseudogenes (FMO7P-11P) (27). The human FMO enzymes active in

xenobiotic metabolism include FMO1, 2, and 3, although the role of FMO2 is limited

because of the high prevalence of a premature stop codon resulting in a truncated, inactive

protein (26).

FMO ontogeny was recently reviewed by Hines (28). Measurement of FMO

transcript levels in a limited number of fetal and adult liver, kidney, and lung tissue

samples provided the first evidence for a developmental transition from FMO1 to FMO3

in the liver, but not other tissues. The restriction of FMO1 expression to the fetal liver was

confirmed using immunological approaches wherein mean FMO1 protein levels were

determined to be 14.4 � 3.5 pmol/mg microsomal protein, but were undetectable adult

liver. Consistent with the earlier studies measuring transcript levels, FMO1 protein levels

were highest in the adult kidney, 47 � 9 pmol/mg microsomal protein, but also were

observed in the adult small intestine (2.9 � 1.9 pmol/mg microsomal protein). However,

similar to the early study on CYP3A, the dynamics of the transition from fetal hepatic

FMO1 to adult FMO3 were unclear.

Employing an immunological approach with monospecific antibodies together with

a much more robust tissue sample set, the highest level of hepatic FMO1 expression was
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observed and in the greatest percentage of samples at gestational ages less than 15 weeks

(96%) (Fig. 2A). FMO1 protein levels subsequently declined by approximately 50% in

each subsequent trimester (90% and 70% of samples with detectable levels, respectively),

and expression was essentially silenced within three days after parturition in a birth-,

rather than gestational age dependent process. Interestingly, low FMO3 expression levels

(<1 pmol/mg microsomal protein) were detectable in about 15% of first trimester fetal

Figure 2 Human hepatic FMO ontogeny. (A) FMO1 and (B) FMO3 expression levels were

determined using quantitative western blotting with hepatic microsomal preparations obtained from

<15 week fetal, 15 to 26 week fetal, >26 to 40 week fetal, 0 to 3 days postnatal, neonatal (0 30 days

after birth),>1 month to 12 months postnatal,>1 to 11 years postnatal, and>11 to 18 years postnatal

age donors (50). Data are plotted as medians (bars), interquartile values (boxes), and 10th to 90th

percentiles (whiskers) of themaximumexpression levels observed in the entire data set. For clarity, data

outliers are not shown. Maximum FMO1 and FMO3 protein levels were 18.5 and 38.5 pmol/mg

microsomal protein, respectively. Abbreviation: FMO, flavin containing monooxygenase.
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Figure 3 Human hepatic SULT ontogeny. (A) SULT1A1, (B) 1E1, and (C) 2A1 expression levels

were determined using metabolic probe substrates and/or quantitative western blotting with hepatic

microsomal preparations obtained from fetal (8 40 weeks estimated gestational age), 0 to 3 months

(continued)
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liver samples, but was non-detectable throughout the remaining prenatal period (Fig. 2B).

Low FMO3 expression levels were observed in approximately 25% of the neonatal liver

samples. However, it was only between 1 month and 12 months of age that detectable

FMO3 was observed in most samples. These data suggested that birth is necessary, but not

sufficient for the onset of FMO3 expression. Intermediate FMO3 expression was observed

in samples from donors between the ages of 1 and 11 years but in postpuberty samples,

increased in a gender-independent, age-dependent manner to levels approaching those

measured in adults. Taken together, the above studies suggested that not only is the

ontogeny of hepatic FMO1 and FMO3 regulated independently, but that the ontogeny of

FMO1 itself is regulated differently in different tissues; a hypothesis that has been

confirmed (29,30). FMO1 and FMO3 clearly can be considered class 1 and class 3

enzymes with regard to developmental expression patterns, respectively.

Sulfotransferase Ontogeny

The family of sulfotransferase (SULT) enzymes (EC 2.8.2.1) catalyzes the conjugation of

a sulfonate moiety donated by 3’-phosphoadenosine-5’-phosphosulfate to a wide variety

of electrophilic substrates, generally resulting in inactivation and facilitating elimination

from the body. The human SULT enzymes are encoded by three gene families on the

basis of divergent evolution and function, the phenol SULTs (SULT1), the hydroxysteroid

SULTs (SULT2), and a more recently discovered brain-specific SULT (SULT4). The

SULT1 family is subdivided into four subfamilies consisting of seven genes (SULT1A1

1A3/4; SULT1B1, SULT1C2, and SULT1C4; and SULT1E1) and the SULT2 family into

two subfamilies consisting of two genes (SULT2A1 and 2B1). A single gene encodes the

only known brain-specific SULT, SULT4A1 (31). No information is available regarding

the ontogeny of SULT1A2, 1B1, 1C4, 2B1, or 4A1.

Although early studies with a nonspecific probe substrate suggested the possibility

of an age-dependent increase in hepatic SULT1A1 during development, more recent

reports using both immunological approaches and the use of more specific substrates

are consistent with little or no age-dependent change in SULT1A1 expression (32 35)

(Fig. 3A). Thus, SULT1A1 can be categorized as a class 2 enzyme with regard to its

developmental expression pattern. However, all these studies need to be reconsidered in

the context of the findings recently reported by Hebbring et al. (36) in which a SULT1A1

copy number polymorphism was described that occurs with different frequencies in

different population groups. In addition, Richard et al. (32) demonstrated predominant

SULT1A1 expression in fetal hematopoietic stem cells versus fetal hepatocytes in contrast

to expression only in hepatocytes in adult liver. During peak multilineage hematopoiesis

at around 15 weeks’ gestation, hematopoietic stem cells and precursors account for nearly

50% of the total cells in the developing liver. The percentage of these stem cells then

declines throughout the remaining prenatal period such that in the perinatal and adult

liver, parenchymal hepatocytes dominate (37). Taken together, these observations would

suggest a decline in hematopoietic stem cell specific SULT1A1 expression during the

prenatal period and a corresponding increase in hepatocyte-specific SULT1A1 expres-

sion. A similar cell-specific expression pattern has been reported for several glutathione

postnatal age, and >3 months to 18 years postnatal age donors (34). Data are plotted as medians

(bars), interquartile values (boxes), and 10th to 90th percentiles (whiskers) of the maximum

expression levels observed in the entire data set. For clarity, data outliers are not shown. Maximum

SULT1A1, 1E1, and 2A1 protein levels were 311.1, 30.5, and 1,531.4 pmol/mg microsomal protein,

respectively. Abbreviation: SULT, sulfotransferase.
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S-transferase enzymes which was largely restricted to fetal liver hepatocytes (38). Clearly,

cell-specific expression plays an important role in the ontogeny of hepatic DME.

Preliminary data suggesting a decrease in SULT1E1 protein levels between fetal

and adult liver (33) were confirmed using a more robust tissue sample set in which a

progressive decrease in SULT1E1 expression was observed in fetal liver from the first to

third trimester, from the prenatal to the perinatal period (0 3 months after birth), and

finally, between the perinatal samples and samples from older children (34) (Fig. 3B).

Higher expression levels also were demonstrated in male versus female fetal liver tissue,

which the authors speculated might protect the male fetus from excessive estrogen levels.

Thus, this enzyme can be categorized as a class 1 enzyme with regard to developmental

expression.

Barker et al. (39) used DHEA sulfation to demonstrate relatively low levels of

SULT2A1 activity in fetal liver, but substantially increased levels in postnatal samples

and adults, suggestive of a class 3 enzyme. Furthermore, there seemed to be a relatively

good correlation between activity and protein levels as determined by immunological

analysis. Subsequent studies by this same group (33) and others (34) confirmed low but

detectable SULT2A1 enzyme activity and protein in fetal liver with a significant increase

in samples from the perinatal period and a further increase to adult expression levels in

older samples (Fig. 3C). Thus, like the CYP3A gene family, these three members of the

SULT multigene family exhibit developmental expression patterns representing all three

ontogeny classes.

CHANGES IN PHYSIOLOGICAL FACTORS

Although changes in relative DME levels are now widely recognized as having a

profound impact on pharmacokinetic differences in children versus adults, these changes

must be considered within the context of other changing physiological parameters

[see Ref. (2) for a recent review]. For examples, intragastric pH is elevated in the neonate

relative to later-life stages, resulting in lower bioavailability of weakly acidic drugs. There

also are age-dependent changes in body composition that impact the volume of drug

distribution, and thus, overall disposition. Drug distribution also is impacted by age-

dependent changes in the major plasma drug-binding proteins (40). However, anatomical

and functional changes in the liver and kidney appear to have a quantitatively more

important influence on pharmacokinetics.

The ratio of liver to body mass is not constant during development, being

considerably greater in infants and young children. This difference can account for a

substantial portion of the developmental differences observed in drug metabolism

between adults and children (41,42). Scaling by normalizing to a 70-kg individual using a

3/4 power allometric rule (Eq. 1) is sometimes used to adjust for the differences in liver

size relative to body mass in pediatric versus adult individuals.

Activity70 kg ¼ Activity/ðWeight/70 kgÞ0:75 ðEq: 1Þ
Recent studies have determined that microsomal protein content also changes with

age. Although there is considerable interindividual variability, at birth, mean microsomal

content was 28 mg/g liver and increased to a maximum of 40 mg/g liver around the age of

28 years with a subsequent decline to 29 mg/g liver for the average 65-year-old (43)

(Barter et al. Drug Metab Disp, submitted). Data from the author’s laboratory are

consistent with this observation and, furthermore, would suggest significantly less

microsomal content in the fetal liver (44). Interestingly, for drugs undergoing microsomal

enzyme-dependent metabolism, the age-dependent change in microsomal content
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between pediatric and adult patients would affect drug disposition in a direction opposite

to that of the changes in liver size relative to body mass.

The maturation of kidney structure and function also has a profound impact on

those drugs that depend on renal clearance for elimination and/or termination of

pharmacological action (45). Although nephrogenesis is complete by 36-weeks’ gestation,

vasoconstriction and reduced renal blood flow result in a substantially diminished

glomerular filtration rate in the term infant versus the adult. With parturition and the

resulting decrease in vascular resistance and increase in cardiac output and renal blood

flow, the glomerular filtration rate increases rapidly and approaches adult levels by the

first year of life. Tubular secretion and reabsorption also play an important role in overall

renal drug clearance. At birth, the renal tubules are not yet mature, either structurally or

functionally, leading to activity that is only 20% to 30% of adult values. Increases to adult

levels of tubular secretion are attained by seven to eight months.

REGULATORY PERSPECTIVE

Unfortunately, it took several therapeutic misadventures to highlight the differences in

drug disposition and response between children and adults and drive changes in regulation.

The administration of chloramphenicol to neonates at doses that were extrapolated from

those found effective and safe in adult patients is an often-cited example. These children

exhibited symptoms of emesis, abdominal distension, abnormal respiration, cyanosis, and

cardiovascular collapse and death that were referred to as gray baby syndrome. An

immature uridine diphosphate glucuronosyl transferase system, resulting in impaired

metabolism and clearance, subsequently was shown to be primarily responsible (46). These

events were major impetuses for legislative changes to encourage pediatric clinical trials

both in the United States (the 1997 FDA Modernization Act, the 2002 Best

Pharmaceuticals for Children Act, and the 2007 FDA Revitalization Act) and in Europe

(Regulation EC No. 1901/2006 on Medicinal Products for Paediatric Use). Simultaneously,

as illustrated by the examples above, there has been a concerted effort to better understand

life-stage-dependent changes in drug metabolism and disposition that would facilitate and

improve drug development, clinical trial design, and ultimate therapeutic use.

A major component of the legislation in the United States has been an extended

exclusivity to incentivize pediatric clinical trials. The Federal Drug Administration (FDA)

may issue a written request for pediatrics studies prior to approval of a new drug

application, or to holders of approved applications, if use of the drug in the pediatric

population may produce health benefits. However, applicants also can propose that the

FDA issue a written request. Upon receipt of the written request, completion of the studies

detailed, and submission of an appropriate report that meets both the time frame and terms

of the written request, pediatric exclusivity can be granted that applies to all of the

applicant’s formulations, dosage forms, and indications. As of 13 February 2008, a total

of 142 product label changes had been approved by the FDA and pediatric exclusivity

granted. Although the use of off-label drugs remains a problem, particularly in the

pediatric intensive care setting (47), there is little doubt these legislative actions and the

incentives they provide have been highly successful.

SUMMARY AND CONCLUSION

An overview of the existing knowledge regarding hepatic DME ontogeny reveals

common developmental expression patterns, permitting the categorization of the various

enzymes into one of three classes. As typified by CYP3A7, FMO1, and SULT1E1, the
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class 1 enzymes are expressed at their highest level during the first trimester, and they

either remain at high concentrations or decrease during gestation, but are silenced or

expressed at low levels within one to two years after birth. This expression pattern causes

one to question whether or not these enzymes might have an important endogenous

function during hepatic development. CYP3A5 and SULT1A1 are examples of enzymes

that can be categorized into class 2. These enzymes are expressed at relatively constant

levels throughout gestation. Moderate postnatal increases in expression are observed for

some of these enzymes [e.g., CYP2C19 (5)], but not all, including the examples presented

in this chapter. CYP3A4, FMO3, and SULT2A1 are the examples provided for class 3

enzymes that are not expressed or are expressed at low levels in the fetus. For many, the

onset of expression can be seen in either the second or third trimester. However,

substantial increases in expression are observed within the first one to two years after

birth. This third category of ontogeny represents the largest number of DMEs. Most

importantly, the categorization of the enzymes into one of these three classes is highly

tissue specific.

For those class 3 DMEs, i.e., those that undergo a perinatal onset or significant

increase in hepatic expression, most, if not all, exhibit greater interindividual variability

during this time frame. As an example, both CYP2C9 (5) and 2E1 (48) exhibited an

approximate 100-fold range of expression in the perinatal period, which was approxi-

mately two times greater than that observed within any other age bracket. This largely is

explained by what appears to be variability in the postnatal onset or increase in expression

for many of the class 3 enzymes. Thus, during the neonatal period, nearly 50% of the

samples exhibited CYP2C9 and 2E1 expression levels that were no different than those

observed in the fetal third trimester samples, while the remaining samples exhibited

CYP2C9 and 2E1 expression levels that were similar or approached the maximum

observed over the entire sample set. In the case of FMO3, interindividual differences in

the onset of expression during the first years of life are likely a major cause for the case

reports of transient trimethylaminuria in children (49). However, the observation of

perinatal hypervariability also can be extended to some class 1 enzymes. Thus, the largest

variation in CYP3A7 expression (>100-fold) was observed in infant samples, likely

explained by variation in the silencing or suppression of this gene during this period of

time. Thus, there are windows of hypervariability during the ontogeny of many of the

DMEs that would have a significant impact on the risk for adverse drug events in this

population, but would not be predicted on the basis of pharmacogenetic studies in adults.

For multiple enzyme families with members belonging to both class 1 and class 3,

the term “developmental switch” has been used to describe the transition between the

predominant fetal to the predominant adult enzyme form. Such a developmental switch

within the CYP3A family, wherein hepatic CYP3A7 expression dominates in the fetus

while hepatic CYP3A4 expression dominates in the adult, has long been recognized (15).

A similar phenomenon occurs within the FMO family between FMO1 and FMO3 (50)

and within the CYP2C family between CYP2C19 and 2C9 (5). However, in none of these

systems is there any evidence for coordinated inverse regulation between these “fetal” and

“adult” enzymes, suggesting that the term developmental switch is a misnomer and that

developmental transition is a more appropriate description of this process.

Despite recent advances in our understanding of DME ontogeny, several important

knowledge gaps remain. Additional studies are needed to define the true ontogeny of

many of the enzyme systems, particularly in extrahepatic tissues. Too much of our current

knowledge is based on in vitro or in vivo studies that used samples or recruited patients,

respectively, representing narrow windows of time or omitting what would appear to be

critical time windows. Conclusions drawn from such studies can be contradictory and
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misleading. Finally, the mechanisms regulating DME ontogeny remain poorly under-

stood. Associations between specific transcription factor ontogeny and DME ontogeny

have been made, but such associations hardly offer definitive proof for control

mechanisms. A better understanding of regulation hopefully would provide insight into

the mechanism or mechanisms whereby the increase or onset of expression of many of the

class 3 enzymes are linked to the birth process, independent of gestational age, and the

underlying cause for the interindividual variation in this process. Despite these knowledge

gaps, the field has progressed to a point that has permitted the development of robust

physiologically based pharmacokinetic models that provide a much improved means of

predicting age-specific drug disposition (7,51). Further advances in the field will only

improve these valuable tools.
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INTRODUCTION

Metabolism of xenobiotic compounds in pulmonary tissues is complex and incompletely

understood. Despite years of research, the precise mechanisms and factors that determine

pulmonary-specific metabolism and associated consequences for xenobiotic disposition in man

remain relatively undefined. Several excellent reviews highlight this burgeoning field (1 8).

The complexity associated with pulmonary metabolism of xenobiotics arises, in part

because of the many different cell types (over 40), diverse cellular functions, and

differences in gene expression patterns that exist for each cell type (9). Lung cell types

range from secretory cells with cilia, designed to move foreign particles up the

tracheobronchial tract, to epithelial and endothelial cells that line the alveoli and

pulmonary vasculature and comprise the junction between vascular fluids and the external

environment. The drug-metabolizing functions of many of these cells have not been fully

investigated, but accumulating scientific literature indicates that significant differences

exist among different cell types, particularly differences in the expression and action of

xenobiotic-metabolizing enzymes (1 9).

Metabolic processes in the lung are often studied using whole-lung homogenates.

These studies are plentiful in the scientific literature and have been reasonably helpful to

evaluate the overall metabolic capacity of the lung. These studies usually conclude that

lung tissues are far less active in the metabolism of xenobiotics compared with the liver,

exhibiting both a decrease in the overall ability to clear xenobiotics and a loss of

metabolic diversity due to limited expression of many xenobiotic-metabolizing enzymes.

However, studies using lung homogenates are overly simplistic, because they fail to

accurately illustrate the gamut of unique interactions that occur between xenobiotics and

lung cells. In many instances, erroneous conclusions about the susceptibility of the lung

and selected lung cell types to toxic insult or the capability of certain cells or regions of

the tracheobronchial tract to metabolize xenobiotics have been drawn from such studies.

As a general rule, pulmonary metabolism of xenobiotics plays only a minor role in

determining the overall bioavailability and distribution of xenobiotics in humans. The
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majority of xenobiotic metabolism occurs in other organs such as the liver, although

significant first-pass metabolism by the lung can be observed for selected agents that are

delivered via inhalation, actively sequestered by lung cells, or selectively acted upon by

drug-metabolizing enzymes expressed solely in the lung. Examples of physiological

compounds that are subject to accumulation or metabolic clearance by the lung include

eicosanoids (10,11) and endogenous oligoamines such as spermine (6). The accumulation

of nitrogen-containing drugs, such as paraquat (6,12,13), propranolol (6,14,15), fentanyl

and related agents (16 18), ipomeanol (6,19), amioderone (20), and imipramine (21 23)

by first-pass retention has also been observed. A prototypical example of selective

metabolism of a xenobiotic by lung tissues is the metabolism of inhaled butadiene for

which both the monoxide and diepoxide metabolites were found at higher concentrations

in lung tissues than in liver tissues of mice, presumably because of metabolism in the lung

and not by selective accumulation of the metabolites by lung cells (24,25).

Xenobiotic metabolism in respiratory tissues can be examined by looking at the

chemical classes that are metabolized or by focusing on the enzymes responsible for the

biotransformations. This review will focus on the expression of pulmonary drug-

metabolizing enzymes and associated consequences. Frequently, genes coding for critical

xenobiotic-metabolizing enzymes including cytochrome P450s (CYPs), flavin-containing

monooxygenases (FMOs), and glucuronosyltransferases are solely expressed in the

respiratory tract, where they play definitive roles in determining the ultimate actions of

xenobiotics in respiratory cells and the respiratory tract as a whole.

REDOX ENZYMES

NADPH Cytochrome P450 Reductase

NADPH CYP reductase is a flavoprotein enzyme that catalyzes the transfer of electrons

from NADPH to the heme of CYP enzymes. NADPH CYP reductase is required for P450

enzyme function and ultimately substrate oxidation. Only one gene product has been

identified for NADPH CYP reductase, and its expression is generally considered

ubiquitous. Although the reductase enzyme is assumed to be tightly coupled to P450

enzymes within the endoplasmic reticulum, reductase has not been immunochemically

detected in all cells within the lung, including type I alveolar cells and vascular

endothelial cells that possess demonstrable P450 protein (26 29). Therefore, it is doubtful

that the P450 enzymes in these cells are catalytically active. Similar localizations of the

reductase in bronchiolar and bronchial epithelial cells, Clara cells, and alveolar type II

cells have been demonstrated in human lung tissues (30).

Because NADPH CYP reductase is tightly coupled with P450 enzyme function, its

individual contribution to xenobiotic metabolism is often overlooked. A classic example

of pulmonary xenobiotic metabolism by NADPH CYP reductase is the NADPH-

dependent bioactivation and toxicity of paraquat in pneumocytes (12,13). Paraquat is

actively accumulated in alveolar type II cells via polyamine transporters. NADPH CYP

reductase catalyzes the one-electron reduction of paraquat to form the highly reducing

paraquat cation radical, a potent cytotoxicant by virtue of its ability to readily reduce

molecular oxygen (O2) to form the superoxide anion radical (O2 ). Superoxide ultimately

dismutates (enzymatically or spontaneously) to form hydrogen peroxide (H2O2) and

through the Fenton reaction with ferrous iron (Fe2þ) produces the hydroxyl radical (·OH ),

a potent oxidant that reacts with cellular nucleophiles at diffusion-limited rates.

Metabolism of paraquat by NADPH CYP reductase has been shown to promote cell

death through the depletion of reducing agents, lipid peroxidation, and DNA and protein
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oxidation. Paraquat is an example of how NADPH CYP reductase dependent metabolism

directly influences the disposition of a selected agent in the lung.

Cytochrome P450

CYP enzymes are a family of heme-containing proteins that catalyze a variety of

oxidative metabolic processes. There are 57 unique P450 genes in humans, and each gene

product exhibits unique distribution and function, including selective expression in tissues

and the ability or inability to metabolize a given endogenous or xenobiotic agent (31).

Various aspects of P450 enzymes have been reviewed in recent years (32 38). The classic

example of a P450-catalyzed reaction is the addition of oxygen to a carbon-carbon bond

to render the molecule more water soluble and amenable to conjugation reactions that

further hasten the excretion of the xenobiotic from the body via specific excretion

mechanisms. The oxidation of a hydrocarbon substrate by P450 is represented by the

following equation: RH þ O2 þ NADPH þ Hþ ? ROH þ H2O þ NADPþ. P450-
catalyzed reactions are not limited to hydrocarbon hydroxylation/oxygenation; heter-

oatom (O-, N-, and S-) dealkylation, dehydrogenation/desaturation, aliphatic and aromatic

epoxidation, heteroatom (O-, N-, and S-) oxidation, hydrolysis (amide and ester),

decarboxylation, and dehalogenation reactions are all possible for P450 enzymes,

depending on the chemical properties of the substrate and the specific P450 enzyme.

P450 enzymes are expressed to varying degrees throughout the human body, with

the greatest concentration in the liver. The P450 content in whole-lung microsomal

fractions ranges from 0.01 nmol/mg microsomal protein for humans (39,40) to 1.04 nmol/mg

protein for goats (41). These values are one-tenth of the P450 content of hepatic

microsomes from the same species (2). Therefore, key factors governing significant

contributions of P450 enzymes in respiratory tract pharmacology and toxicology of

xenobiotics include the concentration of specific enzymes in certain cells or regions of the

respiratory tract and the concentration of the agent in metabolically competent lung cells.

Examples of these phenomena were mentioned previously.

The number of P450 enzymes that are known to be expressed as functional proteins

in respiratory tissues has increased in recent years as more studies have investigated

xenobiotic metabolism in lung tissue. P450 genes that have been identified in human

respiratory tissue using either mRNA analysis, immunohistology, or functional assays

include CYP1A1, 1A2, 1B1, 2A6, 2A13, 2B6, 2C8, 2C18, 2D6, 2E1, 2F1, 2J2, 2S1, 3A4,

3A5, and 4B1 (3,5,8,42 46). These gene products are generally expressed in the lung in

addition to other organs. However, some P450 genes are selectively expressed in the

human trachea and lung, including (but likely not limited to) CYP2A13, 2F1, 4B1, and

2S1 (5,8,43). In general, similar properties and expression profiles are observed for P450

orthologues, thus allowing many studies of pulmonary xenobiotic metabolism to be

performed in rodents and other animal models. Despite this commonality, researchers are

cautioned when extrapolating results across species since definite differences exist in

overall metabolic potential, P450 enzyme selectivity and catalytic efficiency, and

interactions occurring between multiple enzymes.

The selective expression and catalytic participation of certain P450 enzymes in

human lung cells is a major factor for the pneumotoxicity and/or carcinogenicity of several

xenobiotics (7,47) including naphthalene (48), 4-ipomeanol (49 52), 3-methylindole (3MI)

(53 58), butylated hydroxytoluene (BHT) (59,60), 1,1-dichloroethylene (DCE) (61,62),

and 4-(methylnitrosamino)-l-(3-pyridyl)-l-butanone (NNK) (63 65). Examples of several

of these toxicants and their putative reactive intermediates and P450 enzymes that

catalyze the bioactivation processes are shown in Figures 1 to 4.
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Many examples of regional and/or cell type specific expression of P450s exist. For

example, in humans, the expression of CYP1A1 gene is primarily restricted to the

bronchial and alveolar epithelial and capillary endothelial cells of the lung, while the

expression of 2A6, 2A13, 2B6, 2C, 2J2, 2S1, and 3A genes is observed throughout

the nasal mucosa, trachea, and lung tissues (5,8,43,66,67). In rabbits, CYP2A10, 2A11,

and 2G1 enzymes are specifically expressed in nasal tissues, particularly the olfactory

epithelium, where CYP2A10 and CYP2A11 constitute over 90% of total P450 in this

anatomical region. In addition, the 2B4 and 4B1 enzymes constitute over 90% of the total

P450 content of rabbit lung (68), and the orthologues of these enzymes in other species

often appear to be major contributors to the P450 contents and catalytic activities of lung

tissues. Similarly, the 2F subfamily genes are selectively expressed in human and some

animal lung tissues and human placenta (43,66,69). It is important to highlight that for

each P450 enzyme selective toxicities can be observed in the cells and tissue regions that

express unique P450 enzymes.

The enzymes from the 2B and 4B subfamilies are often expressed to a much higher

extent in the lung than in the liver, and higher expression often leads to enhanced

Figure 1 Pneumotoxic furans are bioactivated through formation of highly reactive unsaturated

bis carbonyl intermediates. The furans are usually toxic to hepatic cells in addition to lung cells. The

glutathione adducts of these intermediates are highly unstable, so they were trapped and identified

as their semicarbazone adducts.
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bioactivation of xenobiotics. Mouse lung Cyp2b10 is highly expressed in Clara cells, and

this enzyme oxidizes BHT by subsequent hydroxylation and dehydrogenation steps to

produce the ultimate pneumotoxic quinone methide (Fig. 2) (59,60). This enzyme is not

expressed extensively in mouse liver unless the animals are pretreated with phenobarbital

to induce hepatic expression.

A unique mechanism has been established for the tumor-promoting activity of BHT

(70,71). Presumably, Cyp2b10 first oxygenates BHT on one of the methyl groups to form

6-tert-butyl-2-(10,10-dimethyl-20-hydroxy)ethyl-4-methylphenol, and subsequently dehy-

drogenates the hydroxylated intermediate to form a potent electrophilic quinone methide.

This electrophile then alkylates cysteine or histidine residues on crucial protective

enzymes, including peroxiredoxin 6 and superoxide dismutase 1, and possibly other

antioxidant enzymes in mouse lung. Inactivation of these vital enzymes leads to high

levels of reactive oxygen species and inflammation, conditions that facilitate tumor

promotion in the mouse lung.

CYP4B1 is selectively expressed in rat lung, not liver, and this enzyme efficiently

catalyzes the bioactivation of 4-ipomeanol (6,48 51) to a pneumotoxic unsaturated

Figure 2 Bioactivation of naphthalene and butylated hydroxytoluene by CYP enzymes from the

CYP2B and CYP2F subfamilies. The postulated ultimate reactive intermediates of each toxicant are

shown. Abbreviation: CYP, cytochrome P450.
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bis-carbonyl electrophile. Several other substituted furans are bioactivated in similar

manner (Fig. 1), and most are pneumotoxic, and usually hepatotoxic as well. Likewise,

CYP4B2 is selectively transcribed in lung tissues of goats (54), and most of the

bioactivation of 3MI to the electrophilic 3-methyleneindolenine intermediate is catalyzed

Figure 3 1,1 Dichloroethylene is a pneumotoxicant in mice, and its bioactivation by the mouse

Cyp2f2 and Cyp2e1 enzymes is remarkably complex for such a simple small molecule. The epoxide

and two putative acyl halide reactive intermediates are shown, along with glutathione adducts of

the electrophiles. The glutathione adducts and the mercapturates that are the excreted forms of the

adducts have been used in vitro and in vivo as biomarkers of alkylation events. Abbreviations: Cyp,

cytochrome P450; GSH, glutathione; GST, glutathione S transferase.

Figure 4 The prototypical pulmonary toxin 3MI is bioactivated by CYP enzymes by human

CYP2F1, CYP2E1, and CYP3A4. Four reactive intermediates that may participate in the

pneumotoxicity of 3MI are 3 methyleneindolenine, 2,3 epoxy 3 methylindoline, 3 hydroxy 3

methyleneindolenine, and the quinone imine of 5 hydroxy 3 methylindole. The quinone imine of

5 hydroxy 3 methylindole was identified from incubations of 3MI with human liver microsomes, and

CYP3A4 is implicated as the most likely mediator of this bioactivation pathway. Oxidation of 3MI in

the respiratory tract can proceed through two distinctly different pathways, dehydrogenation and ring

oxygenation that appear to be predominantly mediated by different CYP enzymes. However, the

results of multiple experiments implicate the dehydrogenated intermediate, 3 methyleneindolenine, as

the most likely toxic culprit. Abbreviations: CYP, cytochrome P450; 3MI, 3 methylindole.
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by this enzyme (53,56,72,73). The goat 4B2 enzyme uniquely oxidized 3MI at the methyl

group to form the methylene imine and indole-3-carbinol, without detectable production

of 3-methyloxindole or any other oxygenated product (74). All other enzymes either

produced the methylene imine (CYP2F1 and CYP2F3), only ring-oxygenated products

(CYP2E1), or oxygenated products and the methylene imine (CYP1A1 and CYP1A2)

(73). Additional discussions about the expression and metabolism of xenobiotics by

pulmonary P450 enzymes are provided below for each enzyme.

The human CYP1 family contains three genes, CYP1A1, 1A2, and 1B1. These

P450s are expressed to varying degrees in the human respiratory tract. CYP1A1 is the

major extrahepatic gene, and it is ubiquitously expressed at trace levels in many cell types

including bronchiolar and alveolar cells of the peripheral airways (<1 mm in diameter) of

the human lung (8,43,75 78). CYP1A1 is highly induced by several compounds in

tobacco smoke [polycyclic aromatic hydrocarbons (PAHs) and aromatic amines]

(75,79,80), and by TCDD (81,82) via activation of the aryl hydrocarbon receptor

(AhR). CYP1A1 metabolizes PAHs including benzo[a]pyrene (83), 5- and

6-methylchrysene (84), and aromatic amines (85). The sequential two-step metabolism

of benzo[a]pyrene to the benzo[a]pyrene-7,8-diol-9,10-epoxide is a prototypical example

of how a P450 enzyme can determine the toxicity, in this case, carcinogenicity, of an

otherwise inactive agent in the lung. CYP1A1 expression levels are directly correlated

with aryl hydrocarbon hydroxylase bioactivation in human tissues (86 88). CYP1A1

expression levels are correlated with increased risk for lung cancer in humans, and higher

levels of expression or the expression of the T3801C (Msp1) and Ile462Val allelic

variants drastically increase risks for developing lung cancer (89 92).

Like CYP1A1, CYP1A2 is expressed in human lung peripheral tissue, primarily in

smokers (5,8,93,94). Recent evaluations of human lung samples routinely list CYP1A1

and CYP1B1 as the most highly transcribed P450 enzymes (8,66). CYP1A2 likely plays a

role in the pulmonary metabolism of aromatic and heterocyclic amines, nitroaromatic

compounds, mycotoxins, and estrogens in lungs of smokers (5,8).

CYP1B1 is expressed in bronchial and alveolar epithelial cells as well as in alveolar

macrophages (8). Like CYP1A1 and 1A2, 1B1 is induced by tobacco smoke (95) and

TCDD (43,96). CYP1B1 catalyzes the 2- and 4-hydroxylation of 17b-estradiol as well as
the bioactivation of numerous PAHs, including benzo[a]pyrene, nitroarenes, arylarenes,

and aromatic and aryl amines (8,97,98). There is some evidence that differences in

CYP1B1 variant expression influence susceptibility to lung cancer (99).

A number of CYP2A gene products are expressed in animal and human respiratory

tracts (100 102). CYP2A6 and CYP2A13 genes are expressed in the human respiratory

tract, particularly in the nasal epithelium (103). CYP2A6 is expressed in nasal, tracheal,

and bronchial epithelial cells (8,101), while CYP2A13 is also expressed at low levels in

alveolar epithelial cells (104). Mouse CYP2a5 appears to have similar tissue and cellular

distribution (105). There is strong evidence that CYP2A enzymes, particularly CYP2A13,

play critical roles in the metabolic bioactivation of tobacco-specific nitrosamines, the

major procarcinogenic substances in cigarette smoke. CYP2A6 efficiently catalyzes the

7-hydroxylation of coumarin (106), the metabolism of nicotine to cotinine (107,108), and

is responsible, in part, for the bioactivation of NNK (109 111), the tobacco-specific

procarcinogenic nitrosamine. CYP2As also metabolize the nasal carcinogen hexamethyl-

phosphoramide (102). The genetic polymorphism CYP2A6*4C variant of CYP2A6 has

been shown to correlate with a decreased odds ratio for lung cancer, suggesting a key role

for catalytically active CYP2A6 in the development of lung cancer by environmental

pneumotoxicants (112,113). Furthermore, CYP2A6 expression may influence smoking

behavior (113,114).
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CYP2A13 is active toward a number of chemical agents and lung carcinogens

including aflatoxin B1 (115), hexamethylphosphoramide (102), 20-methoxyacetophenone,

N,N0-dimethylanaline, N-nitrosodiethylamine, N-nitrosomethylphenylamine,

2,6-dichlorobenzonitrile (116), NNK (117,118), naphthalene (119), styrene (119), and

toluene (119). Recent studies have led to the conclusion that CYP2A13 is the most

efficient catalyst of NNK bioactivation (120), and expression of the R257C variant form

of CYP2A13, which exhibits reduced turnover efficiency for NNK, was associated with a

decreased risk for lung adenocarcinoma in heavy smokers (120). The contribution of other

CYP2A13 polymorphisms to risks for developing lung cancer has yet to be established

(121). CYP2A6 is capable of bioactivating the cigarette smoke component 3-methyindole

to electrophiles (122), and CYP2A13 bioactivates 3MI to 3-methyleneindolenine, the

putative toxic electrophile of 3MI (unpublished observations).

CYP2B6 is expressed in Clara and bronchial epithelial cells of the human lung as an

inactive splice variant called CYP2B7 (76,123,124). CYP2B6 has also been implicated in

the bioactivation of NNK in the lung (109,125).

CYP2C8 and CYP18 may also be expressed in human lungs (94), possibly localized

to the serous cells of bronchial glands (126). CYP2C8 may participate in the regulation of

vascular and bronchial tone via the synthesis of endothelium-derived hyperpolarizing

factor (127 129).

The expression of CYP2D6 in lung is debated (8), although there is support for low-

level expression in bronchial mucosal cells. CYP2D6 is a highly polymorphic enzyme,

and the expression of the “extensive metabolizer” phenotype is associated with increased

risk for lung cancer in heavy smokers (89). CYP2D6 metabolizes a number of

pharmaceutical agents, including basic amine-containing drugs, nicotine, opiates, and

structurally related substances. CYP2D6 may also bioactivate NNK and other carcinogens

(130,131).

CYP2E1 is ubiquitously expressed in lung tissue, particularly in Clara, bronchial,

bronchiolar, alveolar epithelial, and endothelial cells . Some studies have suggested that

this enzyme can be induced by ethanol (132) or pyridine (133) in lung tissues and in nasal

tissues. The CYP2E1 enzyme is primarily active toward small halogenated hydrocarbons

(134 138), and several of these chemicals cause Clara cell damage in animals via the

formation of electrophilic intermediates. CYP2E1 bioactivates ethyl carbamate, urethane

(139,140), and nitrosamines (141) to produce carcinogenic electrophiles. CYP2E1

catalyzes the epoxidation of DCE to its ultimate electrophilic intermediates (Fig. 3)

(61,62). Pulmonary damage elicited by CYP2E1-induced processes is typically not as

selective for lung tissue damage as for liver toxicity because 2E1 is usually expressed

more extensively in the liver, but the selective necrosis of Clara cells indicates that

expression of 2E1 in Clara cells is the primary mechanism of toxicity for several

pneumotoxicants. Indeed, the toxicity of DCE to Clara cells has been linked specifically

to the expression of Cyp2e1 in mice (138), although recent evidence suggests that Cyp2f2

may be more important than Cyp2e1 in the observed metabolism-dependent toxicity for

DCE (61,62). Metabolism of DCE by 2e1 and 2f2 produces both chloral and the epoxide

of DCE, 1,1-dichlorooxirane. Studies have quantified the formation of the glutathione

adduct of DCE epoxide in vitro and in vivo and have demonstrated that the primary

ultimate electrophile in the cytotoxic process is the epoxide (61,62). CYP2E1 is also most

likely the catalyst for the oxidation of 1,1-dichloro-2,2-bis(p-chlorophenyl) ethane (DDD)

to a reactive acyl halide intermediate that causes necrosis in isolated Clara cells and

human bronchial epithelial cells (141,142).

An example of P450 enzymes that are selectively expressed in pulmonary tissues is

a CYP2F subfamily enzyme. Four members of this subfamily have been identified from
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human (69), mouse (143), goat (56), and rat (144). Rabbits, rats, goats, and humans show

high selectivity for transcription in pulmonary tissues (54,69). CYP2F1, the human

enzyme, catalyzes the metabolism of ethoxycoumarin, propoxycoumarin, and pentoxyr-

esorufin (69), and the bioactivation of benzene (145,146), 3MI (147), naphthalene,

styrene, DCE, and NNK (56,72,73,148). CYP2F1 is expressed in alveolar macrophages,

epithelial and endothelial cells in the lung (8,149). The production of 3-methyleneindo-

lenine, the putative pneumotoxic electrophilic intermediate of 3MI (Fig. 4), has been

shown to be highest for CYP2F1 compared with 11 other human P450 enzymes, including

CYP4B1, 1A2, 3A4, and 2E1 (147). Production of the methylene imine intermediate of

3MI by CYP2F1 has been shown to induce DNA damage and apoptosis in human

bronchial epithelial cells expressing CYP2F1 (53), and covalent binding of the methylene

imine intermediate to cellular nucleophiles in lung tissues is directly correlated with the

expression and action of CYP2F enzymes (69). 3-Methyleneindolenine alkylates both

DNA (150) and proteins (41,55), and the electrophile is potent enough to cause

mechanism-based inactivation of both CYP2F1 and CYP2F3 (58). The goat 2F3 enzyme

has also been cloned and characterized (56). Similar to CYP2F1, 2F3 demonstrated

catalytic specificity for the dehydrogenation of 3MI, without detectable formation of any

oxygenated products. Thus, the organ-selective toxicity of 3MI for the lung appears to be

predominantly explained by the selective expression of the CYP2F enzyme and its

efficient production of the toxic methylene imine intermediate.

Similar to CYP2F1 and CYP2F3, the mouse Cyp2f2 enzyme is an efficient catalyst

of 3MI dehydrogenation and DCE epoxidation (61,62). Cyp2f2 is also the primary

stereoselective catalyst of the 1R,2S-naphthalene oxide (Fig. 2), the putative reactive

epoxide that produces Clara cell necrosis in mice. This enzyme is highly localized to

the Clara cells in distal bronchioles of mouse lung (151), and the production of the

reactive epoxide was much higher in the microdissected distal airways from mice than

from hamsters or rats, two species with less susceptibility to naphthalene toxicity.

CYP2J2 is another extrahepatic P450 expressed in the lung, particularly in ciliated

epithelial cells of the human airway (152). CYP2J2 catalyzes the epoxidation of

arachidonic acid to bioactive epoxyeicosatrienoic acids (EETs) and is believed to play a key

role in modulating airway smooth muscle tone and cellular ion homeostasis (153 157).

CYP2J2 has not been shown to act on traditional xenobiotic P450 substrates (43).

CYP2S1 mRNA is highly expressed in epithelial cells of the nasal passages,

trachea, bronchi, and bronchioles, with limited expression in alveolar cells (158,159).

CYP2S1 expression can be induced by TCDD binding to the AhR receptor (160), as well

as by all-trans retinoic acid (161), UV light (161), and carcinogenic PAHs present in coal

tar (160). CYP2S1 also appears to be upregulated in tumor cells (162), leading some to

believe that it is integral in the metabolism of endogenous substrates involved in cell

cycle control. To date, specific substrates for CYP2S1 have not been identified despite

extensive screening efforts (163,164), although claims have been made that this enzyme

can bioactivate naphthalene (165) and metabolize retinoic acid by hydroxylation and

epoxidation (161).

CYP3A4 and 3A5 are expressed in human lungs. The dominant CYP3A isoform

expressed in human lungs is CYP3A5, and expression is highest in bronchial and alveolar

epithelial cells, alveolar macrophages, and bronchial glands (8,166,167). Many studies

reported a lack of evidence for the expression of CYP3A4 in human lung (66,168 170),

but one report indicated that CYP3A4 was expressed in about 20% of individuals (166).

However, 3A5 is almost always found in human lung samples. CYP3A5 expression in the

lung is dramatically induced by glucocorticoids through binding to the glucocorticoid

receptor in human adenocarcinoma cells, and is repressed by cigarette smoke (171).
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CYP3A4 expression appears to be repressed in lung cells by differential binding of

transcription factors including pregnane X receptor (PXR) and the constitutive androstane

receptor (CAR) (170) as well as a yet unidentified lung-selective factor that binds to a

specific 57 base pair region in the promoter region of CYP3A4, but not 3A5, because

CYP3A5 lacks this motif (168). CYP3A enzymes are prolific and have the broadest

substrate selectivity of all P450 enzymes, often showing little limitation in their ability to

metabolize a chemical (43). Bioactivation of aflatoxin B1 to its carcinogenic epoxide

(172,173) has been attributed to CYP3A4 expression in the lung, and CYP3A5 may

bioactivate NNK (109). In general, however, few differences in substrate selectivity have

been documented for these enzymes, and differential toxicity due to CYP3A activity is

primarily due to differences in enzyme expression.

CYP4B1 mRNA is routinely detected in human lung samples, although the

expression of a functional enzyme in human lung tissue is controversial (8,174). The

prototypical substrate for the CYP4B1 enzyme from rabbit lung is 2-aminofluorene (175),

and 4-ipomeanol, a classic pneumotoxicant, is metabolized effectively by this enzyme in

rabbit and rat lung tissues. Recombinant human 4B1 did not bioactivate 4-ipomeanol,

although the rabbit enzyme expressed in the same system was an efficient catalyst of 4-

ipomeanol bioactivation (176). The rabbit cDNA has been expressed in mouse C3H/10T1/

2 cells, and in these cells, the enzyme bioactivated 4-ipomeanol to a cytotoxic

intermediate (177). CYP4B1 also metabolized 2-aminoanthracene in these cells to

produce cytotoxicity. Recombinant goat CYP4B2 was expressed primarily in the lung and

catalyzed the oxygenation of 2-aminofluorene, the prototype substrate for CYP4B1

enzymes, as well as preferential dehydrogenation of 3MI to the pneumotoxic methylene

imine metabolite (74). It is possible that CYP4B2 is a major contributor to the

pneumotoxicity of 3MI in goats.

Prostaglandin Synthases/Cyclooxygenases

Prostaglandin endoperoxide synthases or cyclooxygenases PGHS1/COX1 and PGHS2/

COX2 are another important group of xenobiotic-metabolizing enzymes present in the

lung. These enzymes are responsible for the biosynthesis of prostaglandins and

thromboxanes (178 181). Recently, COX3 and partial COX1 (PCOX1) have been

described (182). bis-dioxygenation of arachidonic acid by the cyclooxygenase function of

PGH synthases yields the hydroperoxide-endoperoxide PGG2. Subsequent two-electron

reduction of the hydroperoxide by the peroxidase function of PGH synthases produces

PGH2. PGH2 is the precursor of other prostaglandins (D2, E2, F2a, and I2 ) and

thromboxane A2. Arachidonic acid metabolites have been shown to be produced by

human alveolar type II cells (183).

The peroxidase function of PGH synthases is similar in nature to that of other heme

peroxidases that metabolize xenobiotics. PGH synthases form activated iron-oxo

intermediates analogous to compounds I and II of horseradish peroxidase and exhibit

relatively broad substrate specificity, reducing alkyl and lipid hydroperoxides as well as

H2O2 (184,185). The relatively high oxidation potentials of the intermediate iron-oxo

heme compounds that form during PGH synthase turnover can often facilitate the

cooxidation of xenobiotics, including the one-electron oxidation of potentially pneumo-

toxic phenols and aromatic amines like 2-aminofluorene and benzidine, a potent bladder

carcinogen (186,187). Products of PGH synthase mediated cooxidation reactions are

frequently shown to be identical to those produced by P450- and peroxidase-catalyzed

reactions (188). Classic examples of PGH synthase mediated cooxidation of human lung

toxicants and carcinogens are aflatoxin B1 metabolism (189 191) and the conversion of
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benzo[a]pyrene 7,8-dihydrodiol to the genotoxic benzo[a]pyrene-7,8-diol-9,10-epoxide

metabolite via hydroperoxide-dependent mechanisms (192,193). Epoxidation of the

benzo[a]pyrene 7,8-dihydrodiol is predominantly catalyzed by PGH synthase, not P450s,

in type II alveolar cells from rats (194). PGH synthase has also been shown to catalyze the

epoxidation of the diol to tetrols (after hydrolysis of the epoxide) at approximately half

the rate of P450-mediated turnover in hamster trachea and human lung explants (192).

Flavin-Containing Monooxygenases

The FMOs are another class of xenobiotic-metabolizing enzymes. The participation of the

FMO enzymes in the metabolism of xenobiotics has been well documented, but the

contribution of FMOs to oxidative metabolism is limited relative to P450 enzymes.

However, in some instances, metabolism by FMOs is dominant, especially for the

oxidation of N-, P-, and S-containing chemicals. In humans, the FMO family consists of

six genes whose protein products catalyze N-, P-, and S-oxidation of nucleophilic small-

molecule xenobiotics to the corresponding N-, P-, and S-oxides (195,196). The active site

of FMOs is an activated C(4a)-hydroperoxide flavin generated by addition of oxygen to

reduced flavin adenine dinucleotide (FADH2) (197). This intermediate is relatively stable

and FMOs typically reside in the activated form until a suitable substrate enters the

enzyme active site (198,199). Primary and secondary amines are good substrates for

FMOs, but several other unusual substrates, such as secondary and tertiary amines,

hydrazines, phosphines, iodides, and sulfides, are oxidized by these enzymes (195,196).

Recently, FMO3 has been shown to catalyze the N-oxidation of indoline to form

N-hydroxyindole, N-hydroxyindoline, and an interesting novel dimer of indoline, [1,4,2,5]

dioxadiazino[2,3-a:5,6-a0]diindole (200). Similar to P450 enzymes, FMOs generally

convert lipophilic xenobiotics to more polar, oxygenated metabolites that are more readily

excreted.

The expression of FMO1, FMO2, FMO2.1, and FMO3 and FMO5 are generally

considered to be organ selective (195,196,201). In the human lung, FMO2 is the primary

FMO enzyme. Quantitative PCR analysis has shown that FMO2 mRNA is present at 50-

fold higher concentrations than FMO3 and FMO5 and 150-fold higher than FMO1 and

FMO4 (201). In mice, FMO2 is also the dominant lung enzyme. However, FMO1 is also

expressed at moderate levels, representing ~34% of the total FMO transcripts, compared

with the expression of approximately 59% for FMO2 (202). FMO6 is also expressed at

low levels in the human lung, but FMO6 is a nonfunctional pseudogene (195,196).

Similarly, the FMO2 gene (the FMO2*2 allele) in Caucasians and Asians codes for a

prematurely truncated protein that is readily degraded. FMO2.1, the full-length and

functional form of FMO2 arising from the FMO2*1 genotype, is expressed in ~13% to

26% of African Americans (196,203,204) and ~5% of Hispanics (99,196,204). Currently,

the significance of FMO2.1 expression in human lungs remains incompletely defined, but

African Americans or Hispanics are likely to be significantly more susceptible to

thiourea-mediated pneumotoxicity.

FMO-dependent metabolism is generally considered protective, and it typically

reduces both the toxicological and pharmacological potency of substrates (8,196).

However, examples of bioactivation of xenobiotics to electrophiles have been

demonstrated. Examples include the conversion of thioureas like phenylthiourea (Fig. 5)

to its sulfenic acid and in a subsequent oxidation step to the sulfinic acid (205,206). The

toxicity of the thiourea was postulated to occur by redox cycling of the sulfenic acid with

the parent thiourea, coupled to the oxidation of glutathione to its dimer. The pulmonary-

selective FMO2.1 protein is functional and catalytically unique compared with the other
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FMOs, in that it exhibits significant thermal stability and more stringent substrate

selectivity, presumably due to a restricted substrate access channel. FMO2.1 readily

catalyzes the N-oxidation of primary alkyl amines, including n-dodecylamine, to produce

N-hydroxy primary amines, which can be oxidized to oximes (195,196,201). Human

FMO2.1 also catalyzes the oxidation of lipoic acid (195,196,201) and organophosphate

insecticides, including the efficient oxidation of phorate, disulfoton (204), and the lung

toxicant, ethylenethiourea (205).

Finally, the physiological role of FMO enzymes has also been explored, particularly

the role of FMOs in the metabolism of endogenous cysteamine to regulate cellular thiol

status and H2O2 levels, as well as their metabolism of farnesylated proteins, and

trimethylamine (195,196). As such, it is possible that FMO2.1 may contribute

significantly to pulmonary homeostasis during oxidative stress induced by selected

pneumotoxic xenobiotics in addition to having a direct role in the metabolic modification

of selected substrates. Whether differential expression of FMO2 and FMO2.1 plays a

major role in determining individual differences in susceptibility to selected pneumo-

toxicants remains to be determined.

HYDROLYSIS AND CONJUGATION ENZYMES

Epoxide Hydrolases

Epoxide hydrolases (EPHX1 and EPHX2) catalyze the hydration of arene, alkene, and

aliphatic epoxides of PAHs and aromatic amines to form trans-dihydrodiols. EPHX1 is

the endoplasmic reticulum localized form, while EPHX2 is cytosolic. EPHXs contribute

to both bioactivation and detoxification processes, depending on the substrate and cellular

context. The levels of these enzymes are lower in lung homogenates relative to liver

preparations, however, EPHX expression and function are detectable. Recently, it has

Figure 5 The functional FMO2.1 enzyme is not present in Caucasians and Asians, who have the

FMO*2 allele that codes for a prematurely truncated protein. The functional enzyme is only present

in respiratory cells of approximately 13% to 26% of African Americans and 5% of Hispanics.

Oxidation of phenylthiourea to its sulfenic acid metabolite and reduction back to the thiourea by

glutathione oxidation to its disulfide leads to potent acute lung injury by reactive oxygen species and

NADPH depletion. FMO2.1 also catalyzes the subsequent oxidation to the sulfinic acid metabolite.

Abbreviation: FMO, flavin containing monooxygenases.
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been shown that 3-methylcholanthrene induces microsomal EPHX1 activity in both rat

lung and liver, albeit induction in the lung was ~50% of that of the liver (207).

Furthermore, analysis of EPHX1 and EPHX2 gene expression in primary lung

parenchymal cells confirmed the expression of both EPHX1 and EPHX2 as well as a

number of CYP genes (169). EPHX1 was expressed at a level similar to that for

cryopreserved hepatocytes, while EPHX2 was ~50% (169).

However, as stated above, the cellular distribution of most drug-metabolizing

enzymes is highly variable in the lung. EPHX-mediated hydrolysis of styrene oxide was

highest in the distal airways of beagle dog lungs, and the observed levels were twice that

of liver preparations (208). High EPHX activities in the distal airways corresponded to

increases in Clara cell abundance, and EPHX activity was significantly higher in isolated

Clara cells versus alveolar type II cells (209) and presumably other epithelial cell types.

As such, it seems that EPHXs are expressed more abundantly in more metabolically

competent cells that generate higher amounts of reactive cytotoxic or genotoxic epoxides.

Here EPHXs likely play critical roles in the detoxication of potentially deleterious

electrophilic epoxide intermediates generated by the P450 enzymes. This concept is

supported by findings that EPHX1 expression was markedly induced in bronchoalveolar

lavage samples of smokers but repressed in bronchial biopsy samples taken from anterior

portions of the lung; BAL samples consisted primarily of macrophages, but bronchial

biopsy samples were comprised of epithelial cells (95). The authors speculated that

repression of EPHX1 in smokers was potentially beneficial in the context of bioactivation

of benzo[a]pyrene. However, it is likely that reduced EPHX1 expression may have other

adverse consequences in smokers, as discussed below.

The balance between bioactivation and detoxification is the principal determinant of

metabolism-dependent toxicities and ultimately in the frequency of formation of

neoplastic lesions. EPHXs are a double-edged sword. A direct role for epoxide hydrolase

in pulmonary drug toxicities is demonstrated by the hydration of benzo[a]pyrene-7,8-

epoxide following oxidation of benzo[a]pyrene by selected P450 enzymes. The product of

epoxide hydrolysis is the benzo[a]pyrene-7,8-diol, which can be readily conjugated and

detoxified by conjugation enzymes. However, subsequent oxidation of the benzo[a]

pyrene-7,8-diol to the benzo[a]pyrene-7,8-diol-9,10-epoxide by P450s represents the

principal mechanism leading to DNA mutations and lung cancer. Despite the role of

pulmonary EPHXs in the detoxification of selected epoxide intermediates, elevated

EPHX1 activity has been associated with an increased risk for lung cancer (210),

particularly when CYP1A1 expression is high (211), while decreased EPHX1 activity,

either through low levels of expression or through the expression of poor-functioning

polymorphic variants (i.e., Y113H and H139R), has been associated with slightly

decreased risks for lung cancer (212).

Uridine Diphosphate Glucuronosyltransferases

Uridine diphosphate glucuronosyltransferases (UGT) are a superfamily of microsomal

xenobiotic-metabolizing enzymes that catalyze the addition of uridine diphosphate

(UDP)-glucuronic acid to small hydrophobic molecules with highly diverse structures.

UGTs provide a primary mechanism of protection against the accumulation of unfolded

proteins in the endoplasmic reticulum (213) and toxic xenobiotics and/or their oxidative

products to render potentially toxic substances inactive and amenable for excretion (214).

The UGT family of genes is divided into two subfamilies, UGT1 and UGT2 (215 217).

The human UGT1 subfamily is distinctively derived from a single gene locus and consists
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of UGT1A1, 1A3, 1A4, 1A5, 1A6, 1A7, 1A8, 1A9, and 1A10. The UGT2 subfamily is

comprised of multiple, similar genes that have evolved from gene duplication. The UGT2

family is comprised of UGT2A1, 2A2, 2B4, 2B7, 2B10, 2B11, 2B15, 2B17, and 2B28. The

different UGT enzymes often exhibit overlapping substrate profiles (218), but UGT2B

proteins exhibit reduced capacity to metabolize phenolic and heterocyclic compounds,

such as the known carcinogens and procarcinogens found in cigarette smoke (215).

Conversely, UGT1 enzymes are highly active toward these substances.

UGT1A1, 1A3, 1A4, 1A6-1, 1A9, 2B4, 2B7, and 2B11 transcripts are considerably

more abundant in human liver, while UGT1A6-2, 1A7, 1A8, 1A10, and 2A1 are primarily

extrahepatic UGTs that are expressed at moderate levels in human pulmonary tissues

(169,219 221). Transcripts for UGT1A1, 1A3, 1A5, 1A7, 1A8, and 2B12 were amplified

from rat lung (220), while UGT1A1, 1A4, 1A6-1 and 1A6-2, 2A1, 2B4, 2B7, and 2B11

were detected in human lung samples and in most upper aerodigestive tract tissues

including the mouth and tongue (169,221). In general, the overall extent of

glucuronidation of xenobiotics by pulmonary tissues is considered to be minimal, but

not insignificant with respect to xenobiotic toxicology. For example, 4-nitrophenol

glucuronidation in rat lung microsomes is only 30% of the rat liver microsomal rate of

glucuronidation (222). However, cell type selective differences in metabolic capacity

were observed, because rat Clara cells glucuronidated 4-methylumbelliferone to a greater

extent than did isolated alveolar type II cells (223). Again, the overall metabolic capacity

of Clara cells is generally higher than that of other cells in the lung. Recently it has been

shown that a mixture of PAHs was able to induce the expression of rat lung UGT1A6 and

1A9. However, the glucuronidation activities of UGT1A6 and 1A9 were considerably

lower and were highly variable in human lungs (224). Unfortunately, other UGT activities

were not evaluated in this study, but the authors (169) showed similar results using

multiple probe substrates. In 2002, no member of the UGT1A genes had been found to be

expressed in human lung tissue (221), but the recent studies described above confirm the

low-level expression of a number of UGT1 enzymes. In contrast, UGT2A1, 2B4, 2B7,

2B10, 2B11, 2B15, and 2B17 are expressed in human and animal nasal epithelium and

lung at levels equal to or even greater than that in liver (169,221,225,226). In fact,

UGT2A1 appears to be selectively expressed at high levels in the nasal epithelium

(220,225) and to a lesser extent in the whole lung, albeit still higher than that in

hepatocytes (169). Recombinant UGT2A1 gene expressed in mammalian cells has broad

substrate selectivity, and it shows activity toward a number of phenolic, aliphatic, and

monoterpenoid alcohols, selected steroids and androgens, and carcinogens (225). It is

therefore possible that this enzyme plays a direct role in the inactivation of odorants such

as eugenol (227).

Examples of bioactivation of xenobiotics to toxins by UGTs are limited, and

contributions to toxicity are typically due to a lack of efficient detoxification of

xenobiotics by UGT enzymes rather than a gain of toxicity. A mechanism (Fig. 6) for the

pneumotoxicity and pulmonary carcinogenicity of trichloroethylene has been proposed to

be mediated by deficient UGT activities in lung Clara cells (228). The authors showed

that isolated Clara cells from mice did not possess sufficient UGT activity to

glucuronidate trichloroethanol, while isolated hepatocytes efficiently formed this inactive

metabolite. The lack of glucuronidation of trichloroethanol was proposed to lead to the

buildup of the cytotoxic P450-generated intermediate, chloral, in the Clara cells. Thus,

the lack of detoxication by glucuronidation in susceptible cells was proposed as an operative

mechanism for the toxicity of trichloroethylene. It is also possible that bioactivation by

glucuronidation may produce toxicities to respiratory tissues, by mechanisms analogous to

acyl-linked glucuronide toxicities to hepatic tissues (229) and renal tissues (230).
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Glutathione S -Transferases

Glutathione S-transferases (GSTs) catalyze the nucleophilic addition of reduced

glutathione to hydrophobic compounds that contain electrophilic carbon, nitrogen, and

sulfur atoms. Prototypical substrates include halogen or nitrobenzenes [e.g., 1-chloro-2,4-

dinitrobenzene (CDNB)], arene oxides, quinones, and a,b-unsaturated carbonyls.

Furthermore, GSTs catalyze the isomerization of unsaturated compounds and participate

in the synthesis of various prostaglandins and leukotrienes (231 233). Cytosolic,

microsomal, and mitochondrial forms of GST exist. Cytosolic GSTs are the largest

family of enzymes and are comprised of two subunits of 199 to 244 amino acids each.

Cytosolic GSTs are divided into the following seven major subclasses: alpha (GSTA1

through A5), mu (GSTM1 through M5), kappa (GSTK1), theta (GSTT1 and T2), omega

(GSTO1 and O2), pi (GSTP1), sigma (GSTS1), and zeta (GSTZ1), on the basis of amino

acid similarities and antibody cross-reactivity. At least 16 different cytosolic GSTs are

expressed by humans, due in part to the fact that alpha and mu class GST subunits form

heterodimers (231). Mitochondrial GSTs are dimeric enzymes comprised of 226 amino

acid kappa class subunits. Microsomal GSTs are now referred to as membrane-associated

proteins in eicosanoid and glutathione metabolism (MAPEGs), highlighting the key role

of these enzymes in eicosanoid biosynthesis (231,232).

The expression of GSTs in respiratory tissues has been evaluated in animals and in

humans. The precise elucidation of which GSH transferase exists in which cells of the

respiratory system has not been accurately determined, because most studies simply

determine the aggregate CDNB activities of gene expression in lung homogenates or

Figure 6 Mechanism of selective Clara cell damage by trichloroethylene, caused by the lack of

detoxification. Although chloral, the putative toxic intermediate from trichloroethylene can be

formed in both mouse lung Clara cells and in hepatocytes; efficient detoxication of this aldehyde by

reductase and by UGT is lacking in the lung epithelial cells. Abbreviation: UGT, uridine

diphosphate glucuronosyltransferases.
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mixed populations of cells. CDNB activity distribution in the lung was slightly higher in

proximal airways than in distal airways of the mouse and monkey (234). It appears that

at least the alpha, mu, and pi classes are expressed in rat (235) and human (236) lung

samples. It has been shown that the pi, mu, and alpha classes of GSTs represent

approximately 94%, 3%, and 3%, respectively, of the total human lung activity toward

CDNB (237), although differences in the ability to catalyze CDNB conjugation likely

confounded determination of the true ratios of enzyme expression. Regardless,

immunochemical staining of GST enzymes in human lungs demonstrated expression

of the alpha and pi forms in large- and small-airway epithelial tissues (236), and recent

studies of BAL and bronchial biopsy samples from smokers and nonsmokers confirmed

the expression of GSTP1, GSTA2, and GSTM1. Cytosolic GST alpha was mildly

induced by 3-methylcholanthere in rat lungs (207). As with many other drug-

metabolizing enzymes, Clara cells tend to have considerably higher GST activity than

alveolar type II cells, using CDNB as a probe (223,238), consistent with the expected

elevated production of reactive electrophiles by resident P450 (and other) enzymes in

Clara cells.

Conjugation of xenobiotics by GST enzymes is typically considered protective.

GSTs, particularly GSTP1, are overexpressed during lung cancer, rendering the cancer

cells less susceptible to some anticancer drugs. Several studies have attempted to link

polymorphisms of the mu class of GSTs in human lung tissues with susceptibility to

lung cancer induced by cigarette smoking (239). A particularly strong association has

been shown between genetic polymorphisms in the CYP1A1 gene and a deficient

genotype of GSTM1, relative to lung cancer induced by cigarette smoking (240).

Individuals with both genetic alterations had elevated risks for lung cancer from

smoking.

Similarly, GSTA4-null mice have been shown to be more sensitive to the

pneumotoxicant paraquat and to exhibit a reduced capacity to conjugate the toxic a,b-
unsaturated aldehyde 4-hydroxynonenal (241). Conjugation with GSH has been shown

to be protective in the lung against toxicities elected by DCE (61,135), naphthalene

(242 244), 3MI (55), and isocyanates (245,246). However, there are some instances

where conjugation promotes toxicity, such as that observed with formation of the unstable

electrophilic DNA-modifying agent S-chloromethylglutathione from dichloromethane

(247,248) or the depletion of intracellular GSH stores via recycling of selected

isothiocyanate conjugates (i.e., thiocarbamates).

CONCLUSIONS

This chapter has attempted to provide a brief overview of the metabolic enzymes that

exist in respiratory tissues, and has made an effort to distinguish this organ system from

other anatomical regions that participate to a greater or lesser extent in the metabolism

of xenobiotics. The lung should not be viewed as a metabolic organ with lower

activities than liver, but rather as an active, dynamic, and often highly selective

metabolic tissue with important contributions to xenobiotic disposition and toxicity.

The complexity of cellular distribution and function in respiratory tissues provides a

unique paradigm for scientists involved in drug metabolism, toxicology, and risk

assessment. As we learn more about the mechanisms of selective gene expression in

certain lung cells and the functional consequences of the enzymology of the gene

products, predictions of metabolic processes and toxicological consequences will

become possible.
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INTRODUCTION

The oral route remains as the most common, convenient, economical, and generally safest

means of drug administration. However, for systemically acting drugs, this route is not

always the most efficient because of the numerous anatomic and physiologic barriers that

drugs can encounter from the time of ingestion until the time of entry into the general

circulation. As a consequence, before the drug enters the circulation and elicits its effects

in the target tissue(s), significant loss of the original dose can occur as it passes,

sequentially, through the gastrointestinal (GI) tract, the liver, and the cardiopulmonary

system. For some drugs, these barriers can preclude their use as oral agents. Isoproterenol,

dihydroergotamine, lidocaine, nitroglycerin, fentanyl, and naloxone are examples of

drugs that suffer from a high first-pass effect, which refers to the loss of drug as the dose

passes, for the first time, through organs of elimination during transit from the site of

administration to the systemic circulation (1). Processes known to cause significant loss of

active drug during first-pass include incomplete release from the dosage form,

degradation in the GI lumen, poor permeation through the GI wall, active export into

the GI lumen, biliary excretion, and metabolism. Of these processes, only metabolism can

take place in all of the aforementioned organs.

A survey of the top 200 prescribed drugs indicated that metabolism represents the

major means by which the body eliminates drugs (2). Enzymatic modification of the drug

generally produces inactive metabolites with increased polarity and water solubility to

enhance excretion. For several drugs, the extent of conversion to inactive metabolites can

be large enough so that circulating concentrations of active drug are reduced significantly,

which in turn can cause a significant decrease in pharmacologic activity and, ultimately, a

reduced clinical response. Drugs with a narrow therapeutic window that undergo

extensive first-pass metabolism are particularly vulnerable to a reduced clinical response.

Moreover, the extent of first-pass metabolism can vary substantially between individuals,

further hampering the optimization of oral drug therapy.
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Of the first-pass organs of drug elimination, the liver is the most often implicated, in

large part, because it expresses the highest specific contents of drug-metabolizing

enzymes. Next to the liver, the small intestinal mucosa is undoubtedly the most important

extrahepatic site of drug metabolism (3). While the role of the relevant enzymes in the

liver has been established for some time, relatively less is known about the complement of

enzymes in the small intestine. Nevertheless, much progress has been made in the last two

decades regarding the identification and characterization of different subfamilies and

individual isoforms. In parallel, the potential impact of intestinal first-pass metabolism on

drug disposition has become increasingly recognized. Before discussing the various

enzymes and their clinical implications, an understanding of drug movement through the

GI wall is warranted.

DRUG MOVEMENT THROUGH THE GI WALL

The GI tract represents the first in the sequence of organs that drugs encounter when taken

orally. Most drugs are given as solid dosage forms. As such, dissolution of the dosage form

must occur in the lumen before the molecules are absorbed through the GI wall. Several

physicochemical properties of both the drug and the GI environment govern the rate of

dissolution. Drug properties include solubility, particle size, salt form, complexation, and

crystal form; environmental properties include pH and lumenal stirring (4). Following

dissolution of the dosage form, the drug molecules must then traverse the contents of the

lumen (e.g., water, food, bacteria) and a mucous layer before they are absorbed through the

epithelial layer into the lamina propria, which contain the capillaries that eventually lead to

the portal vein. Most drugs are weak acids or weak bases and are absorbed by passive

diffusion. On the basis of the pH partition hypothesis, which assumes that only unionized

drug can traverse biological membranes, weak acids are predicted to be absorbed more

rapidly from the stomach (pH 1 3) than from the small intestine (pH 6 8) or large intestine

(pH 6 7) (1,5); the converse is predicted for weak bases. Contrary to this hypothesis, the

majority of drugs, whether a weak acid or weak base, and whether in the unionized or

ionized form, are absorbed predominately in the small intestine. These apparent

inconsistencies can be explained by the small intestine being favored over the stomach

and large intestine in terms of surface area and permeability, two key anatomic/physiologic

factors that govern the rate and extent of drug absorption.

The adult small intestine, which has an anatomical length (i.e., length at autopsy or

after surgical removal) that measures approximately 500 cm (6), is divided into three

segments: the duodenum, jejunum, and ileum. The duodenum measures 25 to 30 cm in

length, begins just distal to the pyloric sphincter of the stomach and ends at the ligament of

Treitz (7). Whereas the ligament of Treitz distinguishes the duodenum from the jejunum,

no such anatomical landmark distinguishes the jejunum from the ileum; however, the

jejunum is generally assumed to represent the proximal two-fifths and the ileum the distal

three-fifths of the remainder of the small intestine (~200 and 300 cm, respectively). In

comparison, the length of the entire large intestine is approximately 160 cm (6).

The major function of the small intestine is to absorb nutrients. The unique

morphology of the mucosal surface facilitates this task. A cross-section of the small

intestine shows extensive folding (folds of Kerckering) (Fig. 1). The folds of Kerkering,

or plicae circulares, are circular folds created by mucosal/submucosal invaginations into

the lumen. These circular folds, which are predominant in the duodenum and jejunum and

essentially absent by middle ileum, are lined with finger-like projections or villi. At the

base of the villi are the crypts of Lieberkuhn, which consist of undifferentiated (crypt)
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cells. Over the course of two to three days, crypt cells migrate to the villous tips while

maturing into various cell types, including mucus-secreting goblet cells, enteroendocrine

cells, and absorptive cells (enterocytes); after three more days, the mature cells of the

villous tips are shed into the lumen (7). Enterocytes, which are the predominant cell types

that compose the single layer of epithelial cells lining the villi, are further lined with

microvilli. Taken together, this combination of circular folds, villi and microvilli creates a

tremendous absorptive surface area. In adults, this area has been estimated at 200 m2,

which is roughly the size of a tennis court. In comparison, the surface area of the stomach

is approximately 0.053 m2 and that of the large intestine is approximately 0.35 m2 (6).

The small intestine has not only a much greater surface area than the stomach and

large intestine, but it is also more permeable, due in part to having both a relatively thin

epithelial layer and a lower electrical resistance (1). Thus, as with nutrients, the small

intestine is the prime site for the absorption of drugs. Moreover, because surface area and

permeability decline from proximal to distal regions, it can be argued that, at least for

immediate-release formulations, drug absorption occurs predominately in the duodenum

and jejunum.

Absorption of drug molecules through the small intestinal epithelial layer occurs via

paracellular or transcellular mechanisms. That is, the molecule can either passively

diffuse between enterocytes (paracellular) or passively diffuse or be actively transported

through the apical (lumenal) and basolateral membranes of enterocytes (transcellular).

Most hydrophilic, polar drugs are absorbed by the paracellular route (exceptions are polar

drugs that are actively transported across the epithelial cell), whereas most lipophilic,

nonpolar drugs are absorbed by the transcellular route (9). For drugs absorbed by the latter

route, the opportunity exists for first-pass metabolism, as the relevant enzymes are located

intracellularly, predominantly in the endoplasmic reticulum or cytosol of enterocytes.

Indeed, evidence has amassed that the small intestine can contribute significantly to the

overall first-pass metabolism of drugs, the extent of which can have clinical ramifications.

Figure 1 Morphology of the human small intestine. Invaginations in the lumen are lined with villi,

which are lined with a single layer of absorptive columnar epithelial cells (enterocytes), which are

further lined with microvilli. From Ref. 8.
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CLINICAL IMPLICATIONS OF INTESTINAL
FIRST-PASS METABOLISM

Many commonly prescribed drugs undergo extensive first-pass metabolism upon oral

administration (Table 1). For those listed in Table 1, at least 45% of the original dose is

lost, on average, before entering the systemic circulation. That is, all have a low average

oral bioavailability (Foral), which refers to the fraction of the oral dose that reaches the

systemic circulation in the unchanged form. Since metabolism is frequently the major

source of first-pass drug elimination, Foral is often used to assess the extent of first-pass

metabolism. Foral can be calculated from the ratio of the area under the blood or plasma

concentration-time curve following oral administration (AUCoral) to that following

intravenous administration (AUCiv) after correcting for dose:

Foral ¼ AUCoral

AUCiv

� Doseiv

Doseoral

Table 1 Selected Drugs with Low and Variable Oral Bioavailability Believed to Be Due in Part to

Intestinal First Pass Metabolism

Drugs Intestinal enzyme(s)

Oral bioavailability (%)

(average � SD)

Alfentanil CYP3A (10) 43 � 19

Amiodarone CYP3A 46 � 22

Atorvastatin CYP3A 12

Buspirone CYP3A 3.9 � 4.3

Cyclosporine CYP3A 28 � 18

Diclofenac CYP2C9 54 � 2

Dihydroergotamine CYP3A (11) 0.5 � 0.1 (12)

Diltiazem CYP3A 38 � 11

Erythromycin CYP3A 35 � 25

Ethinylestradiol CYP3A, SULT1E1, UGT1A1(13,14,15,16) 42 (15)

Felodipine CYP3A 15 � 8

Fluvastatin CYP2C9 29 � 18

Irinotecan CYP3A, CES2 (17,18,19) 8 (19)

Isoproterenol SULT1A3 (13,14) 28 (13)

Lidocaine CYP3A 35 � 11

Losartan CYP2C9, CYP3A 36 � 16

Lovastatin CYP3A �5

Midazolam CYP3A 44 � 17

Nicardipine CYP3A 18 � 11

Nifedipine CYP3A 50 � 13

Omeprazole CYP2C19, CYP3A 53 � 29

Oxybutinin CYP3A 1.6 10.9

Raloxifene UGT1A1, UGT1A8, UGT1A10 (20) 2

Saquinavir CYP3A 4 13

Sirolimus CYP3A 15

Tacrolimus CYP3A 25 � 10

Terbutaline SULT1A3 (14) 14 � 2

Triazolam CYP3A 44

Verapamil CYP3A, CYP2C9 22 � 8

Enzyme(s) and bioavailability values are from Ref. 21 unless indicated otherwise.
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When drug-metabolizing organs are arranged sequentially, such as the small

intestine and liver, Foral may be viewed as the product of the fractions of the dose that

escape first-pass metabolism by each organ:

Foral ¼ Fabs � FI � FL

where Fabs is the fraction of an oral dose absorbed intact through the apical membrane of

the enterocyte, and FI and FL are the fractions of the absorbed dose that escape metabolism

by the intestine (enterocytes) and liver, respectively. This simple equation illustrates the

impact of a second presystemic site of metabolism on Foral. For example, if the entire

dose is absorbed intact into the enterocytes (Fabs ¼ 1), has an FI of 60% and an FL of

40%, then an Foral of 24% is predicted. If only first-pass metabolism by the liver is

considered (1 � 1 � 40%), then an Foral of 40% is predicted. Thus, omission of the

intestinal component would result in an overestimation of Foral, which could potentially

lead to suboptimal dosing and ineffective concentrations at the site(s) of action. For drugs

that have a wide therapeutic window, this situation can be rectified simply by increasing

the dose. However, for drugs that have a narrow therapeutic window, optimization of oral

dosing regimens becomes more challenging. Moreover, factors that significantly alter

metabolism, including other xenobiotics that induce or inhibit drug-metabolizing enzymes,

thus altering FI and/or FL, present further challenges to optimal oral drug therapy.

The above equation also illustrates the potential impact of a second presystemic site

of metabolism on the interindividual variation in Foral. For example, if a drug has an FI

that varies from 30% to 60% (2-fold range), an FL that varies from 20% to 80% (4-fold

range), and the extraction efficiencies of the gut and liver vary independently, then Foral

will vary from 6% to 48% (8-fold range), resulting in a 100% increase in the variation in

Foral (if only FL were considered initially). Indeed, data collected from 143

pharmacokinetic studies showed a significant inverse correlation between Foral and the

interindividual variation in Foral, as measured by the coefficient of variation in Foral (22).

This relationship indicated that the greater the extent of first-pass elimination, the greater

the variation in Foral. Accordingly, knowledge of the degree and variation in the

expression of the major drug-metabolizing enzymes in the human intestine is essential, as

these enzymes can represent a key determinant of not only the extent of first-pass

metabolism but also the interindividual variation in Foral and the probability and

magnitude of drug-xenobiotic interactions (23).

DRUG-METABOLIZING ENZYMES IN THE GUT WALL

The human GI tract shares several of the same drug-metabolizing enzymes as the liver

and includes both phase I and phase II enzymes (Table 2). As with enzymes in the

hepatocyte, enzymes in the enterocyte generally reside in either the microsomal or

cytosolic fraction (Table 2). Compared with enzymes in the liver, research on the

expression and catalytic properties of the complement of enzymes in the GI tract has

lagged, largely due to a limited supply of high-quality tissue as well as the lack of

sensitive methods to detect the low expression levels/catalytic activity relative to the liver.

Over the past decade, however, a variety of human intestine derived tissue preparations

have become available, including subcellular fractions (microsomes, cytosol), precision-

cut tissue slices, shed enterocytes, Ussing chamber preparations, and intestinal cell lines

(24,25). Thus, through the application of the same molecular biological techniques as for

hepatic enzymes, coupled with the ongoing identification of selective catalytic probe

Sites of Extra Hepatic Metabolism, Part II: Gut 277



substrates and inhibitors and improved methods of detection, a rigorous characterization

of the various intestinal enzymes has become more feasible.

Phase I Enzymes

Cytochromes P450

The cytochromes P450 (CYPs) are the most prominent of the enteric phase I enzymes.

The existence of CYP protein and associated monooxygenase activity (7-ethoxycoumarin

O-deethylation) in the human small intestine was first reported in 1979 by Hoensch et al.

(26), who determined total CYP content in a small number of surgical specimens.

Average (�SD) content, as measured by carbon monoxide difference spectra, declined

from proximal to distal regions and ranged from 93 � 19 to 35 � 4 pmol/mg microsomal

protein; 7-ethoxycoumarin O-deethylase activity paralleled this pattern. Similar values

were reported later by other investigators (27,28). Thus, on a per microgram microsomal

protein basis, total CYP content in the average adult small intestine ranges from

approximately 10% to 30% of that in the average human liver. Almost a decade following

the report by Hoensch et al. (26), a series of pivotal in vitro and in vivo studies by Watkins

and coworkers identified CYP3A as the major CYP subfamily expressed in human

enterocytes.

CYP3A.
In Vitro Studies. Utilizing mucosae isolated from jejunal sections from four surgical

patients, Watkins et al. identified a CYP enzyme and associated mRNA that were

recognized selectively by an anti-CYP3A1 murine monoclonal antibody (which detected

all human CYP3A forms) and HLp (CYP3A4) cDNA, respectively (29). Using purified

HLp as the reference standard, average (�SD) CYP3A protein content in microsomes

prepared from the specimens was comparable to that for liver microsomes prepared from

four separate organ donors/surgical patients (70 � 20 vs. 65 � 20 pmol/mg). Moreover,

the average CYP3A-catalyzed rate of erythromycin N-demethylation in jejunal micro-

somes was comparable to that for liver microsomes and was inhibited by anti-CYP3A1.

Three years later, de Waziers et al. (30) quantified, by immunoblot analysis, the levels of

various CYP isoforms/subfamilies in microsomes prepared from the following human

extrahepatic tissues: esophagus, stomach, duodenum, jejunum, ileum, colon, and kidney.

These investigators reported that, next to the liver, the duodenum was the highest with

respect to immunoreactive CYP3A protein, followed by the jejunum and then by the

Table 2 Drug Metabolizing Enzymes in the Human Small Intestine That Are Known to be Expressed

at the Protein Level and to Have Catalytic Activity

Enzyme Location in subcellular fraction

Phase I

Cytochromes P450 (CYPs) Microsomes

Carboxylesterases (CESs) Microsomes, cytosol

Epoxide hydrolases (EHs) Microsomes, cytosol

Flavin monooxygenases (FMOs) Microsomes

Phase II

Sulfotransferases (SULTs) Cytosol

UDP glucuronosyl transferases (UGTs) Microsomes

N acetyltransferases (NATs) Cytosol

Glutathione S transferases (GSTs) Cytosol
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ileum. Average duodenal, jejunal, and ileal CYP3A content represented approximately

50%, 30%, and 10%, respectively, of average hepatic CYP3A content. Corresponding

values for the remaining extrahepatic organs were less than 5%. Consistent with the report

by Watkins et al., CYP3A was the dominant CYP expressed in all three regions of the

small intestine. More recently, a comprehensive analysis of microsomes prepared from

the duodenal/proximal jejunal portion of 31 unrelated human donor small intestines

demonstrated CYP3A as the major “piece” of the intestinal CYP “pie,” representing

approximately 80% of total immunoquantified CYP protein (31) (Fig. 2). Subsequent to

the earlier in vitro studies, the significance of intestinal CYP3A to first-pass drug

metabolism in vivo was demonstrated.

In Vivo Studies. The widely used immunosuppressive agent, cyclosporine, is notorious

for having a large interindividual variation in Foral, which has been reported to range from

5% to 89% for the conventional formulation (Sandimmune) (32) and from 21% to 73% for

the microemulsion formulation (Neoral) (33 36). This property, coupled with a narrow

therapeutic window, can lead to an under- or overdosing of the patient, which in turn can

lead to graft rejection or toxicity. The low and unpredictable Foral of cyclosporine was

believed initially to result from erratic absorption through the intestinal lumen coupled

with variable hepatic first-pass metabolism (i.e., a low and variable Fabs and FL). However,

Kolars et al. (37), after instilling cyclosporine into the duodenum of two patients during the

anhepatic phase of their liver transplant operations, measured appreciable concentrations

of two CYP3A-mediated primary metabolites in hepatic portal and systemic blood. The

investigators concluded that the extrahepatic site of metabolism was the gut because

organs other than the gut (i.e. kidney and lung) express low levels of CYP3A, and portal

metabolite concentrations exceeded systemic concentrations at the end of the anhepatic

phase. These observations provided direct evidence that the small intestine can contribute

significantly to the first-pass metabolism of a CYP3A substrate. A subsequent

pharmacokinetic analysis of cyclosporine AUC after oral and intravenous administration

suggested that the intestine, rather than the liver, was largely responsible for the first-pass

elimination of cyclosporine (38). However, cyclosporine is now known to be a substrate

for the efflux transporter P-glycoprotein (P-gp), which is expressed on the apical

membranes of enterocytes and other cell types. As such, this indirect approach would not

distinguish between intestinal CYP3A-mediated metabolism and P-gp-mediated efflux.

Figure 2 The average human proximal small intestinal cytochrome P450 “pie.” The percent

contributions of individual enzymes are based on average total immunoquantified CYP content

(61 pmol/mg). Adapted from Ref. 31.
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The sedative-hypnotic agent and CYP3A substrate midazolam has been shown not

to be a substrate for P-gp (39) and thus should serve as a “clean” in vivo CYP3A probe.

Using a study design similar to that for the cyclosporine study, the disposition of

midazolam and primary metabolite, 10-hydroxymidazolam, were examined in a larger

group of anhepatic transplant recipients following either intravenous (n ¼ 5) or

intraduodenal (n ¼ 5) administration (40). Blood was collected simultaneously from the

hepatic portal vein and a peripheral artery during the approximately one-hour anhepatic

phase. Using the difference between the arterial and hepatic portal venous midazolam

AUCs (intravenous) or between the hepatic portal venous and arterial midazolam and

10-hydroxymidazolam AUCs (intraduodenal), an average (�SD) extraction fraction of

8 � 12% and 43 � 18% was calculated for subjects who received midazolam by the

intravenous and intraduodenal route, respectively. The low and variable extraction

fraction following intravenous administration indicated that the intestine contributed

somewhat to the systemic metabolism of midazolam. Importantly, the fivefold greater

value following intraduodenal administration was identical to the average intestinal

extraction ratio estimated in healthy volunteers (43 � 24%) (41). Moreover, these values

were essentially identical to the average hepatic extraction ratio estimated in the healthy

volunteer study (44 � 14%) (410). These data strongly indicated that the small intestine is

a major determinant of the overall extent of the first-pass metabolism of midazolam and

can rival the liver.

By the indirect approach, enteric CYP3A also has been shown to contribute

significantly to the first-pass metabolism of the calcium channel blockers nifedipine (42)

and verapamil (43). The comparable contributions of the intestine and liver

(mean extraction ratio of 49% and 48%, respectively) to the overall first-pass elimination

of verapamil was confirmed subsequently using a method involving a multilumen

intestinal perfusion technique and stable isotope-labeled drug (44). This method

demonstrated the importance of the intestine not only to the first-pass metabolism of

verapamil but also to the secretion of verapamil metabolites, some of which are substrates

for P-gp and possibly multidrug resistance associated protein 2 (MRP2), another efflux

transporter known to be expressed on the apical membranes of enterocytes. Indeed,

intestinal secretion was shown to be as important as biliary excretion for the elimination

of the metabolites.

For all of the aforementioned drugs, significant intestinal first-pass metabolism

occurred despite that total CYP3A content of the entire gut mucosa has been estimated to

be approximately 1% of total hepatic CYP3A content (70 vs. 5490 nmol) (27,45). Of

apparently more importance than total enzyme mass is the comparable intracellular

enzyme concentration (enterocyte vs. hepatocyte) and the obligatory nature of drug

passage through the enterocyte (if transcellular absorption is operative). Thus, a more

appropriate comparison might be microsomal intrinsic activities. Indeed, mean CYP3A-

mediated rates of erythromycin N-demethylation (29), tacrolimus O-demethylation (46),

midazolam 10-hydroxylation (27), and testosterone 6b-hydroxylation (47) in small

intestinal (duodenal/jejunal) microsomes were 45% to 120% of corresponding metabolic

rates in hepatic microsomes. On the basis of these data, mean intestinal mucosal intrinsic

clearances may be within two- to threefold of corresponding hepatic intrinsic clearances.

Whether a similarity in vivo for a given drug will occur is more difficult to predict, as

total oral dose, enzyme saturability, and absorption rate become relevant. Should the dose

be large enough, and the Km of the drug for the enzyme active site be low enough, it is

possible that the majority of absorbed drug could escape intestinal first-pass metabolism.

Some of the HIV protease inhibitors (e.g., indinavir, saquinavir, and ritonavir) may

represent such drugs.
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CYP3A4 vs. CYP3A5. As in the liver, CYP3A4 protein appears to be expressed

constitutively in the small intestine of all individuals, whereas CYP3A5 expression is

polymorphic. Immunoreactive CYP3A5 protein was detected readily at a frequency of 20%

to 30% in intestinal tissue obtained from adult Caucasians (27,48,49). Moreover, if detected,

the enzyme was expressed along the length of the small intestinal tract (27). As has been

shown for the liver (50), the frequency of CYP3A5 expression in the small intestine varies

among different racial/ethnic groups (49). With the advent of specific, commercially

available antibodies and suitable reference standards for immunoblot analysis, CYP3A5 has

been shown to constitute from 3% to 80% of total intestinal CYP3A (CYP3A4+CYP3A5)

protein content (31,51). Accordingly, like hepatic CYP3A5 (50,52), enteric CYP3A5 may

have a significant role in the first-pass metabolism of drugs in some individuals.

Identification of a selective in vivo CYP3A5 probe substrate is needed to test this hypothesis.

Significant expression of CYP3A4 in the GI tract appears to be restricted to the

small intestine. In mucosa of the stomach and colon, both CYP3A5 mRNA and protein

were more prominent than corresponding CYP3A4 measures (53,54). Consistent with

these observations, in two full-length human donor small intestines that were CYP3A5-

positive, the ratio of CYP3A5 to CYP3A4 immunoreactive protein decreased from

duodenum to jejunum, then increased in distal ileum to values comparable to or greater

than those observed for the duodenum (55). Finally, Gervot et al. (56) detected CYP3A5

protein, but not CYP3A4 protein, in colonic mucosa from 40 unrelated and uninduced

tissue donors. The authors suggested that any CYP3A4 in colonic tissue is likely to be a

consequence of prior treatment of the donor with an enzyme inducer.

Localization. CYP3A4 protein expression along the length of the small intestine is not

uniform. Enzyme content is generally highest from duodenum to middle jejunum then

declines progressively to distal ileum (27,28,30). In microsomes prepared from mucosal

scrapings obtained from 20 donor small intestines, median CYP3A4 content decreased

from 31 to 23 to 17 pmol/mg protein in duodenum, jejunum, and ileum, respectively (27).

CYP3A-catalyzed midazolam 10-hydroxylation activity paralleled this pattern (27).

Likewise, erythromycin N-demethylase activity decreased from proximal to distal regions

(28). These data suggest that the extent of CYP3A-mediated first-pass metabolism may

depend in part on the site of absorption.

CYP3A4 expression from the crypt to the tip of the small intestinal villus also is not

uniform. By immunohistochemical analysis, CYP3A4 protein was not detected in the crypt

cells or goblet cells but was readily detected in enterocytes, with the most intense staining

evident in the mature enterocytes lining the villous tips (53,57). By in situ hybridization, a

similar pattern was reported for CYP3A4 mRNA (54). Within the enterocyte, CYP3A4

protein was located predominately at the apex of the cell, adjacent to the microvillous

border (54). The strategic location of CYP3A4 in mature enterocytes further highlights the

small intestine as uniquely suited for the task of first-pass drug metabolism.

Modifying Agents and Conditions. Localization of CYP3A within only the mature

enterocytes of the small intestinal mucosa is consistent with a wider pattern of

differentiation of cell function as cells formed within the crypts migrate toward the villus

tip and are eventually shed. Total CYP3A content even within a defined region of the

small intestine varies considerably. CYP3A protein content measured in duodenal pinch

biopsies obtained from CYP3A inducer/inhibitor-free healthy volunteers has been

reported to vary approximately 10-fold (48,49). Even greater variability (>30-fold) was

reported for CYP3A protein content and catalytic activity in duodenal, jejunal, and ileal

mucosal scrapings obtained from 20 organ donors (27). Although some of the extreme
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variability in the latter study could have been due to events preceding organ procurement

(e.g., reduced nutritional intake, antibiotic administration, brain death, and ischemia),

these observations suggest that CYP3A is remarkably sensitive to a variety of modifying

factors or conditions that can alter enzyme expression.

Dietary Factors. One of the most extensively studied dietary substances in terms of

CYP3A-mediated drug metabolism is grapefruit juice, which, when consumed in usual

volumes, has been shown to elevate systemic concentrations of a variety of drugs by

inhibiting intestinal, but not hepatic, CYP3A-mediated first-pass metabolism (58 61). The

lack of an effect on hepatic CYP3A has been attributed to dilution of the causative

ingredients in portal blood to concentrations below their effective inhibitory concen-

trations (Ki or IC50) and/or to avid binding of the causative ingredients to plasma and/or

cellular proteins in portal blood (62,63). The magnitude of the grapefruit juice effect can

be large enough to cause untoward effects, such as severe muscle pain with some HMG-

CoA reductase inhibitors (statins) (64,65) and hypotension/dizziness with some calcium

channel antagonists (66). Accordingly, the labeling of several drug products contains

precautionary statements regarding the concomitant intake of grapefruit juice. Using a

“furanocoumarin-free” grapefruit juice suitable for human consumption and the CYP3A

probe substrate felodipine, furanocoumarins were demonstrated unequivocally as major

causative ingredients, several of which are potent reversible and mechanism-based

inhibitors of enteric CYP3A catalytic activity (60,67). In addition, the pioneering study by

Lown et al. (68) showed that grapefruit juice significantly reduced average enteric

CYP3A4 immunoreactive protein (measured in duodenal pinch biopsies) by 60% in

10 healthy volunteers; the lack of a decrease in corresponding mRNA suggested

a posttranscriptional mechanism. In vitro studies involving CYP3A4-expressing

Caco-2 cells confirmed that two candidate furanocoumarins (bergamottin and

60,70-dihydroxybergamottin) reduced CYP3A4 protein by accelerating enzyme degrada-

tion without affecting enzyme synthesis (69). The list of drugs shown to interact with

grapefruit and related citrus juices is expansive and is described in several comprehensive

reviews (58 61).

Therapeutic Agents. Therapeutic agents that have been shown to inhibit intestinal

CYP3A in vivo include the azole antifungals ketoconazole (70) and fluconazole (71); the

macrolide antibiotics erythromycin (72), troleandomycin (10), and clarithromycin

(73,74); and the calcium channel antagonist diltiazem (75). Exposure of human subjects

to the enzyme inducer rifampin (7 10 days) and to the popular herbal medicine St. John’s

wort (14 days) increased average duodenal CYP3A protein content by �4- and 1.5-fold,

respectively, relative to baseline (43,57,76). Moreover, a comparison of the effect of

rifampin on the systemic and apparent oral clearance of the CYP3A probes midazolam

(10,77), triazolam (78), verapamil (43), nifedipine (42), and alfentanil (10) suggested that

the inducer increased enteric enzyme levels to an extent greater than hepatic levels. The

greater effect of enzyme inhibitors and inducers on enteric CYP3A activity compared

with hepatic CYP3A activity may be due to higher intracellular concentrations and greater

receptor occupancy in the enterocyte that occurs during absorption of the modifying

agent.

Pathophysiologic Conditions. Although less is known about the effect of disease on

enteric CYP3A relative to hepatic CYP3A, some human studies have shown that

pathophysiologic conditions can markedly alter enteric CYP3A protein expression/

catalytic activity. For example, Lang et al. (79) reported that adult patients with celiac
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disease had reduced levels of jejunal mucosal CYP3A protein as a consequence of

widespread epithelial cell destruction. Treatment with a gluten-free diet reversed this

aberration. Similar observations have been reported for pediatric patients with celiac

disease (80). In the pediatric patients, after gluten rechallenge, a further decrease in

enteric CYP3A expression was observed. Chalasani et al. (81) compared the disposition

of midazolam between cirrhotic patients, cirrhotic patients with transjugular intrahepatic

portosystemic shunts (TIPS), and healthy volunteers. The significantly higher mean Foral

in the cirrhotic patients with TIPS compared with the cirrhotic patients and healthy

volunteers (0.76 vs. 0.27 and 0.30) was largely due to the significantly higher FI in the

TIPS patients compared with the cirrhotic and healthy subjects (0.83 vs. 0.32 and 0.42).

The markedly lower extent of midazolam first-pass metabolism in the TIPS patients was

concluded to result from diminished enteric CYP3A activity.

Intestinal vs. Hepatic CYP3A. In view of the many differing responses between

enteric and hepatic CYP3A to various regulatory factors, including those aforementioned,

it follows that intestinal and hepatic CYP3A appear to be regulated independently. Such

noncoordinate regulation was first demonstrated by Lown et al. (48), who reported that

neither duodenal CYP3A protein content nor catalytic activity correlated with hepatic

CYP3A activity in 20 healthy subjects. Likewise, other investigators found no rank

order correlation between intestinal and hepatic CYP3A protein content or midazolam

10-hydroxylation activity in microsomes prepared from eight matched intestine-liver

donor pairs (27). Finally, independent groups of investigators found no correlation

between the FI and FL of midazolam in healthy volunteers (41,73). This noncoordinate

regulation between intestinal and hepatic CYP3A indicates that a measure of one should

not be used to predict the other. However, the possibility of overlapping mechanisms of

constitutive and inducible CYP3A expression cannot be excluded.

CYP1A1. CYP1A1 is expressed predominantly in extrahepatic tissues, including the

lungs (82 84), placenta (85,86), stomach, and small intestine (31,87 89). In two

independent investigations in which duodenal biopsies were obtained from healthy

volunteers, CYP1A1 mRNA was expressed constitutively in all specimens; as with other

CYP isoforms, large interindividual variation was evident among the specimens, at least

sixfold (88,90). CYP1A1 protein and/or catalytic (ethoxyresorufin O-deethylase or

EROD) activity were undetectable or low. Following treatment with the CYP1A inducers

omeprazole (88) or chargrilled meat (90), enteric CYP1A1 protein and catalytic activity

became readily detectable. Similarly, median duodenal EROD activity was higher in

smokers and omeprazole-treated patients compared with nonsmoking control subjects

(2.1 vs. 1.1 vs. 0.5 pmol/min/mg homogenate protein) (89).

Characterization of a bank of microsomes prepared from the proximal region of 18

human donor small intestines showed measurable rates of ethoxyresorufin O-deethylation

in one-third of the donors, with a median and range (23.7 and 1.4 124 pmol/min/mg,

respectively) (55) comparable to those reported for CYP1A2-catalyzed EROD activity in

human liver microsomes (39.4 and 10.1 224 pmol/min/mg, respectively) (91). Median

CYP1A1 protein content for the three preparations in which immunoreactive CYP1A1

was detected readily (5.6 pmol/mg) (31) was 14% of the average CYP1A2 protein content

reported for a large panel of human liver microsomes (41 pmol/mg) (92). The differing

protein contents between enteric CYP1A1 and hepatic CYP1A2 despite comparable

EROD activities were attributed to CYP1A1 having a greater catalytic efficiency than

CYP1A2 toward the O-deethylation of ethoxyresorufin, as evidenced by recombinant

CYP1A1 having both a lower Km and a higher Vmax compared with recombinant CYP1A2
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(87 nM and 7.6/min vs. 240 nM and 1.9/min) (93). A greater catalytic efficiency for

CYP1A1 compared with CYP1A2 also has been demonstrated for ethoxycoumarin

O-deethylation and benzo(a)pyrene hydroxylation (94). In contrast, the catalytic

efficiency of CYP1A1 toward the CYP1A drug substrates caffeine (95), theophylline

(96), phenacetin (97), and R-warfarin (98) has been shown to be much lower than that

compared with CYP1A2. Consistent with these observations, to date, there are no

examples reported in the literature describing enteric CYP1A1 as having a significant role

in the first-pass metabolism of drugs.

CYP2C9. Although CYP2C mRNAs have been detected in a number of human

extrahepatic tissues (e.g., kidney, testes, adrenal gland, prostate, brain, duodenum),

significant protein expression appears to be limited to the small intestinal tract (30,99). de

Waziers et al. (30) first detected what was described as “CYP2C8-10” in small intestinal

microsomes, which, like CYP3A, was expressed predominantly in the proximal region.

Other investigators later confirmed the descending pattern of expression of a CYP2C

enzyme along the length of the small intestine (28). However, in both studies, it was

unclear which enzyme (CYP2C8, CYP2C9, or CYP2C19) was detected. On the basis of

the relative amount of each CYP2C enzyme in human liver, the intestinal form identified

was most likely CYP2C9. From an analysis of 31 duodenal/jejunal microsomal

preparations, two proteins were detected that reacted with a CYP2C-selective anti-

CYP2C19 antibody and that comigrated with recombinant CYP2C9 and CYP2C19

protein standards (31). CYP2C9 protein content varied ninefold among the different

preparations, with a mean specific content (8.4 pmol/mg) that was nearly one-tenth of

reported average hepatic microsomal specific content (73 pmol/mg protein) (100).

With respect to intestinal CYP2C9 catalytic activity, Prueksaritanont et al. (101)

reported a >20-fold variation in tolbutamide methylhydroxylase activity (<0.5 9.8 pmol/

min/mg) for five duodenal/jejunal microsomal preparations; average (�SD) activity

(5.1 � 3.8 pmol/min/mg) was at least one-tenth of the hepatic counterpart. Other

investigators subsequently reported a similarly large interindividual variation in CYP2C9-

catalyzed diclofenac 40-hydroxylase activity (7.3 129 pmol/min/mg) for 10 human jejunal

microsomal preparations; median activity was 55 pmol/min/mg (47), which was roughly

one-sixth of that reported for a panel of 16 human liver microsomal preparations (*320

pmol/min/mg) (102). Collectively, these in vitro data suggest that the small intestine

would have minimal contribution to the first-pass metabolism of drugs. However, due to

the wide range in both specific content and activity, enteric CYP2C9 could be important

in some individuals for substrates with a low oral bioavailability, for example, fluvastatin

(103). In addition, the low expression/catalytic activity of CYP2C9 in the intestine

relative to the liver does not preclude the potential importance of enteric CYP2C9 to

the first-pass metabolism of substrates ingested in trace amounts, for example, pesticides

(104,105).

CYP2C19. CYP2C19 immunoreactive protein content for the aforementioned 31 human

duodenal/jejunalmicrosomal preparations ranged from<0.6 to 3.9 and averaged 1.0 pmol/mg

(31), which was one-fifteenth of average hepatic microsomal content (14 pmol/mg) (100).

Large interindividual variation in enteric CYP2C19 catalytic activity also has been

reported. CYP2C19-catalyzed S-mephenytoin 40-hydroxylase activity varied from 0.8 to

13.1 pmol/min/mg in the same panel of human small intestinal microsomal preparations

that were analyzed previously for CYP2C9 activity (47). Average enteric catalytic activity

(5.2 pmol/min/mg) was approximately one-tenth of the average activity reported for a

panel of 10 human liver microsomal preparations (*45 pmol/min/mg) (106). As with
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enteric CYP2C9, these data suggest a minimal role for enteric CYP2C19 in the first-pass

metabolism of drugs. The scarcity of CYP2C19 drug substrates with a low oral

bioavailability supports this contention. Again, the low enteric CYP2C19 expression/

activity relative to hepatic CYP2C19 does not preclude the potential importance of enteric

CYP2C19 to the first-pass metabolism of substrates ingested in trace amounts, for

example, pesticides and insect repellents (105,107).

CYP2D6. CYP2D6 expression in the human intestine was first reported in 1990 by de

Waziers et al. (30). Like CYP3A4, CYP2D6 protein was most concentrated in the

proximal region and was localized in the enterocytes. The enzyme was not detected in

ileum or colon. Prueksaritanont et al. later confirmed the expression of CYP2D6 protein in

microsomes prepared from the proximal portion of two (108) and five (101) human donor

small intestines. Moreover, CYP2D6-catalyzed (+)-bufuralol 10-hydroxylation activity was
measurable in all preparations. From a comprehensive comparison involving 19 human

jejunal and 31 human liver microsomal preparations, CYP2D6 immunoreactive protein

was detected readily in 18 of the intestinal preparations, with a median specific content

(0.9 pmol/mg) that was one-fifteenth of the median content measured in the liver

preparations (12.8 pmol/mg) (109). Median catalytic activity, as assessed by the intrinsic

clearance of metoprolol oxidation, was also much lower in jejunal compared with hepatic

microsomes (0.7 vs. 19.7 ml/min/mg). Likewise, the predicted average in vivo intestinal

extraction ratio for metoprolol was negligible compared with the predicted average hepatic

extraction ratio (0.01 vs. 0.48). The authors concluded that, unless a CYP2D6 substrate has

a long residence time in the intestinal mucosa or undergoes futile cycling via an efflux

transporter, enteric CYP2D6 would be expected to contribute minimally to the first-pass

metabolism of drugs. However, enteric CYP2D6 may become clinically relevant if it

mediates the formation of a cytotoxic metabolite that could cause mucosal damage (109).

CYP2J2. CYP2J2 is a relatively newly identified human CYP that is expressed

predominately in extrahepatic tissues (110). Although most abundant in the heart,

CYP2J2 is also expressed at appreciable levels (both mRNA and immunoreactive protein)

in the GI tract (111). Immunoreactive CYP2J2 protein has been detected in microsomes

prepared from the human esophagus, stomach, small intestine, and colon. Unlike other

small intestinal CYPs, CYP2J2 expression was qualitatively highest in the esophagus and

slightly lower but relatively uniform throughout the remainder of the GI tract (111).

Moreover, there was little interindividual variation in CYP2J2 expression in jejunal

microsomes. Although the role of CYP2J2 in drug metabolism remains largely unknown,

in vitro studies have suggested that intestinal CYP2J2 contributes to the first-pass

metabolism of the non-sedating antihistamines astemizole and ebastine.

Using human intestinal and liver microsomes, Matsumoto et al. (112) showed O-

demethylation as the primary metabolic pathway for astemizole, with the average (�SD)

rate in enteric microsomes being approximately one-third of that in liver microsomes

(170 � 57 vs. 480 � 88 pmol/min/mg). With recombinant CYP2J2 as the reference

standard, immunoreactive CYP2J2 protein in microsomes prepared from five human

small intestines averaged 2.1 (�0.6) pmol/mg, consistent with that measured in a larger

number of small intestinal microsomal preparations (1.0 � 0.1 pmol/mg; n ¼ 31) (31).

These observations are comparable to average CYP2J2 content measured in liver

microsomes from 20 Japanese and 29 Caucasian donors (2.0 � 1.5 and 1.2 � 2.1 pmol/

mg, respectively) (113). A role of intestinal CYP2J2 in the O-demethylation of astemizole

was supported further by the excellent correlation between CYP2J2 protein content and

O-demethylastemizole formation rate in intestinal microsomes (r ¼ 0.90, p < 0.05), as
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well as the strong inhibition of O-demethylastemizole formation by the CYP2J2

substrates ebastine and arachidonic acid. Using similar strategies, along with an inhibitory

anti-CYP2J2 antibody, Hashizume et al. (114) demonstrated CYP2J2 as the major

ebastine hydroxylase in human intestinal microsomes. Whether intestinal CYP2J2

contributes to the first-pass metabolism of astemizole, ebastine, and other drugs in vivo

awaits further investigation.

CYP4F. CYP4F enzymes catalyze the biotransformation of several endogenous

compounds, including arachidonic acid and its derivatives, such as leukotrienes,

prostaglandins, lipoxins, and hydroxyeicosatetraenoic acids (115). Accordingly, the

CYP4Fs are important regulators of vascular tone and inflammation, as well as other

physiologic functions. In addition to their role in the biotransformation of endogenous

compounds, the CYP4Fs have been reported to metabolize some drugs. For example,

CYP4F12 was shown to be expressed, by RT-PCR, in human liver and small intestine

(116). Yeast-expressing CYP4F12 was capable of catalyzing the hydroxylation of ebastine,

suggesting that CYP4F12 in the small intestine (and liver) may have a role in the first-pass

metabolism of this drug. However, as reported subsequently by the same investigators,

intestinal CYP2J2 was shown to be the predominate enzyme involved in this pathway (114).

Most recently, Wang and coworkers identified CYP4Fs as the major enzymes in human

proximal small intestinal microsomes that catalyze the initial O-demethylation of the

antiparasitic agent pafuramidine (117). However, the much lower average intrinsic

clearance of this reaction (0.3 mL/min/mg; n ¼ 9) relative to that in pooled liver

microsomes (7.6 mL/min/mg) suggested that enteric CYP4Fs do not contribute significantly

to the initial O-demethylation of pafuramidine during first-pass. A role of enteric CYP4F in

subsequent O-demethylation reactions remains to be determined. Interestingly, quantitative

Western blot analysis of these intestinal preparations indicated appreciable CYP4F protein

expression in the small intestine, with a mean (range) of 7 pmol/mg (3 18), which was

comparable to that for CYP2C9. This observation suggested that CYP4F could represent an

appreciable portion of the human intestinal CYP pie (117).

Other CYPs. Other CYP enzymes shown to be expressed in the human small intestine

at the mRNA level include CYP1A2, but only after treatment with omeprazole (88),

CYP1B1 (28), and CYP2C8 and CYP2C18 (99). The importance of these enzymes in

vivo remains to be determined. By immunoblot analysis, and with prolonged exposure,

CYP2A6, CYP2B6, CYP2C8, CYP2E1, and CYP4A11 either were not detected or were

expressed in only trace amounts (30,31,117,118). The roles of these enzymes in enteric

drug metabolism are likely to be negligible.

Other Phase I Enzymes

Other phase I enzymes reported to be expressed in the human intestine include

carboxylesterases (CESs) (119), epoxide hydrolases (30,120), and flavin monooxygenases

(FMOs) (121). Of these enzymes, the CESs have been implicated in the first-pass

metabolism of some drugs. Whereas the CES1 family predominates in the liver, the CES2

family predominates in the small intestine (119). Human intestinal microsomes have been

shown to catalyze the hydrolysis of betamethasone valerate and aspirin at comparable

(aspirin) or greater (betamethasone valerate) rates than human liver microsomes (119).

Likewise, intestinal biopsy tissues were as proficient as liver biopsy tissues in converting

the prodrug irinotecan to the active chemotherapeutic metabolite, SN-38 (17,18).
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Approximately one-third of an intravenous radiolabeled dose of irinotecan has been

detected in human bile as unchanged drug (122). Therefore, because the bile duct empties

into the duodenum, direct conversion of the prodrug to SN-38 could occur in the intestine,

as well as bacterial b-glucuronidase-mediated deconjugation of SN-38 glucuronide,

leading to accumulation of SN-38 in the intestine and the potential for toxicity (i.e., severe

diarrhea). Moreover, the large interindividual variability in the systemic exposure of

irinotecan and SN-38 following oral administration of irinotecan has been attributed in

part to interindividual variation in the extent of intestinal CES-mediated first-pass

metabolism (123).

Epoxide hydrolases have been detected in the human small intestine, but protein

levels and catalytic activity were much lower (�6%) relative to the liver (30,120).

Although a significant role for intestinal epoxide hydrolases in the first-pass metabolism

of drugs has not been described, these enzymes could play a protective role in the

detoxification of procarcinogenic epoxides generated from environmental xenobiotics

(13). Like epoxide hydrolases, FMOs (to date only FMO1) have been detected in the

human small intestine, but the much lower catalytic activity (p-tolyl methyl sulfoxidation)

relative to the liver (0.11 � 0.04 vs. 2.8 � 1.4 nmol/min/mg microsomal protein,

respectively) indicates a minimal role for these enzymes in the first-pass metabolism of

drugs (121,124).

Phase II Enzymes

Sulfotransferases

At least four sulfotransferases (SULTs) are known to be expressed and to have functional

activity in the human GI tract: SULT1A1, SULT1A3, SULT1E1, and SULT2A1. Using

cytosolic fractions prepared from the stomach, small intestine, and colon of 23 unrelated

organ donors, Chen et al. (125) showed the stomach and colon to have low sulfation

activity toward 2-naphthol (SULT1A1) and dopamine (SULT1A3) and to have very low

to no activity toward estradiol (SULT1E1) and dehydroepiandrosterone (DHEA)

(SULT2A1). Comparatively, sulfation activity toward all probe substrates was higher

in the small intestine. Given the much greater surface area of the small intestine, sulfation

activity in this section of the GI tract is undoubtedly the most important with respect to

drug metabolism. Average (�SD) small intestinal SULT1A1 and SULT2A1 activities

were less than one-half and approximately one-fifth, respectively, of the corresponding

activities measured in four human liver cytosolic preparations (2.1 � 1.4 vs. 5.3 �
1.0 nmol/min/mg and 32 � 33 vs. 140 � 28 pmol/min/mg, respectively) (125). In

contrast, small intestinal SULT1A3 and SULT1E1 activities were approximately

threefold higher than and comparable to, respectively, the corresponding hepatic activities

(0.45 � 0.25 vs. 0.17 � 0.05 nmol/min/mg and 3.3 � 0.9 vs. 2.6 � 1.6 pmol/min/mg,

respectively) (125). Intestinal sulfation activity toward all probe substrates showed large

interindividual variation, as exemplified by coefficients of variation of at least 60%,

consistent with an earlier report involving 62 human jejunal preparations analyzed for

SULT1E1 and SULT2A1 immunoreactive protein (126). SULT activity along the length

of the small intestine varied among different donors; some donors showed higher activity

in the proximal portion, while others showed higher activity in the distal portion (125).

Age, sex, underlying pathology, and time of tissue storage appeared not to influence

SULT activity and/or protein expression (125,126). No significant correlation was evident

between any of these enzymes with respect to catalytic activity or protein expression,

suggesting the enzymes are regulated independently (125,126).
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Of the aforementioned intestinal SULTs, SULT1A3 and SULT1E1 have been

implicated to contribute significantly to the first-pass metabolism of some drugs.

Intestinal SULT1A3-mediated metabolism likely contributes to the low oral bioavail-

ability of the b-adrenergic agents isoproterenol and terbutaline (14,127,128) (Table 1).

SULT1E1 is likely the major intestinal SULT involved in the first-pass metabolism of

ethinyl estradiol (126,129,15) (Table 1).

UDP-Glucuronosyl Transferases

The UDP-glucuronosyl transferases (UGTs) are ubiquitous in a number of extrahepatic

tissues, including the GI tract (130,131). As with sulfation activity, relative to the small

intestine, glucuronidation activity in general appears to be much lower in the stomach and

colon (and esophagus) (130). Also like the SULTs, the expression of a relatively small

number of UGTs has been confirmed in the small intestine by multiple laboratories using

the same or different approaches: UGT1A1, UGT1A3, UGT1A8, UGT1A10, and

UGT2B7 (132). In addition, selective expression of UGT1A8 and UGT1A10 mRNAs in

the small intestine and/or colon vs. the liver has been reported by multiple investigators

(132). Of all of these enzymes, only UGT1A1 and UGT2B7 have been detected at the

protein level in small intestinal microsomes (131); specific antibodies are not yet

available for the remaining enzymes (132). Using microsomes prepared from the three

regions of three unrelated donor intestines, Fisher and coworkers showed UGT1A1

activity, as measured by estradiol 3-glucuronidation, to be generally much higher than

that in pooled human liver microsomes (0.2 3.9 vs. 0.4 nmol/min/mg) (131), suggesting

an important role for intestinal UGT1A1 in the first-pass metabolism of relevant

drug substrates. In contrast, intestinal UGT2B7 activity, as measured by morphine

3-glucuronidation, was at most one-fifth of that measured in the pooled liver microsomes

(0 0.5 vs. 2.3 nmol/min/mg), suggesting a minor role for intestinal UGT2B7 in the first-

pass metabolism of morphine and other UGT2B7 substrates. Multiple investigators have

shown many enteric UGTs to have large interindividual variation in expression level and/

or catalytic activity (132,133). Moreover, UGT activity along the length of the small

intestine appears to vary with substrate/UGT isoform (132,134). For example, UGT

activity toward testosterone (a UGT2B substrate) increased gradually from proximal

jejunum to colon, whereas that toward bilirubin (a UGT1A1 substrate) decreased sharply

from proximal to distal intestine (132).

Of the aforementioned intestinal UGTs, several of the UGT1As have been

implicated to contribute significantly to the extensive first-pass metabolism, and hence

low oral bioavailability, of some drugs. For example, evidence suggests that enteric

UGT1A1, in addition to enteric CYP3A and SULT1E1, may contribute to the first-pass

metabolism of ethinyl estradiol (129,16) (Table 1). The intestine-specific forms, UGT1A8

and UGT1A10, likely are the major contributors to the low oral bioavailability of

raloxifene (20,135,136) (Table 1). Enteric UGT1As (e.g., UGT1A1, UGT1A3) may

influence the efficiency of the enterohepatic cycling of SN-38 (137) and ezetimibe

(138,139).

Other Phase II Enzymes

Other phase II enzymes that have been identified in the human GI tract include members

of the N-acetyltransferase (NAT) and glutathione S-transferase (GST) families

(30,133,140 142). Mesalazine (5-aminosalicylic acid), indicated for the treatment of

inflammatory bowel disease, undergoes extensive first-pass acetylation, and intestinal
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NAT, most likely NAT1 (141), is believed to contribute to this process (143). Although

both NAT1 and NAT2 have been detected and to have functional activity in the small

intestine, NAT1 activity, as measured by p-aminobenzoic acid acetylation, was always

higher than NAT2 activity, as measured by sulfamethazine acetylation (141). Moreover,

the ratio of NAT1:NAT2 activities varied from 2- to 70-fold. Among four human donor

small intestines, NAT1 activity was relatively uniform or increased slightly, whereas

NAT2 activity tended to decrease, from the duodenum to the rectum.

The GSTs are commonly implicated in the detoxification or bioactivation of

environmental toxins, carcinogens, and some chemotherapeutic agents. Using cytosolic

fractions prepared from the GI tracts (stomach to colon) of 16 organ donors, Coles et al.

showed GSTP1, GSTA1, and GSTA2 to be the major GST proteins expressed in the small

intestine (142). For all three of these enzymes, large interindividual variation was

observed in all regions of the GI tract. Despite the high degree of interindividual

variability, consistent patterns of expression along the length of the GI tract were evident.

Specifically, GSTP1 was expressed throughout the GI tract and decreased progressively

from stomach to colon. In contrast, GSTA1 and GSTA2 were expressed at very low levels

in the stomach and colon relative to the small intestinal regions, where levels were high in

the duodenum and decreased to distal ileum. Similar differences in expression between

stomach and duodenum for GSTA and GSTP were reported by other investigators who

examined antral and duodenal biopsy specimens obtained from 202 patients (144). It has

been speculated that the low levels of GSTA in the stomach and colon contribute to the

greater susceptibility of these GI tissues to some cancers compared with the small

intestine (133,142). With respect to chemotherapeutic agents, Gibbs and coworkers, using

cytosol prepared from 12 small intestines and 23 livers, reported comparable busulfan

conjugation intrinsic clearances (GSTA activity) between the two organs (0.17 � 0.07 vs.

0.18 � 0.09 mL/min/mg), suggesting a role for intestinal GSTA in the first-pass

metabolism of busulfan (140).

SUMMARY AND PERSPECTIVE

Most drugs are taken orally. For those intended to act systemically, a significant fraction

of the dose can be eliminated during its first passage through a sequence of organs prior to

entering the systemic circulation. For some drugs, the extent of first-pass elimination can

be large enough so that oral bioavailability is reduced significantly, with the consequent

potential for a reduced clinical response. Next to the liver, the small intestine can

represent a major organ of first-pass drug elimination, the means of which occurs

primarily via metabolism.

Like the liver, the small intestinal mucosa is replete with a myriad of drug

biotransformation enzymes, including both phase I and phase II enyzmes. Of all these

enzymes, the CYPs are the most extensively studied. Of the CYP enzymes, CYP3A is the

most extensively studied and represents, on average, approximately 80% of total

immunoquantified CYP content in the proximal human small intestine. In addition,

microsomal CYP3A catalytic activity and immunoreactive protein content in the proximal

region (duodenum to mid-jejunum) are within the ranges reported for human liver

microsomes. These in vitro observations are consistent with clinical studies demonstrating

that the intestinal contribution to the low and variable Foral of some CYP3A substrates can

rival the hepatic contribution. However, because intestinal and hepatic CYP3A appear to

be regulated independently, and thus do not correlate, CYP3A activity measured in one

organ will not necessarily predict CYP3A activity in the other. Taken together, the
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development/refinement of in vivo methods capable of delineating intestinal from hepatic

first-pass metabolism, as well as capable of delineating CYP3A-mediated metabolism

from transporter-mediated efflux, is of clinical importance. This is an ongoing and active

area of research, as the successful prediction of intestinal first-pass metabolism could aid

in the therapeutic management of drugs with a low and variable Foral, particularly those

with a narrow therapeutic window.

Other human enteric CYP enzymes have been identified and characterized in vitro

(CYP1A1, CYP2C9, CYP2C19, CYP2D6, CYP2J2, CYP4F), but their role in drug

disposition in vivo remains to be determined. Regarding other enteric phase I enzymes,

CESs have been implicated in the first-pass metabolism of some drugs, whereas roles for

the epoxide hydrolases and FMOs remain to be determined. Regarding phase II enzymes,

while a number of such families have been known to be expressed in the human intestine

for some time (e.g., SULTs, UGTs, NATs, GSTs), progress on the identification and

quantification of individual isoforms has lagged behind that of the CYPs. With the

increasing availability of quality human intestinal tissue, along with the ongoing

identification of selective probe substrates, inhibitors, and antibodies, it is anticipated that

a comprehensive characterization of these enzymes will soon become achievable.

Meanwhile, further refinement of human intestinal cell culture models and/or the

identification of an appropriate animal model should improve our understanding of the

unique nature of intestinal drug-metabolizing enzymes and allow us not only to better

predict the impact of the intestine on the overall first-pass elimination of existing drugs

but also to improve the drug selection process during preclinical development.
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INTRODUCTION

Although the kidneys only comprise 1% to 2% of total body weight, they can play an

important, if not critical, role in overall drug metabolism in the body. There are several

factors that are responsible for the ability of the kidneys to play such a disproportionately

important role. First, despite their weight, the kidneys receive approximately 25% of the

cardiac output, thereby delivering a large proportion of blood-borne chemicals to the renal

circulation. A second major factor is that by multiple mechanisms that are a central,

underlying part of the basic physiology of the kidneys, drugs and chemicals may become

concentrated within renal epithelial cells to levels that are often markedly higher than

those to which the tissue is exposed. These concentrating mechanisms include glomerular

filtration, the countercurrent circulatory system that operates in the distal nephron and has

the physiological function of concentrating the tubular fluid severalfold over that in the

plasma, and the existence of a large array of transporters for organic anions and cations on

the basolateral membrane (BLM) and luminal membrane of renal epithelial cells. A third

reason for the importance of the kidneys in drug metabolism is that once inside the renal

cell, many of the same enzymes that have been classically studied in liver are also present,

enabling metabolism to occur. A review of many of these enzymes, as well as some

that are unique to the kidneys or that have unique characteristics compared with those in

other organs because of renal morphology or physiology, is the primary area of focus for

this chapter.

In studying renal drug metabolism, it is critical to consider the impact of nephron

heterogeneity (1,2). The mammalian kidney is complex and can be structurally and

functionally subdivided into multiple, distinct parts. At the simplest level, kidneys are

subdivided into cortex, outer medulla (further subdivided into inner stripe and outer

stripe), and inner medulla (or papilla). The nephron, which is the basic building block of

the kidney, can exist as either short-looped or long-looped types, the frequency of which

varies among species. To understand the importance of this suborganellar organization,

one can compare nephron segment specific differences in metabolism, cellular energetics,
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and other parameters of physiological function (Table 1). The different segments of the

nephron, three of which are highlighted here, provide a perfect example of form

corresponding with function. In terms of morphology, the proximal tubule is ideally suited

for extensive reabsorption and secretion of anions, cations, and metabolites because of the

large surface area provided by the microvilli on the luminal membrane or brush-border

plasma membrane (BBM) and the extensive infoldings on the serosal or basolateral

plasma membrane. Mitochondrial density is high in nephron segments that exhibit

particularly high activities of energy-dependent processes such as active transport and

biosynthetic reactions.

Table 1 Selected Biochemical, Morphological, and Functional Properties of Some Key Nephron

Segments of Mammalian Kidney

Nephron

Cell type Morphology Physiology Metabolism

Proximal

tubule

Tall, prominent

microvilli on

luminal membrane;

cuboidal shape;

extensive

basolateral

infoldings; high

density of

mitochondria

Active Naþ

reabsorption;

organic anion

and cation

secretion; most

glucose and

amino acid

reabsorption;

passive water

and Cl

reabsorption

Oxidative

phosphorylation,

citric acid cycle,

gluconeogenesis;

substrates ¼ fatty

acids, ketone bodies,

lactate, glutamine,

pyruvate, citrate,

acetate; drug

metabolism: high

CYP, FMO, UGT,

SULT, GSH dependent

Thick ascending

limb

Extensive

interdigitations;

large number

of elongated,

rod shaped

mitochondria

Water impermeable;

Naþ Kþ 2Cl

cotransport;

active Ca2þ and

Mg2þ transport;

dilution of

hyperosmotic

tubular urine

Oxidative

phosphorylation

and glycolysis;

substrates ¼ lactate,

glucose, ketone

bodies, fatty acids,

acetate; drug

metabolism: low

CYP, FMO, UGT,

SULT; high PGS

(mTAL)

Distal tubule

(distal

convoluted

tubule and

cortical

collecting

duct)

DCT: appears bright

under microscope;

numerous, long

mitochondria.

CCT: appears

granular under

microscope;

wider than

DCT.

High rates of Naþ

reabsorption;

thiazide inhibitable

Naþ Cl cotransport;

Kþ Cl cotransport;

Ca2þ reabsorption;

DCT: water

impermeable;

CCT: vasopressin

dependent water

channel

Glycolysis;

substrates ¼ glucose,

lactate,

b hydroxybutyrate,

fatty acids (CCT only);

drug metabolism:

generally all low

Abbreviations: CCT, cortical collecting duct; CYP, cytochrome P450; DCT, distal convoluted tubule; FMO,

flavin containing monooxygenase; mTAL, medullary thick ascending limb; PGS, prostaglandin synthetase;

SULT, sulfotransferase; UGT, UDP glucuronosyltransferase.
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Of particular interest for the primary focus of this chapter is that significant

segment-specific differences exist in pathways of drug metabolism. For the majority of

reactions that are of interest for drugs and other xenobiotics, the highest amounts of the

key reaction pathways are present in the proximal tubules. It should be noted, however,

that certain enzymatic pathways in other nephron segments also play a critical role for

the bioactivation of certain drugs and chemicals. For the majority of drugs and

chemicals of interest, it is the proximal tubules that are the primary sites of metabolism.

As listed in Table 1, the various phase I and phase II pathways as well as enzymes such

as the cysteine conjugate b-lyase (CCBL) are predominantly localized in the proximal

tubules.

EXPERIMENTAL MODELS TO STUDY KIDNEY DRUG METABOLISM

The segment-specific distribution of many drug metabolism enzymes sometimes makes it

difficult to properly study or even detect certain reaction pathways. This is particularly

true for pathways that are present at relatively low activities. For clinical studies, one is of

course limited to noninvasive methods to determine metabolism. Metabolites of certain

chemicals in either blood or urine can be considered as biomarkers for the presence of a

particular enzyme. It is often difficult, however, to distinguish renal metabolism from the

more prominent hepatic metabolism. Moreover, the subsequent action of additional

enzymes that generate reactive and unstable metabolites may make detection of

metabolism difficult.

A suitable alternative to in vivo study of metabolism can be the use of a variety of

in vitro models. A key advantage of using such models is that renal metabolism can be

measured separately from hepatic metabolism. When in vitro models are used to measure

renal metabolism, however, care is needed in choosing the model because of the selective

distribution of drug metabolism enzymes and transporters along the nephron. Thus, a

model that contains multiple nephron cell types may result in either measurement of low

metabolic rates or failure to detect metabolism because of dilution of the pathway

enzymes due to the presence of cell types that do not express them.

A detailed discussion of the various in vitro models that are available to study renal

drug metabolism is beyond the scope of this chapter. The reader is referred to two reviews

(3,4) that describe various model systems and consider their advantages, disadvantages,

primary uses, and limitations. A few comments will be made here, with the focus being on

their applicability for the study and quantitation of drug metabolism reactions.

The simplest in vitro model in terms of its preparation is that of the isolated

perfused kidney. It has the advantage that extrarenal metabolism is eliminated. As with

many of the freshly isolated in vitro models, its use is limited to relatively short time

periods because of gradual and progressive functional impairment. Another limitation for

study of drug metabolism is that one cannot always distinguish processes that occur in

specific nephron segments (the dilution effect mentioned above). The isolated perfused

kidney is also relatively expensive in that a single animal (typically the rat) is used for all

measurements.

Renal slices are a convenient and relatively simple model that enables better

assessment of metabolism occurring in specific nephron segments. Substrate transport is

conveniently measured as the slice-to-medium ratio and is often used as an assessment of

tubular viability when actively transported substrates are used. While slices are easy to

prepare and have relatively low cost, they are limited by a relatively short lifetime, the

potential for collapsed lumens and poor oxygenation, and the presence of multiple cell
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populations despite the ability to prepare slices from discrete regions of the kidney (i.e.,

cortex, outer stripe, and inner stripe of the outer medulla and inner medulla).

The most convenient in vitro models to enable measurement of drug metabolism

pathways in specific nephron cell types, thereby minimizing the “dilution effect,” are

freshly isolated tubular fragments and isolated cells. Both can be prepared from specific

nephron segments using various physical separation methods, such as microdissection,

density-gradient centrifugation, or electrophoresis. Enzymatic digestion with collagenase

and/or hyaluronidase is often used as a first step prior to separation of cell types. Although

both methods can provide similar data, it is usually easiest to prepare tubular fragments

from rabbits and isolated cells from rats. As with the isolated perfused kidney and renal

slices, isolated tubular fragments and isolated cells can only be maintained in a viable

state for a limited time period, which is typically up to four hours.

While the relatively short lifetime of isolated tubular fragments or isolated cells is

not a limitation if one wants to simply quantify metabolism, other types of assays such as

enzyme induction or study of gene regulation require models that retain viability for

longer periods of time. To accomplish this, many investigators have established primary

cultures of renal epithelial cells from the proximal tubule (3,5 19) and distal tubule and

thick ascending limb (14,20,21) of rat, mouse, or rabbit. The advantage of primary

cultures is that they can be maintained in a viable state for at least four-to five days and

are derived directly from the in vivo tissue. Unfortunately, primary cell cultures,

particularly those from epithelial cells, tend to lose some of their differentiated functions

during the course of culture. Expression of drug metabolism enzymes is particularly prone

to being lost during culture. To combat this problem, investigators have used serum-free,

hormonally defined media with limited success.

Another important issue about the experimental model used concerns the known

species-dependent differences in drug metabolism enzymes, which will be discussed in

the sections below. Inasmuch as we are primarily interested in drug metabolism in the

human kidney, the availability of human kidneys or human kidney slices (e.g., surgical

waste) has enabled investigators to use freshly isolated renal cells or primary cultures

of proximal tubular cells from the primary species of interest (22 28). Primary cultures

of human proximal tubular cells also suffer from the same potential problem of

dedifferentiation as do those from rats, mice, or rabbits.

A final type of in vitro renal cellular model is that of continuous or immortalized

cell lines. Distinct advantages with use of these cell lines are that they are easy to use and

are reproducible. Renal cell lines that are commonly used in study of metabolism,

transport, and toxicity derive from various species and multiple nephron segments,

including the glomerulus, proximal tubule, medullary thick ascending limb, and distal

tubule. As discussed elsewhere (29), these cell lines, by being immortalized, have

undergone genotypic and phenotypic changes that may make them questionable as models

of in vivo renal metabolism. As compared with primary cell cultures, immortalized cell

lines possess even more uncertainties as to their value for in vivo drug metabolism.

MEMBRANE TRANSPORT

Although membrane transport processes are not, strictly speaking, a part of drug

metabolism, no discussion of the renal handling of drugs can be complete without some

consideration of how drugs gain access to enzymes in renal epithelial cells. Figure 1

schematically summarizes some of the major carrier proteins on the BLM and BBM of

renal proximal tubular cells that are important in the renal tubular uptake or efflux of
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organic anions and organic cations. Most drugs of interest for therapeutics or toxicology

studies are charged, so that the carrier proteins shown are responsible for the majority of

their transport in the renal proximal tubule.

The various carriers are primary, secondary, or tertiary active or facilitated

transporters. Primary active transporters are those that directly couple adenosine-50-
triphosphate (ATP) hydrolysis to the movement of substrate; relevant examples include

the multidrug resistance-associated proteins (MRPs), the multiple drug resistance protein

(MDR1) (also known as P-glycoprotein), the (NaþþKþ)-stimulated ATPase, and the

Naþ/Hþ exchanger (NHE). Secondary active transporters are those that couple or exchange

substrate with an ion (generally either Naþ or Hþ ion) whose gradient is generated by a

primary active transporter. These include the sodium-dicarboxylate 2 (NaC2) carrier and the

organic cation transporters (OCTs) N1 and N2. Tertiary active transporters include the

organic anion transporters (OATs) 1 and 3, which couple uptake of organic anions, bile salts,

and some organic cations with efflux of 2-oxoglutarate (2-OG–), which is generated by

NaC2. The remaining carriers are either facilitated exchangers or uniporters. Similar to many

of the drug metabolism enzymes that are discussed below [particularly the cytochrome

P450s (CYPs)], the various OATs, OCTs, MRPs, and MDR1s have broad and often

overlapping substrate specificities, resulting in some degree of functional redundancy.

However, there are some discrete substrate specificities for the various carriers. Readers are

Figure 1 Organic anion and cation transport in renal proximal tubule. This scheme illustrates the

major transporters found on the BLM and BBMs that mediate the uptake or efflux of OA and OCþ.
Also shown are the (NaþþKþ) stimulated ATPase, the NaC2 carrier, and the NHE, which provide

the driving force for many of the carriers involved in the transport of drugs. Note that when the

carrier name is preceded by “h” or “r,” this indicates that it is only found in human or rat,

respectively. Abbreviations: BLM, basolateral membrane; BBM, brush border membrane; OA ,

organic anions; NaC2, sodium dicarboxylate 2; OCþ, organic cations ATPase, adenosine 50

triphosphatase; NHE, Naþ/Hþ exchanger; GSH, glutathione; MDR, multiple drug resistance

protein; MRP, multidrug resistance associated protein; OAT, organic anion transporter; OCT,

organic cation transporter; Oat k1/2, kidney specific organic anion transporter; OATP, organic

anion transporting polypeptide; 2 OG , 2 oxoglutarate; URAT, urate transporter.
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referred to several recent reviews on the identity, function, and regulation of mammalian

renal organic anion and cation transporters (30 38).

PHASE I METABOLISM IN THE KIDNEYS

The major phase I or oxidative metabolism enzymes in the kidneys exhibit similar

biochemistry as those in the liver, although there are significant differences based on

patterns of expression and nephron heterogeneity (39,40). This section will review three

major enzyme systems, CYPs, flavin-containing monooxygenases (FMO), and prosta-

glandin synthetase (PGS). The focus will be to describe the patterns of expression of the

different enzymes among cell types of the nephron and sex- and species-dependent

differences that are known to exist. The species-dependent differences have important

implications for the use of metabolism data from laboratory animals for making

predictions for metabolism in humans. In some cases, particularly for some drugs and

chemicals that are bioactivated to reactive intermediates that elicit nephrotoxicity,

metabolic pathways in rats or mice cannot be used to make predictions for humans.

Cytochrome P450

Themost obvious difference between the better-studied CYP enzymes in the liver and those

in the kidney is that overall expression of CYP enzymes in the kidney is generally only 5%

to 20% of those in the liver. Another difference is that CYP enzymes are not uniformly

distributed throughout the nephron but exhibit discrete localizations (cf. Table 1). The

pattern of expression of CYP enzymes differs in the two tissues, with the liver exhibiting a

more extensive array of enzymes, particularly in humans. Further, substrate specificity and

inducibility of some CYP enzymes that are expressed in both the liver and kidney differ,

suggesting that regulation of enzyme activity differs (39 42).

Table 2 summarizes some key properties of the major CYP enzymes in the kidneys

of rodents and humans. As in the liver, the kidneys contain four major families of CYP

Table 2 Selected CYP Enzymes Expressed in Rodent and Human Kidney

CYP enzyme Rats and/or mice Humans

CYP1A1/2 Low constitutive; CYP1A1

inducible

Not detected or poorly inducible

CYP1B1/2 Present at modest levels Present at modest levels

CYP2A Present in mice; not detected

in rats

Not detected

CYP2B1/2 Inducible by clofibrate in rats Not detected

CYP2C11 (CYP2C19) Constitutive; sex and

developmental differences

Not detected

CYP2D6 Low levels? Low levels

CYP2E1 Present; inducible Not detected

CYP3A1/2 (CYP3A4/5) Primarily in glomerulus Glomerulus, proximal tubule;

genetic polymorphisms

CYP4A2/3 (CYP4A11) Proximal tubule; inducible by

fibrates

Proximal tubule; inducible by

ethanol, dexamethasone

The major CYP enzymes that are important in drug metabolism or in renal physiology are listed for rats, mice,

and where applicable, the human orthologue is listed in parentheses.

Abbreviation: CYP, cytochrome P450.
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enzymes that are important in drug metabolism (CYP1, CYP2, CYP3) or renal

physiological function (CYP4). It should be apparent from this brief consideration that

there are significant differences based on tissue (liver vs. kidney), sex, and species (rat vs.

mouse vs. human) with regard to level of expression (ranging from not detectable to

high), inducibility, and nephron cell type localization.

An example that highlights some of the tissue- and species-dependent differences in

CYP is that of the environmental contaminant trichloroethylene (TRI). Adverse effects of

TRI are all associated with metabolism, and TRI is metabolized to a large range of

products by both CYP (“oxidative” pathway) or glutathione S-transferase (GST)

(“conjugation” pathway), although CYP-dependent metabolism predominates at all but

the highest substrate concentrations (43). CYP2E1 is the primary CYP enzyme that

metabolizes small halogenated solvents such as TRI. CYP2C11 in the rat or CYP2C19 in

humans is also reasonably active toward TRI. TRI has several potential target organs,

which vary according to sex, species, and dose, and is considered a “probable human

carcinogen” by the National Toxicology Program (NTP) (44). All the adverse effects of

TRI in the kidneys are linked solely to its glutathione (GSH)-dependent metabolism

(43,45). CYP-dependent metabolism of TRI in either the liver or kidneys may, however,

influence GSH-dependent metabolism, which can have both a hepatic and a renal

component even though the terminal products are formed in the kidneys. Thus, we find

that rat kidney readily metabolizes TRI to its oxidative metabolites as both CYP2E1 and

CYP2C11 are expressed at fairly high levels in the proximal tubules (46). In contrast to

this situation, little or no detectable oxidative metabolism of TRI occurs in the human

kidney (23), which is consistent with the inability to detect either CYP2E1 or CYP2C19

in human proximal tubular cells (24,47). Hence, we can modulate GSH-dependent

metabolism and toxicity of TRI in rat proximal tubular cells by altering CYP status (48).

This is an example of a case where metabolism data cannot be extrapolated from rodents

to humans at all because of species-dependent differences.

As suggested by its broad substrate specificities, enzymes of the CYP2 family are a

diverse set of enzymes. Differences exist between species and tissues in a given species.

As summarized in Table 2, CYP2A enzymes are expressed in mouse kidney but not in rat

or human kidney (39). CYP2B1/2 illustrates both species and tissue differences. Whereas

CYP2B1/2 is inducible by phenobarbital in rat liver, it is not induced by it in rat kidney

and is undetectable in human kidney. As mentioned above, CYP2C enzymes and CYP2E1

also demonstrate significant species differences. Whereas CYP2E1 is readily detected in

rat and mouse kidney (42,49), its expression has not been detected in human kidney

(23,24,47,50). In rat and mouse kidney, CYP2E1 expression is under androgenic control,

and males have significantly more enzyme than females. A consequence of this gender-

dependent difference is that male mice are markedly more susceptible than female mice to

nephrotoxicity caused by certain CYP2E1 substrates (51).

The CYP3 gene family is highly expressed in kidneys of both rodents and humans,

although there may be some difference in nephron localization across species, with a

higher proportion being expressed in the glomerulus versus the proximal tubules in rodent

kidney and the reverse in human kidney (49,52,53). The human orthologue of rodent

CYP3A1/2 is CYP3A4/5; it is readily detected in microsomes from human kidney cortex

homogenates (47,53) but appears to exhibit a high degree of variability among human

kidney samples (47), consistent with the known genetic polymorphisms for CYP3A4 and

other CYP enzymes (54,55).

Enzymes of the CYP4A family are primarily involved in metabolism of fatty acids,

such as arachidonic acid, and are prominently expressed in the kidneys (56 58). Although

the CYP4A family does not metabolize drugs and other xenobiotics, it is mentioned here
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because its expression is strongly influenced by hypolipidemic drugs, such as the fibrates,

and other drugs that are known to cause peroxisome proliferation. One should note,

however, that the effectiveness of such peroxisome proliferators is much greater in liver

than in kidney and in rats than in humans.

Flavin-Containing Monooxygenase

Like the CYPs, FMOs are a multigene family of enzymes found in the endoplasmic

reticulum and are highly expressed in not only the liver but also in extrahepatic tissues,

including the kidneys (59,60). While there are five active isoforms (FMO1-5) that have

been identified in mammals, they are not ubiquitously expressed, with significant species-,

sex-, tissue-, and developmental-dependent differences (61 64). Although the FMOs have

a fairly broad substrate specificity, they are most active in catalyzing the oxidation of

sulfur-, selenium-, and nitrogen-containing drugs and xenobiotics. While many FMO

substrates are also metabolized by various CYPs, there are several types of substrates that

are restricted to FMO.

In contrast to human liver, which expresses primarily FMO3 as well as several other

FMO enzymes, human kidney (in particular, the proximal tubules) expresses primarily

FMO1, somewhat lower levels of FMO5, and very low levels of FMO3 (65). Similarly,

Nishimura and Naito (66) assessed profiles of FMO messenger ribonucleic acid (mRNA)

expression in human kidney and found that FMO1 mRNA was the most abundantly

expressed form, whereas FMO2, FMO3, FMO4, and FMO5 mRNAs were expressed at

4%, 0.09%, 25%, and 13%, respectively, of the levels found for FMO1. Another

interesting finding was that FMO1 protein levels varied considerably in a limited number

of samples of human kidney, consistent with the existence of genetic polymorphisms (65).

Moreover, single nucleotide polymorphisms and splicing variants have been identified for

all the FMOs in several human tissues, including the kidneys (59).

It has been known for many years that sulfoxides are stable, urinary metabolites of

many cysteine S-conjugates. It was only with the studies of Elfarra and colleagues (67 69)

that it became apparent that these sulfoxide metabolites may play a different role than just

being a stable end-product. In the kidneys, in particular, many of the studies over the past

nearly two decades have focused on the role of FMOs in the bioactivation of nephrotoxic

cysteine S-conjugates, which are converted to reactive sulfoxides (23,67 72). The

function of FMOs in bioactivation of cysteine S-conjugates and the role of this in

nephrotoxicity are discussed further, in the sections on the GSH conjugation pathway and

in the example of how TRI and perchloroethylene (Perc) cause nephrotoxicity.

Prostaglandin Synthase

Prostaglandins play a number of critical roles in renal physiology and pathophysiology,

involving volume and sodium homeostasis, with the various lipid-derived products

functioning as important signaling molecules (73,74). The biosynthesis of prostaglandins

involves a two-step process, catalyzed by the bifunctional prostaglandin H synthase

(PHS): the cyclooxygenase-dependent oxidation of a polyunsaturated fatty acid, such as

arachidonic acid, to a hydroperoxy endoperoxide, prostaglandin G2 (PGG2) and the

subsequent reduction to a hydroxy endoperoxide prostaglandin H2 (PGH2) (Fig. 2). In the

kidneys, PHS is localized in the microsomal fraction of cells of the inner and outer

medulla (75,76).

Although the primary focus of studies on this pathway has been that of subsequent

products (e.g., various eicosanoids) that influence renal function, it was realized in the late
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1970s that a number of drugs can undergo co-oxidation in the hydroperoxidase step of the

PHS reaction (77,78). The diverse group of drugs that can be oxidized in this manner

include analgesics such as acetaminophen (APAP) and aminopyrene and carcinogens

such as benzidine and benzo(a)pyrene. PHS-catalyzed oxidation of benzidine has been

associated with increased risk of bladder cancer (78 81).

PHASE II METABOLISM IN THE KIDNEYS

Phase II metabolism reactions include the various conjugation reactions, such as

glucuronidation, sulfation, and GSH conjugation. A drug or xenobiotic is linked by a

covalent bond to an endogenous group through a functional group (e.g., hydroxyl or

amino group) that is either present in the parent molecule or is introduced by a phase I

reaction (e.g., CYP- or FMO-catalyzed oxidation, reduction, or hydrolysis). While these

pathways occur in the liver, they are also present in select regions of the kidney, although

isozyme patterns differ. Although it is generally true that the conjugates formed by phase II

reactions are highly water soluble and are readily excreted in either bile or urine, there are

some notable exceptions, particularly for renal metabolism; some of these exceptions will

be discussed below in the section on specific examples.

Glucuronidation

This phase II reaction is catalyzed by a family of enzymes called the UDP-

glucuronosyltransferases (UGTs), which are localized in the endoplasmic reticulum and

are expressed in most tissues, but in varying amounts. Glucuronidation is an Sn2 reaction

Figure 2 Prostaglandin synthase reaction pathway for drug co oxidation. Scheme showing how

certain drugs are oxidized during the hydroperoxidase step of the PHS reaction. Abbreviation: PHS,

prostaglandin synthase.
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in which an acceptor group on the substrate (nucleophile) attacks an electrophilic carbon

on the glucuronic acid moiety. Glucuronides may form on N-, S-, and C-groups of both

endogenous and xenobiotic substrates. The glucuronidation pathway occurs in three steps,

the first two for formation of UDP-glucuronic acid (UDPGA) from glucose-1-phosphate

and uridine-50-triphosphate (UTP) with NADþ-dependent oxidation and the third for

formation of the conjugate. UDPGA is considered to be limiting in extrahepatic tissues,

whereas ample substrate levels are usually present in the liver (40).

UGTs were originally divided into two gene families, UGT1 and UGT2, on the

basis of sequence homology. Recently, the nomenclature used for the UDP-

glycosyltransferases, which include the UGTs, was updated (82). Thus, the mammalian

UGT gene superfamily, as of October 2005, has 117 members that are divided into four

gene families, UGT1, UGT2, UGT3, and UGT8. UGTs from the UGT1 and UGT2 family

are the most efficient at using UDPGA as donor substrate, so are thus the ones that are of

most interest in drug metabolism. The sugar specificity of the UGT3 members is unclear,

as this group has only recently been identified. The UGT8 family is a single gene that

encodes UDP-galactose ceramide galactosyltransferase and is not likely to be involved in

drug metabolism.

Substrates for the UGTs include a broad range of both endogenous (e.g., steroid

hormones, bile acids, biogenic amines) and xenobiotic chemicals (e.g., fat-soluble

vitamins, carcinogens, APAP, salicylic acid). Klaassen and colleagues (83) studied the

mRNA expression of several members of the UGT1 and UGT2 gene families in several

rat tissues. As summarized by Shelby et al. (83), UGT1 family members are encoded from

a single gene that has multiple first exons followed by four common exons. Individual

UGT1A gene products are formed by the splicing of one of the first exons with the four

common exons. Identification of distinct gene promoter regions for the multiple first exon

is consistent with tissue-specific patterns of expression and inducibility of specific

UGT1A isoforms. In the rat, nine different first exons have been identified, generating

UGT1A1 through UGT1A9, although UGT1A4 and UGT1A9 are pseudogenes (i.e., they

do not encode for functional proteins). Members of the UGT2 gene family, in contrast to

those of the UGT1, are encoded from individual genes, with each gene containing six

exons. The UGT2 gene family is further subdivided into two subfamilies, UGT2A and

UGT2B. In humans, a total of 17 UGTs have been characterized as of a 2004 review (84).

The potential importance of UGTs in human health and disease was also emphasized in

that review. A check of the UGT homepage (http://som.flinders.edu.au/FUSA/ClinPharm/

UGT/) in April 2008 shows 21 human UGTs.

Renal UGTs are microsomal enzymes of 54- to 56-kDa molecular weight and are

found predominantly in the proximal tubules. Comparison of UGT activities in liver and

kidney microsomes from several species shows that rates of metabolism are invariably

higher in the liver than in the kidney, sometimes by > 10-fold, and those in rodents were

generally higher than those in humans (40). Similar to the situation with several CYPs,

renal and hepatic UGTs exhibit different patterns of inducibility; in some cases, certain

inducers are just more effective in the liver, whereas in other cases, chemicals may induce

in one tissue and not at all in the other.

The studies of Shelby et al. (83) showed that individual genes of both the UGT1 and

UGT2 families exhibit distinct patterns of expression that vary with both tissue and

gender. mRNA expression was determined in the liver, kidney, lung, stomach, small

intestine (duodenum, jejunum, ileum), colon, and brain (cerebellum, cerebral cortex). Of

the seven functional UGT1A gene products, UGT1A1 mRNA was detected in all tissues

studied and was found at similar levels for both males and females, with the exception of

lung tissue, which was relatively low. UGT1A2, UGT1A3, and UGT1A7 were detected
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primarily in the gastrointestinal tract with no significant gender differences for the former

and possibly some for the latter. UGT1A5 mRNA was primarily limited to the liver with

higher levels in females. UGT1A6 mRNA was found in most tissues, but was highest in

the kidneys and large intestine; expression in rat kidney from females was significantly

higher than that in males. UGT1A8 mRNA was detected almost exclusively in the liver

and kidney and was about twofold higher in females in both tissues. Thus, from the UGT1

gene family, rat kidney expresses primarily UGT1A1, UGT1A6, and UGT1A8. In human

kidneys, Nishimura and Naito (66) found UGT1A6 and UGT1A9 (a pseudogene) to be the

major mRNA species detected. Lash et al. (47) detected UGT1A1 and UGT1A6 proteins

in primary cultures of human proximal tubular cells.

Shelby et al. (83) found more prominent tissue-specific differences in mRNA

expression formembers of theUGT2gene family. UGT2A1was detected almost exclusively

in the nasal epithelium, whereas UGT2B1 and UGT2B2were detected almost exclusively in

the liver with > twofold higher levels found in female rats as compared with male rats.

UGT2B3 mRNA was found predominantly in the liver with 10% to 20% as much found in

the small intestine. UGT2B6 mRNAwas also predominantly expressed in the liver with low

levels (<10% of liver) detected in the small intestine and brain. The only isoform mRNAs

detected in the kidney were those for UGT2B8 (very low levels) and UGT2B12. The latter

was found ubiquitously but was most prominent in the kidney and liver. In human kidney,

relatively low levels ofmRNA forUGT2B10,UGT2B15, andUGT2B17were detected (66).

In primary cultures of human proximal tubular cells, UGT2B7 protein was readily detected

as well (47). UGT8 mRNA was also detected in human kidney (66), but its function has not

yet been characterized.

Sulfation

The sulfation pathway results in the sulfonation of a broad range of drugs, hormones, and

neurotransmitters. As with the glucuronidation pathway, the sulfation pathway occurs

in three steps, the first two being those that activate the donor substrate, forming

30-phosphoadenosine-50-phosphosulfate (PAPS), and the third being the sulfonation or

sulfation reaction, which is catalyzed by a family of cytoplasmic enzymes called the

sulfotransferases (SULTs). The known gene products are spread across six gene families

(SULT1 6), although SULT3 is only found in mice and rabbits and SULT5a1 is only

found in mice (85,86). Thus, there are 13 human cytosolic SULTs currently known that

include members of the SULT1, SULT2, SULT4, and SULT6 gene families. Only those

SULT enzymes that are found in the kidneys will be briefly discussed below. Much like

other major drug metabolism enzyme systems, genetic polymorphisms and single

nucleotide polymorphisms have been found for the SULTs (87), suggesting that

individual variations in SULT activity may both contribute to disease or sensitivity to

toxic chemicals or may be used to individualize new therapeutic approaches.

Products of the SULT1 family have a broad substrate specificity and can sulfonate

simple, small planar phenols, such as estradiol, thyroid hormones, and a broad variety of

drugs and environmental chemicals. SULT1A1 is the major adult liver SULT1A

subfamily member and is also found in the kidneys. Both SULT1A1 and SULT1A3 are

reported to be abundant in fetal liver and kidney, but the latter one is said to disappear in

the adult, although expression of SULT1A3 protein was recently reported in primary

cultures of human proximal tubular cells (47) and both SULT1A1 and SULT1A3 mRNA

were reported in adult kidney (66), with SULT1A1 being by far the most highly

expressed. Although SULT1A2 mRNA is found in several tissues, including the liver and

kidneys, the consensus is that it is not translated into a functional protein in humans and is
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thus likely a pseudogene. SULT1E1 is also expressed in the kidneys (47,66,85), but is

primarily active with phenols such as estradiol.

SULT2 family members are most active in the sulfonation of hydroxyl groups of

steroids such as androsterone. SULT2A1 has been localized to the kidney by

immunostaining and was found not only in the proximal tubules but also in several

more distal nephron segments. SULT2A1 protein was readily detected in primary cultures

of human proximal tubular cells (47). SULT2B1 exists as two variants and has been found

in human kidney (66,85). Thus, enzymes of the SULT2 family do not seem to have a

major role in drug metabolism.

GSH Conjugation

Mercapturate Pathway

Along with glucuronidation and sulfation, GSH conjugation functions as a major

detoxification pathway for many drugs and other xenobiotics. In the classical view,

GSH S-transferases (GSTs) catalyze the conjugation of reactive electrophiles with GSH

in the initial step of a detoxication pathway that ultimately results in formation of

N-acetylcysteine conjugates (mercapturates), which are ultimately excreted in urine

(Fig. 3). Although GSTs are expressed in most cell types, including renal tubular

epithelial cells, hepatocytes express the highest levels of any organ.

In mammals, multiple families of GSTs are found in cytoplasm, mitochondria, and

endoplasmic reticulum (microsomes). Isoforms of importance for renal drug metabolism

are those found in the cytoplasm and microsomes. Cytoplasmic GSTs are dimers with

subunits of 199 to 244 amino acids in length and are divided into seven families on the

basis of amino acid sequence (i.e., >40% homology). These families are designated as

a, m, p, s, t, and z. The convention is to refer to rodent GSTs by Greek letters (i.e., GSTa,
GSTm, GST p, GST s, GST t, and GST z) and human GSTs by capital Arabic letters (i.e.,

GSTA, GSTM, GSTP, S, GSTT, GSTO, and GSTZ). At present, 16 cytoplasmic GST

subunits are known in humans. The mature protein can exist as a variety of homo- and

heterodimers, indicating that a large variety of isoenzymes are ultimately generated.

Three families of cytoplasmic GSTs are expressed in rat kidney: GSTa, GSTp, and
GSTm. Immunolocalization (88) and Western blot analyses in renal tissue and isolated

renal proximal and distal tubular cells (89) showed selective localization of GSTa in

proximal tubules, whereas GSTp and GSTm are expressed in the distal nephron. In human

kidney, the GST isoenzyme expression pattern is quite different from that in the rat

kidney; renal proximal tubular cells express GSTA, GSTP, and GSTM (24,47). Because

of the broad and often overlapping substrate specificities of the different GST isoforms, it

is difficult to assess the impact of this difference in expression pattern when extrapolating

renal metabolism data from rats to humans.

The other cytoplasmic GST family found in the kidneys is the Zeta class, which was

discovered in the late-1990s using a bioinformatics approach with human-expressed

sequence tag databases (90 92). GSTZs are widely distributed in eukaryotes and are

identical to maleylacetoacetate isomerase, a key catalyst in tyrosine catabolism. Unlike

the other cytoplasmic GSTs, GSTZs lack significant activity toward the prototypical

substrate 1-chloro-2,4-dinitrobenzene. An important substrate class is the a-haloacids such
as dichloroacetic acid (DCA), which is metabolized to glyoxylic acid. Metabolism of DCA

is important because DCA is used in the clinical management of congenital lactic acidosis,

is a common drinking water contaminant, and is a metabolite of the environmental

contaminant and probable human carcinogen TRI (43). Four polymorphic variants of

GSTZ have been described thus far in humans, and these have distinct catalytic activities.
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The other family of renal GSTs that is important for drug metabolism are the MAPEG

(membrane-associated proteins in eicosanoid and glutathione metabolism) proteins, which

are a unique family of GSTs that share no sequence identity with either the cytoplasmic or

mitochondrial GSTs. While a distinctive function includes their involvement in eicosanoid

metabolism, MAPEG proteins are also important in drug metabolism. Of the different

MAPEG members, MGST1 (microsomal GSH S-transferase 1) seems to function

exclusively as a detoxication enzyme, whereas MGST2 and MGST3 are involved in both

drug metabolism and leukotriene C4 synthesis (93). Although the precise role of MAPEG

proteins in GSH-dependent bioactivation is unclear, MGSTs have been immunolocalized to

several rat tissues, including the kidneys (94), and chemicals such as TRI are readily

metabolized to their respective GSH conjugates in the presence of GSH and liver or kidney

microsomal fractions from rats or humans (95 97).

Figure 3 Classical mercapturic acid pathway for drug detoxication. Drugs (R X; X is a good

leaving group) are conjugated with GSH to form the GSH conjugate, either in the liver or kidney.

Subsequent reactions occur in the kidneys and include hydrolysis of the g glutamyl isopeptide bond

by GGT and the cysteinylglycine peptide bond by DP activity to yield the cysteine conjugate. The

cysteine conjugate undergoes N acetylation by the cysteine conjugate NAT to form the

N acetylcysteine conjugate, or mercapturate. The mercapturate, because of its polarity, is readily

excreted into the urine. Abbreviations: GGT, g glutamyltransferase; DP, dipeptidase; NAT,

N acetyltransferase.
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Regardless of whether the GSH conjugation reaction occurs within the kidneys

themselves or in the liver, the subsequent reactions of the mercapturic acid pathway occur

predominantly in the kidneys. The next two steps in the metabolism of GSH conjugates,

regardless of whether they are undergoing the classic detoxication pathway to ultimately

yield the mercapturate or whether they are being bioactivated, involve successive

cleavage of the g-glutamyl isopeptide and cysteinylglycyl peptide bonds to yield

the corresponding cysteine conjugate. These steps are catalyzed by two BBM enzymes,

g-glutamyltransferase (GGT) and various dipeptidases (DPs). Although GGT and DP

activities are found on several extrarenal tissues, such as the hepatic canalicular plasma

membrane and the jejunal BBM, their activities are by far the highest on the BBM of renal

proximal tubules (98). The overall, quantitative significance of these pathways in

metabolism and turnover of GSH (and by analogy GSH conjugates) is illustrated by the

profound glutathionuria that occurs when GGT activity is inhibited (99).

In the classic mercapturate pathway, cysteine conjugates are subsequently

N-acetylated by the microsomal cysteine conjugate N-acetyltransferase (NAT) to yield

the mercapturate. For most chemicals, the mercapturates function as highly polar

metabolites that are readily excreted in urine. Many mercapturates, however, can be acted

on by a deacetylase (or aminoacylase) activity to regenerate the cysteine conjugate. The

significance of this for those cysteine conjugates that may also undergo bioactivation

(see below) is evident from the observations that N-acetyl-L-cysteine-S-conjugates of

nephrotoxic haloalkenes and haloalkanes may be deacetylated and exhibit toxicity in a

manner similar to the corresponding cysteine conjugates (100 102).

CCBL and Bioactivation Pathways

Although most chemicals that undergo GSH conjugation and processing to form cysteine

conjugates are ultimately metabolized to mercapturates that are excreted in the urine,

several classes of chemicals are converted to cysteine conjugates that are substrates for a

CCBL activity that results in bioactivation rather than detoxication (Fig. 4). Substrates are

cysteine conjugates of chemicals such as halogenated alkenes and alkanes, which include

numerous environmental contaminants, such as the metal degreasing agent TRI (47),

the analogue Perc, which is used in dry cleaning (103), and chlorofluorocarbons that have

been used as refrigerants (104).

CCBL activities are found in both cytoplasm and mitochondria and in numerous

tissues besides the kidneys (105). In the kidneys, two proteins, each dually localized in the

cytoplasm and mitochondria, have been identified as catalyzing CCBL activity. The first

is glutamine transaminase K (GTK) (EC 2.6.1.64), which exists as a homodimer of

45-kDa subunit molecular weight; the second activity has not been extensively

characterized, but has been identified as a high molecular weight b-lyase of 330 kDa.

Abraham et al. (106,107) have suggested that, at least in mitochondria, this high

molecular weight form is the primary enzyme catalyzing CCBL activity. Both GTK and

the high molecular weight CCBL contain pyridoxal-50-phosphate (PLP) as prosthetic

group and can catalyze either a direct b-elimination to yield a reactive thiolate (Fig. 5,

pathway B) or a transamination (Fig. 5, pathway A), which yields an unstable a-keto acid.
Because of the ability to undergo a transamination reaction, maximal CCBL activity often

requires the presence of an a-keto acid in the reaction mixture as a cosubstrate (108,109).

A third potential pathway for bioactivation of cysteine S-conjugates is catalyzed by

FMO (Fig. 5, pathway C), as described above. Although most studies on cysteine

conjugate nephrotoxicity have focused on the role of CCBL, some studies in human
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kidney suggest that FMO may have a more significant role than CCBL; the opposite

appears to be the case in rats, where the CCBL is more prominent than FMO (23,71,72).

GSH Conjugates as Prodrugs

Because of the unique position that the kidneys play in overall GSH and GSH conjugate

metabolism, investigators have taken advantage of these properties to synthesize prodrugs

that are targeted to the kidneys whereupon they become bioactivated to their therapeutic

form. Examples include selenocysteine compounds that are selectively accumulated by

the kidneys and converted to selenol compounds (110), N-acetyl-g-glutamyl derivatives

that are also selectively accumulated by the kidneys and then metabolized to their active

forms (111,112), and various cysteine or GSH conjugates of purine derivatives that are

metabolized to antitumor agents within the kidneys (113 117).

An example of taking advantage of the unique properties of transport and

metabolism to selectively deliver renal prodrugs to their primary target cell (i.e., the

proximal tubules) is illustrated in Figure 6. In this study (118), which was an in vitro study

of transport, metabolism, and toxicity based on the in vivo studies from Elfarra and

colleagues (113 117), the importance of each of the three major steps, leading from

Figure 4 Structures of selected cysteine conjugates that undergo bioactivation. Abbreviations:

BCDFC, S (1 bromo 1 chloro 2,2 difluoroethyl) L cysteine; CTFC, S (1 chloro 1,2,2 trifluor

oethyl) L cysteine; DCVC, S (1,2 dichlorovinyl) L cysteine; FMPFPC, S (1 fluoromethoxy 1,1,1

trifluoro 3,3 difluoropropyl) L cysteine; PCBC, S (1,1,2,3,4 pentachlorobutadienyl) L cysteine;

TFEC, S (1,1,2,2 tetrafluoroethyl) L cysteine; TCVC, S (1,2,2 trichlorovinyl) L cysteine.
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administration of prodrug to generation of toxicant, was probed by the use of selective

inhibitors. Thus, inhibition of uptake of the GSH conjugate prodrug (6-purinylglutathione,

6-PG) was inhibited with probenecid, thereby inhibiting subsequent steps [i.e., metabolism

to generate 6-mercaptopurine (6-MP) and toxicity]. Probenecid is a well-known inhibitor

of organic anion transport and of GSH and GSH S-conjugate transport across the renal

BLM (119). Similar to earlier studies in renal proximal tubular cells to demonstrate the

function of each step in TRI bioactivation (45), inhibition of GGT with acivicin or CCBL

with aminooxyacetic acid (AOAA) resulted in decreased formation of 6-MP and decreased

cytotoxicity. Additionally, inhibition of xanthine oxidase (XO) with allopurinol prevented

cytotoxicity, demonstrating that this is the key step in generating the cytotoxic species.

EXAMPLES ILLUSTRATING UNIQUE FUNCTIONS OF
THE KIDNEYS IN DRUG METABOLISM

Acetaminophen

Although APAP is a widely used analgesic that is considered very safe to use under

normal conditions, it can exhibit significant organ toxicity under overdose conditions.

Moreover, it is a frequent cause of poisoning due to overdose. The liver is the initial site

Figure 5 Bioactivation pathway for DCVC. DCVC undergoes bioactivation by either the PLP

containing CCBL, which occurs by either transamination (pathwayA) or b elimination (pathway B), or

the FMO (pathway C). Products of the three pathways include DCVMP, DCVSH, and DCVSO,

respectively. Abbreviations: DCVC, S (1,2 Dichlorovinyl) L cysteine; PLP, pyridoxal 50 phosphate;
FMO, flavin containing monooxygenase; DCVMP, S (1,2 dichlorovinyl) mercaptopropionic acid;

DCVSH, S (1,2 dichlorovinyl) thiol; DCVSO, DCVC sulfoxide; CCBL, cysteine conjugate b lyase.
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of damage after APAP overdose, and the kidneys are secondary sites due to their

significant ability to metabolize APAP to both detoxication and bioactivation products

(120), the latter resulting in analgesic nephropathy (121). The major pathways for

metabolism of APAP in either the liver or renal cortex (Fig. 7) show the presence of

competing detoxification and bioactivation reactions. Under normal dose conditions (i.e.,

therapeutic doses), the primary flux of metabolism is generation of glucuronide or sulfate

conjugate, which are both readily excreted in urine. Once the capacity of these phase II

enzymes is exceeded as occurs in an acute overdose, however, significant activity with

CYP (primarily CYP2E1, but also CYP1A2 and CYP3A4/5 in humans or CYP3A1/2 in

rodents) can occur, resulting in formation of a reactive quinoneimine, N-acetyl-p-

benzoquinoneimine (NAPQI). Under nonstressed conditions in which ample amounts of

GSH are present, NAPQI forms a GSH conjugate, which has generally been considered a

detoxification product, leading to formation of a readily excreted mercapturate. When

Figure 6 Handling of a GSH conjugate prodrug by the renal proximal tubular cell. This scheme

summarizes the renal delivery, transport, and metabolism of a GSH conjugate prodrug by the renal

proximal tubular cell. The parent compound, 6 CP was administered to rats and converted to the

prodrug 6 PG. 6 PG undergoes either glomerular filtration or enters the renal periplasmic space,

where it can be taken up in the proximal tubular cell by transport across the BLM. Intracellular 6 PG

is secreted into the tubular lumen where it, along with filtered 6 PG, undergoes degradation by GGT

and DP activities on the BBM to yield the cysteine conjugate 6 PC. 6 PC is transported into the

proximal tubular cell where it can either be converted to the mercapturate, NAcPC, or undergo

metabolism by the CCBL, which generates the chemotherapeutic agent 6 MP. The NAcPC can

either be deacetylated to regenerate 6 PC or transported into the lumen for excretion in the urine.

6 MP can be further metabolized by XO to generate 6 ThXan and 6 ThUrate. The importance of

some of these steps was demonstrated by use of selective inhibitors, such as probenecid, allopurinol,

acivicin, and AOAA. Abbreviations: 6 CP, 6 chloropurine; 6 PG, 6 purinylglutathione; BLM,

basolateral (plasma) membrane; GGT, g glutamyltransferase; DP, dipeptidase; BBM, brush border

(plasma) membrane; 6 PC, 6 purinyl L cysteine; NacPC, N acetyl 6 purinyl L cysteine; CCBL,

cysteine conjugate b lyase; 6 MP, 6 mercaptopurine; XO, xanthine oxidase; 6 ThXan,

6 thioxanthine; 6 ThUrate, 6 thiourate; AOAA, aminooxyacetic acid.
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Figure 7 Metabolism of APAP. APAP primarily undergoes conjugation by either a UGT or SULT

to form a readily excreted, highly polar product. When these reactions are saturated, APAP may be

metabolized by CYP to form a reactive intermediate, NAPQI, which reacts with either GSH via

GST catalysis to ultimately form a mercapturate, or with PrSH groups. The latter reaction can lead

to cytotoxicity. Abbreviations: APAP, acetaminophen; UGT, UDP glucuronosyltransferase; SULT,

sulfotransferase; CYP, cytochrome P450; NAPQI, N acetyl p benzoquinoneimine; GST, GSH

S transferase; PrSH, protein sulfhydryl.
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GSH is depleted, however, NAPQI can react with other nucleophiles, such as protein

sulfhydryl groups, leading to cell damage and cytotoxicity. APAP may also undergo

deacetylation to form p-aminophenol (PAP), which can then be metabolized by similar

reactions to produce a reactive quinoneimine (122). Thus, acute nephrotoxicity due to

APAP overdosage is characterized by tubular necrosis, largely confined to the proximal

tubules of the renal cortex and outer stripe of the outer medulla.

Because of the potential for chronic abuse of APAP, renal injury due to long-term

exposures to moderate doses is also a problem. The chronic ingestion of APAP can be

associated with the so-called analgesic nephropathy, which is characterized by papillary

necrosis and interstitial fibrosis. Thus, in contrast to acute overdose, which is associated

with damage to the proximal tubules and is associated with CYP-dependent formation of

NAPQI and GSH depletion, chronic exposure is due to the one-electron co-oxidation of

APAP by PGS in the renal medulla to initially produce a phenoxyl radical, which is

further oxidized to yield the reactive NAPQI (123). This distinct pattern of injury is due to

accumulation of APAP in the inner medulla and the presence of PGS in that nephron

region.

Cephaloridine

Cephaloridine (CPH), which is a first-generation cephalosporin antibiotic, is limited in its

therapeutic efficacy by dose-limiting nephrotoxicity (124). The CPH molecule possesses

two functional groups besides the characteristic b-lactam ring, giving the molecule three

potential sites of bioactivation (Fig. 8). A thiophene ring on one end of the molecule can

undergo CYP-dependent oxidation to yield a reactive epoxide, whereas the pyridinium

ring on the other end of the molecule is thought to undergo redox cycling similar to

paraquat, thereby generating superoxide anions and an oxidative stress. The b-lactam
ring, however, appears to be the primary site at which interactions occur that lead

to cytotoxicity. In a series of studies, Tune and colleagues (125 129) showed that the

b-lactam ring can open and selectively form adducts with substrate transporters on the

mitochondrial inner membrane, thereby inhibiting mitochondrial function. Similarly,

Lash et al. (130) showed that mitochondria are selective targets for CPH and provided

additional data suggesting that besides the b-lactam ring, metabolism at the thiophene ring

may also play a significant role in nephrotoxicity (131).

Another point that is critical for CPH-induced nephrotoxicity and that illustrates a

general principle that contributes to many forms of drug-induced nephrotoxicity is that

CPH is efficiently and selectively transported into proximal tubular cells by organic anion

carriers but is poorly secreted, thereby leading to high intracellular concentrations. This

accumulated drug is then metabolized by either CYPs or undergoes nonenzymatic redox

cycling or hydrolysis of the b-lactam ring, thereby leading to the various toxic effects.

GSH Conjugates of TRI and Perc

TRI and Perc provide additional examples of chemicals that are selectively nephrotoxic

and whose mode of action takes advantage of some of the unique features of renal

proximal tubular function with respect to GSH conjugates. These features include both

transport and metabolism, as illustrated in Figure 6 for the GSH conjugate prodrugs. For

both chemicals, while there can be intrarenal GSH conjugation, most of the GST reaction

occurs in the liver, and the GSH conjugate thus formed is transported out of the liver into
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bile or plasma (43,45,103). It eventually reaches the renal circulation as either the GSH

conjugate or the cysteine conjugate. The presence of a large array of amino acid and

OATs, primarily in the proximal tubules, enables the kidney to accumulate these

chemicals and metabolize them further. It is quite telling that although other tissues have

CCBL activity, such as the liver, the kidneys are the predominant, if not sole, target organ

(45,103).

CONCLUSION

The kidneys possess most of the same drug-metabolizing enzymes as the much more

studied liver. Significant differences exist between tissues, however, in terms of

isoenzyme expression, overall amount of enzyme activity, regulation of enzyme

expression and activity, and cell type distribution. Hence, for most of the enzymes that

are of interest for drug metabolism, the highest levels of expression in the kidneys are

found in the proximal tubules. These include enzymes of so-called phase I metabolism,

the CYPs and FMOs, and conjugation enzymes of phase II metabolism, the UGTs,

SULTs, and GSTs. The most notable exception is that of PGS, which is found

predominantly in the inner medulla. Another important feature of renal function that

Figure 8 Structure of CPH showing potential sites of bioactivation. CPH has three regions that

can be sites of metabolism: (A) a thiophene ring that can undergo CYP dependent oxidation; (B) the

b lactam ring, which may undergo a ring opening reaction that results in acylation of mitochondrial

transporter proteins; and (C) a pyridinium ring that may undergo redox cycling to generate

superoxide anion. Abbreviations: CPH, cephaloridine; CYP, cytochrome P450.
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correlates with metabolism is transport. Plasma membrane transporters for organic anions

and cations are localized predominantly in the proximal tubules as well and serve to

deliver substrates to their sites of metabolism. Significant species differences also exist in

the renal expression of several classes of drug metabolism enzymes, making extrapo-

lation from experimental animals to humans very difficult when renal metabolism is

involved.

A few selected examples were cited of drugs whose renal metabolism illustrates

unique aspects of renal function. For example, the cephalosporin antibiotics (as

exemplified by CPH) were discussed as an example of a class of drugs whose

nephrotoxicity is enhanced by accumulation in proximal tubular cells due to efficient

uptake and poor efflux. Different classes of prodrugs that either possess a selenocysteine,

g-glutamyl, or GSH moiety were discussed. These prodrugs take advantage of the unique

manner in which the kidneys, and in particular the proximal tubules, handle these various

S-conjugates and GSH derivatives to effect selective delivery to the proximal tubules. The

case of APAP is instructive in showing that distinct patterns of cellular accumulation and

metabolism occur, depending on whether exposure is acute or chronic.
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INTRODUCTION

Drug metabolism in brain tissue has been the subject of several reviews over the recent

past emphasizing differing aspects of the topic including Phase I and Phase II metabolism,

transporters, regional and cellular enzyme distribution, regulation of metabolic activities,

and range of substrates metabolized by brain (1 7). The earlier reviews (1 4) focused on

summarizing the evidence that the cytochromes P450 (CYPs) were actually expressed in

brain and were catalytically competent in brain tissue, a view held then to be controversial

possibly because the question was addressed primarily from a drug clearance point of

view. Indeed the levels of CYPs reported (1 5) were low compared with the liver and

intestine. Subsequent reviews focused the question of CYP function more squarely on

activation/metabolism of drugs whose target functions were in brain.

Brain is a unique organ in that it is remarkably isolated from many compounds

present in the general circulation. While this makes the brain a privileged organ, it poses

difficulties for the design and development of drugs targeted for treatment of diseases or

malfunctions of brain. This is mainly due to the blood-brain barrier (BBB). In contrast to

other tissues, brain endothelial cells have continuous tight junctions, few fenestrations,

and exhibit very low pinocytotic activity (8). Brain endothelial cells are also surrounded

by a basal membrane and extracellular matrix, as well as pericytes and astrocyte foot

processes, which further contribute to the BBB and mediate its permeability. Astrocyte

end feet cover over 90% of the endothelial cell surface, and the permeability of the BBB

is partially under control of these associated brain cells (9). Astroglia can also release

chemical factors and signals that modulate the permeability of the main endothelium (10).

It is also important to understand that the endothelium of the brain and spinal cord lack

the pores found in the periphery because the endothelial cells of brain capillaries are

sealed together by continuous tight junctions produced by the interaction of several
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transmembrane proteins that project into and seal the paracellular pathway (11,12). These

junctional proteins block the free diffusion of polar solutes from blood along these

potential paracellular pathways so that there is no access to the brain interstitial fluid (4).

This leaves access to the brain very exclusive, mainly to molecules that are small and

lipophilic or those that enter the brain through an active transport mechanism for essential

nutrients, precursors, and cofactors (4).

Given the complexity and efficacy of the BBB, it is striking how many drugs actually

penetrate the barrier and exert important effects on brain functions. Such drugs account for a

significant revenue source for companies expending the effort and resources to develop brain-

active drugs. The top five brain-active drugs and their revenues as reported in 2001 were

olanzapine, a CYP2D6-metabolized serotonin receptor target drug, $3.1 billion; paroxetine, a

CYP2D6-metabolized serotonin reuptake inhibitor antidepressant, $2.7 billion; sertraline,

a serotonin reuptake inhibitor metabolized by CYPs 2D6, 2C9, 2B6, and 3A4, $2.4 billion;

and risperadone, an antischizophrenic medication metabolized by CYP2D6, 1.8 billion (13).

Alavijeh et al. (4) reviewed the role of the BBB with emphasis on the role of

transporters, which can and do transport drugs, which enter by passive diffusion or leave

by specific efflux processes out of brain cells and back into the circulation. Haining and

Nichols-Haining (5) extend this theme focusing on the inhibition of brain P450 catalyzed

processes by other CYP products. Upton (6) has cast light on the uptake of drugs in brain,

making an effort to link uptake in brain with clinical efficacy. In a very comprehensive

review, Deeken and Löscher (7) have emphasized an integrated approach of

pharmacokinetics, metabolism, and transport-facilitated efflux of products in the blood

and/or cerebrospinal fluid in the evaluation of drugs and drug candidates for brain cancer.

This review summarizing the background of efforts to date also articulates nicely the

problems facing drug discovery and development of therapeutic agents for brain diseases

in general by centering their argument around treatment of brain cancers.

CYTOCHROMES P450

In this review, we focus on the major drug-metabolizing CYP families, namely 1, 2, 3,

and 4. We will emphasize distribution and function of the human isoforms with wide

reference to forms present in animal models. While in the liver, most CYPs are located

primarily in the endoplasmic reticulum or microsomal cell fraction, in the brain, it has

been observed that some of the CYP activity is found in the mitochondrial subcellular

fraction (7). A number of studies have shown the presence, inducibility, and activity of

several forms of drug-metabolizing CYPs in the brain mitochondrial membrane fractions.

Two mitochrondrial-specific functional forms of CYP1A1 have been identified in the

liver (14) and brain (15). The protein structure of these P450MT2 forms are altered,

allowing for specific targeting of the CYP forms to the mitochondrial membrane. It was

also shown that expression of CYP enzyme in neuronal processes devoid of endoplasmic

reticular membranes, particularly in the dendritic trees of Purkinje cells in the cerebellum

(16), is localized in mitochondria. On the other hand, many of the characteristics of brain

CYP isoforms are the same as liver forms. For instance, many brain CYPs can be induced

by the same compounds that induce the corresponding hepatic CYPs (17,18).

CYP1 Family

The CYP1 family consists of three known isoforms that have been shown to be expressed

in the human brain. These isoforms include 1A1, 1A2, and 1B1. CYP1A1 is a major

extrahepatic enzyme that is expressed in many different regions of the brain including
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cortex, cerebellum, basal ganglia, hippocampus, substantia nigra, pons, and other areas.

This protein was shown to localize predominantly in neurons of cerebral cortex, Purkinje

cells, and granule cells in dentate gyrus and pyramidal neurons of the CA1, CA2, and

CA3 subfields of the hippocampus and reticular neurons in midbrain. CYP1A1 is known

for its contributions to the toxicity of many carcinogens, mainly polycyclic aromatic

hydrocarbons because of its role as the primary enzyme that bioactivates hydrocarbons

into DNA-binding reactive metabolites (7). CYP1A1’s expression in brain could play a

role in initiating carcinogenesis because of the ability of lipophilic polycyclic aromatic

hydrocarbons to cross the BBB (19). It was shown in several epidemiological studies

carried out on workers in the petroleum industry and on smokers, both of which are

exposed to polycyclic aromatic hydrocarbons, that there was a high association of

exposure with brain tumor incidence (7). The Ravindranath laboratory has shown that in

some humans, there is a splice variant of the CYP1A1 enzyme that excludes exon 6, is

brain specific, and has markedly reduced abilities to form DNA-binding hydroxylated

polyaromatic hydrocarbons (19).

CYP1A2 has been shown to metabolize endogenous and exogenous compounds

such as linoleic acid, tryptophan, melatonin, caffeine, polycyclic and polyaromatic

hydrocarbons, heterocyclic amines, nitrosamines, and arylamines. It is the most active

metabolizer of xenobiotics in the CYP1 family. Shimada et al. reported that this enzyme

accounts for approximately 13% of the total P450 in the human liver (20). Reverse

transcriptase- polymerase chain reaction (RT-PCR) and immunoblotting have identified

this enzyme in many different regions of the brain including all the regions in which

CYP1A1 was found. One of the most commonly encountered compounds metabolized by

CYP1A2 is caffeine. 90% of caffeine is metabolized by CYP1A2, while the remaining

10% is metabolized by CYP2E1 and CYP3A4/5 (21). Caffeine like alcohol, nicotine, and

antidepressants can easily cross the blood-brain barrier. In the brain, caffeine acts as an

antagonist of adenosine receptors, leading to increased activity of dopamine (22). Also,

CYP1A2 is important for the metabolism of a tacrine, which is a drug used to treat

Alzheimer’s disease (23).

CYP1B1 is involved in xenobiotic detoxification, in activation of procarcinogens

and promutagens, and in metabolism of sterol substrates (24,25). RT-PCR data have

shown that CYP1B1 expression is localized in many different regions of the brain

including cortex, cerebellum, basal ganglia, hippocampus, substantia nigra, and medulla

oblongata (24). Muskhelishvili et al. showed that CYP1B1 protein is strongly expressed in

the nuclei of a majority of astrocytes and neurons in the brain cortex. Rieder et al.

reported that in the temporal lobe, the 1B1 protein lines the blood-brain barrier and thus

may play an important role in brain xenobiotic metabolism (25). They suggest that by

localizing at the interface between blood and brain, CYP1B1 may act as an enzymatic

barrier preventing the entry of chemicals into adjacent brain parenchyma (25). Of note is

the higher activity of CYP1B1 for activation of various promutagens over CYP1A1 and

CYP1A2 (26). 1B1 is also known to have endogenous substrates along with its ability to

catalyze xenobiotic metabolism. Studies with human CYP1B1 expressed in Saccha-

romyces cerevisiae (27) or Escherichia coli (28) have confirmed that CYP1B1 is highly

selective toward estradiol 4-hydroxylase and that it is inefficient in catalyzing the

2-hydroxylation of estradiol (26).

CYP2 Family

In the human, the CYP2A family includes CYP2A6, CYP2A7, and CYP2A13 (29,30).

The CYP2A7 protein is nonfunctional because of its inability to incorporate heme (31).
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CYP2A6 was first purified as a coumarin (the precursor of several anticoagulants)

7-hydroxylase (32). While CYP2A6 is predominantly expressed in human liver, its

expression and activity have also been detected in the brain (33). CYP2A6 has gained

growing interest as a major enzyme responsible for the metabolism of nicotine, a major

constituent of tobacco, to cotinine by C-oxidation (34), and further to trans-3’-
hydroxycotinine by 3’-hydroxylation (35). Other studies also reported that CYP2A6,

together with CYP2B6, is involved in nornicotine formation from nicotine via

N-demethylation, a relatively minor pathway of total nicotine metabolism (33,36).

Although only 1.6% of nornicotine was detected in 24-hr urine in human, experimental

animal studies revealed that nornicotine is present in brain at significant levels

(approximately 20% of the total amount of nicotine and its metabolites) (37 39),

indicating that nornicotine is a major metabolite of nicotine in rat and monkey brain.

CYP2A6 mRNA expression has been detected in various regions of human brain (40) and

its nicotine N-demethylase activity has been confirmed in human brain striatum (33).

Therefore, CYP2A6 expressed in human brain contributes to the local metabolism of

nicotine (33,40). Furthermore, CYP2A6 can metabolically activate aflatoxin B1 and

tobacco-specific nitrosamines such as 4-(methylnitrosoamino)-1-(3-pyridyl)-1-butanone

(NNK) and N-nitrosodiethylamine (41). A recent study demonstrated that recombinant

CYP2A6 protein activity can be inhibited by several neurotransmitters and steroids

including tryptamine, serotonin, dopamine, histamine, noradrenaline, adrenaline, estro-

gen, androgen, and corticosterone (42). This study indicates a potential role for various

neurotransmitters in the regulation of drug metabolism in the brain.

CYP2A13 mRNA expression has been detected in human brain (43). Activity

studies indicated that CYP2A13 is a more efficient enzyme than CYP2A6 toward the

N-demethylation of nicotine (33,36). Heterologously expressed CYP2A13 can also

catalyze the C-oxidation of nicotine and the 3’-hydroxylation of cotinine (44).

Furthermore, CYP2A13 shows high activity in the metabolism of NNK, a nicotine-

derived carcinogen. Although CYP2A13 shows high potential in drug metabolism in

brain, detectable levels of human brain CYP2A13 protein have not yet been reported.

Therefore, the in vivo function of CYP2A13 in human brain remains to be determined.

The CYP2B subfamily is comprised of 17 different members in several different

species (45). CYP2B1 and CYP2B2 are the primary isoforms expressed in rats. RT-PCR

and in situ hybridization experiments provided evidence for the presence of rat CYP2B1

and CYP2B2 mRNA in rat brain and demonstrated the predominant expression of these

two isoforms in neurons (46). The same study also detected to some extent the mRNA

expression of CYP2B1 and CYP2B2 in astrocytes of corpus callosum and olfactory bulb

(46). CYP2B6 is the major human CYP2B isoform. Its protein expression has been

identified in human brain (16,47). Similar to the rat CYP2B isoforms, CYP2B6

expression also varies among brain regions, and has been found primarily in neurons but

also in astrocytes in specific brain regions (16).

CYP2B6 metabolizes multiple drugs including nicotine, bupropion, l-deprenyl, and

many toxins and carcinogens (48,49). Nicotine N-demethylation produces nornicotine,

which is the major nicotine metabolite in the brain. CYP2B6 exhibited the highest

nicotine N-demethylase activity, followed by CYP2A6. A further study in human liver

microsomes indicated that the contributions of CYP2A6 and CYP2B6 to the nicotine

N-demethylation would be significant at low and high substrate concentrations,

respectively (33). In addition, CYP2B6 can also inactivate nicotine to its non-

psychoactive metabolite cotinine via C-oxidation (50). Experimental animal studies

revealed that nicotine induces CYP2B expression in rat brain (51). An analogous study

also demonstrated that CYP2B6 protein expression in human brain is clearly higher in
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smokers and alcoholics (16,52). Since CYP2B6 also metabolizes many other drugs of

abuse, such as cocaine, phencyclidine, and amphetamines to neurotoxic metabolites (53

55), it is highly possible that smoking and alcoholism may increase the risk of neurotoxic

effects of those xenobiotics and alter sensitivity to some centrally acting drugs such as

bupropion. Moreover, drug-drug interaction also influences brain CYP2B6 levels.

Chronic phenobarbital treatment in monkeys resulted in increased in vivo nicotine

disposition and induced brain CYP2B6 protein level (56). On the other hand, drugs like

phencyclidine, xanthates, and 2-phenyl-2-(1-piperidinyl) propane can inhibit CYP2B

activity (53,57 59), which may consequently reduce nicotine metabolism in brain. A

recent study suggests the induction of in vivo nicotine deposition and CYP2B6 protein

expression in brain by chronic phenobarbital treatment in monkeys (56). In addition,

genetic polymorphisms also alter CYP2B6 level in brain, which in turn affects smoking

cessation rates in humans (16,60).

Bupropion is an antidepressive agent, which blocks dopamine uptake. It has been

used in smoking cessation treatment. According to the study of Hesse et al. on human liver

microsomes, CYP2B6 is reported to be responsible for 95% of bupropion hydroxylation,

producing hydroxybupropion, which is a pharmacologically active metabolite (61). The

same group indicated that bupropion hydroxylation was inhibited by a number of

antidepressants such as venlafaxine, O-desmethylvenlafaxine, citalopram, and desmethyl-

citalopram (61). Since bupropion is often coadministrated with other antidepressants, the

in vitro inhibition of bupropion hydroxylation by antidepressants suggests the potential for

clinical drug-drug interactions. L-deprenyl, a drug against Parkinson’s disease, can also be

metabolized by recombinant CYP2B6 via N-demethylation (49).

CYP2B6 also mediates the stereoselective metabolism of methadone by

N-demethylation (62,63). Methadone is a synthetic opioid currently used against opiate

addiction and acute and chronic pain. Another opioid analgesic meperidine is also a

substrate for CYP2B6. In vitro experiments using human liver microsome have indicated

that CYP2B6, together with CYP3A4 and CYP2C19, catalyzes the N-demethylation of

meperidine to normeperidine (64). Although at present, few studies have reported that

brain methadone or meperidine metabolism is mediated by CYP2B6, it is not

unreasonable to speculate the potential role of CYP2B6 in the regulation of brain

methadone levels and the potential interaction between methadone and other CYP2B6

substrates in the brain.

The CYP2C subfamily consists of four members in humans (CYP2C8, CYP2C9,

CYP2C18, and CYP2C19). CYP2C8 and CYP2C18 mRNA expression has been detected

in human brain by RT-PCR, whereas CYP2C9 and CYP2C19 expression was barely

detectable in the same samples (65).

CYP2C8 has multiple substrates. The primary endogenous substrate of CYP2C8 is

arachidonic acid (AA) (66), an unsaturated essential fatty acid found in many organs

including the brain. AA is known to be the precursor of many eicosanoids (such as

prostaglandins, leukotrienes, and thromboxanes) concerned with aspects of the inflam-

mation process. In addition, AA seems related to depression. Studies on depressed

patients reveal that the AA-eicosapentaenoic acid ratio in blood correlates positively with

clinical symptoms of depression (67). Experimental animal work also revealed that rats

exhibiting the signs of depression had increased brain levels of AA (68). CYP2C8 is

able to catalyze the olefin epoxidation of AA and formation of 11(R)-, 12(S)- and 14(R)-,

15(S)-epoxyeicosatrienoic acids (69). Therefore, brain CYP2C8 may have a role in

pathophysiological processes such as brain inflammation and depression.

Diazepam, an antianxiety drug that binds to a specific subunit on the g-aminobutytic

acid (GABA) type A receptor, is a substrate for CYP2C18 in brain (70). Diazepam is also
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a substrate of CYP2C19 (71). Diazepam may influence neurosteroid metabolism, which

in turn affects the functions of the brain. Recombinant CYP2C18 catalyzes the N-

demethylation of diazepam. However, diazepam N-demethylation catalyzed by CYP2C18

is negligible compared with CYP2C19 and CYP3A4 in human liver microsomes (71).

CYP2C18 and CYP2C19 can also catalyze 4’-hydroxylation of mephenytoin, an

anticonvulsant, but here again, the activity of CYP2C18 is not as high as that of

CYP2C19 (72). CYP2C18 activity in the brain is an area of continuing study.

Although CYP2C9 and CYP2C19 isozymes have not yet been identified in brain,

these isoforms are involved in the metabolism of some fatty acids, psychoactive drugs,

and neurotransmitters. For example, recombinant CYP2C9 and CYP2C19 metabolize AA

(73), 5-hydroxytryptamine (74), and progesterone, a neuroprotective steroid with potential

function for memory and cognitive ability (75). CYP2C9 is involved in the metabolism of

several important psychoactive drugs such as tetrahydrocannabinol, fluoxetine, amitripty-

line, and phenytoin (76,77). CYP2C19 metabolizes amitriptyline (78,79), clomipramine

(80), diazepam (81), imipramine (82), phenytoin (83), citalopram (84), mephobarbital

(85), and hexobarbital (86). Endogenous compounds such as neurotransmitters and

hormones (5-hydroxytryptamine, adrenaline, and melatonin) can modulate CYP2C9

activity (87,88), raising the possibility that a hypothetical local activity of brain CYP2C9

would be susceptible to regulatory mechanisms. Studies in Japan demonstrate that

CYP2C19 polymorphism affects personality traits, possibly influenced by neuro-

transmitters (89). This may indicate that CYP2C19 also metabolizes endogenous

substrates important for central nervous system (CNS) function, and that potential

activities and functions of CYP2C19 in human brain need to be explored in the future for

drug development possibilities.

As for CYP2D family, six isoforms (CYP2D1, CYP2D2, CYP2D3, CYP2D4,

CYP2D5, and CYP2D18) have been reported in rat. Rat CYP2D2 is weakly expressed

within neurons of the subthalamic nucleus, substantia nigra, and interpeduncular nucleus

as well as in the hippocampus, dentate gyrus, red nucleus, and pontine nucleus (90).

CYP2D2 is able to catalyze O-demethylation of dextromethorphan, an N-methyl-D-

aspartate (NMDA) receptor antagonist with cough-suppressing effects (91,92). The

human CYP2D subfamily consists of CYP2D6, CYP2D7, and CYP2D8. CYP2D7 and

CYP2D8 are designated as pseudogenes, and CYP2D6 is recognized as the active human

isoform in this subfamily. This single isoenzyme is responsible for 20% to 30% of the

oxidation of all pharmaceutics used by humans (93). CYP2D6 mRNA expression was

detected in all regions of human brain, and the highest level was detected in the

cerebellum (94,95). Western blotting experiments showed the presence of CYP2D6

protein in many regions of human brain, including cortex, cerebellum, midbrain, striatum,

and thalamus (95). Immunohistochemical studies demonstrated the presence of CYP2D6

protein in neuronal soma and dentrites of Purkinje and cortical neurons (95).

The substrates of CYP2D6 include many psychoactive compounds and drugs acting

on the CNS, which are shown in Table 1. A previous study has reported that the known

CYP2D6 substrate dextromethorphan was metabolized to dextrorphan in rat brain

microsomes and was inhibited by quinidine and by a polyclonal antibody against

CYP2D6 (96). An analogous study indicated that another CYP2D6 substrate bufuralol can

also be metabolized by rat brain microsomal fraction (97). The presence of CYP2D6 in

human brain highly suggests the possible direct metabolism of these drugs by CYP2D6 in

or near neurons in the brain.

CYP2D6 can also metabolize the neurotransmitters tryptamine and tyramine (98,99).

The metabolism of tyramine by CYP2D6 results in the formation of dopamine (99).

CYP2D6 also metabolizes the neurotoxin 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine
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(MPTP), a chemical resulting in Parkinson’s disease symptoms (100). The metabolism of

neurotransmitters and neurotoxins by CYP2D6 partially explains the clinical association of

this enzyme and Parkinson’s disease as demonstrated in many studies (98,101 104).

Additionally, CYP2D6 has been shown to catalyze the metabolism of progesterone (105), a

neuroprotective neurosteroid affecting synaptic functioning and myelinization (106).

CYP2D6 activity is also related to personality traits, which suggests that CYP2D6 enzyme

may have more endogenous neuroactive substrates or products (107).

CNS-active drugs are able to affect CYP2D6 activity. A number of studies indicate

that antidepressants fluoxetine, paroxetine, sertraline, venlafaxine, and citalopram, known

as selective serotonin (5-hydroxytryptamine) reuptake inhibitors (SSRIs), are able to

inhibit CYP2D6 activity (108 110). In addition, the histamine H1 antagonist

promethazine can inhibit CYP2D6-catalyzed bulfuralol 1’-hydroxylation in human liver

microsomes (111). On the other hand, it has been demonstrated that alcoholics have

higher CYP2D6 levels compared with nonalcoholic individuals (94). CYP2D levels are

also induced in rat brain by chronic nicotine treatment (112). Induction of CYP2D4 in rat

Table 1 Drugs Metabolized by CYP2D6

Druga
Metabolizing reaction

by CYP2D6 Pharmacological actiona

Amitriptyline (191,192) N demethylation Tricyclic antidepressant drugs (TCA)

Clomipramine (80) 2 and 8 Hydroxylation

Desipramine (193) Hydroxylation

Imipramine (194) 2 Hydroxylation

Mianserin (195) O demethylation

Nortriptyline (196) 2 hydroxylation

Fluoxetine (196) N demethylation Selective serotonin reuptake inhibitors (SSRI)

Fluvoxamine (197) Demethylation

Paroxetine (198) Demethylation

Haloperidol (199) N dealkylation Antiemetics, antipsychotic agent, dopamine

antagonist, anti dyskinesia agent

Codeine (200) O demethylation Analgesics, opioid, antitussive agent

Chlorpromazine (201) N demethylation Phenothiazine antipsychotic

Dextromethorphan (201) O demethylation Antitusive agent

Tramadol (202) O and N demethylation Opioid, analgesic

Venlafaxine (203,204) O and N demethylation Antidepressant, serotonin norepeinephrine

reuptake inhibitor

Ondansetron (205) O demethylation Serotonin 5 HT3 receptor antagonist

Promethazine (112) N demethylation H1 receptor antagonist, antihistamine

Perphenazine (206) N dealkylation Antipsychotic

Amphetamine (207) N dealkylation CNS stimulant

Ethylmorphine (208) N demethylation,

O deethylation

Opioid

Metoclopramide (209) N dealkylation Dopamine receptor agonist

Aripiprazole (210) Hydroxylation Atypical antipsychotic

Debrisoquine (211) Hydroxylation Antihypertension agent

Thioridazine (211) O demethylation Piperidine antipsychotic

Risperidone (212) 9 Hydroxylation Antipsychotic

Ibogaine (213) O demethylation Psychoactive alkaloid

KEGG website of cytochrome P450 substrates (http://www.genome.jp/kegg bin/get htext?br08105.keg) is

referred for the list of drugs and relative pharmacological actions.
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brain was detected by clozapine and toluene treatment (113), indicating the possible

induction of CYP2D6 in human brain by neuroactive compounds. The CYP2D6 gene is

highly polymorphic, causing absent, decreased, normal, or increased enzyme activity due

to the presence of two or more copies of a functional CYP2D6 allele existing in tandem

on the same chromosome (114,115). Therefore, both genetic and enviromental factors

result in the functional diversity of CYP2D6 activity among individuals.

CYP2D7 has long been considered a pseudogene. Ravindranath and colleagues

described an indel polymorphism (CYP2D7 138delT) that causes a frameshift generating

an open reading frame and functional protein. This polymorphism was observed in an

Indian population. Individuals with the 138delT polymorphism expressed CYP2D7

protein from a brain-specific, alternatively spliced transcript (116). However, to date, no

further evidence for functional CYP2D7 transcripts has been observed in Asian,

Caucasian, or African-American individuals (117,118).

CYP2E1 is an ethanol-metabolizing enzyme expressed constitutively in both rodent

and human brains. This enzyme is used as a secondary pathway for the oxidation of

ethanol (119). When plasma/tissue levels of ethanol are low, the classic class I alcohol

dehydrogenases are the most important catalysts for oxidative biotransformation of

ethanol (120). The alcohol dehydrogenase enzymes represent a high-affinity/low-capacity

system, while the CYP2E1 enzymes represent a low-affinity/high-capacity system (120).

Such studies have shown that at high blood alcohol concentrations and in chronic users,

CYP2E1 plays a major role in oxidizing ethanol in adults because of the saturation of the

dehydrogenase system at relatively low ethanol concentrations and because of the

induction of CYP2E1 by chronic ethanol exposure (119,121). The Ravindranath

laboratory showed that in the rat brain, CYP2E was heterogeneously expressed among

brain regions and prominent in neurons of the cerebral cortex, denatate, gyrus, and the

CA1, CA2, and CA3 regions of the hippocampus and in Purkinje cells in the cerebellum

(122). The Ravindranath laboratory was also able to localize human CYP2E1 mRNA in

brain regions and showed that the expression pattern was similar to that of the rat brain.

CYP2E1 was also found in dopaminergic cells of the rat substantia nigra (123).

Knowing the expression patterns of CYP2E1 may prove important because Juchau

et al. have suggested that CYP2E1 expression and its catalytic function of oxidizing

ethanol with the associated generation of several reactive chemical species could

contribute significantly to the etiology of neuroembryotoxic effects of prenatal ethanol

exposure (120). They later suggested that ethanol induced CYP2E1 expression in the fetal

brain. Further, Juchau concluded that CYP2E1 could be dangerous because of the leaky

properties it possesses, which results in the production of highly detrimental reactive

oxygen species (124).

CYP2E1 not only oxidizes ethanol, but it also metabolizes many other endogenous

and exogenous compounds. These include caffeine, chloroform, acetaldehyde, chloro-

methane, and benzene. Recently the Engberg laboratory reported that CYP2E1 may play a

role in the dopamine metabolism, because they found that when the CYP2E1 enzymes

were inhibited, there was a subsequent increase in available dopamine levels (125). Table 2

shows different xenobiotics that have brain-specific affects and are catalyzed by CYP2E1.

Other CYP2 isoenzymes detected in human brain include CYP2J2, CYP2S1, and

CYP2U1. CYP2J2 was detected in human brain at a very low level (126). This enzyme is

known to metabolize AA to 20-hydroxyeicosatetraenoic acid (20-HETE) and epoxyeicosa-

trienoic acids (EETs) (127), indicating that CYP2J2 might be involved in the regulation of

normal brain function. The known xenobiotic substrates of CYP2J2 are limited in number.

Little evidence has been presented to confirm whether CYP2J2 is able to metabolize any

neurotrophic drugs. CYP2S1 gene is the sole member of the CYP2S subfamily. In human
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brain tissue, weak CYP2S1 expression was detected in the nuclei of the white matter by in

situ hybridization to mRNA and immunohistochemistry (128). The substrates identified for

recombinant CYP2S1 include both xenobiotics and endobiotics (129,130), although the

function of CYP2S1 in the brain has not been clarified. CYP2U1 is a novel human thymus-

and brain-specific CYP (131). CYP2U1 mRNA was detected at a high level in the

cerebellum, and this enzyme catalyzes o- and (o-1)-hydroxylation of fatty acids including

AA and docosahexaenoic acid (131), suggesting a specific but yet unidentified physiolog-

ical role for CYP2U1 in the brain (131).

CYP3 Family

The CYP3 family includes the CYP3A, CYP3B, and CYP3C subfamilies (132,133).

Members of the CYP3A subfamily represent the dominant CYP3 forms expressed in

vertebrates. The human CYP3A subfamily consists of four functional genes, CYP3A4,

CYP3A5, CYP3A7, CYP3A43, and two pseudogenes, CYP3A5P1 and CYP3A5P2. The

CYP3A isoforms account for as much as 30% of total P450 content in liver and have an

important role in the metabolism of endogenous steroids and at least 50% of all currently

prescribed drugs (134,135).

The most abundant CYP3A isoform expressed in liver and gut is CYP3A4 (136).

CYP3A4 gene is also expressed in human brain, although the expression level is much

lower compared with that in the liver. RT-PCR experiments performed by McFayden

et al. revealed the presence of CYP3A4 mRNAs in specific areas including basal ganglia

and frontal cortex of normal human brain (137). CYP3A5 mRNA was also detected by

RT-PCR in brain areas including midbrain, basal ganglia, and frontal cortex (137).

Immunoblot analysis of microsomal protein from human brain regions using CYP3A4

antiserum suggested the expression of CYP3A protein in cortex, cerebellum, striatum, and

hippocampus (138). Furthermore, in situ hybridization and immunohistochemical analysis

show that CYP3A is predominantly localized in neurons of both rat and human brain

(138). CYP3A7 is the major CYP isoform in the fetus but not in adults. It accounts for at

least 50% of the total P450 in human fetal liver, but it is expressed at much lower levels in

adult liver (139,140) and undetectable level in adult brain. A recent unpublished study by

Ravindranath and colleagues in India indicated that CYP3A43 mRNA is expressed at a

high level in the brain of a group of brain samples (personal communication).

To date, CYP3A4 appears to be the most potent drug-metabolizing enzyme. A

number of substrates of CYP3A4 are psychoactive compounds, which are listed in Table 3.

Many exogenous CYP3A4 substrates such as alprazolam (ALP), l-deprenyl, amitriptyline,

Table 2 Drugs Metabolized by CYP2E1

Druga
Metabolizing reaction

by CYP2E1 Pharmacological actiona

Benzene (214) 1,4 Hydroxylation Organic chemical compound, precursor to drugs

Acetaminophen (215) N Alkylation Analgesic

Halothane (216) Oxidation General anesthetic

Enflurane (217) Oxidation Anesthetic

Methoxyflurane (218) Oxidation Inhalational anesthetic

Chlorzoxazone1 (219) 6 Hydroxylation Muscle relaxant

Isoflurane (218) Oxidation Anesthetic

aKEGG website of cytochrome P450 substrates (http://www.genome.jp/kegg bin/get htext?br08105.keg) is

referred for the list of drugs and relative pharmacological actions.
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Table 3 Drugs Metabolized by CYP3A4

Druga
Metabolizing reaction

by CYP3A4 Pharmacological action in braina

Codeine (218),

ethylmorphine (208),

methadone (63,219)

N demethylation Analgesics, opioid, antitussive agents,

narcotics

Buprenorphine (220),

fentanyl (221)

N dealkylation Analgesics, opioid

Alprazolam (165,222) 4 and a hydroxylation Hypnotics and sedatives, antianxiety

agents, GABA modulatorDiazepam (223) N demethylation,

3 hydroxylation

Midazolam (224) 1’ and 4 Hydroxylation

Nordazepam (225) 3 Hydroxylation

Triazolam (226) 1 and 4 Hydroxylation

Zaleplon (227) N deethylation

Zolpidem (228,229) Hydroxylation

Dextromethorphan (230) N demethylation Antitussive agents, excitatory amino acid

antagonists

Citalopram (84) N demethylation Antidepressive agents, serotonin uptake

inhibitorsClomipramine (231) N demethylation

Trazodone (232) N dealkylation

Venlafaxine (204) N and O demethylation

Buspirone (233) N dealkylation,

N oxidation, 3’ ,
5 and 6’ hydroxylation

Anti anxiety agents, serotonin agonists

Amiodarone (234) N deethylation Neurotoxic agents

Parathion (235) Oxidation

Cyclosporine (236 238) Oxidation

Amitriptyline (191,239) N demethylation Antidepressive agents, non narcotic

analgesics

Tetrahydrocannabinol

(240,241)

11 , 8 , and 7 Hydroxylation,

9a and 10a epoxidation

Carbamazepine (153) 10 and 11 Epoxidation Anticonvulsants, antimanic agent,

non narcotic analgesics

Cilostazol (242) Hydroxylation Neuroprotective agents

Dapsone (243,244) N hydroxylation

Dexamethasone (245) 6 Hydroxylation

Diltiazem (246,247) N demethylation

Statins (atorvastatin,

lovastatin, imvastatin)

(248 250)

Oxidation

Tacrolimus (251,252) Hydroxylation

Caffeine (253,254) 8 Hydroxylation Central nervous system stimulant,

phosphodiesterase inhibitor

Zonisamide (255,256) Reduction Anticonvulsants, antioxidants

Phencyclidine (257) N dealkylation Hallucinogens, NMDA receptor

antagonists

Aripiprazole (258) Dehydroxylation Antipsychotic agent

Domperidone (259) N dealkylation, aromatic

hydroxylation

Antiemetics, antipsychotic agents,

dopamine antagonists

Haloperidol (199,260) N dealkylation, dehydration,

oxidation
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imipramine, and aminopyrine have been shown to be metabolized by brain microsomal

fractions from mouse, rat, monkey, and human (96,138,141 143). Therefore, cerebral

CYP3A4 has a high potential to be involved in the in situ activation or deactivation of

CYP3A4-metabolized drugs targeted in the brain. CYP3A4 is also responsible for the

metabolism of endogenous compounds. It has been reported that CYP3A4 is involved in

the metabolism of steroid hormones and prohormones such as cortisol (144), testosterone

(145), 17b-estradiol (146), progesterone (75), and dehydroepiandrosterone (147), all of

which play important roles in brain.

Many drugs, including CNS drugs, are inhibitors or inducers of CYP3A4 activity.

Nefazodone, an antidepressant, has been shown to inhibit the CYP3A4 activity both in vivo

(148) and in vitro (149). Fluoxetine, a potent CYP2D6 inhibitor, can also mildly inhibit

CYP3A4 activity (150). Other known inhibitors of CYP3A4 include diltiazem, verapamil,

delavirdine, indinavir, erythromycin, clarithromycin, mifepristone, and so on (151,152).

Carbamazepine can activate CYP3A4 activity in human liver microsomes (151,153). Other

known CYP3A4 activators include phenobarbital, phenytoin, clotrimazole, rifampicin,

dexamethasone, sulfinpyrazone, sulfadimidine, troglitazone, efavirenz, nevirapine, and

taxol (154 156). The induction of CYP3A4 is primarily mediated by nuclear receptors

including pregnane X receptor (PXR) and constitutive androstane receptor (CAR)

(157,158). It is noteworthy that some of these activators and inhibitors can cross the

BBB even though they are not psychoactive drugs. Although the regulation of CYP3A4

activity in the brain remains unidentified, the above xenobiotic CYP3A4 regulators strongly

indicate the effects of drugs on CYP3A4 and the presence of drug-drug interaction in the

brain. In vitro experiments using human liver microsomes demonstrated that endogenous

substances such as neurotransmitters and steroids can also modulate CYP3A4 activity.

Adrenaline, serotonin, and 5-hydroxytriptofol are inhibitors of CYP3A4 enzyme activity

(159). Endogenous androgens, such as androstenedione, testosterone, and dehydroepian-

drosterone, can activate triazolam 4-hydroxylation and the metabolism of nevirapine and

carbamazepine by CYP3A4, while triazolam 1’-hydroxylation and the metabolism of

erythromycin and zonisamide by CYP3A4 are inhibited by the same androgens (160).

Therefore, brain CYP3A activity can be modulated by some neurotransmitters and steroids

and their precursors. CYP3A4 levels can differ greatly among individuals. Hepatic

expression of CYP3A4 varies by more than 50-fold among individuals and in vivo CYP3A4

enzymatic activity varies by at least 20-fold (161). This variability is probably due to a

combination of genetic factors (161) and environmental influences such as drug-drug

interaction and drug-enzyme interaction (162). Whether there is a significant difference in

the brain CYP3A4 activity remains to be clarified.

Table 3 Drugs Metabolized by CYP3A4 (Continued)

Druga
Metabolizing reaction

by CYP3A4 Pharmacological action in braina

Terfenadine (261) C hydroxylation,

N demethylation

Nonsedating antihistamine

Cocaine (262) N demethylation Anesthetics, vasoconstrictor agent,

dopamine uptake inhibitor

Vitamin D (263,264) 24 and 25 hydroxylation Neurotrophic factors biosynthesis, nitric

oxide synthase inhibition,

glutathione levels inhibition

aKEGG website of cytochrome P450 substrates (http://www.genome.jp/kegg bin/get htext?br08105.keg) was

consulted for the list of drugs and relative pharmacological actions.
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CYP3A5 has generally been considered to contribute less than CYP3A4 to drug

metabolism because of its relatively lower hepatic level and overlapping substrate

specificity. However, the product regioselectivity and rate of formation catalyzed by

CYP3A5 can differ. RT-PCR experiments in human brain demonstrated the presence of

cerebral CYP3A5 mRNA in some regions (137). In addition, studies on human liver

microsomes indicate that CYP3A5 is capable of metabolizing many psychoactive drugs

including midazolam, lidocaine, dextromethorphan, carbamazepine, ethylmorphine,

flunitrazepam, and ALP (163,164). Therefore, the function of CYP3A5 in the brain is a

promising area for further study.

CYP3A43 is a recently discovered P450 enzyme (165). The expression of

CYP3A43 in the human liver is 0.1% of CYP3A4 and 2% of CYP3A5 (166). However,

studies from Ravindranath and colleagues have revealed much higher CYP3A43 levels in

human brain than that in liver (personal communication). The same study also indicated

that recombinant CYP3A43 is capable of metabolizing ALP, an antianxiety drug. ALP is

metabolized dominantly to 4-OH ALP by recombinant CYP3A4, while recombinant

CYP3A43 metabolizes ALP to both a and 4-OHALP in equal amounts. The metabolic

activity of CYP3A43 toward ALP is similar to that of CYP3A5, which has a relatively

lower expression level in human brain. Therefore, the presence of relatively higher

amount of CYP3A43 in human brain might also contribute to the metabolism of other

psychoactive drugs that metabolize by CYP3A enzymes.

CYP4 Family

While CYPs play a major role in the drug metabolism, they also play a very important

role in the metabolism of key endogenous compounds that have important physiological

functions. Previous studies have shown that 20-HETE, the o-hydroxylation product of

AA, is the principal AA metabolite formed in tubular and vascular structures of the rat

renal cortex and outer medulla (167). 20-HETE is a primary eicosanoid in the

microcirculation where it helps in the regulation of vascular tone by sensitizing the

smooth muscle cells to constrictor stimuli (168), and contributes to myogenic, mitogenic,

and angiogenic responses (169). The synthesis of 20-HETE is catalyzed by enzymes of

the CYP4A family (169). This vascular regulation and function is important in the human

brain where neuronal activity evokes localized changes in blood flow supplying oxygen

and nutrients to active neurons (170). Roy and Sherrington termed this relationship

neurovascular coupling (171). As important as this regulation of vascular function is, the

cellular mechanism is not fully understood (172,173). It has been suggested that glial cells

are well suited to mediate this response because of their close proximity to both neurons

and blood vessels (174,175). Metea and Newman (2006) showed that light- and glial-

evoked constriction is mediated by o-hydroxylase production of 20-HETE (170). Most of

these reactions described are catalyzed in human brain by CYP4A11, the best

characterized member of the 4A subfamily. It is also important to note here that although

there is only one 4A member found in human, some of the seven members of the CYP4F

family also contribute to the metabolism of AA into 20-HETE.

To date, four CYP4F isoforms (CYP4F1, CYP4F4, CYP4F5, and CYP4F6) have

been detected in rat, and five (Cyp4f13, Cyp4f14, Cyp4f15, Cyp4f16, and Cyp4f18) in

mouse. Among the four rat isoforms, CYP4F4, CYP4F5, and CYP4F6 were originally

isolated from rat brain (170). Although CYP4F1 was cloned from a cDNA library of a

2-acetylaminofluorene-induced transplantable rat hepatic tumor (176); the expression of

this isoform was also detected in the rat brain (177). Current study in our laboratory

indicates that CYP4Fs are widely distributed in rat brain (unpublished data). The
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distribution pattern of rat CYP4Fs is shown in Table 4. According to mRNA levels detected

by quantitative reverse transcriptase PCR (qRT-PCR), CYP4F6 is the most dominantly

expressed one in rat brain, followed by CYP4F1, whereas CYP4F4 and CYP4F5 mRNA

expression levels are much lower in rat brain (178). All rat CYP4F isoforms are able to

catalyze the metabolism of endogenous bioproducts such as eisosanoids via the o-
hydroxylation reaction (179,180). However, the xenobiotic substrates of rat CYP4Fs are

less well known than those of human CYP4Fs. So far, psychotropic drugs are the major

known xenobiotic substrates for rat CYP4Fs. CYP4F4 and CYP4F5 are able to catalyze the

N-demethylation and S-oxidation of chlorpromazine (181). In addition, recombinant

CYP4F6 has been shown to convert imipramine to its 10-hydroxy product (182).

Although little has been reported about the enzymatic functions of mouse Cyp4f

isoforms against drugs, considerable effort has been focused on their tissue expression and

distribution, which is necessary for the further study of potential drugmetabolism activities of

these enzymes. No Cyp4f13 mRNA has been detected in the brain till present time. Cyp4f14,

the mouse counterpart of rat CYP4F1, was first cloned frommouse liver by Kikuta et al., and

Cyp4f14 mRNA was also detected in the mouse brain by the same group using RT-PCR

(183). Cui et al. detected the mRNA expression of Cyp4f15 and Cyp4f16 in mouse brain

(184). Cyp4f18 is the functional orthologue of human polymorphonuclear leukocytes (PMN)

CYP4F3A, however, Cyp4f18 mRNA was barely detectable in the mouse brain (185).

The human 4F subfamily consists of seven isoforms, two of which have been shown

to metabolize xenobiotics. CYP4F12 was cloned from small intestine and liver by two

different groups (186,187), respectively. Hashizume’s group later showed that CYP4F12

was capable of metabolizing an antihistamine, ebastine, which has two major pathways

for metabolism, hydroxylation and N-dealkylation (188). CYP4F12 protein has not been

reported to be expressed in human brain, but current RTQPCR studies reveal that

CYP4F12 is expressed in human brain tissue (unpublished data). CYP4F11 was

characterized by Kalsotra et al. and was shown to be the main drug metabolizer of the

human CYP4F subfamily (189). CYP4F11 was reported to be expressed in human liver,

kidney, heart, skeletal muscle, and brain. Table 5 shows the turnover rate of both

CYP4F11 and CYP4F3 for various clinically relevant drugs. CYP4F isoforms like those

of CYP4A subfamily are also reported to produce 19- and 20-HETE (190). Most of the

recent studies reported on CYP4F have been concerned with their ability to metabolize

AA and AA metabolites such as prostoglandins and leukotrienes, which are potent

inflammatory mediators. It is now known that the main pathway for leukotriene

metabolism is through the CYP4 family, and as such, the possibility to use CYP4F

expression as a way to address traumatic brain injury is now being studied.

Table 4 CYP4Fs Expression and Distribution in Rat Brain

Brain

regions

Frontal

lobe

Occipital

lobe Hippocampus Cerebellum Striatum Midbrain Medulla

Detect

technique

CYP4F1 þ þ þ þ þ þ þ qRT PCR

þ þ western blot

CYP4F4 þ þ þ þ þ þ þ qRT PCR

þ þ þ þ þ þ þ western blot

CYP4F5 þ þ þ þ þ þ þ qRT PCR

þ þ þ þ western blot

CYP4F6 þ þ þ þ þ þ þ qRT PCR

þ þ þ þ þ þ western blot
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DISCUSSION

It is clear from the foregoing descriptions that the existence of single nucleotide

polymorphisms in the CYP can have a considerable, sometimes deleterious, impact on the

metabolism and, therefore, efficacy of therapeutic agents. It has been primarily through

many careful population studies of CYP2D6-dependent metabolism of drugs that we have

come to understand the impact of ultrarapid, extensive, moderate, and slow metabolizer

phenotypes on the utility of many drugs and, more importantly, the variations in risk of

side effects for these populations. In addition to CYP2D6, polymorphisms have been

reported in other CYP subfamilies (e.g., CYP2B6).

In addition to single nucleotide polymorphisms, other variant CYP isoforms arising

by different mechanisms have been shown to play a role in substrate preference, product

profile, and turnover, which may increasingly be of concern in drug design and

development approaches. Exon switching/selection has been shown by Christmas et al. to

occur in CYP4A3 to produce two different protein products CYP4A3A and CYP4A3B by

the expression of either exon 3 (CYP4F3A) or exon 4 (CYP4F3B), but not the alternate

exon in transcription of its messenger RNA. The results of this exon selection event

produces active enzyme with quite different substrate specificities; CYP4F3A prefers AA

as its substrate producing the biological signal molecule 20-HETE, while CYP4F3B

prefers leukotriene B4 inactivating it to 20-OH leukotriene B4.

The formation of splice variants has also been shown to occur. The Ravindranath

laboratory has reported that in a certain segment of the South Indian population, the

pseudogene CYP2D7 is expressed because of a single-base deletion of position 138,

resulting in a polypeptide containing a 19 amino acid insert. This insert has been shown

to be expressed in brain regions and catalyzes the conversion of codeine to morphine as its

almost exclusive product in contrast to CYP2D6, which converts codeine to morphine and

norcodeine in a 30% to 70% product balance.

Similarly, Chinta et al. have reported the expression of a CYP1A1 splice variant, in

which bases of exon 6 are deleted in its mRNA trading to a protein with an 87 base pair

deletion. This active enzyme exhibits reduced ethoxycoumarin activity (about 50% as

much as wild-type 1A1) and, more significantly, does not produce benzo[a]pyrene

products capable of binding DNA. This CYP1A1 variant is expressed in brain (19).

Thus, various processes modifying the protein product of CYP genes in brain as

well as other tissues affect metabolic activities. Consequently, additional pathways for

disposition of drugs as well as endogenous compounds are a clear reality with the

potential of multiplying exploitable drug target opportunities on the one hand and

Table 5 Human CYP4F11 and CYP4F3A Drug Metabolism

Drug CYP4F11 CYP4F3A

Amitriptyline 28.46 � 3.53 95.31 � 18.8

Benzphetamine 253.3 � 25.4 56.0 � 6.41

Chlorpromazine 58.0 � 6.30 Not detected

Erythromycin 807.6 � 11.6 70.33 � 9.87

Ehylmorphine 175.0 � 38.7 84.0 � 6.93

Imipramine 274.2 � 8.16 79.46 � 13.9

Pirenzepine 16.55 � 2.33 122.3 � 2.90

Theophylline 260.7 � 8.69 31.0 � 9.64

Verapamil 110.8 � 6.92 98.32 � 15.3

Source: Adapted from Ref. 189.
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increasing the possibilities for unfavorable drug-drug interactions on the other. Perhaps

here also lies another possibility for investigation/explanation of idiosyncratic drug

reactions, which seem most notable for their effects on specific individuals within a

population rather than on a larger segment of a population.
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Lackner K, Härtter S. CYP2D6 polymorphism and clinical effect of the antidepressant

venlafaxine. J Clin Pharm Ther 2006; 31(5):493 502.

204. Fogelman SM, Schmider J, Venkatakrishnan K, von Moltke LL, Harmatz JS, Shader RI,

Greenblatt DJ. O and N demethylation of venlafaxine in vitro by human liver microsomes

and by microsomes from cDNA transfected cells: effect of metabolic inhibitors and SSRI

antidepressants. Neuropsychopharmacology 1999; 20(5):480 490.

205. Fischer V, Vickers AE, Heitz F, Mahadevan S, Baldeck JP, Minery P, Tynes R. The

polymorphic cytochrome P 4502D6 is involved in the metabolism of both 5 hydroxytrypt

amine antagonists, tropisetron and ondansetron. Drug Metab Dispos 1994; 22(2):269 274.

350 Wang et al.



206. Olesen OV, Linnet K. Identification of the human cytochrome P450 isoforms mediating in

vitro N dealkylation of perphenazine. Br J Clin Pharmacol 2000; 50(6):563 571.

207. Bach MV, Coutts RT, Baker GB. Involvement of CYP2D6 in the in vitro metabolism of

amphetamine, two N alkylamphetamines and their 4 methoxylated derivatives. Xenobiotica

1999; 29(7):719 732.

208. Liu Z, Mortimer O, Smith CA, Wolf CR, Rane A. Evidence for a role of cytochrome P450

2D6 and 3A4 in ethylmorphine metabolism. Br J Clin Pharmacol 1995; 39(1):77 80.

209. Desta Z, Wu GM, Morocho AM, Flockhart DA. The gastroprokinetic and antiemetic drug

metoclopramide is a substrate and inhibitor of cytochrome P450 2D6. Drug Metab Dispos

2002; 30(3):336 343.

210. Caccia S. N dealkylation of arylpiperazine derivatives: disposition and metabolism of the 1

aryl piperazines formed. Curr Drug Metab 2007; 8(6):612 622.

211. Eap CB, Bertel Laubscher R, Zullino D, Amey M, Baumann P. Marked increase of

venlafaxine enantiomer concentrations as a consequence of metabolic interactions: a case

report. Pharmacopsychiatry 2000; 33(3):112 115.
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INTRODUCTION

New chemical entities (NCE) are constantly being developed as potential pharmaceuticals

for the treatment of cardiovascular disease, cancer, and a variety of other developmental and

hereditary diseases. Studies of drug absorption, distribution, metabolism, and excretion,

(ADME) as well as drug metabolism and pharmacokinetic (DMPK) studies of NCEs require

the use of sound analytical methodology that is sensitive, selective, accurate, precise, robust,

and reproducible. Of the numerous, evolving bioanalytical methods for ADME and DMPK

studies, liquid chromatography (LC) mass spectrometry (MS) has emerged as the preferred

technique because it can fulfill all of these methodological criteria. More recently, LC-MS

instrumentation has improved in an attempt to keep up with the demands of the

pharmaceutical industry. Here we will review the most common instrumentation and

ionization techniques used for analysis of drugs and their metabolites.

The use of MS as a detection technique coupled to LC requires that the analyte is

first ionized in the gas phase. Therefore, early LC-MS analyses focused mainly on volatile

organic compounds. Aqueous analytes had to be first extracted into organic solvents,

which did not always result in acceptable ionization, and so methodology based on gas

chromatography (GC)-MS was generally preferred in earlier studies of drug metabolism

and disposition (1). Derivatization of polar functional groups, which was used to enhance

extraction efficiency into organic solvents and/or to increase volatility, often resulted in

enhanced MS sensitivity (2). Derivatization is time consuming and tedious, which often

resulted in low sample throughput. These issues coupled with problems involved in

analyzing thermally labile and involatile samples led to intense research into the use of

LC-MS as a potentially more efficient alternative.

Coupling LC separation techniques to MS was more challenging than linking GC

with MS because the analytes had to be ionized in the gas phase at room temperatures

before entering the mass spectrometer. Therefore, the development of atmospheric

pressure ionization (API) techniques, which moved away from low-pressure sources such

as electron impact, chemical ionization, and fast atom bombardment, greatly aided in the

development of LC-MS techniques. Since the mid-1980s, it has been possible to analyze
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pharmaceutical compounds and their metabolites directly from biological matrices using

LC-MS methodology. Aside from the lack of tedious derivatization and sample

preparation of GC, LC separation does not expose samples to excessive heat, and sample

throughput is generally higher (3). This is why LC-MS has become the method of choice

for analyses of drugs and their metabolites (4).

LIQUID CHROMATOGRAPHY

LC separation techniques commonly used with MS are reversed-phase and normal phase.

Ion exchange chromatography is often used as the first dimension in 2-D chromatography,

which is employed in proteomics. Unfortunately, this methodology cannot be used as a

separation phase alone because of the high salt content of the mobile phase. Reversed-phase

is most common and can be used for a wide range of analytes including small molecules and

biomolecules such as DNA and protein. Normal phase, or adsorption chromatography, is

used to separate polar compounds where the strength of the interaction depends not only on

the functional groups but also on steric factors; therefore, isomers are more easily separated

using normal phase (5). Chiral chromatography, a branch of chromatography, is used to

resolve optically pure substances, which has become extremely important for the

pharmaceutical industry. Chiral stationary phases can be normal or reversed phase in

nature. However, normal phase methods using cellulose-coated silica stationary phases tend

to be more efficient for complex chiral separations (6).

IONIZATION METHODS FOR LC-MS

The ability of the source to sublimate incoming molecules is of utmost importance to the

operation and success of LC-MS. An effective ion source should provide high sensitivity

and reproducible spectra. A typical API source contains a probe, inert gas for solvent

flow, evaporation and desolvation, a sampling cone, and transfer optics to the mass

analyzer (7,8). The most commonly used sources are electrospray ionization (ESI) and

atmospheric pressure chemical ionization (APCI) (9,10). This section will also touch on

the offshoots of APCI, atmospheric pressure photo ionization (APPI) and atmospheric

pressure laser ionization (APLI) (11).

Electrospray Ionization

ESI was first described in the mid-1980s (12,13) by John Fenn, who received the Nobel

Prize in Chemistry in 2002 for his pioneering studies on proteins together with Koichi

Tanaka and Kurt Wuthrich for their studies on macromolecules using matrix assisted laser

desorption ionization (MALDI) and NMR, respectively. An aqueous LC effluent is

transferred into the source through a metallic needle, which is surrounded by nitrogen gas.

A voltage is also applied to the needle (2 8 kV), creating charged solution droplets. A

heating device located within the source concentrates the droplets, which increases their

charge density (14). The increase in charge to surface area due to evaporation results in a

Coulombic explosion that affords vaporized analyte ions to enter the mass analyzer. The

droplet charge can be positive or negative depending on the voltage polarity of the

capillary. For macromolecules such as DNA and proteins, multiply charged ions can

form, which makes it possible to conduct analyses with relatively low mass range

instruments. Lower molecular weight drugs and their metabolites tend to form primarily

singly charged ions corresponding either to protonated molecules in the positive mode or
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to deprotonated molecules in the negative mode. The use of nanoliter flow rates using a

nanospray methodology can significantly improve the efficiency of ionization, making it

possible to significantly increase sensitivity of metabolite detection (15).

Atmospheric Pressure Chemical Ionization

APCI is probably the second most used API technique. In APCI, the aqueous phase enters

the source through a glass capillary surrounded by carrier gas and encased within a heated

block. The combination of high temperature (450 5508C) and carrier gas nebulizes both

solvent and analyte molecules in the source, which envelop a corona discharge needle.

The electrode, whose discharge causes the electrical breakdown of its adjacent

atmosphere, otherwise known as the corona effect, ionizes the solution mist. The ionized

droplets then react through acid-base chemistry with analyte molecules to form the ions

that enter the mass analyzer (16). APCI requires thermally inert, volatile analytes and

volatile HPLC mobile phases amendable to gas-phase acid-base reactions (17). This

ionization technique is very well suited to neutral, nonpolar compounds. One advantage

over ESI is the ability to use HPLC flow rates suited to analytical-size columns (4.6 mm I.D.).

Ultrahigh sensitivity can be attained using electron capture APCI (18). This technique is

useful for the analysis of drugs and their metabolites that are naturally electron capturing

or after the attachment of an electron-capturing derivative such as a pentafluorobenzyl

ester (19). The technique can also be employed in highly efficient chiral separations of

trace amounts of analytes (6).

Atmospheric Pressure Photo Ionization

APPI is similar to APCI in that it uses a modified APCI source fitted with a heated

nebulizer to facilitate LC effluent vaporization (9). Instead of ionizing the analyte using a

corona discharge, APPI uses a krypton vacuum ultraviolet lamp as a source of 10-eV

photons to ionize the analyte either directly or indirectly through an ionizable dopant. In

APPI, the ionization potential remains below those of HPLC solvents, yet within the range

of the majority of organic compounds. APPI is very sensitive and is noted for its ability to

ionize compounds that have been hard to ionize or are characterized as poor ionizers in

ESI and APCI sources.

Atmospheric Pressure Laser Ionization

APLI is the most recent API technique with potential utility for high-sensitivity drug

metabolism studies (11). APLI replaces the krypton vacuum UV lamp in APPI with a

stepwise two-photon ionization, greatly enhancing the selectivity of the ionization

process. In addition, photo flux during an ionization event is drastically increased, leading

to very low limits of detection. APLI operates directly on the analyte, allowing for

efficient ionization of even the most nonpolar compounds.

MASS ANALYZERS FOR LC-MS

Quadrupole Mass Analyzers

The most commonly used quadrupole mass spectrometer for drug metabolism studies is

the triple-stage quadrupole (TSQ). This mass analyzer was a much needed improvement

over the single-stage quadrupole (SSQ), which contains a source, “Q0,” a lens that
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transports the ions to the mass analyzer, and the single-quadrupole “Q1.” The Q1 will

work in full scan mode, scanning a range of m/z values or can perform selected ion

monitoring (SIM), which filters ions for a specific m/z. TSQ can perform all of the scans

that are available using SSQ; however, the data set is much richer because of the ability of

TSQ to perform multiple reaction monitoring (MRM), precursor ion (PI), and constant

neutral loss (CNL) scans (Table 1). Like the SSQ, the TSQ instrument contains the ion

source, Q0, and Q1, but is also tandem to Q2, a collision chamber, and a second mass

analyzer Q3. Ions are filtered in Q1 for the desired spectra and then fragmented by inert

gas molecules (Ar or N2) in Q2. The product ions are scanned in Q3 before reaching the

detector. PI scans allow for the extraction of ions from the Q1 data set that contains a

specific parent ion, which aids in the MS selection of drug-related ions. In PI scanning,

Q1 scans a range of m/z values where Q3 filters for the specified product ion. Therefore,

only Q1 ions that generate the specific product ion screened by Q3 will be recorded for

data analysis. In a CNL scan, both Q1 and Q3 scan a range of m/z values with a mass

offset equal to the mass of a designated uncharged fragment lost upon Q2 fragmentation.

Only Q1 ions that produce a neutral loss are detected. These various TSQ scanning

techniques provide much richer data sets for drug metabolism studies than can be

obtained with SSQ instruments.

Ion Trap Mass Analyzers

Ion traps are composed of an ion source, a quadrupole ion trap, and a mass analyzer. Like

the linear quadrupole, ion traps have great sensitivity, specificity, and scan speed, but they

are not able to perform PI or CNL scanning (Table 1). The full scan of an ion trap is at

least ten times more sensitive than that of a quadrupole. The increased sensitivity of the

ion trap is a result of its ability to confine gaseous ions during a pulsed mode via changes

in amplitude of radiofrequency potential, thus allowing the accumulation of ions within

the trap without filtering. Conventional ion traps (LCQ) are known as 3D traps because of

their hyperboloid geometry of the three-electrode ion trap. These traps have insufficient

ion storage efficiency, capacity, and deterioration of the mass spectrum and dynamic

response range (Table 1). In response to these shortcomings, the linear (or 2-D) ion trap

(LIT) was developed, such as the LTQ (Thermo-Fisher, San Jose, California, U.S.). The

Table 1 Comparison of a Triple Quadrupole Mass Spectrometer and 3D Ion Trap

QqQ 3D Ion trap

Advantages Advantages

Selective MS/MS scans MSn capabilities

Mass range 30 Th to 1800/2000 Th Excellent sensitivity in full scan and product

ion scan

Fragmentation patterns include direct bond

cleavage and metastable decay in a single

spectrum

Very fast scan rates

Limitations Limitations

Low duty cycle in full scan and product ion

scan

1/3 mass range limit

Poor resolution Fragmentation limited to lowest energy

pathway

Poor mass accuracy Space charge limitations

Poor mass accuracy
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LIT mass spectrometers are subdivided into those that mass-selectively eject stored ions to

the mass detector either radially or axially, out of the trap. This allows the system to store

more ions before space charge effects are encountered, making them much more sensitive.

Depending on the molecular properties of the analyte and the optimization of instrumental

parameters, MS3 to MS5 has been achieved with high confidence for structure elucidation.

This design has lead to hybridization of the TSQ and ion trap, which combines the sensitivity

of the TSQ and high ion capacity of the linear 2-D trap. An example of this is the MDS

Sciex/Applied Biosystems 4000 QTrap. This type of platform allows for a wide range of

analyses such as PI, CNL, or MRM scanning with sensitivity equivalent to the TSQ. Along

with these scans, the Qtrap provides enhanced sensitivity of full scan and MS/MS data

acquisition for metabolite identification studies as well as enhanced multiply charged ion

scanning (20 22). As one can envision, this type of technology generates huge amounts of

data that must be stored and properly analyzed (Table 2) (23).

LTQ-Orbitrap Mass Analyzer

The orbitrap consists of an inner and an outer electrode, which are shaped to create a

quadro-logarithmic electrostatic potential (24). Ions generated by APCI or APPI rotate

about the inner electrode and oscillate with a frequency characteristic of their m/z values.

The LTQ-Orbitrap is a hybrid, high-resolution mass spectrometer that can typically

operate at a resolution of 60,000. A transfer octapole delivers ions into a curved rf-only

quadrupole whose central axis follows a C-shaped arc (C-trap) (25). The C-trap uses rods

with hyperbolic surfaces, which are enclosed by two flat lenses with apertures to facilitate

ion transport. The plate between the octapole and C-trap forms the gate electrode, and the

other plate forms the trap electrode. After leaving the C-trap, ions pass through curved ion

optics, are accelerated to high kinetic energies, and converge into a tight cloud, which is

able to pass through a small entrance aperture and enter the orbitrap tangentially. The

advantages of the LTQ-Orbitrap include high mass resolution, increased speed charge

capacity compared with Fourier transform ion cyclotron resonance (FT-ICR) (see below),

high mass accuracy, and dynamic range. These attributes have proved to be very useful

for drug metabolite identification (26).

Quadrupole Time-of-Flight Mass Analyzer

Quadrupole time-of-flight mass spectrometers (QTOF-MS) are capable of recording all

the ions produced in the source on a microsecond timescale, which leads to large duty

Table 2 QTrap Scan Modes

Q1 Scan Q1 scan, q2 rf only, Q3 rf only

Q3 Scan Q1 rf only, q2 rf only, Q3 scanning

Product ion Q1 fixed, q2 fragmenting, Q3 scanning

Precursor ion Q1 scanning, q2 fragmenting, Q3 fixed

Neutral loss Q1 scanning, q2 fragmenting; Q3 scan linked to Q1 scan

Selected reaction monitoring Q1 fixed, q2 fragmenting, q3 fixed

Enhanced MS Q1 rf only, q2 rf only, Q3 LIT full scan

Enhanced resolution Q1 rf only, q2 rf only, Q3 LIT narrow m/z range full scan

Enhanced product ion Q1 fixed, q2 fragmenting, Q3 LIT full scan

MS3 Q1 fixed, q2 fragmenting, Q3 LIT isolation, fragmentation

Enhanced multiply charged Q1 rf only, q2 rf only, Q3 LIT time delayed scan

Time delayed fragmentation Q1 scanning, q2 fragmenting, Q3 LIT time delayed trapping
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cycles, offering high sensitivity detection. Ions are accelerated from the source to a fixed

kinetic energy and then allowed to pass down a field-free flight tube to the detector. The

time it takes an ion to reach the detector is proportional to its m/z ratio; the higher the

ratio, the longer the travel time. Quadrupole time-of-flight (QTOF) instruments are able to

operate with medium mass resolution and to make accurate mass measurements, and are

useful in metabolite structure elucidation (27). Because of the rapid data collection,

QTOFs are amenable to high-speed chromatography such as ultra-performance liquid

chromatography (UPLC). MS data can be collected over a chromatographic peak that is

only 2s wide, which has proved to particularly useful for drug metabolomic profiling in

biological fluids (28).

Fourier Transform Ion Cyclotron Resonance Mass Analyzer

FT-ICR is functionally a very different ion-trapping technique compared with quadrupole,

time-of-flight, and magnetic sectors, which use ion transmission to separate masses.

FT-ICR is based on the differing frequencies of circular motion (fc) by ions with differing

m/z ratios in a strong magnetic field (29). FT-ICR contains an ion source, an ion trap, and

a Fourier transform (FT) for the conversion of the ion-generated frequency spectrum to a

mass spectrum (29). Source-generated ions enter a source-trapping cell that is maintained

at extremely low temperature and pressure and contained within a superconducting

magnet. Ions in the cell are circularly rotated perpendicular to the magnetic field (B)

produced by excitation plates. Varying radiofrequency pulses from the excitation plates

form an alternating current between detector plates, and the frequency and intensity of the

generated current are equal to the number of ions for a particular m/z, or m/z ¼ B/2fc. This

process of stepped radiofrequency sweeps simultaneously quantifies all detected ions to

afford a frequency versus time spectrum, which is deconvoluted by FT to generate a mass

spectrum. FT-ICR is one of the most sensitive ion detection methods with resolution

ranging from 105 to106 and mass accuracy of <1 ppm (30). Because of its great sensitivity

and resolution analysis, it may be conducted on complex solutions even without

chromatography. These qualities also make FT-ICR desirable for structure elucidation in

drug metabolism studies (31). Unfortunately, the high costs of the ultrahigh vacuum

system, superconducting magnet, and sophisticated data system make the FT-ICR out of

the price range of many laboratories conducting ADME studies.

APPLICATIONS OF LC-MS IN DRUG METABOLISM STUDIES

The route by which a drug is metabolized plays important roles in its efficacy and safety.

Interindividual differences in rates of metabolism can lead to significant changes in the

concentrations of drugs and their metabolites in blood and tissues. Such differences are

mediated by genetic polymorphisms in drug-metabolizing enzymes, particularly the

cytochromes P-450 (CYPs). This causes interindividual differences in safety and efficacy,

which is especially important for drugs with a narrow therapeutic range. Many aspects of

ADME and DMPK are studied in vitro to potentially avoid adverse reactions in clinical

trials. Unfortunately, there is often a poor correlation between in vitro testing and in vivo

results. However, such studies are a useful mechanistic guide for potential safety and

efficacy issues that might arise in vivo (32).

Metabolism is the aspect of ADME that is most amenable to in vitro study. The

primary drug may be eliminated unchanged through urinary or fecal excretion or if it can

go through one or more routes of metabolism. Therefore, metabolism is a major
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contributor to drug clearance, the principle regulator of parent drug concentrations in

plasma and tissues. Drug-drug interactions can also be established through in vitro

studies. Even for drugs that are not metabolized substantially, their effect on the

metabolism of a coadministered drug might be important as in the classic case of

quinidine, which inhibits CYP3A4 even though it is not metabolized by this enzyme (33).

Recombinant enzymes as well as sensitive and specific LC-MS assays greatly facilitate

the in vitro studies that are conducted prior to clinical trials. LC-MS method development

is the benchmark of drug development programs and will undoubtedly remain so for years

to come.

Although in vitro testing cannot directly mimic in vivo pathways, the increase in

high-throughput assays focusing on DMPK and ADME criteria of NCEs has decreased

the failure rate of drug candidates associated with these characteristics from 40% in the

1990s to a current rate of approximately 10% (34). The development of high-throughput

in vitro assays as part of the DMPK and ADME studies of drug candidates was driven by

need to identify potential safety and efficacies as soon as possible in the drug

development process (35). Advances in genomics, molecular biology, synthetic chem-

istry, and robotics have aided in the increase in NCEs. Numerous microsomal-, cell-, and

tissue-based high-throughput in vitro models have been developed and added to the

pharmacokinetic (PK) scientist’s toolbox. Traditional high-throughput methods rely on

fluorescent or radiolabeled reagents and/or coupling for quantification of enzymatic target

inhibition or activation. Labeled substrates may not function exactly like unlabeled

counterparts, and coupling reactions may cause interference (36). These added

interactions can lead to false positives and false negatives. In addition, the synthesis of

labeled substrates may add significantly to method development time. Alternatively, MS-

based methodology provides a fast, sensitive, and selective method of analysis, which

does not need require substrate labeling. For these reasons, LC-MS/MS has become the

primary analytical tool for in vitro screening of NCEs.

CYP-Mediated Metabolism

In vitro drug metabolism studies also offer a way to explore and anticipate effects of test

drug metabolites on other drugs and vice versa. CYPs are a family of heme-thiolate

enzymes that play a major role in drug metabolism. This makes a substantial contribution

to the “first pass effect” when drugs are transported into the liver from the portal system

after oral dosing. To mimic potential in vivo situations, metabolism studies are normally

conducted with hepatic microsomes from several donors along with known chemical

inhibitors of the CYPs. Inhibition of one or more CYP by coadministered drugs is one of

the major sources of drug-drug interactions. These interactions can drastically change the

safety and efficacy of a drug, leading to adverse reactions and, in some instances, even

fatalities. This is especially important in populations on multiple medications such as the

elderly and those with chronic conditions. Therefore, enzyme inhibition studies are among

the initial assays performed on NCEs. High-throughput drug-drug interaction assays are

very valuable because they provide clear-cut results, allowing for easy go/no-go decisions

for the NCE within drug development. Occasionally, an NCE that is the first drug in a

class for previously untreated life-threatening disease is allowed to pass through, even

though there may be drug-drug metabolic interactions.

One of the latest high-throughput approaches used by Chu and Nomeir at Schering-

Plough Research (34) is to combine multiple CYP inhibition assays into a single

incubation using human liver microsomes. This approach has been developed and

validated by several laboratories (37 40). CYPs 3A4, 2D6, and 2C9 are responsible for
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the bulk of adverse effects resulting from drug-drug interactions, so they are used as the first

CYP inhibition screen, with the utilization of LC-MS/MS. If an NCE advances beyond this

point, individual isoform testing including testing for CYP2C19 and 1A2 is also completed.

Because of the well-documented substrate-dependent inhibition of CYP3A4, a second

substrate such as testosterone or midazolam is generally used to evaluate the inhibition of

CYP3A4 for the NCEs being recommended for drug development. In this assay, a 96-well

plate format with robotic system is used, and incubation and analysis are performed in the

same plates. For each compound, direct inhibition and metabolism/mechanism-based

inhibition, which is caused by a metabolite of the NCE that is either a potent, direct

reversible inhibitor (metabolism based) or a time-dependent irreversible inhibitor (mech-

anism based), are evaluated. Human liver microsomes from 10 to 20 donors are used along

with the appropriate control reactions and probes at varying NCE concentrations. These

reactions are quantified by LC-MS/MS in approximately one-minute run time. Chu and

Nomeir, of Schering-Plough Research, use a Sciex API 3000 TSQ in positive-ion LC-ESI/

MRM/MS mode (34). The column used for LC separation in this particular assay was a

Develosil Combi-RP5, 5 mM, 3.5� 20 mm (Phenomenex, Torrance, California, U.S.) with a

flow rate of 1.1 mL/min. Since the same product was monitored for all NCEs, no method

optimization was necessary, and the short run time was possible because of the selectivity

and increased sensitivity gained from MRM/MS analysis.

One potential problem with short chromatographic run times is the potential for ion

suppression or ion enhancement by the high concentrations of other components in the

incubation mixtures. However, if ion suppression occurred, this would most likely be at

high concentrations, thus generating high are IC50 values, which would not impact

significantly on the false positive rate. Ion enhancement would result in an increase of

metabolite concentration with an increase in NCE concentration, and could be easily

identified. In these cases, a more rigorous LC-MS/MS approach could then be undertaken,

and APCI, which is less susceptible to suppression effects than ESI, can be used (41,42).

LC-MS/MS assays for metabolism by individual CYP isoforms are performed at later

stages in the drug development process for compounds that have passed through several

screening assays. An example is the CYP2C19 assay in which S-mephenytoin is used as

the substrate. For CYP1A2, phenacetin is used as the specific substrate and, as mentioned

above, midazolam for CYP3A4. The high throughput for this “3 in 1” assay is eight, 96-

well plates/night/instrument. For instance, if 15 NCEs were being tested, four 96-well

plates are used, two for preincubation and two for co-incubation. Eight plates/night/

instrument would generate 180 IC50s, which is *100-fold increase in throughput

compared with the HPLC-ultraviolet (UV) assay that was originally used by the Schering-

Plough group (34).

Caco-2 Permeability

Drug absorption from the intestinal lumen can occur via four major pathways (43).

However, the majority of drugs are absorbed via transcellular passive diffusion, a

concentration gradient driven diffusion across the membrane of enterocytes, intestinal

absorptive cells. Lipophilic compounds absorbed directly into the cell membrane, whereas

hydrophilic small molecules may be absorbed via the paracellular route. Since these

junctions are tight and represent a small surface area, this type of enterocyte absorption is

slow and primarily for hydrophilic molecules with molecular weights <350 Da.

Compounds may also be absorbed by a transmembrane transporter through facilitated

diffusion or active transport. These two modes require the formation of a reversible drug

carrier and may be more selective than transcellular passive diffusion.

362 Gelhaus and Blair



The majority of NCEs are tested for potential oral absorption as this is the preferred

route of administration for most drugs. A model to test oral absorption has been developed

using CaCo-2 cells, an immortalized human colon adenocarcinoma cell line. This approach

can only provide an approximation to the truth, and care has to be taken in interpreting the

data. However, with this caveat, several studies have shown good correlation between

Caco-2 permeability and oral absorption (44). Permeability and efflux transport (primarily via

P-glycoprotein) utilize Caco-2 monolayers. Unlike the CYP assays, these screening assays

are focused on the individual NCE; therefore, LC-MS/MS optimization may be necessary for

each compound. The short run times are not feasible for this assay because of the unknown

matrix effects. However, it is still possible to increase throughput through instrument design

such as the multiplexed inlet system (MUX1, Waters Corporation, Milford, Massachusetts,

U.S.), which allows for four or eight simultaneous data acquisitions (Fig. 1).

The MUX ion source interface is mounted directly onto the standard Z-spray source

of a mass spectrometer. The MUX employs either four or eight nebulization-assisted

electrospray probe tips arranged radially about the sampling cone. Samples are

simultaneously introduced into the mass spectrometer, greatly reducing the time

constraints of method development and sample analysis. Problems that can arise with

this type of instrumental setup include interchannel variability and interchannel cross talk.

Figure 1 Schematic of Waters MUX system.

LC-MS Analysis in Drug Metabolism Studies 363



The MUX Exact interface, designed for time of flight (TOF) only, also provides a

separate “reference spray” inlet in addition to the four or eight LC inlets on a standard

MUX (45). Infusion of a known reference compound into the reference spray allows for

the mass spectral data acquired from the LC inlet lines to be lock mass corrected, thus

providing exact mass information. Mass interference, ion suppression/enhancement, and

gradient effects are not an issue since the reference spray is independent of the LC sprays.

The source provides a dramatic increase in sample throughput; however, a single-syringe

system increases sample throughput time. When a single syringe based LC injector system,

such as the CTC Pal, is used with the MUX system, the injection cycle time for four samples

(including the time for washing the injectors and loading the samples) only provides a

2.4-fold increase in throughput compared with the theoretical 4-fold increase (45).

Hepatocyte Clearance

Hepatocyte clearance is evaluated using cryopreserved human tissues. As for drug-drug

interaction studies described above, incubations are conducted using human hepatocytes

that are typically pooled from several individuals in order to minimize the effects of

interindividual variability in metabolizing enzymes. Incubations are typically performed

using 24-well plates in a shaker at 378C for two hours. This is followed by the removal of

100-mL aliquots that are mixed with two volumes of acetonitrile on a 96-well plate. Plates

are then sonicated, vortex mixed, and centrifuged before LC-MS/MS analysis. Some

fundamental assumptions made for this experimental design include the following: (i)

in vitro enzyme kinetics are applicable to in vivo kinetic properties, (ii) intrinsic clearance

follows first-order kinetics, and (iii) the liver is the major organ responsible for the

clearance of test compounds (46,47).

Plasma Protein Binding

The free concentration of a drug is primarily responsible for its pharmacological activity,

safety, and tissue distribution. In this regard, plasma protein binding may be useful in

understanding the PKPD relationship of a drug candidate. During the lead characteriza-

tion stage, protein binding is investigated in rat, dog, monkey, and human plasma. In vitro

studies such as this one will help to characterize the therapeutic index for the selection of

dose range in clinical trials (48). Examples of plasma protein binding assays include

ultrafiltration and equilibrium dialysis. Samples are analyzed by LC-MS/MS, and the

percentage of protein binding is calculated. For equilibrium dialysis, percent bound ¼
100 � (Cp � Cb)/Cp, where Cp and Cb are the compound concentrations in plasma and

buffer chambers, respectively. Recently, a new approach for screening plasma protein

binding was reported (49). The method is based on equilibrium dialysis combined with

rapid generic LC-MS analysis by using a sample pooling approach enabling high-

throughput screening of protein binding in the drug discovery phase. The method was

validated by a comparison of measured unbound free fractions between single and pooled

compounds for a test set of structurally diverse compounds with a wide range of unbound

fractions. Therefore, this new methodology provides an attractive method to conventional

approaches during the drug candidate selection process.

CYP Isoform Profiling

Assays are performed in the lead characterization stage of drug development to identify

the major CYP isoforms responsible for the metabolism of candidate drugs in humans.
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These in vitro assays provide valuable information regarding bioavailability, potential

interindividual variability, drug-drug interactions, and the polymorphic metabolism of

drug candidates (50). For example, if a drug candidate is metabolized solely by a

polymorphic CYP such as CYP2D6, in which only 7% of Caucasians are carriers, the

decision to advance the drug may be considered (32). Human liver microsomes are

incubated with the drug candidate in the presence of NADPH and with or without a

selective CYP inhibitor. Microsomes from insect cells, such as SF9 cells, containing

recombinant CYPs are also incubated with the drug candidate. The addition of cofactors is

necessary when running experiments with microsomes. The other limitation is that

microsomes do not contain other metabolizing enzymes. The most complete picture

requires the use of intact liver systems. These systems also include self-sufficient

cofactors, and the natural orientation of the enzyme is preserved. Unfortunately, the

enzymes are not stable for more than 24 hours, and the livers are from organ donors who

obviously died of one compromising cause or another (32).

If the metabolites are known from previous studies, the disappearance of substrate

and appearance of product are monitored by LC-MS/MS. This allows for the assignment

of metabolites to individual CYP metabolisms. Synthesis is an alternate route for

metabolite preparation, especially for the development of standards and isotopically

labeled internal standards, 2H, 13C, 15N, or a combination of the above. Synthetic

standards also provide a greater level of confidence in mass spectrometric analysis of

metabolites, which is important for identification, characterization, and quantification.

Metabolite Structure Elucidation

Hydrogen-deuterium (H-D) exchange and derivatization methods in conjunction with MS

facilitate structure elucidation and interpretation of MS/MS data (51,52). Deuterium

labeling plays a role in MS studies of ionic reaction mechanisms in structural

characterization applications. In this case, the number of active hydrogen atoms in

groups such as OH, COOH, NH, or SH, by simple exchange with D2O is widely used.

H-D exchange was first reported by Henion, who obtained the chemical ionization mass

spectrum of [2H3] dimethyl sulfoxide acquired by direct introduction using CD3-CN-D2O

eluents with a microflow chromatography system (3). Solution and gas-phase H-D

exchange have been used extensively to gain information on the mechanisms of ion

formation as well (53). Chemical derivatization coupled with various ionization

techniques can be useful for highly polar and unstable metabolites or for metabolites

that have unusual structures (27,52).

Mechanistic Toxicology

Successful drug design requires the right combination of multiple drug properties such as

activity, toxicity, and exposure. These properties encompass the “rule of three” for drug

candidates, hence, their suitability for advancement in the drug pipeline. Toxicity issues

are mainly a result of active metabolites that may cause idiosyncratic reactions. In the late

states of drug development or even after a drug is on the market, these toxicity issues can

surface and have a devastating impact on pharmaceutical companies. Examples of drugs

taken off the market because of idiosyncratic reactions include Vioxx for mycocardial

infarction, stroke, and liver damage, and fipexide, a nootropic drug derivative that was

taken off the market for side effects such as fevers and hepatitis (54,55).

While medicinal chemistry and bioanalytical method development have kept pace

with one another, biochemical toxicology has not. There is still much to be learned about
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the biological mechanisms of reactive intermediates. There are indications that some

substructures may be involved in toxicities in humans. These substructures include aryl

acetic and aryl propionic acids, aryl hydroxamic acids, oxime, anilines, anilides,

hydrazines, hydrazides, hydantoins, quinones, quinine methides, nitroaromatics, hetero-

aromatics, halogenated hydrocarbons, some halogenated aromatics, chemical groups that

may be oxidized to acroleins, and medium-chain fatty acids (56). Although it is well

established that some reactive intermediate formation results in toxicity, others formed,

even those similar in structure, do not. Reactive intermediates are unstable, making direct

detection highly improbable without the use of trapping techniques (57 59). Reactive

metabolites can be trapped with nucleophilic scavengers such as glutathione (GSH) or

N-acetyl cysteine. There is increasing appreciation for the role of glutathione S-

transferases in the formation of drug metabolite derived GSH-adducts (60). CNL scans

for glutamic acid (129 Da) is a characteristic decomposition pathway for GSH-adducts

under tandem MS conditions and may also be used for detection of mercapturic acid

derivatives (phase III). Another example is reactive iminium species, which may be

generated through metabolic oxidation of cyclic and acyclic tertiary amines. These

reactive intermediates may be trapped in vitro by the addition of cyanide ions to the

incubation medium, resulting in the formation of stable a-cyanoamines (57). LC-MS/MS

provides high sensitivity and selectivity for the analysis of these conjugates.

RECENT ADVANCES AND FUTURE DIRECTIONS

Samples from incubations conducted using in vitro methodology are thought to be

relatively “clean” when compared with plasma, urine, and other biological samples.

Therefore, it is often common practice to use SIM or shorten the HPLC run time to limit

the method development and optimization. This may be true for the majority of in vitro

analyses; however, there are several documented cases where this approach has not been

adequate. Matrix effect and ion suppression/enhancement should always be investigated

upon development of a novel assay.

The Waters MUX system was discussed previously, and this is one example of

advances in instrumentation that have led to high-throughput analyses. Another advance

introduced by Waters is UPLC-MS/MS, which has several advantages over conventional

LC-MS/MS including increased resolution and sensitivity and decreased analysis time.

UPLC instruments are able to work under pressures up to 14K psi, which allows for small

particle sized columns and low dead volume. In a study by Pedraglio et al., a comparison

between a previously validated LC-MS/MS on a proprietary preclinical antitumor

candidate (NiK-12192) and the new UPLC-MS/MS method was made (61). The

comparison of resolution power was performed on hepatocyte samples using the Acquity

BEH C18 100 mm � 2.5 mm column with a particle size of 1.7 mm (UPLC) and the

Xbridge C18 100 mm � 2.1 mm column with a 3.5-mm particle size (Fig. 2). In general,

HPLC peaks were broader and less resolved than in the UPLC chromatogram, and peaks

in the UPLC chromatogram were seen to coelute in the HPLC system. Overall, the UPLC

system provides increased resolution and faster analysis. The increased chromatographic

resolution will also allow for increased sensitivity and increased accurate mass analysis in

full scan mode. Also, in vitro assays that only use SIM for analysis will have less matrix

interference.

Despite these advances, LC-MS/MS is still not as “high throughput” as other

developed techniques for PK and ADME analysis. A Novartis group has reported high-

throughput screening techniques of 175K sample analyses using MUX-LC-MS/MS, four-way
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parallel staggered gradient liquid chromatography tandem MS, and eight-way staggered

flow injection tandem MS following 384-well plate solid-phase extraction (SPE). These

methods are capable of analyzing a 384-well plate in 37 minutes with typical analysis

time of less than 2 hours. They were able to analyze 175K sample wells in either six

weeks using parallel staggered gradients or four weeks using the four-way MUX on two

LC-MS/MS instruments. The samples were previously analyzed using traditional

methods, which generated relatively few hits (36).

Whalen et al. at Pfizer (62) published in 2006 a “centralized” approach to method

development for drug screening. In this method, they use “Autoscan” and “Automation.”

These are two software products specific to MDS Sciex instruments. Both are able to

quickly determine MRM transitions for hundreds of compounds per day, upward of 2000

compounds/week. This high-throughput ADME (HT-ADME) utilizes a compound

management process that prepares 96- or 384-well plates for specific screening assays

(63). Autoscan determines optimal polarity and collision energy (CE), while Automaton

determines the optimal declustering potential (DP) as well as the CE. The optimized

conditions are then loaded into a central database that can be accessed from all LC-MS/

MS bioanalysis workstations. Specifically, the effects of DP and CE on sensitivity were

investigated. It was found that the optimization of DP improved analyte response by 27%

on average, while 10% of the analytes tested showed more than 50% improvement.

However, it was determined that in most cases, the default setting of 25V for the DP could

be used. Changes in CE greatly affected the sensitivity of the compounds tested, and it

was determined that a minimum of three settings should be tested with 1V, 30V, and 45V

providing adequate coverage for the majority of small-molecule drug discovery analytes.

Figure 2 Reconstructed ion chromatograms obtained from fresh dog hepatocyte incubations

analyzed on different columns. (A) Acquity BEH C18 100 mm � 2.5 mm column with a particle

size of 1.7 mm (ultra performance liquid chromatography). (B) The Xbridge C18 100 mm � 2.1 mm

column with a 3.5 mm particle size (conventional liquid chromatography). Source: From Ref. 61.
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Hybrid instrumentation, such as the QTrap, has also found a place in DMPK studies.

As discussed earlier in the chapter, the main advantages of hybrid instrumentation are a

result of combining the “best of both worlds.” For example, the QTrap combines the

sensitivity of MRM of the TSQ and the full scan of the ion trap. Many types of analyses

can be performed on one instrument. Interestingly, each instrument’s advantages are the

others’ limitations, making this combination particularly advantageous, especially for

trace metabolite analysis. A thorough evaluation of the QTrap for metabolite identifi-

cation was published in 2003 by Hopfgartner, University of Geneva, and Husser and Zell

at Hoffmann-La Roche (64). This paper nicely describes how the QTrap technology fits in

with other mass analyzers used in drug metabolism studies.

One of the earliest reported drug metabolism studies using the QTrap came from

Xia et al. at Merck (65). This study demonstrated the flexibility of the instrument in

qualitatively identifying metabolites from in vitro incubations of gemfibrozil. Phase I

metabolites were identified using full scan in Q3 operated at the LIT as the survey scan

for information-dependent data acquisition (IDA) of product ion spectra and MS3 spectra.

MS2 data was generated by selecting the PI in Q1, affecting fragmentation by collision

induced dissociation (CID), and trapping products in Q3. The trapped products were

scanned out of the Q3 trap to generate the MS2 product ion spectra. MS3 spectra were

obtained by isolating a single fragment from the MS2 experiment in the trap and then

applying auxiliary RF to excite the selected precursor. Collision with background N2 that

leaks into Q3 from the collision cell induces fragmentation, thus yielding the MS3

spectrum. Phase II conjugates and phase I hydroxylations were identified using the CNL

scan mode of the TSQ as the survey scan for the IDA of product ion spectra in the linear

trap. The authors were able to show detection and structural characterization of all the in

vitro metabolites identified by radiochemical detection for 25 mM gemfibrozil incubated

in human liver microsomes with NADPH and UDPGA (65).

Although FT-ICR/MS instrumentation has been commercially available for over

20 years, cost, difficulty of use, and low throughput have prohibited ADME laboratories

from taking advantage of its sensitivity, accuracy, and high mass resolution. Ion cyclotron

resonance (ICR) alone was not compatible with the timescale of chromatographic

separations, nor was the HPLC interface robust user friendly. The hybrid instruments

provide the bridge between the excellent performance of the FTMS and the well-

established and validated features of the TSQ and ion traps, making the LTQ-FT hybrid

compatible with higher HPLC flow rates. However, most of the publications using the

LTQ-FT are still focused on its application to proteomics. Some studies have been

conducted in the area of metabonomics, but it has not been widely used for DMPK studies

despite its excellent resolving power and mass accuracy (31). The LTQ-Orbitrap was also

slow to start in the area of ADME for similar reasons to that of the LTQ-FT. The Orbitrap

advantages include high mass resolution, increased space charge capacity compared with

the FT-ICR, high mass accuracy and dynamic range, and upper mass limit. Again, like the

LTQ-FT, few publications use the Orbitrap for in vitro DMPK studies. Schänzer’s group

at the German Sport University in Cologne have utilized the LTQ-Orbitrap for absolute

determination of sports drug products (66). Another indication is that such powerful yet

costly and low-throughput technology should be reserved for unambiguous identification

of parent drug compounds and metabolites when absolutely necessary.

A new strategy for conducting label-free metabolite data was reported recently

using a hybrid LIT/Orbitrap mass spectrometer (67). Multiple post-acquisition data-

mining techniques were evaluated and applied to the detection and characterization of

in vitro metabolites of indinavir. Extracted-ion chromatography (EIC) coupled with mass

defect filter (MDF) was found to be highly effective in the detection of common
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metabolites with predicted molecular weights. The MDF process, which searched for

metabolites on the basis of the similarity of mass defects of metabolites to those of

indinavir and its core substructures, was able to find uncommon metabolites not detected

by normal EIC processing. As a result, a total of 15 metabolites including 2 new indinavir

metabolites were detected and characterized in a rat liver S9 incubation sample. These

data-mining techniques, which employed distinct metabolite search mechanisms, were

complementary and effective in detecting both common and uncommon metabolites and

should provide a useful approach for future studies of NCEs. This will most likely

increase the use of the powerful LTQ/Orbitrap system for LC-MS studies of drug

metabolism. The recent availability of ion mobility LC-MS systems may also have a

significant impact on the field of ADME research (68).
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INTRODUCTION

Nuclear magnetic resonance (NMR) spectroscopy is employed in the study of drug

metabolism and disposition in a variety of ways. There is of course the traditional use of

the technique for structure determination following the isolation of pure, or relatively

pure, metabolites from biofluids such as plasma, urine, and bile or solid material such as

tissues or excreta. More recently, when hyphenated to liquid chromatography (LC), often

in combination with mass spectrometry (MS), NMR has also been used for the structure

elucidation of metabolites without the need for extensive pre-purification. The technique

has also been used directly for the detection, identification, and quantitative determination

of metabolites in intact biofluids and in excretion balance studies. NMR spectroscopy has

also been extensively used for the determination of the reactivity of unstable metabolites

such as ester glucuronide metabolites.

Here we review recent advances in such applications, thereby providing an

overview of the current practice of NMR spectroscopy in drug metabolism studies.

NMR SPECTROSCOPY OF ISOLATED METABOLITES

“Classical” methods for isolating metabolites from biological fluids/extracts, etc., using,

for example, liquid-liquid or solid phase extraction (LLE, SPE) (1) followed by further

purification by LC if needed, or indeed direct isolation from the sample by “preparative”

chromatography are well established and do not require further description here. The aim

of such isolation procedures is to produce sufficient pure material for conventional NMR

spectroscopy, and using modern NMR spectrometers operating at 600 MHz or above,
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good one dimensional 1H NMR spectra can be obtained on 10 to 50 mg of material in a

reasonable time.

Most drug metabolism studies using NMR spectroscopy have concentrated on 1H

NMR, but in cases where a fluorine atom is present in the metabolite, 19F NMR

spectroscopy can be very useful for detection and quantification (1 3). Other nuclei can

also be studied using NMR spectroscopy in special cases. These include 31P NMR

spectroscopy of phosphorus-containing drugs such as the anticancer drug ifosfamide (4)

series or even 195Pt NMR for cisplatin and analogues (5). Also, if drugs can be enriched in
13C or 15N, then use of these nuclei can aid both detection and identification (1). Most

recent studies have concentrated on spectrometers operating at an observation frequency

of 600 MHz, but nevertheless, a considerable number of studies have been performed

using lower observation frequencies such as 400 or 500 MHz (with a corresponding lower

sensitivity and spectral dispersion). Currently, based on the use of a 600-MHz NMR

spectrometer, good-quality 1-D 1H NMR spectra can be obtained on approximately 10 to

50 mg of material in a few minutes. For even better sensitivity and dispersion, instru-

ments operating at higher observation frequencies are available, including 750, 800, and

900 MHz.

Another means of reducing the amounts of material required for analysis involves

the use of cryogenic NMR probes, whereby the NMR detector coil and preamplifier are

cooled to about 20K to reduce thermal electronic noise. These are commercially available

and provide improvements in spectral signal-to-noise ratios of up to 500%, or a

corresponding time saving of up to 25 times (6,7). This is of special advantage for 2-D

NMR experiments, and such devices also permit the more routine use of natural-

abundance 13C NMR spectroscopy. In addition, a major improvement in the scope of

NMR spectroscopy of small amounts of material has also been made possible by the

commercialization of miniaturized NMR probes. Now it is possible to study substances by

NMR in the low microliter range of sample sizes (8,9).

NMR spectroscopy provides detailed information on molecular structure, both for

pure compounds and in complex mixtures, but can also be used to probe metabolite

molecular dynamics and mobility through the interpretation of NMR spin relaxation times

and by the determination of molecular diffusion coefficients (10).

NMR SPECTROSCOPY OF BIOFLUIDS

Direct NMR Spectroscopy of Biofluids

As indicated above, the use of NMR spectroscopy for structure determination of purified

metabolites is well established. However, the improved sensitivity and dispersion of

modern high-field NMR spectrometers means that it is often possible to obtain a great

deal of information directly from biofluids such as urine and bile. The identification of

metabolites detected in a biofluid NMR spectrum can involve the application of a number

of other NMR techniques including 2-D experiments. Although the 1H NMR spectra of

urine and other biofluids are very complex, many resonances can be assigned directly on

the basis of their chemical shifts, signal multiplicities, by adding authentic material, and

remeasuring the spectrum. Indeed some of the earliest examples of the detection of

xenobiotic metabolites in, for example, urine were performed using 1H NMR spectros-

copy directly on the untreated biofluid (11). Obviously 2-D NMR spectroscopy can also

be useful for spreading the signals out and for working out the connectivities between

signals, thereby enhancing the information content and helping to identify analytes

[and once again such applications were reported for some of the earliest studies on
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biofluids (12)]. These 2-D methods include the 1H-1H J-resolved experiment, which

reduces the contribution of macromolecules and yields information on the multiplicity and

coupling patterns of resonances (13). Other 2-D experiments such as correlation

spectroscopy (COSY) and total correlation spectroscopy (TOCSY) provide 1H-1H spin-spin

coupling connectivities. Use of other nuclei can be important to help assign NMR peaks,

and here inverse-detected heteronuclear correlations, usually 1H-13C, can also be obtained by

use of sequences such as heteronuclear single quantum coherence (HSQC) or heteronuclear

multiple bond correlation (HMBC) (10).

As indicated above, NMR spectroscopy has been widely applied in drug metabolism

studies involving fluorine-containing drugs and xenobiotics, with 19F NMR spectroscopy

of biofluids (e.g., urine) providing a relatively sensitive and highly specific means of

determining the excretion and metabolic profiles of fluorinated compounds and their

metabolites (2,3,14 18). 19F NMR spectroscopy is particularly useful as resonances are

usually well resolved as a result of the large chemical shift range for this nucleus. This

makes 19F NMR spectroscopy exquisitely sensitive to structural change, even many bonds

away from the “reporter” fluorine substituent. However, while perfect for performing

excretion balance and initial profiling studies, 19F NMR spectra provide relatively little

structural information, and metabolite characterization/identification generally requires

additional studies.

A typical recent example from the literature is concerned with the detection and

quantification of metabolites of a substituted aniline (19) where 19F NMR was used to

obtain metabolite profiles as an alternative to conventional [14C]-labeling studies. This

work was performed on samples derived from the earthworm Eisenia veneta following

exposure to the model environmental toxin 2-fluoro-4-iodoaniline as part of a series of

studies looking at the metabolic fate of fluorinated anilines in these worms (20,21). In this

case, metabolism was studied using a range of tools including 19F NMR spectroscopy,

high performance liquid chromatography (HPLC)-MS, and iodine-specific detection via

HPLC-ICPMS (inductively coupled plasma MS). Here 19F NMR spectroscopy was

used to provide quantitative and qualitative metabolite profiles with a total of some 13
19F-containing components detected (including unchanged parent). The presence of the

fluorine substituent on the ring results in the coupling of the fluorine resonance to protons

also present on the ring to give a characteristic multiplet (an apparent triplet due to the

presence of ortho and meta protons). This meant that for the more abundant components,

it was possible to use the fluorine as a “reporter” to show that metabolism had not

occurred on the ring itself and must therefore have taken place on the aniline group.

However, detection of proton-coupled 19F NMR spectra ion this way does result in

reduced sensitivity compared with proton-decoupled 19F-{1H} NMR spectra. For this

reason, quantification was performed on fully proton-decoupled spectra. Typical 19F

NMR and 19F-{1H} NMR spectra from this study from whole-body worm extracts are

shown in Figure 1A, B. LC-MS studies identified an N-glutamyl conjugate as the major

metabolite with an N-glucoside also detected.

Statistical Total Correlation Spectroscopy

In addition to conventional NMR methods for the structure determination of metabolites,

valuable structural data for drug metabolites in biological fluids can also be obtained via

“statistical total correlation spectroscopy” (STOCSY) (22). This technique exploits the

correlations seen between the intensities of spectral features over multiple spectra (e.g.,

obtained from a number of urine spectra from several subjects) so as to obtain a

statistically derived spectrum. Thus, spectral features from the metabolite(s) of interest

The Practice of NMR Spectroscopy in Drug Metabolism Studies 375



will show strong positive intensity correlations that can be used for structure

determination. This technique is of particular value in metabolic profiling as this type

of study typically generates numerous qualitatively similar, but quantitatively different,

spectra for statistical analysis thereby providing the data needed to detect genuine

structural correlations and reduce or eliminate spurious ones. STOCSY also, unlike

conventional 2-D NMR spectroscopy, retains the spectral resolution of the original 1-D

spectra. The conventional 2-D correlation NMR spectroscopic methods, in contrast, have

certain practical limitations preventing the indirect dimension reaching the resolution of a

directly acquired spectrum (important as there is usually significant spectral crowding/

overlap in biofluid spectra). Metabolites are often present at relatively low concentrations

compared with major endogenous metabolites, but STOCSY enables the better sensitivity

of 1-D NMR over multidimensional NMR to be exploited, especially for long-range

couplings. STOCSY, unlike the usual 2-D NMR experiments, which are limited by the

strength of the scalar couplings or internuclear proximity, suffers no such reduction in

sensitivity to these correlations as the distance between the relevant nuclei increases.

We have presented a strategy for directly detecting drugs and their metabolites in

the biofluids of individuals on the basis of statistical correlation matrices calculated for

individual spectral data points using urine samples collected as part of the INTERSALT

and INTERMAP studies, which investigated the role of nutrition in adverse population

blood pressure levels (23). Acetaminophen and ibuprofen were used to exemplify this

method. To illustrate the approach, STOCSY was performed on the subset of samples

from known acetaminophen users. Correlation matrices were calculated for data points

selected to coincide with the peak maxima of acetaminophen-related NMR signals with a

view to establishing correlations between the separate proton environments for each

metabolite and generating molecular structural information. Because the intensities of

different NMR peaks from the same molecule are directly related to the number of

protons contributing to the signal, the relative intensity of signals from the same molecule

Figure 1 The 19F {1H} (A) and 19F NMR (B) spectra obtained from the combined methanolic

extracts of four earthworms (Eisenia veneta) obtained following 72 hour exposure to 2 fluoro

4 iodoaniline impregnated filter papers (5mg/cm2).
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should in theory be highly correlated. Correlations between the selected resonance and all

the other data points of the spectra can be presented using color coding (not shown here)

for ease of visualization. The signal intensity and shape are used to represent the covariance

matrix, which provides a graphical similarity to NMR spectra, thereby facilitating ease of

interpretation by the NMR spectroscopist. The method is illustrated in Figure 2, which

shows which peaks of acetaminophen metabolites show intensity correlations.

Importantly, the STOCSY application does not only provide structural information

pertaining to protons on the same molecule but also connects signals for protons deriving

from closely related molecules. For example, all metabolites derived from the same parent

compound, for example, acetaminophen, acetaminophen glucuronide, acetaminophen

sulfate, and N-acetyl cysteine acetaminophen, show correlations that vary in strength

according to the degree of overlap with other endogenous or exogenous signals. This may

prove a particularly useful feature in cases where the metabolism of a xenobiotic is not

well characterized and may help to differentiate xenobiotic metabolites from drug-

induced changes in endogenous molecules. STOCSY can differentiate between

endogenous and exogenous signals on the basis of the structure of the pharmacological

connections. The negative correlation matrix generated from any drug metabolite

resonance will contain only endogenous responses to the drug. The positive correlation

matrix will indicate either drug-related or endogenous correlations with drug metabolites.

However, one would expect that in most cases the correlations between drug metabolites

would be stronger than correlations observed between drug metabolites and endogenous

Figure 2 (A) statistical total correlation spectroscopy plot derived from the correlation matrix

calculated between the data point at the peak maxima of the N acetyl proton signal of AG resonance

(d 2.17) and all other data points, as indicated by the arrow, showing strong correlation with

resonances at d 3.62, 3.89, 5.1, 7.13, and 7.36. Slightly weaker correlations are seen with A and AS.

(B) Expansion for the aromatic region showing signals for acetaminophen and its related metabolites.

(C) Expansions for the d 2.17 N acetyl resonance of acetaminophen metabolites.
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molecules. In the case of the positive correlation matrix, differentiation can be made on the

basis of molecular structural information, since endogenous molecular structures will be

largely implausible for drug biotransformations. It is also possible to draw inferences

regarding the strength of intermolecular correlations. The correlation between acetami-

nophen and its sulfate conjugate is weaker than the correlation between the acetaminophen

parent and the glucuronide. Factors that may influence drug metabolite ratios include

saturation of metabolic pathways, interaction with other pharmaceuticals, nutritional status,

and the time of administration of the drug in relation to sampling time. For example,

acetaminophen sulfate is known to have a longer half-life than acetaminophen glucuronide,

and the capacity for sulfation is more readily saturated.

A visualization of the connectivities that can be observed using STOCSY compared

with conventional 2-D NMR spectroscopy for acetaminophen metabolites is shown in

Figure 3.

While 1H NMR spectra of biofluids are complex, containing much structural

information, as discussed above, differentiating drug metabolite resonances is often

complicated by the presence of large, overlapping resonances because of the endogenous

Figure 3 Schematic for acetaminophen glucuronide comparing the intramolecular 1H 1H and
1H 13C correlations detected in the TOCSY, HSQC, HMBC, and intra and intermolecular

correlations given by statistical total correlation spectroscopy (STOCSY) analyses. Note that these

are the actual observed, and not the theoretical correlations. Although the NMR parameters were

optimized for this study by adjusting the acquisition/processing parameters, it may be possible to

observe further correlation structures from each of these measurements.
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compounds present in the sample. However, using a modified STOCSY approach with 1H

and X-nucleus (19F) data sets, recorded in parallel and obtained for metabolites of, for

example, the fluorinated antibiotic flucloxacillin (24), heteronuclear NMR spectra have

been directly integrated by correlation analysis for drug metabolite analysis and show the

novel use of statistically based heteronuclear editing of homonuclear correlation spectra

to give a statistical equivalent of the 2-D-edited TOCSY-HSQC (10) experiment. This

approach enables 19F-1H heteronuclear STOCSY to be used to exploit the resolution and

specificity of 19F NMR spectra for generating metabolite profiles and also enables access

to the structurally rich 1H NMR data. In addition, the resulting intermetabolite

correlations can also provide information on the routes of biotransformation. This

approach has advantages over traditional heteronuclear spectroscopy, particularly the

preservation of spectroscopic resolution in 2-D spectra, and the detection of structural

relationships across an effectively unlimited number of chemical bonds between nuclei.

The examination of intermetabolite correlations can also aid in interpreting heteronuclear

spectral correlations. Previous studies on flucloxacillin metabolism in the rat using
19F-{1H} NMR spectroscopy at 9.4 T (400 MHz 1H resonance frequency, 376 MHz
19F resonance frequency) detected 5’-hydroxymethylflucloxacillin and both 5R and 5S

epimers of the b-lactam ring-opened penicilloic acid (25). In the more recent study in

human, at a higher field strength (800 MHz 1H frequency, 753 MHz 19F frequency), these

metabolites were readily observed following an oral administration of a normal

therapeutic dose of 500 mg to five human volunteers. Urine samples were collected

just prior to administration of the dose and then intermittently over a 72-hour period. On

collection, samples were immediately frozen and stored at �408C. Typically, between
four and six urine samples were collected from each volunteer during the course of the

study. In addition, a further unknown metabolite was clearly visible by 19F NMR

spectroscopy (24). But even at this field strength, identifying compound-related signals,

with the exception of the gem-methyl signals, in the corresponding 1H spectra of the urine

samples was not straightforward because of the large number of endogenous

interferences.

However, examination of the correlation coefficient between the intensity of the

parent 19F resonance (I) with the values of each data point in the 1H spectra, all of the

characteristic resonances of flucloxacillin were identifiable (including resonances from

protons up to 13 bonds from the F atom) (See figures in Ref. 24). This is also true for the

major metabolite 5’-hydroxymethylflucloxacillin (III). In contrast, 1H-19F COSY

experiments could only detect the cross peaks between aromatic ring protons, where

there were significant scalar couplings (JHF > 2 Hz). A further characteristic feature of

flucloxacillin metabolites, such as the strongly correlated methyl resonances, was also

highlighted via this STOCSY approach, which produced correlations that were dependent

on the 19F resonance selected to generate the 1-D correlations. In the case of 5S-

flucloxicillin penicilloic acid, (IV) this method highlighted resonances originating from

the parent and other metabolites with those to the gem-methyl resonances specific to the

metabolite amongst the highest correlations (R > 0.9). In contrast, the correlation to the

corresponding peak in the parent compound failed to highlight these resonances, showing

that the underlying correlation structure of metabolite excretion was sufficiently different

for the 1H signals related to 5S-flucloxicillin penicilloic acid to be differentiated.

In addition to the peak-selective 1-D correlation analysis described above, the

integration of both 19F and 1H data sets via statistical correlation is perfectly feasible. The

most direct approach is to calculate the correlation coefficients between individual

spectral points in the 1H data set and those in the 19F data set (22). This 2-D heteronuclear

correlation analysis can be displayed as a conventional 2-D NMR data set with, for
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example, the gem-methyl resonances of flucloxacillin and its metabolite 5’-hydroxyme-

thylflucloxacillin distinguished by the intensity level (degree of correlation) between the

individual 19F and 1H resonances. This is illustrated in Figure 5 (For color representation

See Ref. 24).

Statistical Integration of NMR and MS Data Sets

In an extension to the correlation approach for NMR spectra, a major extension has

allowed the co-interrogation of NMR and MS data sets collected on the same cohort of

samples. This provides a correlation connectivity between NMR peaks and corresponding

MS ions, thus aiding the identification of both endogenous biomarkers of some

perturbation and drug or other xenobiotic metabolites. The approach has been termed

statistical heterospectroscopy (SHY) and applied to the biochemical effects of hydrazine

toxicity in the rat (26). This method is extendable to any series of spectroscopic or indeed

omics data sets recorded in series or in parallel on a group of samples. Also, it is possible

to bridge from parent ion to fragment ion correlations (SHY-NMR-MS-MS) even by

using ordinary LC-MS methods because there is always some fragmentation occurring in

the ion source and this can be statistically recovered. The technique is particularly

sensitive for biomarker mining because if there is one known disease biomarker in a given

data set, then all correlated or anti-correlated biomarkers in the matrix can be detected and

identified. The theory of SHY interactions and data recovery is shown in Figure 6 (below),

Figure 4 19F 1H STOCSY analysis. Partial 19F NMR, 1HNMR, and 19F 1H heteronuclear STOCSY

plots showing correlations between spectra, determined using the correlation between peak intensities

in the two sets of spectra. Correlation cutoff set at r > 0.8. I, flucloxacillin; III, 5’ hydroxymethyl

flucloxacillin. Abbreviation: STOCSY, statistical total correlation spectroscopy.
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and a typical correlation map between MS and NMR data for hippurate is shown in

Figure 6 (lower).

LC-NMR AND RELATED TECHNIQUES

NMR spectroscopic analysis need not require the time-consuming isolation and

purification of metabolites given the efficient methods now available for “hyphenating”

separations such as HPLC online with NMR (27,28). Indeed, even more efficient systems

combining HPLC-NMR and HPLC-MS into a single “hypernated” system have been

described for drug metabolite structure elucidation (29 31).

Obviously, when performing HPLC-NMR, it is necessary to detect signals from low

concentrations of analytes in the presence of large 1H NMR signals from the HPLC

solvents. However, efficient solvent suppression methods are available, and these are

more than capable of dealing with standard reversed-phase (RP) solvent NMR resonances

arising from, for example, methanol/water or acetonitrile/water mixtures (including

solvent gradients). For practical reasons, D2O is generally used instead of H2O for RP-

solvent systems because this renders multiple solvent suppression easier. Indeed the use of

D2O, which is relatively inexpensive, in combination with deuterated organic solvents

such as acetonitrile-d3, is not uncommon in pharmaceutical laboratories given that the

cost of the solvent is negligible compared with the costs of running the instrumentation,

Figure 5 2 D 19F edited 1H 1H statistical total correlation spectroscopy maps. (A) Unnormalized

data; (B) normalized data; (C) normalized data, edited by correlation to the 19F NMR peak of I

(parent, dF 110.36 ppm); (D) normalized data edited by peak IV [(5S) flucloxacillin penicilloic

acid, dF 110.07 ppm].
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while a substantial gain in quality of the results is obtained. The use of elevated

temperatures for LC has also been demonstrated (though not for drug metabolism studies)

including the use of “superheated” D2O, enabling the complete elimination of the organic

modifier as a component of the mobile phase, thereby eliminating the need for dual

solvent suppression (32).

In addition to a singlet methyl resonance in the 1H NMR spectrum, both acetonitrile

and methanol give rise to 13C satellite peaks (caused by the one-bond 1H-13C spin

Figure 6 The concept of statistical heterospectroscopy for NMR and MS correlation analysis

(upper), and a typical NMR/MS correlation data set indicating correlation between the NMR

chemical shifts for hippurate (horizontal axis) and its related MS m/z values (vertical axis) (lower).

Abbreviation: MS, mass spectrometry.
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couplings resulting from the 1.1% of molecules containing the spin-active 13C isotope in

the methyl group). Because these satellite peaks can be larger than the signals for the trace

analytes, they should also be suppressed. This can be accomplished in a variety of ways

including setting a suppression irradiation frequency over the central peak and the two

satellite peaks in a cyclical fashion, or if an inverse geometry probe with a 13C coil is

used, broadband 13C decoupling can be performed to collapse the solvent satellite peaks

under the central peak so that they are eliminated via conventional single frequency

suppression.

Software provided by the NMR instrument manufacturers can be used for automatic

solvent suppression, and this is especially valuable when gradient elution using organic

modifiers such as acetonitrile is used as the NMR chemical shift for the methyl resonance

will change with the solvent composition. In principle, it is possible to effect NMR

detection for any of the magnetically active nuclei, but in practice, 1H and 19F have been

studied most often. An obvious advantage of using 19F NMR spectroscopy for detection

of fluorine-containing molecules is, as in the case of biofluid analysis, the very low

background and high specificity compared with detection by 1H NMR spectroscopy.

The simplest method for LC-NMR is continuous-flow detection for 1H (33,34) or
19F NMR (35) spectroscopic detection of metabolites (though there are also a few

examples of 2H and 31P NMR detection in the drug metabolism field) (4,36). If detailed

studies on metabolites are required, stop-flow HPLC-NMR spectroscopy can be

performed using all of the standard 2-D NMR techniques (e.g., COSY, TOCSY, etc.).

Variations on the stop-flow experiment include the collection of fractions eluting from the

column in capillary loops or on SPE phases (see below), for later off-line NMR study, or

alternatively, the flow can be halted at short intervals as the eluted peak moves through

the NMR flow cell, thereby obtaining spectra from various portions of the peak (useful for

peaks containing several partially resolved components).

As indicated above, in addition to LC-NMR, it is also quite possible to perform the

double hyphenation (or hypernation) of LC-NMR and MS. Generally, in LC-NMR, the

spectrometers have been placed in parallel rather than in series, splitting the flow such

that a minor fraction (approximately 5%) goes to the MS. Depending on the lengths of

tubing used, it can be arranged that analytes are detected by the MS first allowing this to

direct stopped-flow NMR experiments. For HPLC-NMR-MS, the principal MS ionization

method used is electrospray (ESI) in positive- and negative-ion modes. MS can be used to

search for particular diagnostic groups or fragments (e.g., an increase in m/z of 16 for

hydroxylated metabolites or 176 for a glucuronide), and such data can then be used to aid

the interpretation of the NMR spectroscopic data. There are now numerous examples of

the use of LC-NMR-MS in drug metabolism studies [including the use of cryoprobes to

increase sensitivity (45)] as well as a review (37). Selected applications include the human

metabolism of the nonsteroidal inflammatory drug ibuprofen (38) and model compound

metabolism in animals (15,16,39) illustrating the use of the technique.

Metabolite identification by LC-NMR in samples such as urine or bile is obviously

complicated by the large number of endogenous components also present. However, a

variety of strategies for metabolite detection enable the selective and specific detection of

drug-related material. The classic approach is to employ radiolabels (3H or 14C), which

provide a specific tracer for compound-related material. This approach, combined with

both online NMR spectroscopy and MS, is exemplified by a study of the metabolism of

the b-blocker practolol in the rat (40). Thus, on-flow radioactivity detection was used to

monitor the eluent from the LC and quantify the metabolites present, while unequivocal

metabolite identification was provided by online 1H NMR and MS. The specifically

detected [14C]-radiolabeled peaks were subjected to stopped-flow 1H NMR spectroscopy,

The Practice of NMR Spectroscopy in Drug Metabolism Studies 383



which was able to provide good-quality spectra for practolol, its ring-hydroxylated

metabolite, and the corresponding glucuronide of this hydroxylated metabolite. These

structures were confirmed by the complementary mass spectral data acquired at the same

time. Concomitantly, the metabolic fate of practolol’s N-acetyl group was also

investigated via stable isotope labeling of the acetyl with [13C]. This gave a diagnostic

spin-spin coupling between the 13C and the 1H on the acetyl methyl as well as an increase

of 1 mass unit in the mass spectra. This study demonstrated (by both NMR and MS) that a

significant portion of the [13C]-labeled acetyl was subject to a “futile” deacetylation-

reacetylation cycle. Thus, this normally unobserved “silent” metabolism was found to

have occurred to the extent of 7% to 10% of the total, including for the apparently

“unchanged” parent compound. Indeed, the use of this type of stable isotope labeling is

particularly useful for teasing out this type of metabolic information and has been used in

several NMR-, LC-NMR-, and LC-NMR-MS-based studies of futile deacetylation for

analytes such as acetaminophen and phenacetin in the rat (41,42) and human (43,44).

Obviously, isotopic labeling is not always an option, especially in the early stages of

drug discovery, but other options for metabolite detection exist for LC-NMR-MS. At their

simplest, these include screening for UV absorbing, or novelMS, peaks in the chromatogram

that are not present in the pre-dose samples, and performing spectroscopy on them when the

separation is transferred to the LC-NMR system. If LC-MS is used for the screening process,

the presence of chlorine or bromine in the parent molecule can greatly aid this search.

Alternatively, 19F NMR spectroscopy can be used directly to monitor the LC eluent if one or

more fluorine atoms are present in the drug. An illustrative example of the use of both

approaches is the study of the metabolic fate of 2-bromo-4-trifluoromethyl-aniline in the rat

(dosed at 50 mg/kg) (39) where both 19F NMR and negative-ion ESI MS (for the bromine

isotope pattern) were used to detect metabolites in the eluent. This showed that the major

metabolite was 2-amino-3-bromo-5-trifluoromethylphenylsulfate (23%). In addition, 2-

bromo-4-trifluoromethylphenyl-hydroxylamine-N-glucuronide and 2-amino-3-bromo-

5-trifluoromethylphenyl-glucuronide were detected as minor metabolites (7% and 1.4%

of the dose, respectively) together with numerous trace metabolites, detectable only by MS

because of their low concentrations. Detection of low-abundance metabolites in LC eluents

has been improved by the application of cryoprobes, as demonstrated by their use for

acetaminophen metabolites present in urine (45) and detected on flow at 0.4 mL/min. In

this study, 100-mL aliquots of human urine, obtained for the period zero to four hours post

oral administration of 500 mg of the drug, were injected on to a conventional HPLC column

(4.6 by 50 mm) and the metabolites eluted with a RP gradient of D2O and acetonitrile-d3
over a run time of 15 minutes. NMR and MS spectra for the unchanged parent, glucuronide,

and sulfate were obtained together with previously unreported methoxy- and 3-methoxy-

glucuronides (as well as an unidentified acetaminophen metabolite).

Another technical development for structure elucidation that combines LC and

NMR involves trapping and concentrating peaks eluting from the column using online

SPE (46). Isolated components are then eluted directly into the NMR flow probe, which

can be done using a deuterated solvent, with the benefit that the composition of the

solvent system with respect to, for example, mobile-phase additives used to optimize the

separation is no longer an issue. Also, there is no longer any requirement to employ

deuterated solvents for the chromatographic separation.

The SPE step can also be used to combine several runs to increase the amount of

low-abundance metabolites for subsequent NMR spectroscopy. An example of the use of

LC-SPE-NMR-MS approach is the determination of the metabolic fate of phenacetin in

human (44). For this phenacetin study, a major focus was the determination of the degree

of “futile deacetylation” undergone during metabolism of the drug (of interest because of
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the analgesic nephropathy associated with phenacetin usage and the possible involvement

of the potent nephrotoxin 4-aminophenol). Following a 150-mg oral dose of stable

isotope labeled drug (phenacetin-C2H3),
1H NMR spectroscopy directly on urine revealed

the presence of acetaminophen metabolites (the glucuronide, sulfate, and N-acetyl-L-

cysteinyl conjugates) with clear evidence from the presence of N-acetyl resonances for

futile deacetylation (approximately 20%). However, partial overlap of the acetyl signals

precluded an assessment of futile deacetylation for the N-acetyl-L-cysteinyl conjugate.

LC-MS-SPE-NMR analysis of a urine extract from this study, with metabolites detected

by MS and collected on the in-line SPE cartridges, was then performed (44). Metabolites

of interest were eluted from the SPE phase using deuteromethanol directly into the flow

probe of a 600-MHz NMR spectrometer. The futile deacetylation of the SPE-purified

metabolites was found to be between 25% and 37% (by MS), depending on the structure,

which is much higher than that observed when acetaminophen is administered to human.

One point to note that came out of this study was partial chromatographic resolution of the

deuterated and non-deuterated metabolites, which, because of the mass-directed SPE

collection, resulted in the selective enrichment of the former. The consequence of this was

that the amount of futile acetylation was underestimated by NMR spectroscopy compared

with MS.

An approach to enhancing information recovery from cryogenic probe “on-flow”

LC-NMR spectroscopic analyses of complex biological mixtures has been demonstrated

using a variation on the STOCSY method (47). Cryoflow probe technology enables

sensitive and efficient NMR detection of metabolites on flow, and the rapid spectral

scanning allows multiple spectra to be collected over chromatographic peaks containing

several species with similar, but nonidentical, retention times. This enables 1H NMR

signal connectivities between close-eluting metabolites to be identified, resulting in a

“virtual” chromatographic resolution enhancement visualized directly in the NMR

spectral projection. This method has been demonstrated for structure assignment of drug

and endogenous metabolites in urine from HPLC of rat urine samples. An example is

shown in Figure 7 for phenylglucuronide.

NMR AND LC-NMR SPECTROSCOPY APPLIED TO DRUG
METABOLITE REACTIVITY

Reactive metabolites represent an ever-present concern for research programs seeking to

discover and develop new drugs and NMR spectroscopy has contributions to make in

determining the degree chemical reactivity of such species as part of the of risk

assessment process (see chapter by Kumar and Baillie in this book). An example of this

derives from the fact that many carboxylic acid containing drugs are metabolized to b-1-
O-acyl glucuronides to a greater or lesser extent. It has long been appreciated that these

ester glucuronides are both subject to base catalyzed hydrolysis, acyl migration and

covalent adduct formation to proteins, with obvious potential for toxicological

consequences, and the field has recently been reviewed (48). While hydrolysis is

relatively easy to determine analytically, using, for example, HPLC-MS, acyl migration

reactions result in a number of positional isomers (to the 2-, 3-, and 4-hydroxyl groups of

the glucuronic acid moiety) with, in addition, production of the corresponding a- and b-
anomers. An example of this type of application, to kinetic studies on the intramolecular

acyl migration of the b-1-O-acyl glucuronides of ketoprofen (and metabolites) and

tolmetin isolated from urine, is provided by a recent study (49). An example of the type of
1H NMR spectra generated in this investigation is given in Figure 8. Another, more
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recent, example of the use of the 1H NMR spectroscopy based methodology on both the

synthetic and urine-isolated ester glucuronides of ibuprofen and its metabolites illustrates

the value of the approach (50). The results of these studies confirmed the different rates of

acyl migration for R- and S-ibuprofen glucuronide (ca. 1.8 and 3.7 hours, respectively)

but also revealed that the side chain oxidized ibuprofen metabolites (hydoxy- and

carboxy-ibuprofen glucuronides) had surprising long transacylation half-lives (approxi-

mately 5 and 4.8 hours, respectively) compared with the glucuronides of the parent

compound, given that the carboxyl and hydroxyl groups are far from the reactive carbonyl

carbon in chemical bond terms and so do not exert a large electronic effect.

As well as the methods described above a variation the statistical spectroscopic

method STOCSY has been applied to the recovery of structural information on unstable

intermediates formed in reaction mixtures (51). This was exemplified with respect to

the internal acyl migration reactions of the 1-b-O-acyl glucuronides. Multiple sequential

Figure 7 600 MHz 1 D 1H NMR spectrum from an on flow chromatogram of rat urine,

corresponding to a retention time of 54 minutes, showing the driver resonance marked with an arrow

(A). (B) A 1 D STOCSY pseudo spectrum based on correlation to the driver chemical shift d 7.13;
the highlighted metabolite is phenylglucuronide, and resonances are indicate in (B) and resonances

showing strong correlations to the driver peak are those with the assigned chemical shifts (d).
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800 MHz cryoprobe 1H NMR spectra [1-D and 2-D J-resolved (JRES)] were collected on

a solution of a synthetic model drug glucuronide, 1-b-O-acyl (S)-a-methyl phenylacetyl

glucuronide (MPG) over 18 hours to monitor the reaction which leads to the formation of

the eight positional isomers and hydrolysis products. As the reaction proceeds and new

isomers form, the NMR signal intensities vary accordingly allowing the application of a

novel kinetic variant on statistical total correlation spectroscopy (K-STOCSY). This

method can be used to recover the connectivities between proton signals on the same

reacting molecule on the basis of their intensity covariance through standard 1-D NMR

spectra and the skyline projected singlets of the 1H-1H JRES NMR spectra through time,

that is, the K-JRES-STOCSY experimental variant, which increases the effective spectral

dispersion. This method is ideally suited for the analysis of heavily overlapped

spin systems. High statistical correlations were observed between mutarotated a- and

b-anomers of individual positional isomers, as well as directly acyl migrated products and

anticorrelation observed between signals from compounds that were being depleted as

Figure 8 Degradation of (S) ketoprofen b 1 O acyl glucuronide and the appearance of positional

isomers at pH 7.4 and 378C as a function of time shown, as followed by 1H NMR spectroscopy. The

following example serves to show the NMR peak nomenclature: a2 H1 is the glucuronide H1 proton
of the a form of the 2 O acyl isomer.
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others increased. This statistical kinetic approach enabled the recovery of structural

connectivity information on all isomers allowing unequivocal resonance assignment, and

this approach to spectroscopic information recovery has wider potential uses in the study

of reactions that occur on the second-to-minute timescale in conditions where multiple

sequential NMR spectra can be collected. JRES-STOCSY is also of potential use as a

method for recovering spectroscopic information in highly overlapped NMR signals and

spin systems in other types of complex mixture analysis.

As well as direct determination of these compounds in, for example, urine and the

determination of their transacylation rates in aqueous solution or biological fluids LC-NMR

has also been extensively used. For example, in the case of fluorobenzoic acid glucuronides,

an HPLC-NMR method was used to separate 1-, 2-, 3-, and 4-positional isomers, and their

a- and b-anomers, for 2-, 3-, and 4-fluorobenzoic acids together with the aglycones formed

via hydrolysis on equilibrium mixtures of transacylated glucuronides, using continuous-

flow LC (52). Each isomer was resolved chromatographically and identified via its

NMR spectrum. Work of this type on a range of compounds showed that elution order

of transacylated glucuronides was b-4-O-acyl-, a-4-O-acyl-, a-3-O-acyl-, b-3-O-acyl-,
b-2-O-acyl-, and a-2-O-acyl- irrespective of the nature of the carboxylic acid containing

moiety. Further applications of this approach to the study of kinetics of the acyl migration

reaction for 2-, 3-, and 4-fluoro-, and 2- and 3-trifluoromethylbenzoyl-D-glucopyranuronic

acids have been performed (53,54) using both continuous-flow HPLC-NMR and stopped-

flow methods. For detailed studies the separated isomers were held in the flow probe

and sequential 1H NMR spectra collected, thus allowing the direct observation of

the appearance of the glucuronide positional isomers as, for example, the b-4-O-acyl-
glucuronides rearranged to the 3- and 2-positional isomers.

In this way, the acyl migration of the glucuronides of the model drug 6,11 dihydro-

11-oxo-dibenz(b,e)oxepin-2-acetic acid (55), a novel retinoid known as CD271 (56), the

glucuronides of enantiomeric 2-phenyl propionic acids (57), and S-naproxen glucuronide

(58) has also been studied. Interestingly, work with HPLC-NMR demonstrated the

presence of the a-1-O-acyl isomer of naproxen, formed via the back reaction from the a-
2-O-acyl isomer, a reaction that had previously been thought unlikely (59).

Another example of the use of LC-NMR for the study of metabolite reactivity is

provided by studies on the reactive intermediate of acetaminophen metabolism NAPQI.

This metabolite can react with glutathione at the 2, 3, or ipso carbons. This reaction has

been studied by mixing N-acetyl-p-benzo-quinone imine (NAPQI) and glutathione

together with the product mixture then separated using directly coupled HPLC-NMR. In

this work, all three isomers were detected with the ipso derivative being most abundant

and the 2’-isomer, the least. The decomposition of the ipso-NAPQI-glutathione adduct to

the other isomers over a period of an hour was then successfully studied in the flow probe

of the NMR spectrometer (60).

CONCLUSIONS

NMR spectroscopy will continue to be a key part of any strategy for metabolite identification

as, notwithstanding the great strides made in the application of LC-MS-based techniques for

metabolite characterization, it is still the case that unambiguous identification of metabolites

often requires NMR spectroscopy. The ability to use 19F NMR spectroscopy to perform

excretion balance and metabolite profiling studies without the need for radiolabels provides

an interesting opportunity to obtain high-quality metabolic data either early in drug

development or, alternatively, in patient populations where radiolabeled studies might not be
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possible. Similarly, the use of statistical approaches in metabolite detection and structure

determination such as STOCSY offers interesting possibilities for performing studies in

human without the need for radiolabels. This may prove to be important given the need to

determine the metabolic fate of candidate drugs with respect to the new guidance on safety

testing of metabolites (see Chapter 22 in this book).
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INTRODUCTION

It has become widely accepted that in vitro metabolism studies can play a useful role

during the nonclinical testing of novel chemical entities (NCEs) (1 7). Therefore, most

researchers have turned to various sources of human tissue and drug-metabolizing

enzymes (DMEs). Because the liver has long been considered the major site of

metabolism, typical in vitro studies have involved suspensions of primary hepatocytes,

precision-cut liver slices, and various hepatic subcellular fractions (e.g., 9000 g

supernatant fraction, microsomes, and cytosol) (5,7). With the realization that the gut

can also play a role in first pass metabolism, increasing numbers of investigators have

expanded their in vitro studies beyond the liver (8). For a given NCE, therefore, a

substantial amount of in vitro data can be obtained relatively quickly prior to entry into

late-stage nonclinical development or phase I clinical trials. This is important because

such data allow one to anticipate drug interactions, inter-subject variability, polymorphic

metabolism, pharmacologically active metabolites, human-specific metabolites, and

metabolites that might exhibit off-target effects (1,5,9,10).

Most of the DME systems in various human tissues, such as cytochromes P450

(CYP; EC 1.14.14.1), UDP-glucuronosyltransferases (UGT; EC 2.4.17), N-acetyltransfer-

ases (NAT; EC 2.3.1.5), sulfotransferases (SULTs; EC 2.8.2), and NADPH-dependent

flavin-containing monooxygenases (FMO; EC 1.14.13.8), are rather complex and comprise

at least two different enzymes or “isoforms.” In fact, many are representative of

superfamilies, families, or subfamilies of genes (11 15). Members of each DME system, or

“enzyme pool,” can often interact differentially with any number of drugs or xenobiotics.

Moreover, the expression of these proteins in different tissues is under the control of

genetic factors and can vary with age, gender, disease, and medications. At the same time,

there is a growing acceptance that individual enzyme systems (e.g., CYPs and UGTs) can
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interact with each other, and that one has to regard phase I (oxidative) and phase II

(conjugation reactions) biotransformations coordinately with influx (phase zero) and efflux

(phase III) transporter processes (16 18). Because of this interplay, investigators have

sought to simplify in vitro metabolism models by opting to heterologously express

individual human DMEs in cell types with low (background) levels of target enzyme and

transporter activity (Fig. 1). The different cell types include, and are not limited to, yeast

(e.g., Saccharomyces cerevisiae), bacteria (e.g., Escherichia coli), Chinese hamster (COS,

CHO, V79), B-lymphoblast (AHH-1 TK+/�), human hepatoma (HepG2), and insect (e.g.,

Spodoptera frugiperda, Sf9 or Sf21; and Trichoplusia ni).

Researchers can now perform in vitro metabolism studies with commercially

available preparations of heterologously expressed human DMEs such as CYP (various),

cytochrome b5, CYP reductase, FMO (e.g., forms 1, 3, and 5), NAT (forms 1 and 2),

epoxide hydrolase, aldehyde oxidase (AO), monoamine oxidase (forms A and B), UGTs

(various), SULTs (e.g., SULT1A1, SULT1A3, SULT1B1, SULT1E1, and SULT2A1),

and glutathione S-transferases (various). Commercial sources include BD Gentest Corp.

(Woburn, Massachusetts, U.S.), Invitrogen Corp. (Carlsbad, California, U.S.), Xenotech

Plc (Lenexa, Kansas, U.S.), Cypex Ltd. (Dundee, Scotland, U.K.), Oxford Biomedical

Research Inc. (Metamora, Michigan, U.S.), Abcam Plc (Cambridge, England, U.K.),

Abnova Corp. (Taipei, Taiwan), and Sigma-Aldrich Corp. (St Louis, Missouri, U.S.).

When necessary (e.g., CYP), it is possible to co-express partner proteins (e.g., CYP

reductase and cytochrome b5) to ensure catalytic activity and circumvent the need for

enzyme reconstitution.

Figure 1 Summary of various models that enable in vitro metabolism studies.
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Cells expressing the human DME of choice can be used intact (as suspensions or

plated on a substratum) or processed to generate enzyme-enriched membrane and cytosol

fractions. Cells containing an individual recombinant (heterologously expressed) DME

can also serve as a starting point for purifications, which yield electrophoretically

homogenous enzyme using greatly simplified strategies (vs. native human tissue) (19,20).

Once available, the purified protein can be used to prepare antibodies, or crystals for

X-ray crystallography, and employed as a standard in quantitative and semiquantitative

immunoassays (21 26). It may also be necessary to conduct reconstitution experiments

when evaluating lipid-protein or protein-protein interactions. Availability of purified

proteins enables such studies, because one can measure reaction rates at different molar

ratios of constituent proteins, cofactors, lipids, and substrate. The following describes

some of the current and potential applications of heterologously expressed or purified

DMEs. Whenever possible, the discussion will not be limited to the human CYPs and will

include examples of other DME systems (e.g., UGT, FMO, and SULT). In addition, both

literature compounds and NCEs are discussed as much as possible.

An “Integrated Approach” to Studying In Vitro Drug Metabolism

Although heterologously expressed DMEs are useful, it is important that they should be

used within the framework of an integrated approach. This is particularly true when

attempting in vitro “reaction phenotyping” (enzyme mapping) and metabolic profiling on

the run up to a regulatory submission (Fig. 2). Integration of the in vitro data set is

important and enables improved in vitro-in vivo correlations and consolidation of

nonclinical and clinical data sets (27,28).

Typically, integration involves the use of cDNA-expressed enzymes in conjunction

with suspensions of primary human hepatocytes, precision-cut human liver tissue slices,

and subcellular fractions like human liver microsomes (HLMs) (Fig. 1). Such an

integrated approach allows one to exploit the strengths of each model system (5). It is

imperative that an overall metabolic profile is initially obtained with intact cell models,

especially when information concerning the metabolism of the drug in vivo is not

available. In turn, the data that are obtained with either cDNA-expressed DMEs or

subcellular fractions can be viewed in perspective. For instance, clozapine is metabolized

in vitro by cDNA-expressed CYP2D6 (29), whereas in vivo there is no evidence that the

enzyme plays a major role in the metabolism of the drug (30). Similarly, oxidation of (S)-

nicotine to cotinine (via a D10(50)iminium ion) is mediated by multiple cDNA-expressed

CYP proteins (e.g., CYP2A6, CYP2D6, CYP2B6, and CYP2C9), although CYP2A6 is

major in HLM (31 34). Likewise, most inhibitors of cyclooxygenase are metabolized by

recombinant CYP2C9, and one might expect altered pharmacokinetics in subjects

carrying variant alleles (e.g., CYP2C9*3). However, CYP2C9-dependent metabolism has

to be viewed in light of all clearance pathways involving metabolism (e.g., direct

glucuronidation, chiral inversion, CYP3A, CYP2C8, CYP1A, and FMO-catalyzed

oxidation) and elimination of parent via renal and biliary routes (35).

It is advisable, therefore, to make full use of all in vitro models and not rely solely

on cDNA-expressed and purified enzymes. Intact cell models, such as precision-cut liver

slices, permit “coupled” (phases I and II) metabolism of drugs, in additon to minimizing

the problems of excessive tissue disruption (5,7,8). Furthermore, one is able to study the

effect of enzyme-inducing agents on the metabolism of a given NCE. Purified DMEs,

either from native human tissue or heterologous expression systems, offer different

advantages. First, one can study a given biotransformation event in the absence of

competing reactions. This is especially important when trying to differentiate between
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CYP- and FMO-catalyzed S- and N-oxidations (36,37) or attempting to study oxidation of

drugs in the absence of microsomal and cytosolic N-oxide, sulfoxide, or epoxide

reductases (38 41). Conjugation reactions can also be studied unambiguously in the

absence of sulfatases, hydrolases, and glucuronidases. Second, cDNA-expressed enzymes

can be stored frozen and are a convenient source of human DMEs. Third, with the use of

purified enzymes, concerns about the possible effects of proteolytic enzymes can be

minimized. This is important to bear in mind when preparing subcellular fractions from

native tissue. Most importantly, for enzyme systems such as FMOs, UGTs, and SULTs,

recombinant proteins are the only tool available for reaction phenotyping studies. Unlike

the human CYPs, selective inhibitors (chemical or antibodies) are not readily available,

and reaction phenotyping approaches have yet to be standardized (28).

In the simplest case, a given drug or NCE is metabolized via one pathway involving

a single DME. However, many metabolic profiles are complex and are generated by more

than one DME in different organelles and tissues. For such drugs, it is essential to

evaluate in vitro metabolism data carefully and view it holistically.

Case Study: Metabolism of 17a-Ethinylestradiol Involving CYP, SULT, and UGT

17a-Ethinylestradiol (EE) is a key active ingredient used in a variety of oral contraceptive

(OC) formulations and its absorption, distrubution, metabolism, and excretion (ADME)

Figure 2 Schematic showing one possible cytochrome P450 (CYP) reaction phenotyping

strategy. Abbreviations: CYP, cytochrome P450; HLMs, human liver microsomes; [S], substrate

concentration; Km, Michaelis constant; Vmax, maximal rate of reaction; fm,CYP, fraction of total CYP

dependent metabolism catalyzed by individual CYP form; CLint,l, total intrinsic clearance in liver;

RAF, relative activity factor; NCE, new chemical entity; [I], inhibitor concentration; Ki, inhibition

constant. Source: Adapted from Ref. 28.
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profile in human subjects has been documented (42). EE is complex because its

metabolism is extensive and involves CYPs, UGTs, and SULTs in both liver and intestine

(Fig. 3). SULT-dependent (first pass) metabolism in the gut has received particular

attention, because it is regarded as a major determinant of oral bioavailability (42).

Therefore, one could not hope to evaluate the in vitro metabolic profile and reaction

phenotype of EE without taking into account all three enzyme systems, their tissue

expression, subcellular localization, and the low (clinically relevant) concentrations of EE

(<10 nM) (43 47).

Fortunately, it is possible to evaluate EE metabolism in vitro using a number of

model systems such as primary human hepatocytes, suitably fortified subcellular fractions

(gut and liver), even whole tissue (e.g., intestine segments or slices), as well as

recombinant DMEs (Fig. 3). Availability of such models is important because one is able

to evaluate an NCE as an inhibitor of EE metabolism, and assess which one of the enzyme

systems (UGT, SULT, and CYP) acts as the locus of a potential drug interaction prior to

clinical trials (42). Clinical drug interaction studies with EE are commonplace and the

majority of marketed drugs have labels (package inserts) that describe the results of such

studies. From a marketing standpoint, it is advantageous to avoid having to restrict

women of child-bearing potential that are taking OCs (42). If high-quality in vitro data are

available early, one can anticipate an interaction with EE and prioritize the appropriate

clinical drug interaction study. Because first pass sulfation is important, screening for

inhibition of SULTs may be warranted in some cases.

Figure 3 Study of 17a ethinylestradiol (EE) metabolism in vitro using different models. The

extent to which the pathway in question is detected is indicated for each model system.

Abbreviations: SULT, sulfotransferase; UGT, UDP glucuronosyltransferase; CYP, cytochrome

P450.
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Case Study: Metabolism of ABT-418 Involving AO, CYP, and FMO

A bio-isostere of (S)-nicotine, ABT-418 is a potent and selective neuronal nicotinic

acetylcholine receptor ligand that has been in development for the treatment of attentional

deficit disorder and Alzheimer’s disease (48,49). In the course of preclinical studies, it

was decided to study the metabolism of the drug in multiple species. Overall, the

metabolism of ABT-418 was similar to that of nicotine, because the compound underwent

CYP- and AO-dependent C-oxidation to the lactam and FMO-dependent N0-oxidation
(Fig. 4). Owing to concerns about the stability of AO in both dog and human 9000 g

supernatant fraction, initial studies were performed with precision-cut liver slices (48,49).

The results showed that the rat, dog, and chimpanzee were efficient at catalyzing both

C-oxidation and N0-oxidation of ABT-418 (Fig. 4). The formation of the two metabolites

was confirmed in vivo, for both were detected in rat (N0-oxide Cmax, 435 ng/mL; lactam

Cmax, 131 ng/mL) and dog (N0-oxide Cmax, 11.7 mg/mL; lactam Cmax, 5.3 mg/mL) plasma.

In contrast, only relatively low levels (�5.8% of total metabolism) of N0-oxide were

detected in human liver slices after 24 hours of incubation.

Although it appeared that C-oxidation predominated in human liver slice incubates

(Fig. 4), and because the product(s) of N0-oxidation might themselves be reduced back to

parent drug in the presence of cytosolic or microsomal reductase(s) (48,49), it was

important to show unambiguously that human liver microsomal FMO was able to catalyze

the N0-oxidation of ABT-418. Toward this end, the drug was incubated with native HLM

and E. coli-expressed FMO3 (48); FMO3 is considered to be the major FMO enzyme in

native HLMs (14,36,48). The data indicated that ABT-418 was a substrate for human

FMO3, present in native liver microsomes and in E. coli cell lysate (Fig. 4). Moreover, the

rate of N0-oxidation was relatively low when compared with other sources of FMO. No

reduction of ABT-418 N0-oxides (cis or trans) was detected in the presence of E. coli-

expressed FMO3 (48). Therefore, it was concluded that N0-oxidation of ABT-418 did

occur in humans, but that this was a relatively minor pathway, and that C-oxidation to

Figure 4 Metabolism of ABT 418 in vitro (48,49). Abbreviation: FMO, flavin containing

monooxygenase.
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lactam would be the major pathway. This observation was confirmed in subsequent

clinical trials, because no N0-oxides were detected in either the plasma or urine of subjects

receiving ABT-418, and the lactam was the major metabolite.

Case Study: Metabolism of Muraglitazar Involving CYP and UGT

Muraglitazar (Pargluva1), a dual a/g-peroxisome proliferator-activated receptor activator,

has been in development for the treatment of diabetes, and its ADME profile is known

(50 52). Following oral administration of radiolabel, urinary excretion of radioactivity

was low (<5% of the dose) in human subjects, and the majority of the dose was recovered

in bile as a glucuronide of muraglitazar and oxidative metabolites (Fig. 5). The parent

compound was a minor component in bile, suggesting extensive metabolism. In the

presence of NADPH-fortified HLM, [14C]muraglitazar formed multiple metabolites (e.g.,

hydroxylation and O-demethylation). After incubation with suspensions of human

primary hepatocytes, both oxidative metabolites and direct glucuronide conjugate were

identified as major metabolites. On the basis of the overall data package, therefore,

muraglitazar was cleared metabolically via oxidative and conjugative pathways.

Additional studies were then conducted with commercially available recombinant

human CYPs and UGTs in order to investigate the enzymes involved in metabolism (50

52). Upon initial screening with cDNA-expressed enzymes, multiple human CYPs

(CYP2C8, CYP2C9, CYP2C19, CYP2D6, and CYP3A4) and UGTs (UGT1A1, UGT1A3,

and UGT1A9) were found to metabolize muraglitazar. Furthermore, more than one

enzyme was shown to catalyze the formation of several of the individual metabolites.

Further studies with selective chemical inhibitors and HLM showed a complicated pattern

of inhibition, although the profile was anticipated on the basis of the turnover observed

with different recombinant CYPs. Since muraglitazar was oxidized by multiple CYP

enzymes, the disappearance of the parent compound was monitored to evaluate the effect

of inhibitors on the overall metabolism at a clinically relevant concentration of

muraglitazar (2.5 mM). The results showed that both chemical inhibitors and immuno-

inhibitory antibodies of CYP2C8, CYP2C9, CYP2D6, and CYP3A4 decreased the

metabolism of muraglitazar in HLM.

Figure 5 Biotransformation scheme for muraglitazar. Abbreviations: UGT, UDP glucuronosyl

transferase; CYP, cytochrome P450.
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The intrinsic clearance value of each individual CYP, defined as the ratio of

Vmax/Km (Vmax, maximal rate of reaction; Km, Michaelis constant or concentration of

substrate at half of Vmax), was then used to estimate its contribution to the overall

oxidative metabolism of muraglitazar and the formation of the oxidative metabolites. On

the basis of the calculated intrinsic clearance and relative contribution values, CYP2C19

is predicted to be the major enzyme responsible for the 17-hydroxylation of muraglitazar

(M11), and thus contributes to 36% of muraglitazar total oxidative metabolism. CYP2C8

was predicted to be the major enzyme responsible for O-demethylation of muraglitazar

(12% of total oxidative metabolism; M15). CYP3A4 was predicted to be the major

enzyme responsible for 9-hydroxylation of muraglitazar (M14) and to contribute up to

36% of total oxidative metabolism. CYP2C8, CYP2C9, CYP2C19, and CYP3A4 were

involved in 12-hydroxylation of muraglitazar (M10). Although the predicted contribution

of each CYP enzyme to the overall clearance of muraglitazar, based on the scaling of

intrinsic clearance, did not fully match the prediction from inhibition studies measuring

the disappearance of the parent compound in HLM, the combined results contributed to a

better understanding of the clearance mechanisms of muraglitazar (50 52).

Glucuronidation of [14C]muraglitazar was catalyzed by cDNA-expressed UGT1A1,

UGT1A3, and UGT1A9, but not by UGT1A6, UGT1A8, UGT1A10, UGT2B4, UGT2B7,

and UGT2B15. The enzyme kinetic parameters describing muraglitazar glucuronidation

were determined with cDNA-expressed enzymes, and the apparent Km values were

similar among UGT1A1, UGT1A3, UGT1A9, and HLM (*3.0 mM). UGT1A1 probably

did not contribute to the clearance of muraglitazar, because the rates of muraglitazar

glucuronidation were not well correlated with the rates of bilirubin, EE, and estradiol

glucuronidation in HLM. Overall, muraglitazar was metabolized by a number of DMEs

and no one single enzyme was dominant. Such a profile was considered ideal because it

diminished the likelihood of drug-drug interactions and intersubject variability related to

polymorphic DMEs.

Case Study: Metabolism of Dasatinib Involving CYP and FMO

Dasatinib (SPRYCEL1), a potent inhibitor of the BCR-ABL (B-lymphocyte transcriptional

regulator-Abelson murine leukemia) and Src family kinases, is currently marketed for the

treatment of chronic myeloid leukemia (CML) and Philadelphia chromosome-positive

acute lymphoblastic leukemia (Ph+ALL) that is resistant to imatinib (Gleevec1) treatment.

Human ADME studies showed that the primary oxidative metabolites of dasatinib in

humans resulted from N-dealkylation (M4), N-oxidation (M5), carboxylic acid formation

(M6), aryl (M20), and benzylic (M24) hydroxylations (53 55). These various oxidative

pathways represented approximately 81% of total dasatinib clearance (Fig. 6).

Reaction phenotyping of dasatinib was carried out with cDNA-expressed enzymes,

followed by HLM with selective antibodies and chemical inhibitors (53 55). Upon initial

screening with cDNA-expressed enzymes, multiple CYPs (CYP1A1, CYP1B1, CYP1A2,

and CYP3A4/3A5) and FMO3 were found to be involved in the oxidation of dasatinib.

CYP1A1, CYP1B1, and CYP3A4 were shown to catalyze the N-dealkylation, whereas

CYP3A4 and CYP3A5 were the major enzymes catalyzing dasatinib aryl and benzylic

hydroxylation. CYP1A1 and CYP1B1 are mainly expressed in the extrahepatic tissues

with low levels detected in HLM (53 55). Therefore, these CYP enzymes were not

expected to play a significant role in the hepatic clearance of dasatinib in humans. In the

presence of cDNA-expressed CYP3A4, dasatinib N-dealkylation conformed to single-Km

Michaelis-Menten kinetics (Km * 90 mM). This Km was similar to that obtained with

HLM. For both recombinant CYP3A4 and HLM, the estimated Km values describing the
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formation of the two major hydroxy metabolites were low (1.1 5.6 and 4.8 8.3 mM). The

Vmax/Km ratios (recombinant CYP3A4) for the N-dealkylation, aryl hydroxylation, and

benzylic hydroxylation reactions were 0.17, 1.98, and 0.17 mL/min/pmol, respectively,

suggesting that the aryl hydroxylation in human liver was major. To complete the reaction

phenotype, the activity of each recombinant CYP was normalized to its specific content in

HLM (27,28). The results indicated that CYP3A4 was the major enzyme responsible for

dasatinib N-dealkylation and hydroxylation. In agreement, troleandomycin (selective

mechanism-based inhibitor of CYP3A enzymes) and CYP3A4 immuno-inhibitory

antibodies inhibited both N-dealkylation and hydroxylation in HLM (53 55). Overall,

the data supported the conclusion that the N-dealkylation and hydroxylation of dasatinib

was catalyzed by CYP3A4. But what about the N-oxidation of dasatinib?

Dasatinib N-oxidation was evaluated after incubation with HLM and cDNA-

expressed enzymes. Results generated from the incubations with expressed enzymes

indicated that FMO3 was the most catalytically efficient enzyme, although CYP1A2,

CYP1B1, CYP2C9, and CYP3A4 were also capable of catalyzing this reaction. Heat

treatment of HLM (458C for 5 min) significantly decreased the N-oxidation activity

and was used as evidence to support the involvement of FMO. As expected,

1-aminobenzotriazole (broad spectrum CYP inhibitor) elicited a minimal effect on

N-oxidation in HLM. The result was consistent with reports that FMO3 is major in HLM

(Table 1). The relatively low rates of N-oxidation in the presence of cDNA-expressed

CYPs, and the inhibition data, all provided confirmatory evidence that FMO3 played a

major role in the N-oxidation reaction.

Once all of the in vitro and ADME data were integrated, it was estimated that a

potent CYP3A4 inhibitor like ketoconazole would increase (~4-fold) the dasatinib area

under the plasma concentration versus time curve (AUC) (53 55). Such a result was

confirmed following a clinical drug interaction study with ketoconazole (4.5-fold increase

in AUC). The significant fraction metabolized via CYP3A4 would also predict a

Figure 6 Biotransformation scheme for dasatinib. Abbreviations: FMO, flavin containing

monooxygenase; CYP, cytochrome P450.
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substantial effect of enzyme inducers on dasatinib pharmacokinetics. Indeed, a decrease

in dasatinib exposure (80% to 90%) was observed in subjects receiving rifampicin. In

summary, incubation with human liver fractions generated all of the important metabolic

clearance pathways of dasatinib. The studies with cDNA-expressed enzymes, CYP

inhibitors (chemical and antibody), and kinetic analysis showed that dasatinib was mainly

metabolized by CYP3A4.

PERSPECTIVE

Abundance of Enzymes in Native Tissue

Irrespective of the recombinant or purified DME being used in a study, it is imperative to

have some idea of the expression level of each protein in native tissue. Such information

allows one to “scale” turnover data and obtain estimates of reaction rate in different

Table 1 Quantitation of Various Drug Metabolizing Enzymes in Human Liver and Intestine

Enzyme

Specific content range (pmol/mg protein)

Liver Intestine

Microsomes

CYP reductase 47 103 Not available

Cytochrome b5 157 569 Not available

CYP3A4 37 108 8.8 150

CYP3A5 1.0 117 4.9 25

CYP2D6 5.0 11 <0.2 3.1

CYP2A6 14 68 <1.0

CYP2E1 22 52 <1.0

CYP2C9 50 96 2.9 27

CYP2C8 12 64 Not detected

CYP2C19 8.0 20 <0.6 3.9

CYP1A2 19 67 Not detected

CYP1A1 Not detected 3.6 7.7

CYP2J2 Not detected <0.2 3.1

FMO1 <1.0 1.1 6.4

FMO3 12.5 117 Not available

FMO5 3.5 34 Not available

Cytosol

SULT1A1 (ST1A3) 25 120 23 38

SULT1A3 (ST1A5) 2.6 6.4 44

SULT1E1 (ST1E4) 3.0 8.3 1.5 6.3

SULT2A1 (ST2A3) 29 190 4.4 28

Specific content for each protein has been reported in the literature (22,23,27,28,references therein, 56 62,76). If

available, specific contents are from a range of different organ donors (see sect. “Abundance of Enzymes in

Native Tissue”). Unless otherwise indicated, specific content was based on immunoassay employing

recombinant (or purified) enzyme as standard. Specific content of cytochrome b5 was determined spectrally.

For the SULTs, expression levels are reported as mg/mg cytosol protein and have been converted to pmol/mg

(monomeric molecular weight available in the references cited). CYP, cytochrome P450; SULT,

sulfotransferase; FMO, NADPH flavin containing monooxygenase. All specific contents are reported as

picomole of enzyme per milligram of total protein (microsomes or cytosol). For the sake of scaling and

comparison across DME systems in the liver, one can assume that there are approximately 45 mg microsomal

protein per gram of liver tissue and approximately 22 mg cytosol protein per gram of liver tissue.
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tissues (see sect. “Bridging the Gap Between Recombinant and Purified Enzymes and

Native Tissue”). Toward this end, the availability of recombinant and purified proteins

has enabled the preparation of highly specific monoclonal and polyclonal antibodies. In

turn, such reagents have allowed researchers to develop immunoassays that compliment

other methodologies (e.g., reverse transcriptase-polymerase chain reaction for the

quantitation of mRNA). For example, CYP, FMO, and SULT forms in different gene

families and subfamilies have been immuno-quantitated (e.g., Western immunoblotting)

in human liver and gut tissue (22,23,27,28,56 63). In most cases, recombinant and

purified DMEs have been employed as standards (Table 1). Going forward, it is possible

that novel approaches (e.g., matrix-assisted laser desorption/ionization-time of flight mass

spectrometry) may enable more systematic quantitation of individual phases I and II

DMEs in different tissues without the need for antibodies (64).

Specific Content of Heterologously Expressed or Purified Enzyme

It is highly likely that when experiments are performed with purified enzyme, the specific

content of that enzyme will be known, because most investigators use this as one of the

criteria for purification (19,20). However, when using whole cells, cell lysate, or

subcellular fractions containing heterologously expressed DMEs, this is often not the

case, and many investigators have had to express initial rates of reaction on a “per

milligram (total) protein” basis. Fortunately, with the advent of high-level heterologous

expression systems, it is now possible to express CYP (holoenzyme) at levels that can be

detected spectroscopically as a ferrous-carbon monooxide complex (19,20,27). This

means that one can determine the specific content of a recombinant human CYP, in

membrane fractions of Sf9 and T. ni cells, and thus express the data on a “per nanomol

CYP” basis (i.e., “turnover”). Similarly, it may be prudent to determine the specific

content of an individual FMO (nanomol flavin adenine dinucleotide, FAD, per milligram

of protein) and express catalytic activity on a per nanomol FAD basis.

Phase II enzymes are problematic because one has to conduct Western

immunoblotting, or enzyme-linked immunosorbent assays, to ensure that all the

recombinant isoforms are more or less expressed at equivalent levels of apoprotein. It

follows that metabolism rates are normalized with respect to the levels of expressed

apoprotein. In some instances, it may not be possible to determine Vmax and the isoforms

are differentiated in terms of Km only (47).

Bridging the Gap Between Recombinant and Purified Enzymes
and Native Tissue

As stated previouosly, one of the attractive features of heterologously expressed (or

purified) DMEs is that one can greatly simplify drug metabolism studies and

unambiguously assign the results to a particular enzyme. This is very important when

attempting to study a particular biotransformation in the absence of competing enzymes

and reactions. Although useful, it has to be acknowledged that systems containing

recombinant (or purified) DMEs are artificial, because the enzyme is not present in its

native environment and is often overexpressed (27). For the recombinant CYPs, in

particular, this may be an important consideration. Membrane fractions containing

recombinant CYPs can differ considerably from native HLM, and one has to consider

differences in the lipid-to-protein ratio, nonspecific binding, and the ratio of CYP-to-CYP

reductase (and cytochrome b5) (27,56). Moreover, many CYPs (e.g., CYP2D6) are often

heterologously expressed at levels that far exceed those present in native liver microsomes
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(Table 1). Consequently, one has to use well-characterized recombinant CYPs (e.g.,

evaluate the level of expression and the CYP-to-CYP reductase ratio) and, as much as

possible, relate the data to the levels of protein and activity in native tissue as part of an

integrated reaction phenotyping strategy (27,28). The same can also be said for other DMEs

like the FMOs, SULTs, and UGTs, although approaches (e.g., relative activity factor, RAF)

for integrated reaction phenotyping of these enzymes are not well developed (28).

Human CYPs as an Example

Reaction-phenotyping studies employing recombinant CYPs are regularly conducted by

monitoring either substrate depletion or metabolite formation (28). Reactions catalyzed by

individual recombinant CYPs can be optimized and definitive kinetic parameters such as

Km, Vmax, and kcat (first-order rate constant that relates Vmax to total enzyme concentration,

Eo) can be determined. The choice of substrate concentration range is an important

consideration, because one has to ensure that the experimental conditions enable the

characterization of both low Km (e.g., �5 mM) and high Km CYPs, especially if the kinetic

profile conforms to a two-Km model in HLM (Fig. 2). When multiple CYP enzymes are

involved, the relative contribution of each CYP can be estimated using a CYP abundance

normalized approach (27,28), RAF (56), or intersystem extrapolation factors (65).

Irrespective of the approach used, the reaction-phenotype based on the recombinant CYP

profile should correspond as much as possible to that based on HLM data (27,28).

A number of examples are presented in Table 2, which describes HLM (correlation

coefficient and inhibition) and abundance-normalized recombinant CYP data. In this

instance, rates of metabolism for each recombinant CYP form were determined (pmol/

min/pmol CYP) (27,28, references therein). For each recombinant CYP form, the

normalized rate (NR, pmol/min per mg) was calculated by multiplying the turnover

(pmol/min per pmol CYP) and the reported specific content of each CYP form in HLM

(pmol/mg) (Table 1). The total normalized rate (TNR) was calculated as the sum of the

NR values for each CYP. Finally, for each CYP form, the NR was expressed as a percent

of the TNR. Using this approach it is possible to differentiate the role of different CYP

forms (single reaction) or a single CYP (multiple reactions). In Table 2, the normalized

recombinant data have been used to estimate the contribution of each CYP form in HLM

only. Because the expression levels of each CYP in the gut are now known (Table 1), it is

also possible to apply the approach to reaction phenotyping of human intestinal

microsomes (HIM). Ultimately, the goal is to determine the contribution of each CYP

(fraction of total intrinsic clearance, fm,CYPn), and assess the likelihood of drug

interactions or polymorphisms (27,28,35,66). Reaction phenotyping of HLM and HIM

may be necessary for those NCEs that exhibit high intrinsic clearance and are predicted to

undergo moderate to high extraction in both organs. Because of the high levels of

CYP3A4 in the gut, as a percent of the total CYP pool, one cannot assume that the CYP

reaction-phenotype obtained with HLM and HIM will be the same.

APPLICATIONS

Enzyme- and Isoform-Selective Biotransformations

The oxidative metabolism of a single drug can be catalyzed by multiple DME systems,

such as cytosolic AO, microsomal CYP, and FMO. Although it is possible to differentially

inhibit these various DMEs with selective agents, such as clotrimazole and

1-aminobenzotriazole (CYP selective), thiourea (FMO selective), and menadione (AO
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selective in cytosol), the involvement of each enzyme can be unambiguously determined

with the appropriate preparation of heterologously expressed or purified protein

(48,49,67). As exemplified by the human CYPs, UGTs, and SULTs, the availability of

recombinant DMEs becomes even more critical when one has to differentiate members of

the same gene family and subfamily.

Table 2 Examples of an Integrated In Vitro CYP Reaction Phenotype

Human liver

microsomes

Compound Reaction(s)

CYP

form(s)

Correlation

coefficient

(r)a % Inhibitionb

% Total normalized

rate (recombinant

CYPs)c

Etoricoxib Hydroxylation 3A4 0.64 65 58

1A2 <0.40 5.0 2.0

2C9 <0.40 10 6.0

2D6 <0.40 10 26

“Compound A”

(endothelin

receptor

antagonist)

Hydroxylation 2C8 0.91 >95 100

ABT 761 Hydroxylation 3A4 0.67 55 66

2C9 0.40 20 19

Zileuton Sulfoxidation 3A4 0.67 60 95

Hydroxylation 1A2 0.58 45 57

Naproxen O demethylation 2C9 0.67 50 56

1A2 0.46 55 33

Clarithromycin N demethylation 3A4 0.81 >95 100

Hydroxylation 3A4 0.85 >95 100

Celecoxib Hydroxylation 2C9 0.92 80 86

3A4 0.55 20 6.0

L 771688 Multiple 3A4 0.98 95 100

(R) ( ) ibuprofen

(500 mM)

2 Hydroxylation 2C9 50 32

2C8 25 11

3A4 32 42

3 Hydroxylation 2C9 85 89

(R) ( ) ibuprofen

(1 mM)

2 Hydroxylation 2C9 95 100

Dextromethorphan O demethylation 2D6 0.93 90 82

Phenacetin O deethylation 1A2 0.91 95 100

TPA 023 N deethylation 3A4 >90 100

Hydroxylation 3A4 >90 100

The data have been reported in various references (27,28, references therein), except for ibuprofen, L 771688,

and TPA023 (unpublished).
aReaction rates were measured in a panel of human liver microsomes from at least 10 different organ donors.

Rates were correlated with various CYP form selective activities.
bReaction rates were measured in the presence of human liver microsomes co incubated with solvent or a CYP

form selective inhibitor. Inhibition is expressed as percent loss of activity (solvent alone as reference).
cReaction rate was determined after incubation with a panel of individual expressed recombinant CYP proteins.

The rate for each CYP form was then normalized as described in Ref. 27 (see sect. “Bridging the Gap Between

Recombinant and Purified Enzymes and Native Tissue”).
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Biotransformations Involving Enzymes Belonging to Different

Gene Families and Subfamilies

Differentiating CYP1, CYP2, and CYP3 Family Members and CYP2A, CYP2B,
CYP2C, CYP2D, and CYP2E Subfamily Members. Customarily, the CYP forms

involved in the metabolism of a given drug are determined using a combination of HLM

(CYP-selective chemical inhibitors, inhibitory antibodies, correlation analyses) and

heterologously expressed proteins (Fig. 2). The results in Table 2 show that it is possible

to differentiate CYP1, CYP2, and CYP3 member forms using recombinant data (see sect.

“Bridging the Gap Between Recombinant and Purified Enzymes and Native Tissue”). For

example, naproxen O-demethylation is catalyzed by CYP1A2 and CYP2C9, etoricoxib

hydroxylation is catalyzed by four CYPs (CYP3A4 > CYP2C9, CYP1A2, and CYP2D6),

and celecoxib hydroxylation is catalyzed by CYP2C9 (major) and CYP3A4. Likewise,

clarithromycin N-demethylation, L-771688 oxidation, TPA023 oxidation, and zileuton

sulfoxidation are dominated by CYP3A4. In contrast, dextromethorphan O-demethyla-

tion, phenacetin O-deethylation, “compound A” hydroxylation, and (R)-(�)-ibuprofen

(1 mM) 2-hydroxylation are dominated by CYP2D6, CYP1A2, CYP2C8, and CYP2C9,

respectively. At least for the twelve compounds described in Table 2, other CYPs

(e.g., CYP2E1, CYP2B6, and CYP2A6) play a very minor role.

Differentiating UGT1 and UGT2. In recent years, there has been an explosion in our

knowledge of the human UGT family of enzymes (11,68 70). For example, at least 16

UGT isoforms have been identified in humans and, based on the sequence homology, they

have been divided into two gene families (UGT1 and UGT2). The various forms of UGTs

are now known to be expressed in numerous tissues, regulated transcriptionally, expressed

polymorphically, and have been shown to exhibit some degree of selectivity toward

different substrates. Toward this end, the availability of recombinant human UGTs has

been very important. Such reagents have allowed different investigators to attempt

reaction-phenotyping studies and classify different compounds as UGT1- or UGT2-

selective substrates (68 70, references therein). Compounds such as bilirubin, estradiol,

buprenorphine, trifluoperazine, serotonin, and propofol are glucuronidated by UGT1

forms, where agents such as morphine, (S)-oxazapam, and zidovudine are more UGT2

selective. Unfortunately, the majority of the reaction phenotype studies reported in the

literature have relied heavily on recombinant UGTs, because of the lack of reagents

selective enough to differentiate different UGTs in HLM preparations. With additional

progress, it is very likely that new reagents (probe substrates and inhibitors) will enable

the reaction phenotyping of different UGTs in HLMs (71,72).

Differentiating SULT1 and SULT2. The human cytosolic SULT superfamily

comprises at least three gene families (SULT1, SULT2, and SULT4). Like the UGTs,

members of these families are expressed in different tissues, are inducible, and often

catalyze N- and O-sulfation in a substrate-dependent manner (15,22,73). Here also the

availability of recombinant SULTs has enabled reaction-phenotyping studies, because

selective inhibitors and immuno-inhibitory antibodies are not readily available. Despite

the limitations, it has been possible to show that 4-nitrophenol, 2-aminophenol, dopamine,

and estradiol are SULT1 selective, whereas steroids such as dehydroepiandrosterone and

allopregnanolone are metabolized mainly by SULT2 forms (22,74). For the sake of

illustration, EE sulfation is discussed.

As described previously, EE undergoes first pass 3-O-sulfation in the gut (major)

and liver (42 47). Despite the importance of sulfation, however, it is only recently that the

SULT forms involved have been characterized (47). In this instance, Schrag et al. were
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able to assess the kinetics of 3-O-sulfation in vitro over a wide concentration of tritiated EE

(1.0 2000 nM). The concentration range encompassed the known circulating EE

concentrations (�10 nM) following OC dosing. In the presence of human liver and

jejunum cytosol, the kinetic profile of EE 3-O-sulfation was biphasic and characterized by

low and high Km component (Fig. 7). With the availability of recombinant human SULTs,

it was possible to show that two members of the SULT1 family (SULT1A3 and SULT1E1)

served as low Km enzymes, whereas a SULT2 form (SULT2A1) was a relatively high Km

enzyme. Further studies with chemical inhibitors such as quercetin (SULT1A1 and

SULT1E1 inhibitor), estrone (SULT1A3 and SULT1E1 inhibitor), and 2,6-dichloro-4-

nitrophenol (SULT1A1-selective inhibitor) showed that the low Km component (*3 nM)

in liver and gut cytosol was dominated by SULT1E1. Therefore, potent inhibitors of

SULT1E1 could greatly impact the first pass 3-O-sulfation of EE (47). Although

SULT1A1 and SULT2A1 were identified as high Km EE SULTs, it is also possible that

inducers of these enzymes can bring about reductions in circulating levels of EE and cause

contraceptive failure (42,44). For example, rifampicin has been shown to increase the rates

of EE sulfation in cultures of human primary hepatocytes, and so it cannot be assumed that

induction involves CYP3A4 only (44). Interestingly, immuno-inhibition of EE 3-O-

sulfation in human liver cytosol by anti-SULT1A antibodies has been reported, suggesting

that inducible SULT1A1 contributes to approximately 40% of activity at a high

concentration of EE (1000 nM) (Cypex Corp. website at www.cypex.co.uk).

Beyond EE, additional SULT substrates have been reaction phenotyped with

recombinant proteins. For example, sulfation of troglitazone is dominated by SULT1A1,

resveratrol is sulfated by SULT1A1 and SULT1E1, raloxifene by SULT2A1 and

4-hydroxytamoxifen by SULT1E1 (75,76). In most cases, investigators have evaluated

Figure 7 Sulfation of 17a ethinylestradiol (EE) in vitro by recombinant human sulfotransferases

(SULTs) and human cytosol (liver and jejunum) (47).
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kinetics and focused on low Km SULTs as much as possible. One laboratory has

concluded that the sulfation of apomorphine is dominated by SULT1A1 in human cytosol,

on the basis of correlation analysis and the use of inhibitory antibodies (78).

Differentiating Enzymes Within the Same Gene Subfamily

In many instances, a drug will be metabolized by multiple members of a single gene

subfamily. This is apparent for CYP and UGTs, for which it may be difficult to

differentiate between the various CYP2C, CYP3A, CYP1A, UGT1A, and UGT2B

subfamily members using conventional correlation analyses and chemical inhibitors in

HLM. Such differentiation is important, because metabolism by specific subfamily

members often correlates with different clinical outcomes. For example, a drug cleared

via CYP2C9, CYP2C8, or CYP2C19 will be prone to a different set of drug interactions

and polymorphisms (35,66,79). This is also true for other gene subfamilies like CYP3A

(3A4 and 3A5), CYP1A (CYP1A1 and CYP1A2), and UGT1A (UGT1A1, UGT1A4,

UGT1A9, UGT1A10, etc.) (68 70,80,81).

Commercially available recombinant CYP and UGT preparations have enabled

relatively easy assessment and differentiation of subfamily members. At the same time,

the increased access to selective immuno-inhibitory CYP antibodies and chemical

inhibitors has also allowed some labs to assess the role of different subfamily members in

HLM (21,28,67,82,83). For example, the involvement of CYP2C8, CYP2C9, and

CYP2C19 in HLM can now be determined with inhibitors like montelukast,

sulfaphenazole, and (+)-N-3-benzyl-nirvanol, respectively (28, references therein).

Likewise one can attempt to differentiate CYP3A4 from CYP3A5 by using HLM from

genotyped subjects (e.g., individuals that are homozygous for the CYP3A5*3 allele are

“low CYP3A5 expressors”) and chemical inhibitors like mifepristone, which appear to

show selectivity toward CYP3A4 (vs. CYP3A5) (84,85).

CYP2C Subfamily as First Example. Availability of recombinant human CYP

proteins has greatly increased our knowledge of the CYP2C subfamily. It is now known

that there are three important members (CYP2C8, CYP2C9, and CYP2C19), each with a

distinct profile in terms of polymorphic expression (e.g., allele frequency in different

races), tissue expression, substrate, and inhibitor selectivity (21,60,66,79). Reaction

phenotyping of CYP2C substrates has been facilitated, and the metabolism of drugs such

as paclitaxel, (S)-(+)-mephenytoin, omeprazole, and (S)-warfarin has been assigned

unambiguously to an individual subfamily member (66,79,82,86 88).

Paclitaxel 6a-hydroxylase and (S)-(+)-mephenytoin 4-hydroxylase, for example, are

reactions known to be selective for CYP2C8 and CYP2C19, respectively. Likewise, (S)-

warfarin 7-hydroxylase and tolbutamide hydroxylase are CYP2C9 selective in vitro. In all

cases, the in vitro data have more or less correlated with clinical data (66,79). Some

CYP2C substrates like ibuprofen have exhibited more complex profiles (89). Ibuprofen is

dosed as a racemic mixture and each enantiomer is metabolized (hydroxylated) at two

positions. As illustrated in Figure 8 (unpublished data), with recombinant CYP2Cs one is

able to evaluate clearly the regio-selective hydroxylation of each enantiomer. Data for the

(R)-(�)-enantiomer are presented and it is apparent that CYP2C8 favors the

2-hydroxylation reaction, whereas CYP2C9 exhibits a more balanced profile (ratio of

3-hydroxylation/2-hydroxylation *1.0). Although CYP2C9 plays a major role in HLM, it

is possible to discern the preference of CYP2C8 for 2-hydroxylation in the same

preparations; montelukast (CYP2C8 selective) and anti-CYP2C8 inhibitory antibodies

inhibit the 2-hydroxylation (11% to 24% inhibition) more so than 3-hydroxylation (�8%

inhibition) reaction (unpublished data not shown).
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UGT1A Subfamily as Second Example. Members of the human UGT1A subfamily

are numerous and are encoded by a complex gene locus, which is located on chromosome

2 (2q.37). The large UGT1A gene locus contains an array (exon 1) that is spliced onto

four common exons (designated UGT1 exons 2 5) (68 70,90,91). Therefore, multiple

UGT1A forms are constructed by linking different substrate binding sites (encoded by

exon 1) to a constant portion of the enzyme (encoded by exons 2 5).

The various UGT1A subfamily members metabolize a diverse array of endogenous

compounds, drugs, and other xenobiotics and more often than not exhibit overlapping

substrate selectivity (68 70). This has made it difficult to develop selective UGT1A form

probes (e.g., substrates and inhibitors) that afford reaction phenotyping of UGT1A1,

UGT1A3, UGT1A4, UGT1A6, UGT1A7, UGT1A8, UGT1A9, and UGT1A10 in

microsomes of different tissues. Typically, the substrate in question is incubated with a

panel of different recombinant UGT1A forms, and the rates of metabolite formation are

compared. If one or two UGT1A forms dominate, an attempt is made to correlate the

metabolite formation with putative UGT1A form activities in a panel of HLM from

different organ donors. Finally, chemical inhibitors are used when a particular UGT1A

form appears to dominate in tissue microsomes (71,72).

In Figure 9, for example, tritiated EE (2 nM) has been incubated with a panel of

UGTs and the rates of 3-O- and 17-O-glucuronide (EE 3-O-G and EE 17-O-G) formation

determined. Activity is highest in the presence of UGT1A1, which favors the formation of

EE 3-O-G. In agreement, EE 3-O-G formation correlates well with UGT1A1 protein levels

(r ¼ 0.82; p < 0.05), UGT1A1-selective estradiol 3-O-glucuronidation (r ¼ 0.87; p < 0.05)

Figure 8 Hydroxylation (2 and 3 positions) of (R) ( ) ibuprofen in the presence of various

recombinant human cytochrome P450 (CYP) proteins.
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and bilirubin glucuronidation (r ¼ 0.95; p < 0.05) in a bank of HLM (42). In contrast,

correlations with UGT1A4 (trifluoperazine glucuronidation), UGT1A9 (propofol glucur-

onidation) and UGT2B7 (morphine glucuronidation) are weak (r � 0.29). In addition,

EE 3-O-G formation is inhibited (*70%) by bilirubin. Obviously, the conclusion that EE

3-O-G formation is largely catalyzed by UGT1A1 in HLM is predicated on the utility of

estradiol, trifluoperazine, and propofol as UGT1A1-, UGT1A4-, and UGT1A9-selective

probes (92,93). This also extends to other substrates such as serotonin (UGT1A6 probe),

30-azidothymidine (UGT2B7 probe), and (S)-oxazepam (UGT2B15 probe) (93,94).

Allelic Variant Forms

Our understanding of the molecular genetics of human DMEs has greatly increased in

recent years (66,79, references therein, 95,96). For certain DMEs, the technology has

reached a stage where it is now possible to prospectively determine the phenotypic or

genotypic status of individuals involved in clinical trials. This is impressive, when one

considers that changes in phenotype are more often than not the result of a single

nucleotide polymorphism (SNP). The availability of heterologously expressed wild-type

and variant forms of these different DMEs, in addition to the increased availability of

tissue from genotyped subjects, has added an extra dimension to preclinical NCE-

screening procedures (66).

For the sake of illustration, intrinsic clearance can be defined as the ratio of Vmax/Km

(defined earlier, see sect. An “Integrated Approach” to Studying In Vitro Drug Metabolism)

under first order conditions (where substrate concentration is well below the Michaelis

constant, Km). In turn, Vmax is a composite term with enzyme concentration (Eo) being a

variable, such that Vmax ¼ kcat Eo (28). Therefore, an SNP can alter the Vmax/Km ratio by

affecting Km (e.g., increase) and kcat (e.g., decrease). Changes in kcat/Km ratio can be

determined with recombinant DMEs, especially if the protein in question is electrophoreti-

cally homogeneous, or if one is able to get a specific measure of substrate turnover. It is

worth pointing out that some allelic variant forms are unstable, and it is not possible to

accurately assess changes in the kcat/Km ratio. Moreover, some SNPs give rise to changes

Figure 9 Glucuronidation of tritiated 17a ethinylestradiol (EE, 2 nM) in the presence of HLMs

and various recombinant human UDP glucuronosyltransferases (42). Abbreviations: HLMs, human

liver microsomes; UGT, UDP glucuronosyltransferase; EE 3 O G, EE 3 O glucuronide; EE 17 O

G, EE 17 O glucuronide.
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in Eo. For example, SNPs in the promoter region can bring about an increase, or

decrease, in enzyme expression (Eo) with minimal impact on the kcat/Km ratio. In the

most extreme cases, “null alleles” bring about a complete absence of protein, and it is

not possible to obtain estimates of kcat/Km ratio. Overall, the impact of SNPs is

reflected phenotypically as a change in the Vmax/Km ratio [(kcat Eo)/Km], leading to

alterations in intrinsic clearance, organ clearance, and total clearance. Although

CYP2C9 is discussed in detail, for brevity, the reader is advised to consult the

literature for other examples (66,79,95 99).

CYP2C9. There are at least two clinically relevant allelic variant forms of CYP2C9

(35,66,79, references therein). The first (CYP2C9*2) results when an arginine at position

144 (Arg144) is replaced by cysteine (Cys144), whereas the second variant (CYP2C9*3)

represents leucine (Leu359) in place of an isoleucine (Ile359) residue at position 359.

Because these proteins have been heterologously expressed, it has been possible to

directly investigate the effects of these point mutations on monooxygenase activity. For

example, tolbutamide hydroxylase, phenytoin p-hydroxylase, and (S)-warfarin 7-

hydroxylase Vmax/Km or kcat/Km are significantly reduced (>70%) in the presence of

recombinant CYP2C9*3 (vs. wild-type CYP2C9*1), and in most cases, this has been

associated with altered pharmacokinetics (trait measures and phenotype) in subjects

genotyped CYP2C9*1/*3 or CYP2C9*3/*3 (35,66,79 references therein). In some

instances, the impact of CYP2C9 genotype is significant enough to warrant dose

adjustment (79).

CYP2C9-catalyzed methyl hydroxylation of celecoxib, a cyclooxygenase-2 inhib-

itor, also illustrates the utility of recombinant CYP2C proteins (Fig. 10). The drug is

known to be metabolized extensively, and in vitro reaction phenotype data support a

major role for CYP2C9 in HLM, although CYP3A4 can play a role in some livers

Figure 10 Hydroxylation of celecoxib by HLMs and recombinant CYP2C9 variant forms

(100,101). Abbreviations: HLMs, human liver microsomes; Mab, monoclonal antibodies.
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(35,66,100,101). Upon incubation with recombinant CYP2C9*3, the kcat/Km ratio is

reduced approximately 90% (vs. CYP2C9*1). Co-incubation of equimolar amounts of

recombinant CYP2C9*1 and CYP2C9*3, to mimic the heterozygous genotype

(CYP2C9*1/*3), results in an approximately 50% decrease in the kcat/Km ratio (100). In

agreement, the Vmax/Km is decreased approximately 50% in HLM from a liver genotyped

CYP2C9*1/*3. However, the impact of CYP2C9 genotype may be offset in livers where

the ratio of CYP3A4 to CYP2C9 is relatively high (>1.0) (Fig. 10). To date, clinical data

confirm the association between celecoxib pharmacokinetics and CYP2C9 genotype,

although the impact of CYP3A4 on this association requires further study (35,66,100,102,

references therein).

Structure-Function and Structure-Activity Studies

Nowhere has the impact of recombinant approaches been more evident than in the case of

DME structure-function and structure-activity studies (103). In recent years, the ability to

heterologously express, and purify, DMEs has enabled preparation of crystals for X-ray

crystallography and structure elucidation. Therefore, high-resolution crystal structures for

some ligand-bound SULTs, UGTs, and CYPs have been solved; the “ligand” in question

is cofactor, inhibitor, or substrate (24 26,103). At the same time, it has been possible to

conduct site-directed mutagenesis (SDM) employing bacteria (e.g., E. coli) that express

the desired human DME. In this instance, the mutated DME is compared to wild-type

form and, if needed, purified and also subjected to X-ray analysis. In toto, SDM of DMEs

has provided useful information and enabled assessment of which amino acid residues are

required for catalysis (e.g., binding of cofactor and substrate), protein folding, interaction

with auxiliary proteins (e.g., CYP reductase and cytochrome b5), and binding to inhibitor.

For example, the amino acid residues of CYP2C9 and CYP2A6 that govern substrate

binding have been determined (104 106). Likewise, the residues involved in the

interaction of CYPs (e.g., 3A4 and 2E1) with CYP reductase and cytochrome b5 have

been investigated (107 109). Going beyond the human CYPs, other human DMEs such as

SULT1A3 (110), UGT2B4 and UGT2B7 (111), and FMO3 (112) have also been

subjected to SDM.

Integration of structural information garnered from crystal structures and SDM

studies is very important because it allows one to build electron density maps, and atomic

models, and enables computer-based ligand docking (103). For a given series of molecules,

therefore, the structural features that govern binding at the active site (binding pocket) can

be determined and structure-activity relationships (SARs) established. Such protein-based

approaches can compliment more empirical physicochemico property (descriptor)-based

and pharmacophore-based SAR approaches (113 115). As time has passed, the acceptance

of such methods has increased as industrial scientists have turned to “in silico”

methodologies that compliment existing assay based high-throughput screens (116,117).

The ultimate goal is to screen out chemotypes that behave as potent inhibitors of CYP,

while preserving potency and selectivity at the desired pharmacological target.

Alternatively, one can dial in potency by optimizing the ligand-protein interaction.

Enzyme Kinetics

CYPs

It is now accepted widely that human CYPs do not always conform to classical single-Km

(hyperbolic) Michaelis-Menten kinetics. With the advent of improved software, it has

been possible to fit experimental data (e.g., initial rate vs. substrate concentration) to
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various kinetic models without the need for linear plots (118 120). As a result, CYP

substrates have been shown to exhibit a number of profiles consistent with two-Km

(biphasic or nonasymptotic) kinetics, autoactivation (sigmoid) kinetics, heterotropic

cooperativity (activation) kinetics, and substrate inhibition. Biphasic kinetics may result

from two populations of CYPs (low Km and high Km) or biphasic binding of substrate to a

single CYP. In addition, autoactivation and substrate inhibition can be reflective of

multiple substrate molecules binding at the same site. Given the complex mixture of

CYPs in HLM, it is often necessary to conduct kinetic studies with heterologously

expressed or purified (reconstituted) CYPs and confirm the kinetic profile. For example, a

sigmoidal kinetic profile has been observed for carbamazepine and diazepam (CYP3A4),

naphthalene (CYP2B6, CYP2C8, CYP2C9, and CYP3A5), and dapsone (CYP2C9),

whereas naphthalene (CYP3A4) and naproxen (CYP2C9) exhibit biphasic kinetics with

the corresponding recombinant CYP (119,120).

Likewise, kinetic profiling also extends to NCEs that are in development. For

instance, TPA023 is a potent human g-aminobutyric acidA receptor agonist that has been

in development for the treatment of anxiety (Fig. 11). When incubated with HLM, the

compound undergoes t-butyl hydroxylation and N-deethylation; both reactions are

catalyzed almost exclusively (>90%) by members of the CYP3A subfamily therein (121).

Interestingly, TPA023 N-deethylation conforms to single-Km (hyperbolic) Michaelis-

Menten kinetics in the presence of recombinant CYP3A4. In contrast, a biphasic kinetic

profile is evident with recombinant CYP3A5 (Fig. 11). In agreement, N-deethylation is

described by two-Km and single-Km kinetics in the presence of CYP3A5-rich and

CYP3A5-poor HLM preparations, respectively (121). These findings illustrate the utility

of recombinant CYP preparations.

Figure 11 TPA023 N deethylation kinetics in the presence of recombinant CYP3A4 and

CYP3A5, and CYP3A5, and human liver microsomes (HLMs) (121).
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UGTs

Numerous laboratories have leveraged recombinant enzyme preparations to characterize

the atypical kinetics of UGT-catalyzed reactions (122 127). In fact, data have suggested

that UGT forms (e.g., UGT1A1, UGT1A4, and UGT1A6) may interact with each other

and form heterodimers. This has the potential to further complicate kinetic analyses. For

example, the co-expression of UGT1A1 and UGT1A4 increases the Vmax of UGT1A6-

catalyzed serotonin and diclofenac O-glucuronidation (122). Substrates of one UGT (e.g.,

propofol; UGT1A9) have been shown to stimulate (e.g., 4-methylumbelliferone) and

inhibit (e.g., estradiol) glucuronidation catalyzed by a second UGT (e.g., UGT1A1) (123).

A given substrate (e.g., morphine) might exhibit single-Km Michaelis-Menten kinetics

with one UGT form (UGT1A1-catalyzed 3-O-glucuronide formation) and atypical

kinetics (3-O- and 6-O-glucuronide formation) with a second (e.g., UGT2B7) (124,127).

Other substrates like resveratrol (UGT1A1, UGT1A9, and UGT1A10) and 4-

methylumbelliferone (UGT1A9 and UGT2B7) exhibit atypical kinetics in the presence

of a number of different UGTs (125,126).

SULTs

Cytosolic SULTs (monomeric molecular weight of 30 35 kDa) usually exist as

homodimers and can exhibit atypical kinetics also (128 133). In fact, the phenomenon

of substrate inhibition has been known for some time and attempts have been made to

rationalize such findings on the basis of knowledge gleaned from the crystal structures

and SDM of SULTs such as SULT1A1, SULT1A3, and SULT2A1 (130,133). For

example, it has been possible to co-crystallize a SULT protein (e.g., SULT1A1) with two

molecules of substrate (p-nitrophenol) and one of the cofactor (30-phosphoadenosine
50-phosphosulfate) per monomer. As observed with the UGTs, the same substrate (e.g.,

1-OH pyrene) can exhibit single-Km Michaelis-Menten kinetics with one form of

recombinant SULT (e.g., SULT2A1) and atypical kinetics (e.g., substrate inhibition) with

other forms of recombinant SULTs (e.g., SULT1A3 > SULT1A1 > SULT1E1) (132).

Other substrates such as resveratrol are also characterized by a complex kinetic profile,

because of sulfation at three different positions that are catalyzed by multiple SULT

forms. Depending on the recombinant SULT in question (e.g., SULT1A1 vs. SULT1E1),

each of the three-resveratrol sulfation reactions can conform to hyperbolic (single-Km),

substrate inhibition or sigmoid kinetics (75).

More recently, heterotrophic modulation of recombinant SULT2A1 by celecoxib

has been reported by two different groups. Apparently, celecoxib is able to alter the

regioselective sulfation (3-O vs. 17-O sulfation) of steroid substrates such as EE and

b-estradiol (134,135). In both cases, the 3-O-sulfation dominates in the absence of

celecoxib. However, the ratio of 17-O-sulfate to 3-O-sulfate is increased (>10) when

celecoxib is added. A similar result can be obtained with human liver cytosol. The

significance of this product switching is not known at the present time.

Enantio-, Regio-, and Stereoselective Biotransformations

Because enantiomers and stereomers can often exhibit markedly different pharmacolog-

ical profiles, therapeutic indices, and metabolic profiles, most pharmaceutical companies

have focused increasingly on enantio- and stereoselective drug-drug interactions and

biotransformations (136,137). Armed with heterologously expressed and purified DMEs,

investigators have been afforded the opportunity to unambiguously study the regio- and

stereoselective oxidation (CYP and FMO catalyzed), glucuronidation and sulfation of the
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racemic, pseudoracemic, and individual enantiomeric forms of numerous drugs (e.g.,

warfarin, ibuprofen, EE, oxazapam, omeprazole, resveratrol, morphine), steroids (e.g.,

b-estradiol), nonsteroid hormones (thyroxine), neurotransmitters (e.g., dopamine), and

xenobiotics (32,36,42,75,89,93,134,138 144).

CYP-Dependent Metabolism of Zileuton as an Example

Zileuton, a racemic mixture of (R)-(+)- and (S)-(�)-N-(l-benz[b]thien-2-ylethyl)-N-

hydroxyurea, is a 5-lipoxygenase inhibitor (145). During its development, in vitro metabolism

data indicated that both enantiomers underwent CYP3A-dependent stereoselective

sulfoxidation in the presence of native HLM (Fig. 12); (a) the formation of the (R)-(+)-

enantiomer sulfoxide (S1) was highly correlated (r ¼ 0.995; p < 0.001; n ¼ 11) with the

formation of the (S)-(�)-enantiomer sulfoxide (S2) in a panel of HLM; (b) the formation of

both S1 and S2 was inhibited (*60%) by troleandomycin, whereas inhibitors of other CYP

forms were ineffective (�5% inhibition); (c) S1 and S2 formation was stimulated (*175%)

by 7,8-benzoflavone; and (d) the formation of S1 (r ¼ 0.815; p < 0.01) and S2 (r ¼ 0.794;

p < 0.01) was correlated with CYP3A-selective erythromycin N-demethylase activity.

However, it appeared that the formation of S1 predominated over S2 (ratio ¼ 2.1) in the

presence of native HLM (0.62 � 0.44 vs. 0.30 � 0.21 nmol/hr/nmol CYP; mean � SD;

n ¼ 11), which suggested that the (R)-(+)-enantiomer of zileuton was a better substrate for

Figure 12 Sulfoxidation of zileuton catalyzed by human liver microsomes from various organ

donors and fully reconstituted (purified) CYP3A4 (145).
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CYP3A-catalyzed sulfoxidation (Fig. 12). With the availability of fully reconstituted

(purified) CYP3A4, it was possible to unambiguously confirm that the formation of S1

predominated over S2 (ratio ¼ 1.6).

FMO-Catalyzed cis- and trans-N0-Oxidation of ABT-418 as an Example

Depending on the enzyme source, FMO can often catalyze N- and S-oxidation reactions in

a stereoselective manner (32,36,141 144). During the development of ABT-418 (single

(S)-enantiomer), therefore, the possibility for stereoselective N0-oxidation had to be

addressed. Earlier in vitro and in vivo experiments had revealed that the N0-oxidation of

ABT-418 was stereoselective (100% trans) in the rat and dog (48,49). In contrast, ABT-

418 N0-oxidation was not stereoselective when incubated with human (trans, *50%;

cis, *50%), cynomolgus monkey (trans, 63%; cis, 37%), and chimpanzee (trans, 26%;

cis, 74%) liver microsomes (Fig. 13). Interestingly, the N0-oxidation of ABT-418 in the

presence of human kidney 9000 g supernant fraction was stereoselective (100% trans),

which agreed with the observation that the kidney FMO pool (FMO1 > FMO3) differs

from that present in HLM (FMO3 > FMO1) (48, references therein; Table 1). By using E.

coli-expressed human FMO3, it was possible to confirm that the pattern of ABT-418

N0-oxidation was not stereoselective and was similar to that of native HLM (Fig. 13). On

the other hand, purified pig liver microsomal FMO1 and rabbit lung microsomal FMO2

catalyzed the N0-oxidation of ABT-418 in a stereoselective (100% trans) manner (48).

The availability of recombinant FMO3 was essential because ABT-418 N0-oxidation
could be evaluated in the absence of competing N-oxide reductases.

Figure 13 ABT 418 N oxidation (cis and trans) by human liver microsomes from various species

and recombinant flavin containing monooxygenase (FMO) forms (FMO3, human; FMO1, pig)

(48,49).
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Stereoselective Glucuronidation of Oxazepam as an Example

Oxazepam is a 1,4-benzodiazepine derivative that is used as an anxiolytic, sedative, and

anticonvulsant. The compound is administered as a racemic mixture and is known to be

cleared almost exclusively via glucuronidation. Therefore, Court et al. (146) have

described the glucuronidation of individual enantiomers by specific human UGT forms.

Their data have shown that rates of (S)-oxazapam glucuronidation are highest with

recombinant UGT2B15, whereas minimal to non-detectable activity is observed with

other recombinant UGT forms such as UGT2B7 and UGT1As. In agreement, the kinetics

of (S)-oxazapam glucuronidation (HLM and recombinant UGT2B15) were described by a

single-Km (*30 mM) and conformed to an uncompetitive substrate inhibition model.

Interestingly, glucuronidation of the (R)-enantiomer was catalyzed by a different array of

recombinant UGTs (UGT2B7 * UGT1A9 >> UGT1A7). Therefore, UGT2B15 [(S)-

enantiomer >> (R)-enantiomer], UGT1A9, and UGT2B7 [(R)-enantiomer>> (S)-

enantiomer] exhibited considerable stereoselectivity. The result may be significant,

because the same authors showed that the rates of (S)-oxazapam glucuronidation were

reduced (*90%) in the presence of recombinant UGT2B15*2 variant form (vs.

UGT2B15*1), and because certain subjects are known to carry the UGT2B15*2 allele.

More recently, the same group has confirmed that HLM preparations from organ donors

genotyped UGT2B15*2 do in fact exhibit reduced (S)-oxazapam glucuronidation (147).

Furthermore, a second group has shown that an additional UGT2B15 and UGT1A9

substrate (e.g., 5-(40-hydroxyphenyl)-5-phenylhydantoin) is also subject to stereoselective

glucuronidation (148).

Drug-Drug Interaction (Inhibition) Studies

High-Throughput Inhibition Screening

Since the late 1990s, the availability of recombinant DMEs has facilitated the

development of high-throughput inhibition assays (149 153). With the advent of

nanodispensing technology, fully automated liquid handling devices, sophisticated

robotics, and increased computing power, it has been possible to evolve from manual

single test tube assays (*0.5 mL assay volume), through 96-well (*0.2 mL assay

volume) and 384-well (*50 mL assay volume) formats, to miniaturized (<10 mL assay

volume) fully automated 1536-well assay formats (154,155).

A wide range of CYP substrates are commercially available and include compounds

such as 3-cyano-ethoxycoumarin (CEC) for CYP1A2 and CYP2C19, 3-[2-(N,N-diethyl-

N-methyl-ammonium)ethyl]-7-methoxy-4-methyl-coumarin (AMMC) for CYP2D6,

7-methoxy-4-trifluoromethylcoumarin (MFC) for CYP2C9, and 7-benzyloxyquinoline

(7-BQ) for CYP3A4 (149 155). Typically, such substrates are metabolized to fluorescent

metabolites that are readily monitered with plate readers, so that time-consuming sample

processing and liquid chromatography steps can be avoided. More often than not,

however, such substrates are not selective for a given CYP form and one cannot conduct

inhibition screening with HLM as the enzyme source. Nevertheless, recombinant CYP-

based assays have proven extremely useful, and it is possible to rapidly screen out potent

inhibitors and drive SAR campaigns (148 155).

One example of a fluorescence-based assay is presented in Figure 14. In this

instance, 7-benzyloxy-4-(trifluoromethyl)-coumarin (BFC) is O-dealkylated by recombi-

nant CYP3A4 to its fluorescent hydroxyl metabolite. The assay mix simply requires

substrate (BFC), recombinant protein (CYP and CYP reductase) and buffer, and product

formation is monitored after the addition of NADPH. For screening purposes, the

inhibitor is added in the appropriate volume of solvent and an inhibition curve is
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generated. The concentration of inhibitor giving rise to 50% inhibition of BFC turnover

(IC50; substrate-to-Km ratio * 1.0) is determined, and the results are uploaded to a

database. Typically, assays such as the one described are robust enough to enable

screening of NCEs for reversible and time-dependent inhibition. The latter involves an

enzyme-inhibitor preincubation step and monitering of IC50 shifts with time. If a time-

dependent shift in IC50 is observed, then this may be indicative of a potent (reversible)

inhibitory metabolite, or mechanism-based inhibition, and additional follow-up is

required. It is also possible to determine the type of inhibition (e.g., competitive,

noncompetitive, and mixed) and generate inhibition parameters such as Ki (inhibition

constant), kinact (maximal rate of inactivation), and KI (half maximal rate of inactivation).

Going forward, assay suites will likely be expanded to include other DMEs such as

recombinant UGT1A1 and beyond (156).

Mechanistic Studies

In addition to high-throughput screening, recombinant DMEs have greatly facilitated the

study of specific inhibitor-enzyme interactions. For the CYPs in particular, it has been

possible to evaluate the isoform selectivity of a particular inhibitor (e.g., troleandomycin,

7,8-naphthoflavone, diethyldithiocarbamate, sulfaphenazole and furafylline, etc.) and

determine IC50, Ki, kinact, and KI (157 160). It has also been possible to generate visible

difference spectra (380 600 nm wavelength range; type I, type II or reverse type I),

determine spectral dissociation constants (Ks), and detect turnover-dependent (metabolite-

inhibitor, “MI”) spectral complexes (e.g., nitrosoalkane and carbene complex) (161 163).

This is important, because spectra are impossible to generate when the CYP in question is

expressed at low levels in HLM (Table 1).

Figure 14 Example of a fluorescence based cytochrome P450 (CYP) inhibition assay. IC50,

concentration of inhibitor that gives rise to 50% inhibition.
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As described previously (see sect. “Enzyme- and Isoform-Selective Biotransforma-

tions”), differentiation of CYP subfamily members has become the focus of numerous

groups and many have attempted to evaluate specific inhibitor-CYP pairs. For example,

Ha-Duong et al. (161) have shown that sulfaphenazole is a potent recombinant CYP2C9

inhibitor (IC50 ¼ 0.6 mM) when compared with CYP2C8 (IC50 ¼ 130 mM) and CYP2C19

(IC50 >500 mM). Moreover, a Type II spectrum (lmin ¼ 390 nm; lmax ¼ 425 nm) can be

obtained for sulfaphenazole with recombinant CYP2C9, and spectral titration yields a Ks

(0.4 mM) consistent with the determined IC50. Likewise, CYP3A subfamily members

(CYP3A4 and CYP3A5) have received considerable attention also because of possible

differences in pharmacokinetics, drug interactions, and efficacy related to CYP3A5

genotype. (80,85,164 167). For most substrates, the kcat/Km ratio for CYP3A4 is similar to

that of CYP3A5. However, where the two enzymes differ is in their sensitivity to

reversible and time-dependent inhibitors (e.g., ketoconazole, fluconazole, indinavir, and

diltiazem); greater inhibition is observed with recombinant CYP3A4 (85,164 167). This

may be an important consideration because inhibition studies with HLM preparations

from genotyped subjects (e.g., CYP3A5*3/*3 and CYP3A5*1/*3, “non or low expressors”;

vs. CYP3A5*1/*1, “expressors”) corroborate the findings with recombinant CYP3A5 and

CYP3A4 (168). In our hands, itraconazole is also a more potent inhibitor of recombinant

CYP3A4 than CYP3A5 (IC50¼ 0.15 mM vs. IC50¼ 2.1 mM; ratio of substrate to Km * 1.0)

(unpublished results). Such a result may partly explain the reported impact of CYP3A5

genotype on the interaction between itraconazole and clopidogrel. Efficacy of clopidogrel

is dependent on CYP3A-catalyzed activation and CYP3A5 expressors (vs. non-

expressors) appear to be less prone to the inhibitory effects of itraconazole (80). It is

clear that the impact of CYP3A5 genotype on the magnitude of drug interactions requires

further study. Therefore, ready access to recombinant CYP3A proteins and genotyped

HLM preparations will enable the comparison of different CYP3A substrate-inhibitor

pairs and the prioritization of follow-up clinical studies.

It is worth noting that inhibition studies with recombinant DMEs can generate some

unforeseen results. For example, ritonavir has been shown to be a more potent inhibitor of

recombinant CYP2J2-catalyzed terfenadine oxidation than ketoconazole (IC50 ¼ 0.9 mM
vs. IC50 ¼ 2.8 mM; ratio of substrate to Km * 1.0) (unpublished observations). The

availability of such a recombinant CYP2J2 preparation is important because enzyme-

selective probes for use with HLM and HIM are not well validated yet. Such a result may

be important because CYP2J2 is expressed in the gut (Table 1) and may contribute to the

first pass extraction of drugs previously ascribed to CYP3A4 (e.g., ebastine and

astemizole) (169,170). It is not known if CYP2J2 plays a role in the metabolism of HIV

protease inhibitors (e.g., saquinavir), so booster therapy involving ritonavir inhibition of

CYP2J2-dependent gut first pass cannot be ruled out at the present time.

Mechanistic studies should not be limited to the human CYPs, and it is hoped that

progress will enable a better understanding of individual inhibitor-UGT, inhibitor-FMO,

and inhibitor-SULT pairs. This is essential so that selective chemical inhibitors are

developed as reaction-phenotyping tools.

Toxicity Testing and the Study of Reactive Intermediates

Xenobiotics are known to be metabolized to reactive metabolites that bind covalently to

intracellular macromolecules (e.g., DNA or protein) (4,171 173). Such bioactivation can

disrupt enzyme activity, DNA replication, mRNA processing, cell cycle kinetics, and bring

about glutathione (GSH) depletion, mitochondrial arrest, and even cell death. With the

advent of recombinant methodologies, it has been possible to heterologously express
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individual human DMEs in “reporter” cells. Therefore, the metabolic activation of many

procarcinogens and promutagens therein, as well as the toxicity of agents such as

acetaminophen, has been attributed to specific human DMEs (e.g., NAT, SULT, CYP3A4,

CYP1A2, CYP1A1, and CYP2E1) (174 183). Moreover, it is possible to develop high-

throughput toxicity screens that support SAR campaigns in a discovery setting.

Mutagenicity and Toxicity Testing

As described above, many human DMEs are readily cloned and can be stably expressed in

various cell lines. As a result, it is now possible to coordinately investigate the metabolic

activation and appearance of cytotoxicity and mutagenicity as intracellular events. This is

possible because many of the cell types in use (e.g., AHH-1 TK +/�, HepG2, and CHO)

can be adapted for assaying the induction of micronuclei and chromosomal aberrations. In

addition, these cells can be assayed for the induction of a variety of genotoxicity markers,

including mutations at the thymidine kinase (tk) and hypoxanthine phosphoribosyl-

transferase (hprt) loci or for gross cytotoxicity end points such as cell survival rates and

enzyme leakage (174 188). Therefore, researchers are able to perform toxicity testing of

NCEs with these transgenic cells alone, in parallel with conventional toxicity models

(e.g., cultured primary hepatocytes and liver slices), or alongside genotoxicity assays

employing tester strains of Salmonella typhimurium co-incubated with native HLM, 9000 g

supernantant fraction, or purified (or heterologously expressed) DMEs. More recently, it

has been possible to heterologously express individual human DMEs in the tester strains

of bacteria themselves (189 191). For brevity, several examples of toxicity testing are

listed in Table 3. Some researchers have managed to co-express two or more (phases I and

II) DMEs in a single cell type. This is necessary when the bioactivation of a test

compound requires CYP-dependent oxidation and secondary metabolism (e.g.,

N-acetylation or sulfation) to occur sequentially.

Mechanistic Studies

Upon incubation with recombinant and purified CYPs, most NCEs, drugs, and

xenobiotics undergo “productive” catalysis, exemplified by reactions such as S- and N-

oxidation, hydroxylations, O- and N-dealkylations, and epoxidations, etc. Depending on

the actual site of metabolism, however, the particular CYP-substrate pair can also give

rise to intermediates that can react with trapping agents (e.g., GSH; and potassium

cyanide, KCN) (192,193, references therein). Some reactions also lead to increased levels

of active oxygen species (e.g., superoxide anion) and H2O2, because of metabolites that

redox cycle or because the reaction in question is characterized by a catalytic cycle that is

extremely uncoupled. In most cases, it is possible to incubate a given compound with the

desired recombinant CYP and measure the formation of an adduct (with GSH or KCN), or

active oxygen species, in a time- and concentration-dependent manner. Covalent binding

to total protein in the incubation can also be determined if radiolabel is used. If needed,

one can attempt to isolate the actual adduct and determine its structure. Obviously, such

an exercise would be more difficult if one was forced to use HLM. The approach is

illustrated by the work of Lightning et al. (194,195), who were able to incubate a

radiolabeled Merck compound (L-754,394) with cDNA-expressed CYP3A4. In this

instance, the resulting incubates were subjected to protein hydrolysis, and the radioactive

peptides were analyzed by mass spectrometry. The authors were then able to conclude

that L-754,394, a CYP3A4 inactivator, was covalently bound to residue Glu307 of the

enzyme. The residue is located within the active site of CYP3A4, and covalent binding

involved activation of the furan moiety of L-754,394.
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CYP2D6 Metabolism of the Trazodone Metabolite 1-(m-chlorophenyl)piperazine
as Example. Trazodone and nefazodone are known to cause severe hepatic injury in

certain individuals (196). Although the exact mechanisms of such hepatotoxicity are not

clearly understood, CYP-dependent reactive metabolite formation is thought to be involved

(4,197). Both trazodone and nefazodone undergo CYP3A4-catalyzed activation to form

benzoquinone, quinone-imine, and/or epoxide intermediates that are trapped by GSH

(198 200). The N-dealkylation of trazodone and nefazodone to 1-(m-chlorophenyl)piperazine

(m-CPP), a major circulating metabolite, is also catalyzed by CYP3A4 (199,200).

Recently, Wen et al. (201) detected three novel m-CPP-derived GSH adducts (M3,

M4, and M5) after incubation of trazodone with HLM (Fig. 15). The same three adducts

were also observed when m-CPP itself was incubated with HLM. As a result, the authors

then proceeded to conduct reaction-phenotyping studies with m-CPP and trazodone.

Recombinant CYP2D6 was found to be the predominant enzyme involved in M4

formation from m-CPP. In agreement, formation of M4 from m-CPP in HLM was

inhibited by quinidine, a potent and selective CYP2D6 inhibitor (Fig. 15). These data

clearly suggested that the N-dealkylation of trazodone was mediated by CYP3A4/

Table 3 Examples of In Vitro Toxicity Testing Employing Transgenic Cells Heterologously

Expressing One or More Human Drug Metabolizing Enzymes

Cell type Cell line

Test

compound(s)

Expressed

enzyme(s) End point(s) References

CHO Various PhIP, MeIQ, IQ CYP1A2, NAT2 Cell survival 175

AHH 1

TK +/

1A2/Hyg

3A4/Hyg

Aflatoxin B1 CYP1A2,

CYP3A4

hprt, DNA

binding, and

cell survival

176

CHO Various IQ, MeIQ CYP3A7, NAT2 Cell survival 177

HepG2 Mvh2E1 9 Acetaminophen CYP2E1 LDH leakage and

protein adducts

178

AHH 1

TK+/

Various Tamoxifen Epoxide

hydrolase,

CYP3A4,

CYP2E1,

CYP1A2,

CYP1A1

Micronuclei test 185

V79 Various Benzo[a]pyrene CYP1A1 Cellular dye

uptake and

micronuclei

test

186

AHH 1

TK+/

2D6/Hol NNK CYP2D6 Cell survival,

hprt

187

CHO AS52 NNK CYP2A6 hprt 188

V79 XEMh1A2

MZ*1

MeAalphaC CYP1A2 or NAT

or SULT1A1

hprt 191

S. typhimurium TA1538 MeAalphaC SULT1A1,

NAT1 or

NAT2

hisþ revertants 191

CYP, cytochrome P450; NAT, N acetyltransferase; SULT, sulfotransferase; IQ, 2 amino 3 methylimidazo[4,5 f]

quinoline; MeIQ, 2 amino 3,8 dimethylimidazo[4,5 f]quinoline; PhIP, 2 amino 1 methyl 6 phenylimidazo[4,5 b]

pyridine; NNK, 4 (methyl nitrosamino) 1 (3 pyridyl) 1 butanone; MeAalphaC, 2 amino 3 methyl 9H pyrido

[2,3 b]indole; LDH, lactate dehydrogenase; hprt, hypoxanthine phosphoribosyltransferase mutation assay.
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CYP3A5 and that bioactivation of m-CPP was mediated by CYP2D6. A two-step

oxidation mechanism was proposed for the bioactivation of the 3-chlorophenylpiperazine

ring of m-CPP; direct oxidation at the C-40 position resulting in 40-hydroxytrazodone,
followed by further oxidation to form a quinone-imine reactive metabolite (Fig. 15).

Trapping of the imine with GSH results in the formation of M4/M5 and M3. Incubations

of p-CPP (regioisomer of m-CPP) with HLM and recombinant CYP2D6 did not lead to

formation of M3, M4, and M5. Therefore, formation of M3, M4, and M5 may occur via a

common reactive quinone imine intermediate involving two-electron oxidations (Fig. 15).

CYP2D6 is polymorphically expressed and the significance of CYP2D6-dependent

m-CPP metabolism requires further investigation.

CYP3A and CYP2C8-Catalyzed Formation of Troglitazone GSH Adduct as
Example. Troglitazone (TGZ) was the first of the thiazolidinedione (TZD) class of

drugs to be approved for the treatment of type II diabetes mellitus. However, an increased

incidence of liver enzyme elevations was reported in 1% to 2% of patients receiving TGZ.

Liver failure was documented in some cases (202). Multiple hypotheses have been

proposed, including the formation of reactive metabolites (203). Therefore, various

groups have attempted to elucidate the structures of TGZ reactive metabolites and the

chemical mechanisms involved in their formation (204 209). For example, a major GSH

adduct of TGZ (glutathionyl addition at the C-5 position of TZD ring) and several minor

GSH adducts have been observed in HLM incubates and rat bile (207,209).

With the aid of a panel of human CYP proteins, Gan et al. (210) were able to assess

which CYP(s) were involved in TGZ GSH adduct formation. The authors employed

dansyl GSH (dGSH) as a trapping agent, which afforded the use of liquid chromatography

Figure 15 Metabolism of 1 (m chlorophenyl)piperazine (m CPP), a trazodone metabolite, in the

presence of recombinant human cytochromes P450 (CYP). The effect of quinidine (a CYP2D6

inhibitor) on m CPP metabolism in human liver microsomes (HLMs) is shown also (201).
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with fluorescence detection and circumvented the need for radiolabeled material and

elaborate mass spectrometric determinations. As shown in Figure 16, a number of

recombinant human CYPs were able to generate the TGZ-dansyl GSH (TGZ-dGS)

adduct. In fact, it was possible to easily measure the rate of TGZ-dGS formation in each

case, abundance normalize the data, and assess the contribution of each CYP. It was

predicted that CYP3A4 (CYP3A5, data not shown) and CYP2C8 would play a major role

in TGZ-dGS formation in HLM. In agreement, TGZ-dGS formation in HLM was

inhibited by ketoconazole (CYP3A inhibitor) and montelukast (CYP2C8 inhibitor)

(Fig. 16). Moreover, the results were consistent with reports of CYP3A4- and CYP2C8-

dependent protein covalent binding (207). It is worth noting that CYP3A5 and CYP2C8

are expressed polymorphically, whereas CYP3A4 is the locus of numerous drug-drug

interactions, so the levels of TGZ reactive metabolite(s) may be associated with CYP

genotype and impacted by co-medications (210).

Bioreactors

In a drug discovery setting, medicinal chemists often generate many chemotypes with

relatively complex structures and associated chemistries (211 214). Because of the

fidelity and flexibility of DMEs, diverse and complex structures can yield equally diverse

Figure 16 Metabolism of troglitazone (TGZ) to a dansyl GSH adduct (TGZ dGS) in the presence

of recombinant human cytochrome P450 proteins (CYP) and human liver microsomes. Human liver

microsomes were co incubated with various inhibitors selective for different CYP forms (210).

Abbreviations: NR, normalized rate; TNR, total normalized rate.

Applications of Recombinant and Purified Human DMEs 423



and complex metabolites. In some instances, such metabolites are difficult to synthesize

and investigators turn to “bioreactors.” The goal is to harness the power of DMEs to

exquisitely carry out regio-, stereo-, and enantioselective biotransformations and generate

sufficient quantities of the desired product (215 218). This is useful because samples of

metabolite are needed for structure determination by nuclear magnetic resonance (NMR),

pharmacological (target and off target) testing, toxicity testing, and DME induction and

inhibition screening (Table 4). Availability of a standard also enables quantitation of the

metabolite in bio-fluids of animals and human subjects. This has become important, as

regulatory agencies have focused increasingly on human circulating metabolites (9).

The concept of “cell-based” (free enzyme) or “immobilized enzyme based” (IEB)

bioreactors is by no means novel, and different strategies have included (a) covalent

attachment to solid supports, (b) adsorption on solid supports, (c) entrapment in polymeric

gels, and (d) encapsulation (218 221). The potential advantages of IEB technology

include ease of handling, facile separation of products from enzyme incubation mixtures,

stabilization of the enzyme toward thermal and oxidative degradation, and the opportunity

to recover and reuse the enzyme catalyst (218). For instance, immobilized thermolysin

and penicillin amidase have been employed in the biosynthesis of aspartame and

6-aminopenicillanic acid, respectively (221, references therein). Whatever the strategy is,

computer-controlled systems can permit online monitoring of oxygen tension, pH,

temperature, and cofactor concentration within the bioreactor. Moreover, the rate of

substrate delivery to the system can be controlled, in order to circumvent the problem of

end product or substrate inhibition.

Cell-Based CYP Bioreactors

With the advent of recombinant technology, it is now possible to express human and other

drug-metabolizing CYPs (e.g., Bacillus megaterium; CYP BM-3) in E. coli or insect (e.g.,

Sf21) cells (215 217). Once prepared, such cells can be used as bioreactors, either as intact

cells in suspension (1 to 1000 mL) or as processed (enzyme-enriched) membrane fractions

(Table 4). Bioreactors that employ human CYPs afford the generation of metabolites that

are formed in vivo, in HLM, and precision-cut human liver slices, etc. On the other hand, it

is possible to generate heme domain variants of baterial CYPs, such as CYP BM-3, that

utilize H2O2 to drive biotransformation. This circumvents the need for costly cofactors

such as NADPH (217). Therefore, each format has its advantages and disadvantages. For

the purposes of illustration, here also, two examples are discussed in some detail.

Rushmore et al. (215) have utilized Sf21 insect cells (suspension culture) and

generated several milligrams of testosterone, diazepam, and diclofenac metabolites. In

this instance, SF21 cells (2 � 106 cells/mL; 250-mL spinner flasks) were co-infected with

a virus encoding either CYP2C9 or CYP3A4 and a second virus encoding human CYP

reductase. After maintaining the suspension cultures under optimum conditions for cell

growth (278C, 90 rpm, 2 days), substrates (100 mM) were added to the bioreactors. The

expression of CYP3A4 and CYP2C9 in the bioreactors reached maximal levels at about

30 hours after the addition of tested substrates. Under optimal conditions, conversion of

testosterone (12 hours), diazepam (48 hours), and diclofenac (12 18 hours) was 70%,

80%, and 82%, respectively. Likewise, Vail et al. (216) have used suspensions of E. coli

cells (1 L) that express recombinant human CYP and CYP reductase. The authors were

able to generate testosterone (CYP3A4), diclofenac (CYP2C9), and phenacetin (CYP1A2)

metabolites (59 mg of 6b-hydroxytestosterone, 110 mg of 40-hydroxydiclofenac and 88 mg

of acetaminophen) with a conversion yield that ranged from 29% to 93% in 48 hours.
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The Possibility of Using Immobilized Recombinant Human DMEs as Bioreactors

Development of IEB technology is more challenging, although various attempts have

been made to immobilize native microsomes and solubilized (or purified) DMEs (222

227). These have included noncovalent immobilization in polymeric gels (e.g., gelatine,

alginate; or k-carrageenan), or covalent coupling onto column or beaded matrices

containing cyanogen bromide activated Sepharose 4B or carbonyldi-imidazole-activated

Sephadex G-150 (222 227). However, many of these methods in the past have relied on

the availability of conventionally purified DMEs, such as rabbit CYP2B4 (P450 LM2) and

CYP reductase (226,228), while concerns about loss of activity after immobilization have

also been reported (222,225,228), and it is not known if these bioreactors are robust

enough to generate metabolites (�1 mg) over extended periods (>24 hours).

Advances in IEB technology will require (a) relatively large amounts of purified

DMEs, (b) the development of gentle enzyme immobilization procedures, and (c)

alternative (inexpensive) sources of reducing equivalents or cofactors. The first of these

challenges may be met with currently available high-level heterologous expression

systems. For instance, CYP-CYP reductase fusion proteins can be readily purified by

affinity chromatography on 20,50-ADP Sepharose columns (19). Recombinant technology

can also permit engineering of DMEs, to achieve strong noncovalent coupling of enzyme

to solid supports using relatively mild conditions (230). For the human CYPs, reducing

equivalents could be provided electrochemically, by oxygen surrogates (e.g., cumene

hydroperoxide and iodosylbenzene) or by photoactive means (229,231,232). The

possibilities are endless, and the development of this technology could be expanded

to include the large-scale disposal of hazardous chemicals, the development of

continuous-flow biosensors, or extracorporeal shunt systems for drug detoxification

(218,226,229,233).

Miscellaneous

DMEs as Pharmacological Targets

It is now recognized that some human DMEs are expressed in numerous tissues and

metabolize endogenous compounds (endobiotics). For example, members of the human

CYP2C subfamily (e.g., CYP2C8 and CYP2C9) and CYP2J2 are expressed in the

vasculature and metabolize arachidonic acid to various epoxyeicosatrienoic acids that

may play a role in cardiovascular physiology and pathophysiology (234,235). In the

future, therefore, it is possible that such enzymes will themselves be viewed as

pharmacological targets. This would require access to sufficient quantities of the

appropriate recombinant DME for (inhibition) screening, building of SARs, and support

of crystal structure based active site modeling (235).

In some cases, organs like the liver are targeted for efficacy (e.g., treatment of

metabolic diseases or viral infections), and “bioactivation” describes the DME-dependent

activation of a non-active precursor (prodrug) to a pharmacologically active product

(236,237). It is envisioned that the prodrug diffuses into the hepatocyte and undergoes

DME-catalyzed metabolism to the desired product (237). Presumably, if the bioactivating

enzyme is CYP3A4, then one would need ready access to the recombinant protein for

screening purposes. Similarly, the observation that enzymes such as CYP1B1 are

overexpressed in cancer cells raises the possibility that compound libraries could be

screened for selective CYP-catalyzed bioactivation (e.g., heterologously expressed

CYP1B1 vs. other human CYPs) with the goal of finding suitable chemotherapeutic

agents (238).

426 Yao et al.



Assessment of Species Differences in Metabolism

Pharmacokinetic, ADME, and toxicological testing of NCEs in various animal species is

commonplace. In fact, such data are used to predict pharmacokinetics, dose, and set safety

margins prior to human dosing (9,10,239). Despite their prominent role in drug testing,

however, relatively little is known of the specific DMEs in different species. In most cases,

the different gene family and subfamily members have been identified, but the actual

proteins have not been expressed, characterized, and compared with those of human

subjects. Therefore, one can only conduct rudimentary reaction-phenotyping studies with

animal tissue preparations and subcellular fractions. More often than not, this means that

species differences in vitro cannot be ascribed to a specific DME or combinations of

DMEs. Over the years, this has hampered the development of animal models.

The CYP superfamily is perhaps the best studied. For example, various recombinant

rat CYPs are commercially available (e.g., CYP1A1, CYP1A2, CYP3A1, CYP3A2,

CYP2C11, CYP2C6, CYP2C12, CYP4A1, CYP2D2) (240). However, there are no

commercial sources of recombinant forms of CYPs belonging to other species, such as the

mouse, beagle dog and nonhuman primate. As a result, only a few groups have attempted

to express, characterize, and compare these CYPs with their human counterparts (241

243). Reports of other DMEs, like monkey recombinant UGT2B10 and UGT2B9, dog

UGT2B and SULT1A1, and monkey FMO2 are sporadic (244 249). In particular,

information related to the DMEs of higher primates like the chimpanzee is almost

nonexistent (48,250,251). In the future, it is hoped that recombinant forms of animal

DMEs will become increasingly available. This will afford more direct comparisons of

NCEs across species (e.g., kcat/Km ratio, Ki, Ks, kinact/KI ratio, IC50, fm,CYP, etc.), enable

the development of animal-based drug interaction models, improve reaction-phenotyping

tools, and establish more cross-species “DME-based” scaling approaches (252).

Interplay of DMEs with Drug Transporters

Many DME substrates and their metabolites (e.g., glucuronide and sulfate conjugates) are

fluxed into and out of various cells by transporters. This has forced most investigators to

view drug metabolism and transport more holistically (17,18,253,254). Therefore, it will

become increasingly necessary to heterologously co-express various DMEs and

transporters in different cell types and monitor drug uptake, metabolism, and efflux in

a more integrated manner. For example, Liu et al. (255) have already described the

“vectoral” transport of enalapril in Madin-Darby canine kidney (MDCK) II cells double-

transfected with an uptake (organic anion-transporting polypeptide 1B1, OATP1B1) and

efflux (multidrug resistance associated protein 2, MRP2) transporter. Similarly,

Matsushima et al. (256) have evaluated vectoral transport of organic anions, such as

estradiol 17-O-glucuronide, estrone 3-O-sulfate, pravastatin, and cerivastatin, employing

double-transfected MDCKII cells expressing OATP1B1 with MDR1 (multidrug resis-

tance 1) or OATP1B1 with BCRP (breast cancer resistance protein). It is only a matter of

time before phases I and II enzymes are also expressed in such cell systems.

CONCLUSIONS

Advancements in recombinant gene technology have greatly increased our understanding

of the complex DME systems present in human tissues (e.g., FMO, CYP, UGT, and

SULT). One can now heterologously express many of these DMEs in various “non

human” cell types so that minor (low abundance) enzymes can also be expressed at high
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levels. If needed, the protein in question can be purified to electrophoretic homogeneity

using relatively simplified procedures. Moreover, it is now recognized that strategies

employing methods for investigating the metabolism and toxicity of drugs in vitro can

play an important role in the discovery and development of NCEs, especially if the

different models are used in an integrated fashion (1 5). Therefore, heterologously

expressed human DMEs have become firmly established as reagents and have greatly

facilitated the study of polymorphic biotransformations and reaction phenotyping,

supported the generation of inhibition (e.g., IC50, Ki, kinact, KI) and kinetic (e.g., Km, Vmax,

kcat/Km) parameters, and enabled toxicity testing. Other applications have included the

preparation of antibodies for DME immuno-inhibition and immuno-quantitation,

preparation of protein crystals for X-ray crystallography, and the development of

bioreactors for metabolite generation and testing (Table 5).

Table 5 Applications of Heterologously Expressed (Recombinant) and Purified Human Drug

Metabolizing Enzymes: Summary

Application(s) Comment(s) References

Enzyme/isoform selective

biotransformations

l Confirm involvement of particular

DME (e.g., FMO vs. CYP)
l Reaction phenotyping: distinguish

between members of different gene

families or subfamilies
l Differentiate between members of

the same gene subfamily
l Compare kinetics of wild type vs.

allele variant DME
l Confirm selectivity of probe substrate

27, 28, 48, 66, 67, 71, 72,

79, 82, 86 88, 92 94, 100

Enzyme kinetics l Confirm kinetic profile (vs. native

human tissue); Michaelis Menten

(monophasic, biphasic), sigmoid,

substrate or product inhibition,

and activation
l Confirm apparent kinetic

parameters obtained with native

human tissue

118 133

Stereo , regio , and

enantioselective

biotransformations

l Confirm biotransformation in the

absence of confounding reductases

(N oxide, sulfoxide, and epoxide) or

sulfatases and glucuronidases

32, 36, 42, 75, 89, 93, 134,

138 146

Inhibition studies l High throughput DME inhibition

screening
l Confirmation of inhibition parameters

obtained with native human tissue
l Confirm selectivity of inhibitors

(antibody or chemical)

149 167

Structure based studies l Purified DME used to generate

crystals for X ray crystallography

studies
l Confirm impact of site directed

mutagenesis on catalytic activity
l Spectroscopy (UV/visible): binding

spectra and complex formation
l Protein protein interactions

24 26, 62, 103 112
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Although considerable progress has been made with the human CYPs, the “tool kit”

for other DMEs (e.g., SULTs, UGTs, FMOs, etc.) will need to be developed further. This

should enable more complete reaction-phenotyping, drug interaction predictions, and

prospective assessment of polymorphic metabolism. At the same time, it is very likely

that newer technologies, models and reagents will come online also. For example, the

number of citations describing studies with transgenic (humanized) mice, chimeric mice

(humanized liver), new cell lines and culture formats, and formulations containing RNAi

Table 5 Applications of Heterologously Expressed (Recombinant) and Purified Human Drug

Metabolizing Enzymes: Summary (Continued )

Application(s) Comment(s) References

Toxicity testing l Cell based testing: genotoxicity,

cytotoxicity, and mutagenicity.
l Genotoxicity testing: recombinant

DME as activation system incubated

with reporter strain of bacteria
l Reporter bacteria engineered to

express DME
l Evaluation of reactive metabolite

formation (kinetics, reaction

phenotyping)
l Adduct isolation and structure

determination

174 191, 194, 195, 201,

210

Bioreactors (metabolite

generation)

l Transgenic cells (insect or E. coli)

expressing recombinant DME
l Immobilized (purified) DME

215, 216

Antibody production l DME as source of antigen for the

production of monoclonal and

polyclonal antibodies: quantitation,

inhibition, precipitation,

immunohistochemical assays

21 23, 56 61

Immunoassay l Recombinant DME as a standard

for immunoquantitation of protein

in native human tissue

21 24, 56 63, 76

Comparison of DMEs

across species

l Characterization of individual

DME (kinetics, structure, etc.)
l Comparison of substrate selectivity,

inhibitor selectivity, kinetics (kcat
and Km), enantio , regio , and

stereoselectivity, etc. (e.g., CYPs,

UGTs, SULTs, and FMOs)

240 249

DME as possible

therapeutic target or

DME enabled drug

targeting

l Development of DME inhibitors

because of “endobiotic” metabolism

(e.g., arachidonic acid metabolism

by CYP2Cs and CYP2J2)
l Targeted drug delivery (e.g.,

CYP3A4 dependent metabolism in

liver; CYP1B1 dependent metabolism

in tumor cells, etc.)

234 238

DME, drug metabolizing enzyme; FMO, flavin containing monooxygenase; CYP, cytochrome P450.
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(interfering ribonucleic acid) is increasing steadily (257 265). With time, many of these

newer tools will be added to the existing repertoire of reagents and models (Figs. 1 and 2).

If well-characterized (phenotyped and genotyped) human tissue continues to be available,

then the next few years will see further advancements in the area of DME research. Such

progress may reach a point when investigators realize the dream of greatly improved in

vitro-in vivo correlations, robust drug interaction and pharmacokinetic predictions, fully

coupled DME-transporter models, and, for a given NCE, the full integration of data across

all of the individual DME systems in humans and animal species.
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INTRODUCTION

Over the past 30 years, there has been an increase in the use of in vitro systems for the

study of xenobiotic metabolism in the pharmaceutical and toxicological sciences. This is

mainly due to the development and optimization of such systems by numerous groups to

be used as tools to rapidly evaluate the metabolism of pharmacologically active

compounds and toxicity endpoints. The commercial availability of subcellular fractions

along with characterization and enrichment of fractions for specific enzyme(s) to answer

targeted questions has also increased the use of these methodologies. Further, in vitro

studies also decrease the use of animals in drug discovery and development.

In vitro models used for metabolism studies can be broadly separated into two

groups. The first group consists of subcellular fractions usually from the liver, including

microsomes [vesicles of endoplasmic reticulum (ER)], cytosol, and S-9 (liver homogenate

after removal of nuclei and mitochondria) and occasionally erythrocyte membranes,

mitochondria, lysosomes, and nuclear fractions. This group also contains purified or

isolated enzymes that metabolize drugs after reconstitution with appropriate cofactors and

coenzymes. The second group of in vitro systems includes intact cells, incorporating

freshly isolated and cultured hepatocytes, cryopreserved hepatocytes, liver slices, the

isolated perfused liver, and cell lines. Unlike the subcellular fractions, none of these

whole-cell models require cofactors for enzymatic activity. However, culturing of

hepatocytes can lead to decreased levels of some enzymes such as the cytochromes P450

(P450) (1). In addition, cryopreservation of hepatocytes can lead to depletion of certain

cofactors such as reduced glutathione (2) for conjugation. The advantages and

disadvantages of all cellular models for drug metabolism have been extensively reviewed

(3 8) and are discussed elsewhere in this text. As the use of subcellular fractions for

metabolism studies has been a popular approach for many years, this review, although not

exhaustive, describes the preparation techniques for the subcellular fraction from various

tissues and the applications of subcellular fractions to drug metabolism.
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SUBCELLULAR SYSTEMS

Overview

Both hepatic and extrahepatic cells contain a multitude of xenobiotic- and endobiotic-

metabolizing enzymes that are usually localized to specific organelles within the cell

(Tables 1 and 2), although some of these enzymes may also be expressed in an organ-

specific manner. Hence, individual subcellular fractions can be thought of as highly

concentrated enzyme sources, with the cytosol, microsomes, and mitochondria containing

most drug-metabolizing enzymes. The major enzymes involved in drug metabolism (9),

P450s and UDP-glucurono-syltransferases (UGTs), along with flavin-containing mono-

oxygenases (FMOs), carboxylesterases (CESs), and epoxide hydrolases (EHs), are

predominantly localized within the ER (Tables 1 and 2). Consequently, microsomes

isolated from multiple organs and species are the most popular subcellular fractions for

use in in vitro metabolism studies. Normally, the liver is considered the major drug-

metabolizing organ, although, depending on the specific enzyme and xenobiotic, other

organs may also be important for metabolism; for example, UGT1A7, 1A8, and 1A10 are

expressed predominantly in the gastrointestinal (GI) tract (10).

Advantages of subcellular fractions for xenobiotic metabolism include their ease of

preparation, flexibility of incubation conditions [cofactor(s), buffer, pH, and temperature

for optimum catalysis], and simple long-term storage protocols (discussed later).

Disadvantages of subcellular fractions include lability of some enzymes during

preparation (e.g., FMO), loss of cellular heterogeneity (where the organ consists of

multiple cell types), and limitation of sequential metabolism that requires multiple

cofactors or multiple subcellular components to be complete. However, the flexibility of

Table 1 Characteristics of Major Phase I Enzymes

Enzyme Reaction Cofactor Location

Cytochromes P450 Oxidation

Reduction

NADPH Endoplasmic reticulum

Flavin containing monooxygenase Oxidation NADPH Endoplasmic reticulum

Monoamine oxidases Oxidation Mitochondria

Alcohol or aldehyde dehydrogenases Oxidation NAD Cytosol

Reductases Reduction Cytosol

Esterases and amidases Hydrolysis Cytosol

Endoplasmic reticulum

Epoxide hydrolase Hydration Cytosol

Endoplasmic reticulum

Table 2 Characteristics of Major Phase II Enzymes

Enzyme Reaction Cofactor Location

UDP glucuronosyltransferases Transferase UDPGA Endoplasmic reticulum

Sulfotransferases Transferase PAPS Cytosol

Methyltransferases Transferase SAM Endoplasmic reticulum

Cytosol

N acetyltransferase Transferase Acetyl CoA Cytosol

Glutathione S transferase Transferase GSH Cytosol

Endoplasmic reticulum
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the incubation conditions and the ability to test different fractions are key strengths of

subcellular fraction use, allowing for incubation conditions to help determine which drug-

metabolizing enzymes are involved in a drug’s clearance. Data generated with the

subcellular fractions from multiple cell types have helped in understanding the relations

between metabolism and target organ toxicity.

In the crudest sense, isolation of multiple subcellular fractions requires disruption of

the cell by homogenization (scissor mince followed by use of Waring blender, then Ultra

Turrax or Potter Elvehjem homogenizers) in a suitable buffer, followed by differential

centrifugation (using differences in density and size of particles), and finally,

resuspension of the pellet in a suitable storage buffer or isolation of a soluble fraction

(Fig. 1). It is possible to use variations of this technique with many organs with the

minimal of changes to the method. Although extrahepatic organs are suggested as more

difficult to fractionate, it has been possible to obtain the desired fraction from numerous

Figure 1 Generalized subcellular fractionation scheme.
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tissues (11,12), which is exemplified by the commercial availability of these fractions

from different tissues. Assurance that the isolated fractions represent the organelle of

interest can be obtained through checking that the fraction is enriched for enzymes that

are markers for that organelle (Table 3).

One of the most frequently used fractionation systems for hepatic microsomes is

outlined in Figure 1 (29). Although there have been many variations of this method for the

liver and extrahepatic organs, including different buffers, and centrifugation time and

speeds, the end products appear to be similar. The principles behind homogenization and

centrifugal fractionation have been reviewed by others (30) and will not be discussed here,

other than to say that there is a choice of methods and buffers available to be used for the

isolation of any one particular fraction.

Review of Protocols for Preparation

A previous extensive review on subfractionation of the liver cell discussed isolation

techniques for each component and linked these with morphometry and biochemical

analyses (30). These authors discussed the impurities in each subcellular fraction, the

artificial nature of in vitro studies that complicate correlating biochemical data with

specific organelles, and then concluded with the disclaimer that in vitro models may not

reliably predict the in vivo situation. While the techniques used to isolate the subcellular

fractions have been used in the decades since this review, the disclaimer has been

repeatedly discredited with multiple examples of good in vitro to in vivo correlations as

covered later in this chapter.

There have been many other early reviews of subcellular fractionation that describe

different protocols for preparation of these fractions from many organs. One of the earliest

protocols for liver microsomal preparation (31) suggests microsomes should be prepared

from the livers of fasted animals to eliminate contamination of the fraction with glycogen

particles, and it also suggested that a single microsome preparation method may not be

Table 3 Selected Enzyme Markers of Subcellular Fractions

Subcellular location Marker Ref.

Microsomal Glucose 6 phosphatase 13

Cytochrome c reductase 14

Mitochondrial Succinic INT reductase 15

Cytochrome c oxidase 16

Succinate dehydrogenase 17

Xanthine oxidase 18

Glutamate dehydrogenase 19

Monoamine oxidase 20

Cytosol Lactate dehydrogenase 21

Glutathione S transferase 22

Alcohol dehydrogenase 23

Golgi Galactosyltransferase 24

Lysosomal Acid phosphatase 25

b glucuronidase 26

N acetyl b glucuronidase 26

Peroxisomes Catalase 27

Plasma membrane Alkaline phosphatase 28

Alkaline phosphodiesterase 28
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universally applicable across all organs. This has been further qualified by the definition

of microsomal fractions as consisting of rough and smooth microsomes (with and without

ribosomes, respectively) (32). Separation of both types of microsomes from different

animals and across organs may necessitate modifications in the method for successful

isolation. Initially, the investigator must choose between high recovery and high impurity

or lower recovery and higher purity of a specific fraction. In addition, excessive

homogenization damages rough microsomes and decreases enzyme activity. To try and

solve this problem, alternative methods were developed. A method using puromycin and

potassium chloride has been used for the nondestructive preparation of rat liver rough

microsomes, characterization, and separation into ribosomal and membranous, smooth,

components (33).

Rabbit hepatic microsomes have been separated into three fractions following the

initial centrifugation: heavy, medium, and light fractions (34). Total and specific enzyme

contents of these three fractions were determined using esterase, glucose-6-phosphatase,

ATPase, arylsulfatase, aniline hydroxylase, NADH-cytochrome-c reductase, NADPH-

cytochrome-c reductase, cytochrome b5, and P450. The P450 and all other enzymes

requiring electron transport reactions were more concentrated in the light fraction. The

authors located additional enzymes in other fractions and concluded that microsomal

fractions contained several types of vesicles.

Subfractionation of rat liver microsomes using 0.26% sodium deoxycholate in a

1/10 ratio with microsomes yields smooth ER with no ribosomes (35). Following this

procedure, electron microscopy and enzyme analysis were used to characterize fractions.

Membrane-bound enzymes reacted differently to storage and dilution, indicating that an

enzyme activity could be controlled by external agents acting on the subcellular structure

(35). Schenkman and Cinti (36) described another method for rat liver microsome

preparation using calcium, which binds the microsomal fraction, negating the need for an

ultracentrifuge and decreasing preparation time. Many enzyme activities were stable

using this method, although some actvities may decrease. Furthermore, this technique is

also not universally applicable to other organs and species.

The subcellular fractionation of rat liver homogenates into all the major organelles

has been described using countercurrent partition or sucrose density centrifugation (37).

The countercurrent partition technique enhances the separation of lysosomes and ER from

the plasma membrane by separation of particles on the basis of their surface properties.

Further isolations of various minor subcellular fractions, such as endosomes and Golgi

fractions, have been documented. Endosomes are the membrane vacuoles where

endogenous ligands are located following transfer from the plasma membrane (38).

Endosomes rapidly hydrolyze these ligands, recycle receptors, and amplify cell-cell

signals, although the mechanism is not fully characterized. To prepare Golgi fractions,

liver homogenates were fractionated to obtain microsomes. Then the pellet was gently

resuspended and fractionated by sucrose gradient centrifugation. Each fraction was

collected and washed in sucrose. Further fractionation of the Golgi illustrated that the

light and intermediate fractions possessed highest galactosyltransferase activities.

Microsomal enzymes also demonstrated lower activities in Golgi fractions (39). Purity

of these fractions was checked by electron microscopy to assess for contaminating

organelles. Administration of cycloheximide to rats intravenously depletes the liver of

secretory products, allowing Golgi membranes to be isolated in a purer form, free of

internal contents (40).

Important considerations required for successful subcellular fractionation from any

organ or species include the use of optimal conditions throughout the procedure. Not only

do microsomal membranes have a negative surface charge that can be used to aid in
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fractionation but also proteins present during subfractionation have an intrinsic

pH-buffering capacity. However, despite this intrinsic-buffering capacity, it is necessary

to use sucrose medium in buffer for homogenization and centrifugation. As mentioned

previously, the generalized protocol for microsomal preparation from common laboratory

species may also include fasting the animal for 20 hours to reduce glycogen

contamination. Other additions to the preparation protocol include using the serine

protease or esterase inhibitor, phenylmethylsulfonylfluorine (PMSF), in the homogeni-

zation buffer and the chelating agent antioxidant ethylenediaminetetraacetic acid (EDTA),

the thiol-protecting agent dithiothreitol, and the antioxidant butylated hydroxytoluene as

additives in the microsomal buffer to retard lipid peroxidation and protein degradation. A

second high-speed centrifugation step uses pyrophosphate buffer to remove hemoglobin

and nucleic acids from the microsomal or subcellular fraction preparation (41). High

concentrations of PMSF during microsome isolation can limit the use of the subcellular

fraction to study enzymes such as the CESs.

One of the most-studied enzymes systems found in liver microsomal fractions are

the hemethiolate proteins known as the P450s. These enzymes were first recognized in the

seminal studies, demonstrating that an enzyme was responsible for the demethylation of

azo dyes (42,43) localized within microsomes (44). This finding was years before

identification of these enzymes as P450s in Wistar rat liver microsomes (45), pig liver

microsomes (46), and rabbit liver microsomes (47). The early work by Garfinkel (46) also

suggested that additional washing of the microsomes with Ringer’s solution was

necessary to remove hemoglobin interference with the spectral measurements undertaken.

The effect of washing rat hepatic microsomes with sucrose solutions, with or without

EDTA, has also been evaluated using xenobiotic metabolism as a marker (48). EDTA

prevented the decrease in metabolism of some substrates after washing with sucrose

alone, stimulating metabolism of other substrates.

Characterization

The unique localization of particular enzymes to specific, different organelles allows their

use as characteristic markers (Table 3). Various reactions by the particular enzymes allow

for the characterization of the preparations and the determination of contamination by

different subcellular fractions. For general characterization of the microsomal fraction,

glucose-6-phosphatase (13) and cytochrome c reductase (14) are often used. Because of the

various enzymes necessary for the tricarboxylic acid (TCA) cycle and other processes in

mitochondria, numerous enzymes can be used for characterization of the mitochondrial

fraction, including succinic INT reductase (15), cytochrome c oxidase (16), succinate

dehydrogenase (17), xanthine oxidase (18), glutamate dehydrogenase (19), andmonoamine

oxidase (20). The several enzyme markers of the cytosolic fraction include lactate

dehydrogenase (LDH) (21), glutathione-S-transferase (GST) (22), and alcohol dehydrogenase

(23). Golgi fractions are monitored with galactosyltransferase (24). Enzymes used to

characterize lysosomes are acid phosphatase (25), along with b-glucuronidase and

N-acetyl-b-glucuronidase (26); peroxisomes are evaluated via catalase (27) and plasma

membranes via alkaline phosphatase and alkaline phosphodiesterase (28).

The use of electron microscopy is the ultimate method to characterize subcellular

organelle fractions based purely on morphology and contamination with other organelles.

Ribosome preparation from guinea pig liver microsomes by extraction with deoxycholate

has been described (49), and the final fraction is analyzed by electron microscopy to

demonstrate a relatively pure preparation. In a further example of fractionation

characterization by electron microscopy, isolated guinea pig brain nerve endings, myelin
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fragments, and mitochondria were prepared by sucrose density gradient centrifugation

from an initial homogenate, along with nuclei and cell debris, microsomes, and ribosomes

(50). Morphological studies may also be carried out using electron micrographs, which

are additionally useful in understanding organelle surface area/volume ratios of the whole

cell and how these can be related to enzyme activity. The importance of the hepatic

ultrastructure has been recognized since the early stereological morphometric studies of

rat liver (51,52). These studies indicated that rough ER and mitochondria both possessed

the largest surface areas of all the subcellular components in liver parenchymal cells, and

these morphometric data allowed correlation with biochemical studies of phenobarbital

induction of microsomal P450 (53).

Storage

One of the advantages of subcellular fractions is their ability to be frozen and easily

stored. Because of the valuable nature of human liver for in vitro metabolism studies,

numerous groups have examined the effects of storage of human livers at �808C as

homogenates, cytosol, microsomal pellets, microsomal suspensions, or snap-frozen

pieces. Although some had suggested storage at �808C has little effect on drug

metabolism (54) and activities can be well maintained for years with only slight changes

(55), in 1996, these statements were rigorously tested. In this evaluation, the effects of

freezing, thawing, and time in storage (up to 2 years at �808C) of human liver

microsomes was examined. The results indicated no change in CYP1A2, CYP2A6,

CYP2C9, CYP2C19, CYP2D6, CYP2E1, CYP3A4/5, or CYP4A9/11 catalytic activities

(56). In contrast, an earlier study of a number of human hepatic xenobiotic-metabolizing

enzymes stored for various lengths of time as pieces, microsomes, or homogenates

showed conjugating enzymes were stable and P450 behavior was unpredictable (57). An

even earlier study using human liver microsomes and frozen liver cubes stored at �808C
for six months found little effect on various enzyme activities when compared with fresh

tissue, for P450 activities were stable, although glutathione conjugation declined by 20%

(58). Without a doubt it is acknowledged that to ensure successful storage of human livers

as either subcellular fractions or whole-cell preparation, the starting quality of the tissue

should be as high as possible. In the early years of drug metabolism research with human

liver, tissue quality was questionable, as demonstrated by enzyme activities (55,57). The

overall quality and availability of human tissue available for drug metabolism research

has improved, owing to the increasing network of nonprofit organizations across the

United States and Europe that coordinate and distribute donated human tissues under strict

ethical committee guidelines. For the liver and kidney specifically, factors such as

perfusion with University of Wisconsin buffer have allowed adequate storage time for

transportation of viable tissue around the world within 24 hours of removal from the

donor.

Extrahepatic Fractions

As described earlier, many organs and cell types may be subfractionated using various

methods. However, sedimentation of ER into the final 100,000-g pellets is variable with

different extrahepatic tissues (59). The preparation differences and P450 activities in

many extrahepatic microsomal fractions obtained from multiple species have been

thoroughly reviewed by Burke and Orrenius (11). Along with this chapter, the metabolism

by the lung, gut, kidney, and brain are covered in chapters 10 to 13 of this text and will

only be covered here briefly.
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Localization of enzymes, particularly CYP3A4, within the GI tract has been identified

as important in the metabolism of orally administered drugs, owing to a major role in first-

pass metabolism. GI homogenates were originally used for drug metabolism, because stable

microsomal preparations were hard to obtain; however, this problem was rectified by the

addition of a trypsin inhibitor and glycerol (20%) in isotonic potassium chloride, which act

as stabilizers of enzymatic activity (60). S-9 supernatant of intestinal biopsy tissue has been

used along with midazolam l’-hydroxylation to demonstrate an 11-fold variation in CYP3A4

in human intestine (61). The isolation of microsomes from intestinal tissue has been shown

to be dependent on the method of tissue isolation, and the differences observed between

hepatic and intestinal activities have often been accredited to the method of isolation. For

example, a report of greater than 10-fold Vmax values were found with microsomes isolated

from eluted enterocytes compared with mucosal scraping (62). The amount of enzyme

present in the fraction is also dependent on the portion of intestine from where the

microsomes were isolated. CYP3A4, for example, was found in greater quantities in the

proximal than distal intestinal sections (63). As a result, in vitro activities with high

variability have been reported with different preparations of intestinal microsomes. The

study of metabolism by human intestinal tissue has recently been reviewed (64) and is

covered elsewhere in this text. Further down the GI tract subcellular fractions from human

colon have also been used to assay 1-naphthol conjugation activity, with subcellular

fractions demonstrating more sulfation than glucuronidation. The higher sulfation activity

observed could likely be due to experimental design since nothing, such as adding detergent

or sonication, was done to overcome the latency of the UGT enzymes (65).

When used as a source of subcellular fractions, the kidney is particularly complex to

subfractionate, because it consists of localized multiple cell types that themselves must

first be isolated to provide any meaningful data on cell-specific metabolism. The standard

differential centrifugation technique yields microsomal fractions contaminated with other

cellular fragments (11). Enzyme activities are also localized to areas within the kidney,

such as the loop of Henle or the proximal tubule, where they are involved in xenobiotic

and endobiotic metabolism. P450, GST, and UGT activities were lower in microsomes

from the whole kidney than from hepatic microsomes from the rat, rabbit, mouse,

hamster, and guinea pig (38). However, recent evidence has shown the importance of the

kidney in drug metabolism, especially through glucuronidation. For example, it has been

shown that a substantial part of the glucuronide metabolite of the anesthetic propofol is

formed in the kidney (66), and this has also been shown using kidney microsomes (67).

The lung is exposed to high blood flow, and enzymes are localized to various cell

types. A recent review has focused on the lung and summarizes the different drug-

metabolizing enzymes found in the organ and, where available, their location within the

tissue (68). Besides the high content of connective tissue, which makes homogenization

difficult, the preparation of microsomal fractions from rat lungs requires extensive

washing to remove hemoglobin. Compared with the liver, rabbit lung contains relatively

little ER (69). Consequently, lung P450 activities are also much lower than the liver (70).

This difference is similar for GST, N-acetyl transferase (NAT), and UGT activities

between pulmonary and hepatic microsomes of rat, mouse, hamster, guinea pig, and

humans (71). However, even with the fairly low levels of P450 compared with the liver,

the lung does contain several preferentially expressed P450 forms, including CYP1A1,

1B1, 2A13, 2F1, 2S1, and 4B1 (68). The lung is metabolically active for xenobiotics,

which enter the lung via inhalation but can also metabolize xenbiotics, which enter the

lung through systemic circulation, though at a much lower extent than the liver (72).

Few drug metabolism studies use subcellular fractions derived from the heart. One

example focused on quinone metabolism in rat and guinea pig cardiac subcellular

fractions found to be localized to the mitochondrial and soluble fraction (73). Another
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study showed different stereoselectivity of reduction of oracin by microsomes and S-9

from various tissues, including the heart (74).

The epidermis is exposed to numerous cosmetics, toxicants, and environmental

xenobiotics and is one of the largest organs of the body owing to surface area

considerations. Because of these properties, the skin has enzyme activity toward many

chemicals (75). The skin has been shown to have relatively good P450 (76) and hydrolase

activities (77), which are important in the skin’s role as a barrier to entrance of

xenobiotics. A recent review has covered metabolism by the skin more extensively (78).

The use of nasal tissue from many laboratory animal species has been reviewed

relative to metabolic activation by P450 and other drug-metabolizing enzymes (79,80).

While the levels of drug-metabolizing enzymes and activities (especially, phenacetin and

chlorzoxazone metabolism) are high in the rat nasal cavity (81), overall these would be

relatively minor contributors to the disposition of the drug compared with the liver

because of the liver’s much greater tissue mass. However, the enzymes appear to play a

role in local bioactivation and toxicity in the nasal tissue (82,83).

Although not as widely used as other tissues for in vitro metabolism, reproductive

tissues are important for investigating metabolites of xenobiotics that are likely to result in

teratogenesis (84). Siekevitz (31) used a method similar to that used with the liver for the

preparation of microsomes from the placenta. Placental tissue subcellular fractions have

also been prepared and acetylcholinesterase (microsomal) and butyrylcholinesterase

(cytosolic) activities measured (85). The standard microsomal preparation protocol is less

effective with placental than with liver tissue. The addition of glycerol and heparin in

homogenization solutions improves catalytic properties of placental microsomes (86,87).

Human placenta expresses several P450s, although many catalytic activities are low

compared with liver tissue (87,88). Mouse mammary gland subcellular fractions exhibit

EH and GST activities at much lower levels than in liver subcellular fractions (89). Rat

testicular subcellular fractions can be prepared and used to study metabolism, as

demonstrated using the Sertoli cell toxicant 1,3-dinitrobenzene, which is reductively

metabolized by this S-9 fraction (90).

Several studies have used brain tissue from various species for the preparation of

subcellular fractions for use in metabolic studies. The metabolism in this tissue will be

covered more extensively in chapter 13 and has been reviewed elsewhere (91 93). Rat

brain subcellular fractions have been prepared in a method described by Alivisatos et al.

(94). Brain subcellular fractions have been obtained and have demonstrated higher

mitochondrial P450 than microsomal P450 in humans (95). Also, rat brain subcellular

fractions have been isolated as described by Hillard et al. (96) and used to study

anandamide hydrolysis, with the highest activity in microsomes and myelin. Specific

brain subcellular fractions have also been isolated and analyzed for the presence of

numerous enzymatic activities. A protocol for mitochondrial preparation from

homogenized brain tissue in sucrose/EDTA/heparin has also been detailed (97). Esterase

activity in rat brain has been measured in subcellular fractions and in synaptosomes that

were isolated by Ficol gradient centrifugation of the crude mitochondrial pellet (98).

USE OF SUBCELLULAR FRACTIONS

Metabolite Identification

Initial metabolism screening is often performed using microsomes supplemented with

NADPH or an NADPH-regenerating system, since the major route of metabolism for a

majority of new chemical entities is through the P450s. Along with the P450s, this

incubation system will allow metabolism by the FMOs along with the CESs. In addition,
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inclusion of alamethicin and uridine 5’-diphosphoglucuronic acid (UDPGA) (99) along with

the NADPH will allow for the study of the major phase I and phase II enzymes, the P450s and

the UGTs, involved in drug metabolism; however, UGT2B7 has been found to have very little

activity in this system (100). An advantage of subcellular fractions early in drug discovery is

that unlike intact cell methods (hepatocytes and tissue slices) drug uptake is not an issue.

The metabolites generated by subcellular systems can then be rapidly identified

using modern, highly sensitive analytical techniques as reviewed previously (101 103).

The identity of metabolites formed by microsomes can be determined when this in vitro

model is used in conjunction with liquid chromatography mass spectrometry using

various ionization methods, including electrospray ionization (ESI), atmospheric pressure

chemical ionization (APCI), atmospheric pressure ionization (API), and various mass

analyzers, including triple quadrupole, quadrupole time of flight (Q-Tof), and quadrupole

ion trap mass analyzers. For example, a recently published example showed the tentative

identification of metabolites of an anxiolytic agent using API-MS and MS/MS of

relatively small amounts of metabolites generated in vitro. Several demethylation

metabolites, hydroxyl phenyl, hydroxyl and oxo-pyrido, along with a dehydration

product, all were observed in the in vitro system (104). As seen from the example, the

increasing sensitivity and automation of mass spectrometry and related technology has

had considerable effect on early drug development by providing an initial read on the

potential metabolic profile of the compound. In addition, the subcellular fractions are

powerful tools that can be used to biosynthesize metabolites that are either too difficult or

too expensive to generate via chemical synthesis.

Species Comparisons of Xenobiotic Metabolism

Since the adoption and use of in vitro techniques, such as subcellular fractions, there have

been numerous reports of drug metabolism studies with many different species. Therefore,

it is not surprising that comprehensive reviews of multiple enzyme-multiple species and

sex difference comparisons in metabolism exist. One such study compared numerous

enzyme-specific phases I and II activities in human and rhesus monkey microsomes and

cytosol (105). More recently, this work has been expanded to include dog and cynomolgus

monkey (106). The importance of understanding species differences in the metabolism of

xenobiotics has become more obvious with the necessity to test metabolites for safety in

accordance with the Food and Drug Administration’s (FDA’s) guidance on “Metabolites in

Safety Testing” as covered in chapter 24. Subcellular fractions are a very useful tool to

study the differences in metabolism between species (including humans) early in drug

discovery and development to begin to determine metabolite coverage in preclinical

toxicology studies. Species differences (most often in rate or extent of formation) are

observed in metabolism of drugs by virtually all enzyme systems using subcellular

fractions. For example, species differences were observed for sulfoxidation of

4-hydroxypropranolol (107), carboxyl-glucuronidation of mitiglinide (108), NAT meta-

bolism of a selective androgen receptor modulator (109), and numerous others.

Xenobiotic Activation

Activation of xenobiotics to potential reactive species by subcellular fractions has been

recognized as a very common occurrence, and it is accepted practice to include this

fraction in mutagenicity assays. For example, the classic Ames mutagenicity assay uses

S-9 fraction from arochlor-induced rats to activate xenobiotics prior to testing for

mutagenicity to a salmonella strain (110).
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Interspecies comparisons have also been used to study carcinogen activation by

hepatic microsomes, and these have been highly useful in explaining differential

susceptibility to such xenobiotic agents. One example is the considerably higher

N-hydroxylation of the food-borne carcinogen 2-amino-l-methyl-6-phenylimidazo[4,5-b]

pyridine (PhIP) in human, rather than in rat and mouse in vitro. Whereas the rodent

species detoxify PhIP by 4-hydroxylation to an equal extent, humans have little of this

activity (111). The activation of xenobiotics by subcellular fractions will also be covered

more extensively in chapter 23.

In Vitro Model Comparisons from Multiple Organs

There are several studies comparing subcellular fractions with other models of in vitro drug

metabolism, although there are surprisingly fewer cases for which subcellular fractions

from multiple organs are used to study one or more metabolic pathways. Some examples of

the latter comparisons will be briefly described. Tissue homogenates (of rat liver, lung,

skin, and blood), mitochondria, nuclei, microsomes, and cytosol from these tissues (111)

were used to compare esterase activities. The esterase activities were found to be the

highest in the liver and plasma. Additionally, esterase activity in human liver cytosol and

microsomes has been compared with plasma esterase activity (112). A comparison of

glucuronidation of thyroxine with microsomes from the liver, jejunum, and kidney showed

that the jejunum had the lowest Km and highest Vmax of all the three systems (113). Styrene

metabolism by P450 and EH has been measured in microsomes from the liver, heart, lungs,

spleen, and kidneys obtained from rat, mouse, guinea pig, and rabbit (114). Another group

assessed EH in microsomes and GST activity in cytosol of the liver, kidney, and lungs from

mouse, hamster, rat, guinea pig, rabbit, dog, pig, baboon, and human (115). EH was highest

in baboon liver and GST was highest in guinea pig liver when compared with the other

tissues and species. Liver and lung interspecies comparisons of P450 and EH in

microsomes and GST in cytosol indicated considerable differences in enzyme activities

among species and higher activities in the lung than the liver (116).

In Vitro-In Vivo Pharmacokinetic Predictions

Because of the increasing pressure to reduce the cost and time to bring a product to

market, significant research effort has gone into using in vitro microsomal data prior to

first human dose for increasingly quantitative predictions of human P450 inhibitory

potential and pharmacokinetics for new drug entities. Thus, in vitro microsomal models of

drug metabolism and P450 inhibition have been incorporated into the drug development

paradigm from early discovery into the development stages. Applications in early

discovery are primarily focused around identification of potential metabolic liabilities of

drug platforms using high-throughput absorption, distribution, metabolism, and excretion

(ADME) screening (117,118) with a goal of reducing these liabilities with structural

modification. As clinical candidates are identified, in-depth in vitro analyses of the candidates

potential to cause drug-drug interactions and their metabolic fate are performed, with human

microsomes following guidelines set by regulatory agencies (119) and recommendations of

Pharmaceutical Research and Manufacturers of America (PhRMA) (120) resulting in an

assessment of possible metabolic liabilities, which are further examined in the clinic.

P450 Inhibition

Definitive in vitro studies with human liver microsomes evaluate the possibility that use

of a new chemical entity may inhibit the metabolism of coadministered drugs, which
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could lead to serious side effects. For these studies, varying concentrations of both probe

substrates of each of the P450s and possible inhibitor are incubated with human liver

microsomes. The resultant inhibition profile results are used to calculate a Ki or IC50 of

reversible inhibition. The maximal expected concentration of inhibitor in human plasma

(Cmax) is often used to determine a Cmax/Ki ratio. This ratio can then be used to predict the

clinical relevance of this inhibition, where Cmax/Ki >1, between 1 and 0.1, and <0.1

predicts inhibition of likely, possible, and remote, respectively (120). Time-dependent

inhibition or mechanism-based inhibition can be similarly evaluated following

preincubation of the new chemical entity with human liver microsomes and NADPH

prior to incubations with probe P450 substrates.

The use of in vitro study results in the design and interpretation of clinical studies,

and some of the complexities involved are exemplified by studies performed with

tadalafil (121). Tadalafil was examined as a reversible and mechanism-based inhibitor of

CYP3A using in vitro incubations with human liver microsomes. A low potential to

reversibly inhibit CYP3A, with an I/Ki ratio of 0.05, was predicted; however, additional

studies showed that tadalafil had a moderate potential to exhibit mechanism-based

inhibition of CYP3A. These data were complemented by in vitro induction studies in

human hepatocytes where induction and mechanism-based inhibition of CYP3A activity

were observed as simultaneously occurring and essentially balancing each other’s effect.

Two clinical studies with different CYP3A substrates, midazolam and lovastatin, showed

that the pharmacokinetics of these CYP3A probes were essentially unchanged after

tadalafil administration, suggesting that inhibition and induction were indeed offset

in vivo (121).

Prediction of Exposure and Pharmacokinetic Variability of New Chemical Entities

In vitro studies are performed to predict drug exposure in the human population and to

understand the metabolic basis of variability in this exposure (reaction phenotyping). Prior

to human exposure, there has been an increasing reliance on in vitro microsomal techniques

to predict clearance when oxidative metabolism and/or direct glucuronidation are the

primary clearance routes (122 124). Using in vitro humanmicrosomal data, the value termed

“the human in vitro intrinsic clearance” (Clint,h,in vitro), an estimate of in vivo intrinsic hepatic

clearance (Clint,h,in vivo), can be determined either through a determination of Km and Vmax of

the metabolic pathways responsible for clearance or through examination of the rate of loss

(kloss) of compound (125). Using physiologically based scaling factors (PB-SF), Clint,h,in vitro

is scaled to Clint,h,in vivo [Clint,h,in vivo¼Clint,h,in vitro(mL/min/mg protein)*PB-SF], where

PB-SF is the product of the microsomal protein content per gram of the liver and the average

liver weight in humans. The Clint,h,in vivo is then scaled to total hepatic Clh, most often by

using the well-stirred model in which hepatic blood flow (Qh) and, often, plasma protein

binding (fup), microsomal protein binding (fumic), and blood/plasma (RB) partitioning terms

are included.

Clh ¼
Clint;h;invitro

fumic
�Qh� fup

RB

� �
Qh þ Clint;h;invitro

fumic
� fup

RB

� �� �
The resultant predictions of clearance exhibit a two- to threefold prediction error

and a systemic underprediction bias, which has been corrected by some groups with an

empirical scaling factor (124). These data, with the uncertainty around the prediction, can

be used in context to that obtained preclinically to calculate efficacious or safe first

human doses prior to human dosing for hepatically cleared drugs, thus hopefully focusing
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these initial studies in a dosing range on the basis of data obtained in a human system

versus that empirically derived from purely preclinical sources.

Related to predictions of clearance are questions as to what factors, such as

environmental or genetic, influence in vivo metabolic clearance in the general population.

This information relies on an understanding of the enzymes involved in the routes of

metabolism of a new chemical entity and major or active metabolites (>25 30% of drug

clearance), which impact the compounds clearance and/or efficacy (120). Since the

realization that P450 was not a single enzyme but a multigene family composed of

multiple enzymes with distinct (and in some cases overlapping) substrate specificities

(126), it has been possible to identify, quantify, and characterize individual P450s in a

tissue using specific probe substrates (127), inhibitors (120), or immunoquantification

(128). This approach is useful in the development of a human liver “microsome bank”

(129) that contains numerous microsomal preparations that have been characterized for

their expression of drug-metabolizing enzymes, including phase II enzymes (130).

Microsomes from these characterized liver banks are used to answer these questions of

clearance when oxidative and/or direct UGT-mediated metabolism is involved. The major

focus for reaction phenotyping are the P450s; however, other drug-metabolizing enzymes

can be evaluated such as UGTs, sulfotransferases (SULTs), FMOs, and hydrolysis

enzymes if the pathways are important in a compound’s clearance, often using subcellular

systems other than microsomes (120). Further, the study of effects of genetics and other

factors on xenobiotic metabolism is performed in vitro because of the ease of use and

long-term stability of the subcellular fractions.

As an example, duloxetine reaction phenotyping studies show the use of this

approach (131). Results from in vitro studies with duloxetine using human liver

microsomes and microsomes prepared from human b-lymphoblastoid cells expressing

human P450s found that the clearance of duloxetine via three hydroxylated routes was

related to CYP1A2 and CYP2D6. Clinical studies found that paroxetine (CYP2D6

inhibitor) increased the Cmax and AUC of duloxetine moderately (about 60% for both)

(132), and fluoxamine (CYP1A2 inhibitor) increased the AUC and Cmax by 460% and

141%, respectively (131). Thus, the in vitro studies allowed focused clinical studies to be

performed, which concluded that duloxetine is predominantly metabolized by CYP1A2

and to a lesser extent CYP2D6.

SUMMARY AND CONCLUSION

The information discussed in this chapter indicates that subcellular fractions can be

prepared from many different cell types, organs, and species and may be stored for a

number of years at 808C and still retain their enzymatic activity reflective of fresh tissue.

The unique organ architectures, however, may complicate use of a standard method for

preparation of a single subcellular fraction; and this may partially explain the numerous

combinations of buffer constituents, homogenization conditions, and centrifugation

protocols available both for the same organ as well as across-species studies. Therefore, it

is recommended that some form of characterization be performed to ensure that the

isolated fraction is essentially from a single organelle. Characterization techniques

include enzymatic, electron microscopic, or immunochemical techniques. For in vitro

drug metabolism studies, microsomes are clearly the most widely used subcellular

fraction, and the liver is the most extensively studied organ. There is a reasonable

relationship using microsomes for in vitro-in vivo correlation of xenobiotic metabolism,

although it is not perfect owing to confounding factors present within this system. The use
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of other fractions, such as cytosol or whole-cell models, may be necessitated if the

xenobiotic undergoes metabolism mediated by enzymes found outside the ER fraction.

With reference to multiple metabolic pathways in numerous organelles, a single

subcellular system will not allow sequential metabolism unless the whole pathway is

catalyzed by enzymes found solely in the single preparation. Depending on the enzyme(s)

involved, cofactors are required to facilitate metabolism, and this requires prior

knowledge of the identity and the amounts of the cofactors necessary for optimal

turnover. This represents one of the disadvantages of using this system.

The use of subcellular fractions to determine interspecies differences in metabolism

is a useful tool to help in the design of toxicology studies. Using microsomes, S-9, and/or

cytosol from preclinical species along with those from humans early will allow for choice

of optimal toxicology species with coverage of prominent metabolites in humans or,

barring this, allow for the synthesis and toxicology testing of unique human metabolites in

the animals. When human tissue is available, the formation of a phenotyped bank is

possible, which is of enormous value for early definition of metabolic routes for new

drugs and ultimately useful to screen out molecules that may present problems to some or

all potential patients. If the bank is significantly large, it may also give some idea of the

variability in metabolism that may be present in the patient population. Subcellular

fractions are also useful to predict hepatic clearance, which can be used to help choose

first human dose. In addition, microsomes are used to determine the P450 inhibition

liability of a new chemical entity and may preclude the need for a clinical drug interaction

study.

In conclusion, subcellular systems when supplemented with the required cofactors

are a sophisticated representation of only part of the whole cell. The ability to control the

enzyme system studied by use of specific conditions and subcellular fractions make this

system extremely powerful. However, such systems do not take into account the

regulatory effects of cell-cell contact communication, the heterogeneous cellular nature of

many organs, or the interplay between different enzymes and transporters within a cell or

tissue. These considerations aside, it is clear that subcellular fractions have many useful

roles in the pharmaceutical industry, and their niche in the future seems assured.
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INTRODUCTION

The liver is predominately responsible for metabolism of carbohydrates, proteins, lipids,

porphyrins, and bile acids. In addition, the liver serves a significant role in the

detoxification, metabolism, and elimination of xenobiotics. The main architectural

features of the liver include blood supply (portal vein and hepatic artery), bile canaliculi,

phagocytic Kupffer cells, fat-storing stellate cells, Pit cells (lymphocytes) and the major

cell type, hepatocytes. Hepatocytes are polarized cells with a sinusoidal membrane

(basolateral or blood side) and a canalicular membrane (apical or bile side) with multiple

tight and gap junctions between each of the cells. Hepatocytes or parenchymal cells are

the functional units of the liver and the major site for biotransformation of xenobiotic and

endogenous substrates. Hepatocytes contain the majority of phases I and II drug

metabolizing enzymes, as well as several active transport mechanisms (uptake and efflux

transporters) (1). Figure 1 illustrates the drug-metabolizing enzymes and transporters

found within the hepatocytes and associated with the cell membrane, respectively.

When using hepatocytes as a model system, studies are conducted within a setting

that contains physiological concentrations of enzymes and cofactors, as well as the

cellular machinery necessary to regulate synthesis and trafficking of new proteins (e.g.,

enzyme induction). Similar to the hepatocyte found in vivo, xenobiotics must cross

biological membranes, interact with cellular organelles/proteins and receptors, and

compete with endogenous substrates. In comparison to many other in vitro techniques,

such as isolated enzymes, subcellular fractions, or liver homogenates, hepatocytes are

clearly more akin to the in vivo environment. Suspensions or primary cultures of

hepatocytes have a multitude of applications in the field of drug metabolism from an

industrial perspective where they are used as a model system to study drugs in discovery

and development as well as use in the pursuit of basic research issues (2 5). In addition,

given the extensive number of transporters found associated with hepatocytes, they are

often used to assess drug and metabolite transport (6,7). Hepatocytes are also a useful tool

for studying the detoxification or toxicity of xenobiotics either directly or derived via

metabolism. Finally, the hepatocyte model can be useful in studying liver diseases, such

as viral and parasitic infections (8).
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HEPATOCYTE ISOLATION

Historically, cells from liver tissue were isolated as early as the 1940s (9). The early

methods typically involved some form of mechanical isolation, which resulted in mostly

dead cells or cells so severely damaged that they were unable to survive or maintain

normal physiological functions. The discovery of proteolytic enzymes, such as

collagenase (EC 3.4.24.3 from Clostridium hystoliticum) and hyaluronidase resulted in

the development of a new generation of hepatocyte isolation procedures, which were

superior to the mechanical methods. The original enzyme procedure involved slicing the

liver tissue followed by incubation in buffer containing collagenase and hyaluronidase

(10), which was later improved by Fry and Belleman in the 1970s (11 13). In 1969, Berry

and Friend established the first protocol involving a liver perfusion technique employing

collagenase (2,14). This new perfusion method, commonly referred to as the one-step

perfusion method, more efficiently exposed the cells and extracellular matrices to the

dissociation buffer and resulted in improved cell yields and viability. Several years later,

Seglen refined the perfusion method by introducing the two-step perfusion method (15).

The first step involved perfusing the liver with a medium devoid of Ca2þ to irreversible

cleave desmosomal cell-cell contacts. The second perfusion medium contained

collagenase to digest the extracellular matrix (ECM). Only minor changes have been

made to the original two-step isolation method over the past 30 years, and it still remains

the most common isolation procedure used today.

Isolation of Rat Hepatocytes

The following is a description of the current two-step perfusion method of Seglen

employed in many laboratories (2,16 18). Several buffers or media are necessary at

Figure 1 Drug transporters (uptake and efflux) and drug metabolizing enzymes (phases I and II)

of the human hepatocyte.
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different stages of the isolation and incubation steps, these include (i) first perfusion

buffer (wash buffer), (ii) second perfusion buffer (collagenase buffer), (iii) cell wash or

isolation buffer, and (iv) incubation buffer or media. The initial perfusion buffer is used to

remove blood from the liver and deplete the liver of Ca2þ. The lack of Caþ2 is responsible

for the cleavage of desmosomes or zonulae adherens. Desmosomes are adhering junctions

on cell membranes that bind cells tightly together and impart strength to the overall tissue.

Irreversible desmosomal cleavage is the first important event in hepatocyte isolation. In

order to irreversibly cleave the desmosomal contacts, the first buffer should be perfused

for a minimum of 10 minutes. Shorter perfusions may result in the desmosomes repairing

themselves that can lead to poor cell yields. In order to remove Ca2þ ions from the liver,

investigators use a wash buffer devoid of Ca2þ with or without EGTA [ethylene glycol-

bis (beta-aminoethyl ether)-N,N,N’,N’-tetraacetic acid] as a calcium ion chelator.

However, it has been found that the addition of 0.1 mM EGTA can prevent the loss of

reduced glutathione from the cells (19). The choice of buffering system is also variable

among investigators. The two most commonly used buffering systems are HEPES and

bicarbonate. The bicarbonate system (e.g., Krebs-Henseleit bicarbonate, KH) is more

physiological, but requires continuous bubbling of oxygen and carbon dioxide throughout

both perfusion steps to maintain the appropriate pH. HEPES [N-(2-hydroxyethyle)

piperazine-N’-(4-butanesulfonic acid)] (10 100 mM), a synthetic buffering system, is

more convenient and for some experimental setups may be more appropriate.

Preparation of Buffers

The composition of wash buffer is as follows: NaCl, 120 mM; KCl, 5.3 mM; NaHCO3,

7.4 mM; Na2HPO4, 0.3 mM; glucose, 5.6 mM; HEPES, 10 mM; EGTA, 0.5 mM (final

pH 7.4). Typically 400 mL of this buffer is prepared for each isolation experiment. The

buffer can also be prepared as a 10� solution and stored at 48C after sterile filtration. The

collagenase buffer is similar to that of the wash buffer, except for the addition of calcium

chloride and collagenase and omission of EGTA. The composition of collagenase buffer

is as follows: NaCl, 120 mM; KCl, 5.3 mM; NaHCO3, 7.4 mM; Na2HPO4, 0.3 mM;

glucose, 5.6 mM; HEPES, 10 mM; CaCl2, 2.5 mM; 0.04% collagenase, type IV, Sigma

Chemical Co., (final pH 7.4). The activities of various collagenases are known to vary,

and it is appropriate to evaluate the amount of collagenase necessary for satisfactory liver

digestion. Typically 400 mL of this buffer is prepared for each isolation experiment. The

buffer can also be prepared as a 10� solution (without addition of CaCl2 and collagenase)

and stored at 48C after sterile filtration. The CaCl2 should be added after the 10�
concentrate has been diluted to prevent precipitation of calcium salts, and collagenase

should be added just prior to the start of each experiment.

Both perfusion buffers should be well oxygenated prior to the start of experiment

and during the experiment if possible to prevent cellular hypoxia. The buffers should also

be immersed in a water bath set at approximately 408C. The actual water bath temperature

should be predetermined so that the temperature of the perfusion buffer at the cannula is

between 36 to 398C, the optimal temperature for collagenase activity.

The choice of isolation/wash buffer or media employed to isolate hepatocytes from

the digested tissue are quite varied. Commonly, a complete media, such as William’s E

(WE) or Dulbecco’s modified Eagle’s medium (DMEM) for both the isolation of cells and

incubation medium is used, although simple buffers, such as KH or Hank’s balanced salt

solution (HBSS), can also be used. In general, for incubations of short duration (30 90 min)

a simple buffer may be adequate to maintain cell viability and biotransformation reactions,

but for longer incubations (2 4 hours) it is recommended that a more complete media

containing essential amino acids and nutrients be employed.
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Equipment and Supplies

The equipment and instruments necessary to perform the isolation are as follows: water

bath, peristaltic pump, tubing, tubing end sinkers, bubble trap, two-way switch, lead

doughnuts, 20 gauge IV catheter/trocar (catheter and needle assembly, 32 mm) or 18

gauge needle, operating board or grate placed over a drain pan, 3-O surgical silk, surgical

scissors (large and small), fine and coarse forceps, sterile saline, cotton-tipped swaps,

cotton gauze, stainless steel dog comb (or surgical rake), Erlenmeyer flasks, large glass

crystallizing dish (*125 mL), 50 mL centrifuge tubes, centrifuge, nylon filters (250 and

125 mm), trypan blue solution (0.4%), hemocytometer, and a light microscope.

Oxygenated wash and collagenase buffers are poured into separate 500 mL

Erlenmeyer flasks that are placed in the water bath with lead doughnuts. Tubing from the

peristaltic pump (with attached end sinkers) is placed in each of the flasks and the catheter

placed on the opposite end of the tubing. Figure 2 illustrates the entire apparatus setup.

Surgical Procedure Whole Liver In Situ Perfusion

Rats between 150 to 200 g are optimal for good cell yields and viability. The animal is

anesthetized with sodium pentobarbital (60 mg/kg, IP) or isofluorane inhalation. The

unconscious animal is placed on an operating board ventral side up. A large U-shaped

incision is made on the ventral surface exposing the abdominal cavity all the way to the

diaphragm. The cut begins at the midsection of the lower abdomen and progresses up

toward the right foreleg. The second portion of the U-shape again starts at the same

midsection cut and progresses upward toward the left foreleg. The incisions are best made

by first cutting through the skin followed by a second U-shaped incision through the

muscle layer. The intestines are gently lifted and moved over and out of the body cavity to

the right side of the animal. This exposes the portal vein that is then gently teased away

from the surrounding fascia with cotton-tipped swaps and forceps. Three ligatures (3-O

silk) are then placed around the portal vein. One ligature is placed near the entrance to the

liver, the second approximately 1.0 cm below the first, and the third ligature 1.5 cm below

the second. Tie loops are prepared on the first pair of ligatures, but are not tied down.

Figure 3 indicates the correct placement of ligatures and cannula. The portal vein is

carefully cannulated with the 20 gauge catheter by gently pulling back on the third

ligature to straighten and hold in place the portal vein. The cannula/needle assembly is

Figure 2 A schematic diagram of the equipment setup for rat hepatocytes.
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inserted into the portal vein at a 258 angle, and the cannula angle immediately reduced to

avoid puncture of the underside of the portal vein as the assembly is pushed forward

approximately 2 to 3 cm. Once inserted, the needle portion of the assembly is carefully

removed. After the needle is removed, blood will begin to flow from the back end of the

cannula. The pump tubing is reconnected to the cannula after blood has completely filled

the cannula connector so as to prevent an air bubble. The final position of the cannula end

should be just below the first venous branch into a liver lobe. The catheter is immediately

secured into place by tightening the first and second ligatures around the catheter and

the wash buffer started at a flow rate of 15 to 20 mL/min. On starting the wash buffer, the

superior vena cava is severed by plunging a pair of fine surgical scissors through the

diaphragm and severing the vena cava. The wash buffer will exit the vena cava and drain

from the animal. During the perfusion, the liver tissue is kept moist and warm at all times

by bathing the tissue with warm saline. The wash buffer is perfused for approximately 10

to 15 min. While the liver is perfused with wash buffer, collagenase (0.04%, w/v) is added

to the second perfusion (collagenase) buffer. The collagenase buffer perfusion is initiated

by switching the two-way valve, and the liver is perfused for an additional 10 to 20 min.

The liver is then carefully removed from the body cavity and placed in a dish containing

50 mL of oxygenated WE. The dog comb is then raked through the tissue to release cells,

connective tissue, and any undigested liver tissue. The cells are then placed in a shaking

water bath for 15 min at 378C to allow damaged cells to either repair themselves or expire

(*20 50 rpm). The entire cell suspension is then strained through cheese cloth and

centrifuged at 50 � g for 5 min to sediment parenchymal cells from nonparenchymal and

dead cells. The supernatant is then carefully removed, the cells gently resuspended in

media, and recentrifuged for a total of 3 centrifugation steps. The final cell pellet is

resuspended in 40 to 50 mL of WE, which is filtered through 250 and 105 mm nylon

Figure 3 Diagram of rat portal vein cannulation.
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filters. Smaller filters, 60 to 80 mm, may also be used to remove cell aggregates. The final

cell suspension is used to determine both viability and cell number. Viability of the initial

cell suspension is determined by trypan blue exclusion that determines the integrity of

the cell membrane. Only cell suspensions with a percent viability of >85% are deemed

acceptable for drug metabolism studies (typical cell viability will range from 90% to

100%). The cells are then diluted to approximately (0.5�2) � 106 cells/mL in WE (final

cell concentration based on the number of live cells present in the suspension) and used

immediately for suspension experiments or placed into primary culture.

Isolation of Human Hepatocytes

The following is a description of the two-step perfusion method for the isolation of human

hepatocytes and is based on the biopsy perfusion method with an encapsulated liver lobe

of 5 to 50 g (5,20 22). The final viability and cell yield from such an experiment are

dependent on the medical/social history of the individual donor, the conditions under

which the tissue was removed, preserved, and shipped, as well as the conditions under

which the cells are isolated (5,22,23). We have found that freshly excised human livers

perfused and shipped with University of Wisconsin or histidine-tryptophan-ketoglutarate

solutions on wet ice within 24 hours of tissue harvest result in isolations of viable cells.

Isolation of cells from livers that are grossly cirrhotic or have a fat content >50% result in

lower cell yields, viability, and attachment efficiency (22).

Preparation of Buffers/Equipment

The perfusion buffers can either be the same as those described for the in situ rat perfusion

method or a simpler buffer system containing NaCl, KCl, and HEPES may be substituted.

The composition of the simple buffer system is as follows: 5 L of stock buffer are prepared

by dissolving 2.5 g of KCl, 41.5 g of NaCl, and 12.0 g of HEPES and adjusting the pH to

7.4 with HCl. The wash buffer is prepared by adding 1.14 g EGTA to 2 L of stock buffer

and adjusting the pH to 7.4. The collagenase buffer is prepared by adding 4.0 mL of a

0.37 g/mL solution of calcium chloride to 2 L of the stock buffer and adjusting the pH to

7.4 with NaOH. Collagenase (*500 mg/1000 mL) is added to the collagenase buffer prior

to the start of the experiment. Approximately 100 mL of each buffer are required for each

10 g of liver tissue. Both buffers should be well oxygenated prior to the start of the

isolation procedure and during the perfusions if logistics permit. The supplies necessary for

the biopsy (encapsulated lobe) perfusion are similar to those already described, except that

a multichannel perfusion pump is used and the collagenase buffer is recirculated.

Encapsulated Lobe Perfusion

Both the wash and collagenase buffers are prewarmed in a 458C water bath. The

encapsulated lobe is placed on the operating board (screen) with a drain pan below.

Several perfusion lines (1 5) are connected to various sizes of mouse and/or rat oral

gavage needles, which are placed into exposed vascular openings on the single cut surface

of the encapsulated lobe. Alternatively, 16 to 22 gauge Teflon cannulas, 200 mL pipette

tips, or serological pipettes (1 10 mL) can be used in place of gavage needles (5,23).

Whatever the choice, each needle/cannula/tip should be sutured or glued into place

(Loctite1) to securely attach the needle/cannula to the exposed vessel(s), and the

remaining open face of the liver lobe is covered with a thin layer of adhesive. If more than

one face of the liver tissue is exposed, the second face should be covered with a layer of

adhesive glue. The use of glue serves two purposes: (i) hold the cannula in place with a
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tight seal and (ii) restore the liver capsule to ensure a good perfusion of the tissue.

Eventually the perfusate will need to escape the liver; therefore, one to three cuts are

made on the capsule opposite the exposed face, thus allowing proper perfusion of the

majority of the tissue.

Perfusion of the wash buffer is started at 20 to 30 mL/min/line with a multichannel

peristaltic pump and continued for 15 to 20 minutes at which time the wash buffer is

replaced with the collagenase buffer, which is perfused for an additional 20 to 25 minutes.

The wash buffer is not recirculated, but the collagenase buffer is recirculated to conserve

collagenase. It is important that the tissue be warmed to 37 to 388C as quickly as possible

and that as much of the UW (University of Wisconsin) solution be removed from the

tissue for maximum effect of buffers and collagenase. The tissue is kept moist and warm

at all times by bathing with warm saline, except during the perfusion of the collagenase

buffer where additional saline will dilute and contaminate the buffer. Alternatively,

submerging the liver tissue in calcium-free and then collagenase buffers during perfusion

will help maintain the proper temperature (5). After perfusion, the liver is placed in a glass

dish and cut into small sections to disperse digested portions of the tissue. Tissue sections

are also further disintegrated with a dog comb or tissue rake. Isolated hepatocytes are

washed with freshly oxygenated WE and separated from undigested tissue by filtration

through cheese cloth. The hepatocytes are further purified as previously described with rat

hepatocytes. Although cell yields will depend on the quality of the donor liver and vary

between laboratories, several researches have reported cell yields of 7 20 � 106 cells/g

tissue and 1 15 � 106 cells/g tissue (mean of 6 � 106 cells/g tissue) (21,24).

Isolation from Other Species, Sterile Isolation, Percoll Isolation Procedure,
and Cryopreservation

Isolation of Hepatocytes from Other Animal Species

Hepatocytes have been isolated from a variety of animal species. The most common

species are those associated with the pharmaceutical industry, such as rat, mouse, dog,

monkey, rabbit, as well as human (5,16 18,21 23,25 31). Hepatocytes have also been

isolated from a number of agricultural species, such as cow, pig, horse, sheep, chicken,

duck, goat, and deer (32 38). Various other species include guinea pig, hamster, gerbil, cat,

amphibians, and fish (39 47). The rat in situ or human biopsy perfusion methods are

readily adaptable to the isolation of hepatocytes from many different animal species.

Whole liver perfusions are most common with smaller animals, such as mouse, hamster,

guinea pig, monkey, or rabbit, and the wedge biopsy or single-lobe perfusion methods

employed for larger species, such as the dog. Whole liver perfusions can be performed on

larger species, albeit they are much more expensive in terms of collagenase, and for most

experimental needs the large number of cells isolated from a single liver is not

immediately necessary. However, cryopreservation methods have improved so that unused

cells can be properly frozen and stored for future experiments. Finally, several detailed

experimental protocols are noted for the isolation of mouse, rabbit, guinea pig, hamster,

dog, monkey, horse, cow, pig, and fish hepatocytes (25,27,28,30 33,35,40,45,48).

Sterile Isolation

Hepatocytes that are to be used in suspension generally do not require aseptic isolation;

however, hepatocytes placed in primary culture do require special treatment in the

preparation of buffers and equipment as well as the actual isolation procedure. Some

details are listed below that should be considered when isolating cells for primary culture.
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In all cases, it is best to work in a sterile environment as much as possible, and all

solutions should be filtered through a 0.2 mm filter. All surgical apparatus and pump

tubing should be sterilized prior to use. Generally, penicillin (100 U/mL) and

streptomycin (100 mg/mL) should be used in the cell isolation and culture media. Prior

to surgery, it is recommended to shave and clean the rat abdomen with 70% ethanol or

Betadine to prevent contamination from the outer surface of the animal. Once the cells

have been isolated, all centrifugation steps and any additional procedures should be done

with sterile tubes and dishes. All of the remaining isolation steps (tissue disintegration,

filtration, and plating) should be conducted in a sterile environment.

Percoll Isolation Procedure

In instances where cell viability is low (<85%), more elaborate means of cell isolation in

addition to centrifugation are necessary. Normally, this additional isolation procedure is

unnecessary with rat hepatocytes; however, the use of Percoll is often necessary when

isolating human hepatocytes, which often results in the isolation of significant numbers of

unviable cells. Cells with damaged membranes when incubated in suspension or primary

culture will release proteolytic enzymes that can be detrimental to intact surrounding

cells; therefore, removal of damaged cells is beneficial. The use of Percoll, a colloidal

suspension of silica particles coated with polyvinylpyrrolidine, has been shown to

effectively separate damaged hepatocytes and other nonparenchymal cells from intact

hepatocytes. The procedure involves centrifuging the cell suspension through a Percoll

medium with a density of 1.06 g/mL. The resulting cell pellet contains predominately

viable hepatocytes while damaged cells, cellular debris, cell aggregates, and non-

parenchymal cells remain suspended in the Percoll medium. Hepatocytes isolated by the

Percoll method have been shown to exhibit superior characteristics (longer viability,

CYP450 maintenance, membrane transport, and drug metabolism capacity) compared

with cells isolated by low-speed centrifugation (49,50). An isotonic solution of Percoll is

prepared with KH, HBSS, or PBS to give a density of 1.06 g/mL and mixed with cells

[(1 3) � 106 cells per total volume] in a 50-mL centrifuge tube. The mixture is then

centrifuged at (50 70) � g for 10 min. If the hepatocytes do not sediment after

centrifugation, either dilute the Percoll media and centrifuge a second time, centrifuge the

cells at a slightly higher g-force, or centrifuge the cells for a longer period of time.

Finally, wash the cells with culture media once or twice � (50 � g for 3 min) to remove

any remaining Percoll before use.

Cryopreservation

There are times when the numbers of cells isolated from a single liver are so great or the cells

are of such significance that long-term storage of unused freshly isolated cells would be

advantageous. The ability to cryopreserve hepatocytes for long periods of time and utilize

them when needed would be beneficial particularly with human hepatocytes where there is

difficulty in obtaining tissue and controlling the frequency at which tissue becomes available.

There are many methods for cryopreserving cells, but all utilize penetrating and

nonpenetrating cryoprotectants. For example, DMSO and glycerol are common

penetrating cryoprotectants while dextran and polyvinylprrolidine (PVP) are non-

penetrating cryoprotectants. When cryopreserving hepatocytes, 10% DMSO is commonly

used along with the addition of optional cryoprotectants, such as fetal calf serum or PVP

to enhance viability, plating efficiency, or enzyme function after thawing (51 53). In the

presence of cryoprotectant, the cells undergo controlled freezing down to �80 to �1968C
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(liquid nitrogen). In general, the freezing rate is slow enough to reduce the formation of

ice crystals, which will damage the cells, as well as minimize the release of heat (heat of

fusion) when crystals start to form (52). When the cells are needed for use in experiments,

they are rapidly thawed at 378C over one to two minutes and the cryoprotectant

immediately diluted in media to prevent cell toxicity. Once diluted, it is advisable to

further isolate intact hepatocytes using Percoll, which has been shown to improve plating

efficiency and drug metabolism (52).

The optimal scenario would be the ability to freeze hepatocytes and retrieve them

from storage with similar viability and cellular function as freshly isolated cells. For the

most part, cryopreserved hepatocytes function in a similar manner as freshly isolated cells,

albeit some loss of total cell viability is expected and can be managed by Percoll. After

cryopreservation, CYP450-mediated oxidation, glucuronidation, sulfation, and epoxide

hydrolase activities are similar to fresh hepatocytes; however, glutathione conjugation was

found to be significantly decreased (52,54,55). Sohlenius-Sternbeck determined that

glutathione transferase activity was unaffected by cryopreservation, but that glutathione

levels were dramatically decreased (>90%) (55). In addition, when cryopreserved

hepatocytes are plated in a sandwich culture, multiple uptake and efflux transporter were

found to be functional (NTCP, OATP, MDR1, MRP2, BSEP, and BCRP) (56). These data

would indicate that cryopreserved hepatocytes are functionally capable for use in drug

metabolism and transporter studies, albeit glutathione conjugation is not represented in the

overall metabolic profile, and fresh hepatocytes should be used for this purpose.

Attachment or plating efficiency is somehow compromised even when cryopre-

served cells are properly frozen and thawed. Attachment of cells is batch (donor)

dependent and only some donor hepatocytes sufficiently attach after cryopreservation.

One important factor in the plating efficiency of cryopreserved hepatocytes is the quality

of the cells prior to freezing. Damaged cells are unlikely to survive the osmotic changes

that occur during freezing and thawing and therefore do not recover appropriately after

thawing. In recent years, methods to improve the plating efficiency after cryopreservation

have been proposed; these generally include a brief incubation time in which the cells

repair themselves prior to freezing. Techniques such as incubating cells in media at 378C
for 30 minutes prior to freezing or plating the cells as a monolayer or sandwich culture on

collagen-coated dishes prior to freezing have been shown to increase the plating

efficiency of cryopreserved hepatocytes (51,57,9).

Hepatocyte Viability and Functional Assessment

After the isolation of cells, functional capabilities and viability of each preparation should

be examined. Depending on the type of experiment to be performed, different types of

functional assays may be necessary. In all cases, the viability of the preparation should be

evaluated by one or more techniques. The most common methods of assessing hepatocyte

viability are cell membrane integrity (trypan blue, lactate dehydrogenase, visual

inspection) and cellular or enzyme function (ATP content, MTT, CYP450 activity).

Trypan blue dye exclusion is by far the most popular method for assessing cell viability.

This assay measures the integrity of the cell membrane by excluding trypan blue dye,

which binds to nuclear DNA if the membrane is damaged. Trypan blue is a fast and

simple assay and is generally coupled to the determination of cell number. Lactate

dehydrogenase enzyme leakage and visual inspection of the cell membrane under a light

microscope are alternative methods to assess cell viability (58). Cell blebbing (small

extrusions or extension of the cell membrane) are often observed and are indicative of

membrane damage. Often these blebs will contract and the membrane will repair itself,
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other times the damage is too great and the cells will die. Additional methods to assess

viability or cytotoxicity include measuring ATP content or mitochondrial function with

the tetrazolium dye MTT (54,59). For drug metabolism studies, measurement of total

CYP450 content or specific drug-metabolizing enzyme activities (phases I and II) can be

useful to assess metabolic capability (60 62). In general, it is best to use at least one test

for cell viability and one for functionality with each hepatocyte preparation. In all

instances, the data obtained from hepatocyte experiments need to be normalized to some

factor that allows interpretation of data between different cell preparations. Normalizing

the data to the number of cells present, typically “per 106 cells,” is the most common

approach. Quantitation of protein content, cellular DNA, or total spectral CYP450 are

other common method of normalizing hepatocyte data (27,63 65).

Hepatocytes in Suspension or Primary Culture

Isolated hepatocytes in suspension are a uniquely simple drug-metabolizing system

requiring no additional cofactors, except for an adequate buffer system for incubations.

Commonly a complete media, such as WE or DMEM, which contain many of the

nutrients necessary for cell survival are used; however simple buffers, such as phosphate

buffer or HBSS, can be employed for short-term incubations. Experiments performed in

hepatocyte suspensions are initiated by the addition of a substrate after which sample

aliquots are removed at appropriate time points. Hepatocytes survive in suspension for

three to four hours with gentle agitation and oxygenation, after which significant cell

death begins to occur. Sample preparation and extraction are similar to those employed

with other in vitro methods, except that higher protein and salt content of hepatocyte

suspensions can cause greater problems with extraction, reconstitution, and detection of

parent drug or metabolites.

Hepatocytes by nature survive only when attached to a substratum (anchorage

dependent); therefore, suspension experiments are considered short-term experiments,

whereas hepatocytes in culture attached to an ECM are considered long-term experiments.

A major advantage of employing hepatocytes in primary culture is the ability to study

drug metabolism, pharmacological, or toxicological events that take longer than three to

four hours to manifest themselves. However, to better understand the application of

hepatocytes in cell culture, one must appreciate the cellular events that occur during cell

isolation, and how they subsequently affect the hepatocyte in culture. During the process

of cell isolation, cellular contacts are disrupted between cells and multiple phenotypic and

gene expression changes begin to occur. The cellular changes arise from three identified

area: (i) oxidative stress, (ii) contaminants in collagenase, and (iii) disruption of cell

contacts (66,67). Oxidative stress or ischemia-reperfusion-induced stress during cell

isolation occurs when the tissue is deprived of oxygen for a period of time and then is

reoxygenated (66). Also, endotoxins present in the crude preparations of collagenase can

elicit a cascade of events that disrupt cell homeostasis, such as inflammation and cytokine

release. Finally, destruction of the cellular architecture, cell contacts, and detachment

from an ECM during the cell isolation procedure activate apoptotic signals leading to cell

death. All or any one of these insults to the hepatocyte place it on a road to

dedifferentiation or cell death. Elaut et al. provides an excellent review of these topics as

they relate to hepatocyte isolation and culture (66).

The most significant change that occurs when hepatocytes are placed in culture is

the loss of differentiated function (cellular dedifferentiation, i.e., loss of liver-specific

functions). The most dramatic phenotypic change observed in culture is the rapid decline

in CYP450 levels, that is, significant loss of CYP450 gene expression immediately after
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cell isolation followed by a subsequent loss of enzymatic activity. Several investigators

have shown that with rat hepatocytes in culture, total CYP450 levels decrease by 50% to

80% in the first 24 hours and continue to fall significantly through 72 hours (28,38,68 71).

Each of the CYP450 isoenzymes appears to have its own half-life with some decreasing

rapidly while others remain reasonably stable. For example, with human hepatocytes

CYP1A2, CYP2A6, and CYP2B6 decline very rapidly, while CYP2C9, CYP2E1, and

CYP3A4 decline at a modest rate, and CYP2D6 falls to about 50% and then remains

constant when measured over three days (72,73). In some situations, human CYP450

enzymes have shown an initial decline in activity over the first three days in culture but

then demonstrate an increase in activity over days 3 to 6. In particular CYP3A4 was shown

to return to a level similar to fresh hepatocytes on day 4 in culture, while the CYP2Cs

increased to levels at day 4 that were greater than fresh hepatocytes (4,74). Total CYP450

levels in primary cultures of rat, monkey, and mouse hepatocytes appear to decline rapidly

(60 80% loss in 24 hours), whereas CYP450 levels in hamster hepatocytes fall moderately

(50% loss in 24 hours) and CYP450 levels in rabbit and human cells decline at a slower

rate (*35% loss in 24 hours) (28,38,69,73,75 78). The rate and extent of CYP450 loss is

dependent on the species as indicated above, but also on the culture conditions (such as

monolayer vs. sandwich culture or the addition of supplements to the media). In general,

the conditions which best retain CYP450 function are sandwich culture with serum-free

media containing dexamethasone (3). Ultimately, if the objective of a hepatocyte culture

experiment is dependent on the enzymatic capacity of one or more drug-metabolizing

enzymes, then these activities should be measured over the time course of the experiment

under the culture conditions employed to ensure adequate expression and activity.

Suitable cell culture methods are those that maintain the original differentiated state,

for example, cell morphology, cell polarity, cell-cell contacts, expression and induction of

enzymatic activity/transporters, and metabolism of xenobiotics. The main factors that have

significant bearing on this maintenance are: type and format of the ECM on which the cells

attach, media supplements, and plating density. When first placed in culture, some of the

architectural components of liver structure are restored, such as attachment to a basement

membrane, cell-cell contacts, and regeneration of membrane receptors that may have been

removed or internalized during cell isolation. The currently used ECM materials are

collagen (rigid or gelled) and Matrigel. When human hepatocytes are attached to a rigid

collagen monolayer, they have a flattened appearance and will spread out until the plate

becomes confluent, and cell-cell contacts are reestablished. When human hepatocytes are

plated as a monolayer on Matrigel, they tend to form clusters and aggregates and retain a

more rounded appearance. In addition to the type of ECM, the three-dimensional structure

or geometry of the ECM surrounding the cells also plays an important role. Some methods

use cells attached to a substratum of ECM in monolayer culture; however, a useful

technique that results in improved cell morphology and function is the sandwich technique

with either collagen, Matrigel, or a combination of both ECMs (4,56,79,80). When cells

are plated in sandwich culture (hepatocytes plated on a basement ECM and overlaid with

ECM) of either collagen-collagen or collagen-Matrigel, they establish a cuboidal shape

similar to that found in the liver. Hepatocytes in sandwich culture (collagen-collagen or

collagen-Matrigel) will also spread out and reestablish cell-cell contacts, whereas cells

plated in a sandwich of gelled collagen will form cord-like arrays (4). Cells in the

sandwich culture reestablish normal morphology, reform tight/gap junctions, have better

cell viability and attachment efficiency, and display hepatocyte-specific functions for

longer periods of times. In addition, they reestablish normal cell polarity, express drug

transporters, and reform bile canaliculi providing the opportunity to measure hepatic

uptake and biliary clearance (4,56). LeCluyse et al. provides an excellent methodology for
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establishing human hepatocytes in sandwich culture (5). Interestingly, metabolism studies

with rat hepatocytes demonstrate a greater responsiveness to inducers and improved cell

viability if the cells are plated in sandwich culture and do not perform as well as human

hepatocytes in monolayer (79,81,82).

Different culture media have been employed over the years, such as DMEM,

Chee’s, and WE, and they all appear to perform in a similar fashion, although the

supplements or additives to each of these base media can have profound effects on the

viability and response of hepatocytes in culture. For most short-term cell culture

experiments (*1 2 weeks), a base medium supplemented with insulin, transferrin,

selenium, and dexamethasone appears to provide optimal cell culture conditions and is

most often employed when culturing human hepatocytes (4). Alternatively, for longer-

term cultures, Yamamoto has demonstrated that an optimized media can retain

hepatocyte-like function for up to two to four weeks (83). Often, cells are plated in

serum containing media and allowed to attach for several hours; however, at the first

media change, serum-free media is used. Serum aids in the attachment of cells; however,

it has detrimental effects on the expression of hepatocyte-like function over time. For

example, serum has been shown to inhibit the reformation of bile canaliculi (3,84).

In addition to ECM and media, cell-plating density can have a dramatic effect on cell

morphology and function. Cells are plated at or near confluency, which minimizes cell

flattening and spreading (both of which disrupt normal cell architecture) and help maintain

normal cell function (4,85). The optimal seeding density for human hepatocytes has been

determined to be (1.25 1.5) � 105 cells/cm2 (5). This seeding density is similar for rat

hepatocytes that are approximately the same size as human hepatocytes (*17 22 mm);

however, the seeding density should be adjusted slightly up and down for monkey (10 mm)

and mouse (*30 mm) hepatocytes, respectively because of their differences in cell size (2).

DRUG METABOLISM–RELATED STUDIES WITH ANIMAL AND
HUMAN HEPATOCYTES

Metabolite Identification and Species Differences

When one begins to examine the vast number of research articles describing various

techniques and methods of employing hepatocytes, it becomes apparent that an enormous

amount of research has been conducted in this area. Early publications on hepatocytes

described methodologies to isolate intact cells and their use in the evaluation of hepatic

biochemistry. Subsequent to these earlier studies, hepatocytes were used to study multiple

aspects of drug metabolism, transport, and toxicity (3,21,54,86 89). Hepatocytes were

first employed as a model of drug metabolism as early as 1969 when Henderson and

Dewaide examined the metabolism of aminopyrine, aniline, and para-nitrophenol in rat

hepatocytes (90). Freshly isolated hepatocytes contain physiological levels of all hepatic

drug metabolizing enzymes and cofactors making them suitable for a myriad of drug

metabolism studies. By employing hepatocytes in metabolite identification, there exists

the ability to assess both phases I and II reactions that can occur sequentially or

independently, for example, phase I hydroxylation followed by sulfation or direct phase II

glucuronidation of a molecule. An example of this integrated metabolism is illustrated

with the metabolism of CI-976 in rat hepatocytes (Fig. 4). CI-976 is metabolized

predominately by o-hydroxylation at the terminal carbon of the long alkyl chain in liver

microsomes. However, in vivo the major metabolite is a six-carbon chain shortened

carboxylic acid derivative (65). In this instance, hepatocytes were able to recapitulate the
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integrated metabolism of CYP450-mediated oxidation followed by b-oxidation, while the
microsomal metabolism provided an incomplete picture of overall metabolism. During

the course of such metabolite identification experiments, reaction phenotyping (identi-

fication of the enzyme involved in metabolic pathways) is often conducted with the use of

specific enzyme inhibitors and inducing agents. Such was the case with CI-976 reaction

phenotyping when several inhibitors/inducers of CYP450 and b-oxidation were employed

to elucidate the enzymes and organelles involved in metabolism of the fatty acid like

alkyl chain (65).

Human hepatocytes offer a distinct advantage over other models in that they

provide a comprehensive human metabolic profile well in advance of clinical studies. In

addition, they provide information on metabolites that are often difficult to identify or

ascertain, such as those that are not found in the systemic circulation but are eliminated

predominately in human bile. In a very unique experiment, Ponsoda et al. was able to

evaluate the in vitro metabolism of accelofenac in human hepatocytes obtained from liver

biopsies of patients who subsequently received an oral dose of accelofenac shortly after

the biopsy (91). The in vitro metabolism of accelofenac in hepatocytes was very similar to

the urine metabolite profile for each patient, and the inter-individual differences observed

in each of the patient profiles was reflected in the hepatocyte profiles. These results

indicate that hepatocytes placed in culture have the ability to accurately represent human

metabolism as well as the phenotypic variability between individuals. In addition, the

metabolic profile obtained from human hepatocytes can be compared with the in vitro

hepatocyte and in vivo profiles from multiple animals species, that is, cross-species

metabolic profiling. This type of comparison (animal in vitro and in vivo) provides greater

confidence that the in vitro human hepatocyte metabolite profile will be similar to the

human in vivo metabolism.

Metabolic Stability and Prediction of Hepatic Clearance

In general, low to moderate clearance drugs are desired in order to achieve once or twice a

day dosing of new medications and most often, the predominant clearance pathway is

metabolic clearance. Liver microsomes and hepatocytes are routinely used to make early

assessments of metabolic stability in drug discovery and, with more detailed experiments,

can be used to predict animal or human hepatic metabolic clearance. In both cases, the

in vitro models can be used to assess metabolic stability or predict clearance, rank order

compounds, and construct structure-metabolism relationships to block metabolic soft

Figure 4 Structure of CI 976.
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spots and increase metabolic stability. Although microsomes are a good initial high-

throughput screen to assess metabolic stability, they only represent the majority of

oxidative pathways and not phase II reactions. Whereas the hepatocytes offer a wide

range of integrated drug-metabolizing pathways, they often predict in vivo hepatic

clearance better than liver microsomes (92,93).

A great deal of literature discusses the use of fresh versus cryopreserved hepatocytes

and suspension versus cultured hepatocytes for the assessment of metabolic stability

(3,54,94 96). Overall there appears to be little difference in rates of metabolism between

fresh and cryopreserved hepatocytes with the exception that cryopreserved hepatocytes do

contain lower concentrations of glutathione, and this pathway may be underrepresented

(55). However, cryopreserved hepatocytes offer the advantage of availability and routine

screening compared with fresh hepatocytes (96). Regarding suspension versus cultured

hepatocytes, both methods are employed, and it has been shown that compounds with rapid

turnover are better represented in fresh hepatocytes, and low-turnover compounds are

better represented in cultured hepatocytes (94 96). Most often fresh or cryopreserved

hepatocytes in suspension are considered to be more appropriate as they contain

physiological levels of drug-metabolizing enzymes and cofactors and should therefore

identify high to moderate clearance compounds quite well. However, if an accurate

prediction of hepatic clearance is needed for a low-turnover compound, cultured

hepatocytes where longer incubation times are possible may be appropriate.

The general procedure for assessing metabolic stability or clearance involves

incubating the compound of interest and removing aliquots of drug and/or metabolites at

various time points. Linearity with respect to time and cell density are important and that

the drug concentration be low (often below the Km) to ensure first order kinetics. This can

be assessed by either measuring formation of metabolite(s) or more often by measuring

the depletion of substrate. The two most common methods of determining hepatic

intrinsic clearance (CLi) are: determination of Km and Vmax kinetic parameters (CLi ¼
Vmax/Km) or metabolic half-life (CLi ¼ 0.693/half-life � 106 cells/mL). In both situations,

the resulting units are mL/min/106 cells, which can be scaled to whole liver intrinsic

clearance by using scaling factors, such as “106 cells/g liver tissue” known as the

hepatocellularity and “g liver tissue/kg body weight,” which convert in vitro CLi to an

in vivo clearance value (mL/min/kg). Table 1 contains various constants used when

scaling rate of hepatocyte metabolism to in vivo hepatic clearance (CLH) by using the

equation: CLH ¼ QH � Fub � CLi/QH þ Fub � CLi (where QH is the hepatic blood flow

and Fub is the fraction drug unbound).

The two most commonly scaled species are rat and human, and considerable effort

has gone into determining the hepatocellularity of these two species. Reviewing numerous

references describing rat hepatocellularity, the numbers vary from (97 167) � 106 cells/g

liver; however, the average and most often cited value is 120 � 106 cells/g liver. For

Table 1 Hepatocellularity and Scaling Factors for Hepatic Clearance Determination

Species

Hepatocellularity

(106 cells/g liver)

Grams liver/kg body

weight (97)

Liver blood blow

(mL/min/kg) (97)

Mouse 135 (98) 87.5 90

Rat 120, 117 (98) 40.0 55.2

Rabbit 114 (98) 30.8 70.8

Dog 240 (99), 215 (98) 32.0 30.9

Monkey 135 (100) 30.0 43.6

Human 139 (98), 99 (101) 25.7 20.7
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humans, the two most recent publications indicate 99 � 106 cells/g liver (geometric mean

with a 95% CI: 74 131) and 139 � 106 cells/g liver (101,98).

It should be noted that these clearance predictions represent metabolic hepatic

clearance and will not represent total body clearance when considerable extrahepatic

metabolism occurs or when renal/biliary elimination of the parent drug is significant. In

the end, it is prudent to develop a correlation between in vitro hepatocyte clearance and

in vivo animal clearance in order to build confidence that the hepatocytes are representing

the major pathway of elimination. For example, if rat hepatocytes do not correlate with rat

in vivo clearance, then there would be little reason to believe that the human hepatocyte

clearance would be predictive of drug clearance in patients (assuming similar metabolic

and elimination profiles between rats and humans).

Drug-Drug Interactions

Inhibition of drug-metabolizing enzymes has serious consequences when co-administered

drugs lead to harmful or sometimes fatal increases in drug exposure. Most often inhibition

of CYP450 enzymes is the culprit in drug-drug interactions, and screening or

characterization of enzyme inhibition has routinely been assessed using human liver

microsomes. Liver microsomes are readily accessible for routine experiments, amenable

to high-throughput methodologies, easy to use, and have established a wealth of

comparative and correlative data with clinical drug interactions. However, theoretically

hepatocytes should provide an improved model to predict human-drug interactions due to

several key features, which are similar to the in vivo environment where drug and

hepatocyte interact. For example, hepatocytes have a cell membrane, which drugs must

pass through either by passive diffusion or transport (efflux and uptake), and contain

drug-metabolizing enzymes, intracellular proteins, and organelles in which the drug must

interact. All of these aspects can affect the drug concentration inside the cell and at the

enzyme site. Unfortunately, the methods for employing hepatocytes for routine enzyme

inhibition studies are not completely understood or consistent between laboratories. For

example, the omission or addition of serum to hepatocyte incubations, increased

nonspecific binding to hepatocytes, or the use of suspension versus cultured hepatocytes

are all variables that are not well understood (87,89,102 104). In addition, there is not an

extensive database of information on enzyme inhibition in hepatocytes to actual in vivo

drug-drug interactions. In general, inhibitory constants (IC50 or Ki) tend to be higher using

hepatocytes compared with recombinant CYP450 systems or liver microsomes. This shift

toward lower inhibition potential is probably due to increased nonspecific binding or

metabolism of the drug both of which can effect drug concentration (87,89). Nonetheless,

with further evaluation and standardization, human hepatocytes may become the next

enzyme inhibition model with greater accuracy and predictive power in the assessment of

drug-drug interactions. Several laboratories have begun to establish the necessary

correlations between hepatocytes, recombinant enzymes, microsomes, and clinical data to

better understand the predictive power of human hepatocytes in estimating enzyme

inhibition (87,89,102). In addition to reversible inhibition of CYP450 enzymes,

hepatocytes have also been utilized to evaluate time-dependent or irreversible inactivation

of CYP450 enzymes (89,105,106).

In contrast to the limited use of hepatocytes to assess enzyme inhibition, the

cultured primary human hepatocyte model is the most common and widely accepted

means to predict drug-drug interactions mediated by enzyme induction (21,89). In

addition to the host of drug-metabolizing enzymes, hepatocytes also contain physiological

concentrations of nuclear hormone receptors and transcription factors necessary to initiate
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and mediate induction of drug-metabolizing enzymes and drug transporters (107,108). In

addition, extensive research and literature has solidified the general methodology of

hepatocyte culture and the in vitro-in vivo correlation between induction response in

hepatocytes and drug-drug interactions in patients (4,109,110). In general, hepatocytes

(fresh or cryopreserved) are plated as a monolayer on collagen or sandwiched between

collagen and Matrigel and allowed to adapt (recover) for one to two days. After this

adaptation period, the cells are treated for three days with varying concentrations of test

compound, refreshing the media and test compound each day. At the end of three days,

the enzyme activity of CYP450 isoforms is measured either in situ or from microsomes

prepared from hepatocytes. In addition to enzyme activity, RNA expression of drug-

metabolizing enzymes and transporters can also be measured, as well as the protein level

by SDS-PAGE Western blotting. When assessing the actual drug interaction potential of a

test compound, the U.S. FDA has indicated that enzyme activity is the most relevant

parameter to predict enzyme induction potential in humans, albeit quantitation of RNA

expression changes or protein levels can be helpful in uncovering effects that may

influence the overall induction response (111). For example, measuring RNA expression

in addition to enzyme activity is especially important when evaluating the induction

potential of a compound, which is also an inhibitor of the same enzyme.

The most common inducing agents employed as positive controls are: omeprazole,

b-naphthoflavone, or 3-methylcholanthrene for CYP1A2; phenobarbital for CYP2B6; and

rifampicin for CYP3A4, as well as their enzyme activity probes: phenacetin O-

deethylation for CYP1A2; efavirenz hydroxylation, or bupropion hydroxylation for

CYP2B6; and midazolam 1’-hydroxylation or testosterone 6b-hydroxylation for CYP3A4

(3,111). At the time of this writing, the most commonly accepted quantitative measure to

predict enzyme induction mediated drug interactions was the following: when a test

compound, at or near therapeutic drug concentrations, increases the enzyme activity of a

particular CYP450 enzyme greater than 40% of the positive control for that CYP450

enzyme, then the test compound is anticipated to cause drug interactions due to enzyme

induction. However, other evaluations that involve efficacy and potency measures, such

as Emax and EC50, as well as no effect level (NOEL) are being proposed and evaluated

(112). All of these semiquantitative measures appear to work well for known enzyme

inducers, in particular those mediated through CYP3A4 where the greatest number of

clinical drug-drug interactions are known.

Drug Transporters and Hepatotoxicity

The transport of xenobiotics into (uptake) and out (efflux) of hepatocytes can be studied

with suspensions and cultures of fresh and cryopreserved hepatocytes (3,21,89). Several

laboratories have established the presence of transporters on hepatocytes, such as the

uptake transporters sodium taurocholate cotransporting protein (NTCP) and organic

anion transporting proteins (OATP1B1/1B3), as well as efflux transporters, such as

multidrug-resistance protein (MDR1, P-gp), multidrug resistance associated protein

(MRP2), bile salt export protein (BSEP), and breast cancer resistance protein (BCRP)

(Fig. 1) (7,56). Hepatocyte uptake studies can be conducted in cell suspension or

monolayer culture often by measuring uptake of a radiolabeled substrate or in the

presence of specific transport inhibitors (3). When hepatocytes are placed in a sandwich

format, they repolarize and reestablish vectoral excretion of substrates (i.e., uptake on the

basolateral surface coupled with efflux on the canalicular surface) (7,56). In addition, they

reform bile canaliculi as described previously, which provides the means to study biliary
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excretion (56). Also, drug-drug interactions (inhibition and induction) related to

transporters can be evaluated in hepatocytes (113). For example, Shitara et al. were

able to elucidate the mechanism behind the clinically relevant drug-drug interaction

between cerivastatin and cyclosporine A using human hepatocytes indicating that the

interaction was due to inhibition of cerivastatin uptake by cyclosporine A (114).

Hepatotoxicity can be mediated by the drug itself or by metabolism to reactive or

toxic metabolites. Suspensions or cultures of hepatocytes provide an opportunity to

evaluate many of the aspects involved in hepatotoxicity, with integration of metabolism,

drug transport, and toxicity. Although hepatocytes do not represent the entire organ due to

the absence of many other cell types (e.g., Kupffer cells), which may participate in the

overall toxic mechanism or response, they do represent the majority of processes involved

in hepatotoxicity. Cells in both suspension and culture are employed throughout drug

discovery and development as screening models, as well as mechanistic models to

investigate in vivo hepatotoxicity or idiosyncratic toxicities (115 117). As described

previously, cells in suspension contain physiological concentrations of drug-metabolizing

enzymes but can only be incubated for short periods of time, and cells in culture allow for

longer drug exposures and the participation of drug transporters but will generally have

lower levels of enzymes; hence, the most appropriate hepatocyte model configuration will

depend on the nature of the toxic event.

NOVEL HEPATOCYTE–LIKE MODELS

Immortalized Hepatocytes

Primary human hepatocytes are commonly used in drug metabolism related studies;

however, their limited supply, decline in expression of drug-metabolizing enzymes, and

significant donor-to-donor variation complicate their use in early drug discovery. Hence,

there is a need to generate human immortalized cell lines that provide a continuous supply

of cells while maintaining stable expression of necessary enzymes, transporters, and

nuclear hormone receptors for routine screening of metabolism and enzyme induction.

Immortalized cells are defined as cells that can grow and divide indefinitely under optimal

culture conditions (118). Immortalized cells can occur naturally (e.g., hepatocarcinoma)

or by converting primary hepatocytes into nontumorigenic immortalized cells (119).

There are many different approaches employed to immortalize primary hepatocytes, but

the most common methods of immortalization are overexpression of SV-40 large T

antigen (viral oncogene) or expression of telomerase reverse transcriptase (TERT). With

any of the immortalized cell lines, the goal is to identify a line that maintains the

phenotypic characteristics of hepatocytes and provides an unlimited, stable supply of

cells. Several reviews have compared the most recent cell lines as to their expression

patterns and utility in drug metabolism (3,120,121). The following sections describe some

of the most commonly cited immortalized cell lines.

The most well-characterized and widely used immortalized cell line is the HepG2

cell line (established in 1979). While retaining some liver-specific functions, HepG2 cells

have low expression and activity of CYP450 and phase II enzymes (122). Mostly, fetal

isoforms, such as CYP1A1 and CYP3A7, are expressed in high levels; however,

compared with the expression levels in cryopreserved human hepatocytes, HepG2 cells

expresses much lower levels of all major CYP450s (CYP1A1, CYP1A2, CYP2A6,

CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP2D6, CYP2E1 and CYP3A4) as well as

phase II enzymes (UGT1A1 and CYP1A6) (123 125). However, the expression levels of
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sulfotransferases (SULTs), glutathione-S-transferases (GSTs), N-acetylytransferases

(NATs), and epoxide hydrolase were similar to those in human hepatocytes. Moreover,

the expression levels of several CYP450s and phase II enzymes were increased in

response to model inducers (126 128). Nonetheless, due to the low basal expression of

enzymes and low-moderate induction responses, HepG2 cells are not considered an

appropriate model to study metabolism or drug-drug interactions.

The BC2 cell line when seeded at confluency undergoes a differentiation process

resulting in the expression of liver-specific functions as well as drug-metabolizing

enzymes (129,130). Gomez-Lechon et al. performed an extensive analysis of the

biotransformation properties of BC2 cells by measuring basal and inducible expression of

phases I and II enzymes (131). The analysis revealed lower but measurable activities of

CYP1A1/2, -2A6, -2B6, -2C9, and -3A4. Upon treatment of the cells with enzyme

inducers, the activity of CYP1A1/2 was greatly increased while marginal induction was

observed for CYP2B6 and CYP3A4.

The HepaRG cell line was isolated from a resected liver tumor of a female patient

suffering from hepatitis C related hepatocellular carcinoma (132). When cells are

cultured to confluency for several weeks in the presence of 2% DMSO and

hydrocortisone, a highly differentiated hepatocyte-like cell line develops. A comprehen-

sive expression analysis performed by Aninat et al. showed that RNA expression of

various transcription factors (PXR, AhR, CAR), CYP450s (CYP1A2, 2C9, 2D6, 2E1,

3A4), and phase II enzymes (UGT1A1 and GSTs) were expressed, for most of them, at

comparable levels to cultured primary human hepatocytes (133). However, in the

presence of DMSO, HepaRG cells were refractory to rifampicin (CYP3A4) induction, and

it was postulated that DMSO treatment alone induced the expression of CYP3A4 to the

maximum level achievable. Le Vee et al. examined the expression of hepatic transporters

in HepaRG cells where the transcript levels of OCT-1, OATP-C, NTCP, OATP-8, BSEP,

and MRP-2 were approximately 10% to 55% of those found in primary human

hepatocytes while the expression of OATP-B, MDR-1, and MRP-3 were higher in

HepaRG than in primary human hepatocytes (134). The evaluation of uptake transporter

activities showed that OCT-1, OATP/OAT2, and NTCP activities were detectable but

lower than primary human hepatocytes; however, the activities of efflux transporters such

as MDR-1 and MRP were similar or higher than those in human hepatocytes. The

treatment of HepaRG cells with known inducers of transporters such as rifampicin,

phenobarbital, and chenodeoxycholic acid significantly increased the mRNA expression

of MDR-1, MRP2, and BSEP, respectively. Overall, the HepaRG cell line could represent

a reliable surrogate in vitro model to primary human hepatocytes as an unlimited source

of hepatocyte-like cells for evaluating drug metabolism (135 137).

The Fa2N-4 cell line is derived from primary hepatocytes (12-year-old female

donor) through immortalization using the SV-40 large T antigen. Fa2N-4 cells retain

expression and inducibility of several drug-metabolizing enzymes and transporters.

Generally, the activities of CYP450 enzymes were much lower than those found in

primary hepatocytes. However, using known inducers of CYP enzymes, Mills et al.

reported concentration-dependent increases in both transcript levels and enzyme activities

of CYP3A4, -2C9, and -1A2 (138). These changes were comparable to the induction

responses observed in primary human hepatocytes. In addition, UGT1A and MDR-1 were

also induced by rifampicin treatment in this cell line. However, the Fa2N-4 cells have

very low expression of CAR; therefore, induction of CYP2B6 cannot be evaluated, and

the induction of CYP3A4 may be attenuated in this cell line (139). In addition, the

expression of several drug transporters (OATP, NTCP, OCT1, and BSEP) were shown to

be low when compared with human hepatocytes (139).
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While no one immortalized cell line affords an exact reproduction of hepatocyte

function, several cell types, such as HepaRG and Fa2N-4, do replicate the majority of

hepatocyte-like characteristics. These characteristics combined with the attributes of

continuous supply and consistent drug response provide the opportunity to establish

routine and high-throughput models to evaluate drug metabolism at any stage of drug

discovery or development. For example, Ripp et al. developed a high-throughput

induction assay using Fa2N-4 cells in 96-well plates and produced detailed concentration-

response curves for known inducers of CYP3A4 (140).

Stem Cell–Derived Hepatocytes

Stem cells are defined as omnipotent progenitor cells that retain the ability to replicate

indefinitely in vitro or in vivo as undifferentiated cells and under appropriate conditions,

differentiate into specialized cell types, such as hepatocytes. Stem cells offer a potential

unlimited source of functional human hepatocyte-like cells. Hepatocyte-like cells have

been differentiated from a variety of origins, both embryonic and adult stem cells (bone

marrow, umbilical cord blood, amniotic fluid, placenta, adipose, and liver tissue) (141). A

comprehensive analysis of expression and induction of drug-metabolizing enzymes from

hepatocyte-like cells derived from human stem cells was reported by Ek et al. (142).

These cells expressed CYP1A2, CYP3A4/7, and low levels of CYP1A1 and CYP2C

proteins. Generally, the activities of CYP1A1 and CYP3A4 were much lower than those

found in primary hepatocytes. When treated with a cocktail of known CYP450 inducers,

the protein expressions of CYP1A2 and CYP3A4 were increased. Stem cell derived

hepatocytes are not widely used in drug metabolism research because they are not fully

characterized, and at the present time do not represent an equivalent model to isolated

hepatocytes (6,127). However, further research and refinement in stem cell technology as

well as extensive characterization of cellular functions could greatly advance and expand

their utility in drug metabolism.

SUMMARY

Advancement in cell culture and cryopreservation has improved our ability to employ

human and animal hepatocytes in drug metabolism. Also, our understanding of gene

expression changes that occur during and after cell isolation have increased our awareness

of how best to utilize hepatocyte models for different applications. Additional

development or refinement of hepatocyte-like cell models (immortalized or stem cell

derived) that recapitulate the function of isolated hepatocytes will enhance our ability to

more routinely employ hepatocyte models in all stages of drug discovery and

development. Furthermore, unique applications of hepatocytes continue to emerge,

such as the chimeric mouse, which involves transplanting human hepatocytes into a

mouse liver thus creating an in vivo model capable of assessing human drug metabolism/

disposition and enzyme regulation by xenobiotics (143,144).

The preceding description and application of hepatocytes and hepatocyte-like cells

has attempted to demonstrate the versatility and utility of hepatocytes as an in vitro model

of drug metabolism. The hepatocyte as a model of drug metabolism with its complement

of enzymes, regulatory elements, and intact cell membrane is a close approximation to the

in vivo functioning liver. In conclusion, the hepatocyte serves as an excellent model

system for evaluating drug metabolism, pharmacology, and toxicology and will continue

to advance and improve in its ability to accurately predict xenobiotic disposition and

effects in humans.
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INTRODUCTION: IN VITRO INHIBITION IN DRUG DEVELOPMENT

Determination of the potential effects of new molecules on the activities of drug-

metabolizing enzymes in vitro can be useful in several areas of drug research. The data can

serve as an indicator of whether a new compound could cause pharmacokinetic-based

drug-drug interactions (DDIs). In early research, such assays can be conducted using high-

throughput approaches to accommodate the large numbers of compounds synthesized and

tested for pharmacological activity (Fig. 1). To be fit for purpose (i.e., development of

structure-activity relationships, driving compound design), these assays require high

capacity and sacrifice some aspects of assay performance to allow for this capacity.

Miniaturized methods that use fluorogenic substrates and plate reader platforms (1,2) or

cocktail methods [in which multiple substrates are mixed and the assays done

simultaneously (3 9)] are well suited for these needs.

The focus of this chapter is on in vitro methods used during the later development

phase of drug research (Fig. 1). The purposes of the in vitro inhibition data gathered during

this phase are (i) determining which drug-metabolizing enzymes are unaffected by the drug

candidate, (ii) planning a clinical DDI strategy (i.e., which, if any, drug interactions should

be anticipated and explored), and (iii) product labeling used to advise prescribing

physicians whether certain drug combinations should be avoided. Because conclusions are

drawn from these in vitro data regarding the potential safety of human study subjects and

patients and potentially forgoing clinical DDI studies, it is of utmost importance that the

data be unassailable there is no room for error. Thus, unlike the aforementioned assay

approaches appropriate for early drug research, in vitro inhibition studies done in support

of compounds in the development phase must be done with a high degree of accuracy and

no chance of false negative results. While it has not been mandated from government drug

regulatory agencies that such assays be done under the guidances of Good Laboratory

Practices, some have suggested that this be considered (10,11).
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This chapter describes the assays used for testing new compounds as inhibitors of

drug-metabolizing enzymes during the later phases of drug research and how the data can

be used in drug development. It will not cover the aforementioned high-throughput

methods applied in early drug research, and readers are directed to other reviews of that

topic (12). Also, this chapter addresses the testing of new drugs as potential “perpetrators”

or “precipitants” of drug interactions. Focus on new compounds as “victims” or “objects”

of drug interactions using in vitro data that aim to identify the enzyme(s) involved in the

metabolism of a new drug is in chapter 16 in this volume.

ELEMENTS OF ASSAY DESIGN AND PERFORMANCE

Biochemical Elements

The possible sources of drug-metabolizing enzymes for determination of enzyme kinetics

and inhibition data include pure enzymes, enzymes expressed in heterologous systems

from recombinant DNA, tissue subcellular fractions, or whole cell assays. Pros and

cons can be derived for each of these systems. The focus of this chapter will be on the

most frequently used system (liver microsomes) to address the potential for DDI with the

most important drug-metabolizing enzymes [cytochrome P450s (CYPs)].

The collection of accurate in vitro inhibition data requires that fundamentally sound

enzyme kinetic practices be employed. To ensure this, reaction characteristics must be

well defined. The most important experimental variables for drug metabolism reactions

are substrate concentration, incubation time, and protein concentration. Other important

Figure 1 Strategy for placement of in vitro inhibition studies in the drug discovery and

development processes.
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parameters such as temperature, pH, and buffer strength are usually set to match or mimic

in vivo conditions. [It should be noted that a temperature of 378C and a pH of 7.4 are

routinely used as standard since these are appropriate for human liver. However, there is

variability around buffers used. Effects of different buffers and concentrations on drug-

metabolizing enzymes have been noted (13), and this should be an area of further research

and systematic evaluation.] The incubation time needs to be long enough such that

adequate product is formed for precise quantitation, but it also must be within a linear

range so that reaction velocities are accurate. Likewise, the protein concentration must be

high enough to permit formation of an adequate amount of product to be measured, but

must not be so high as to consume too much substrate or show a nonlinear relationship

between reaction velocity and protein concentration. An initial experiment is required in

which product formation is measured at multiple time points in incubations containing

different concentrations of protein. A lack of velocity linearity with time can arise from

two sources: autoinactivation of the enzyme or too much substrate depletion. The

substrate concentration chosen for this determination of linearity should be the lowest one

anticipated to be used in substrate saturation experiments. A depiction of a linearity

experiment is illustrated in Figure 2A. From this experiment, an incubation time and

protein concentration can be selected for all subsequent experiments using the reaction

and enzyme source. The lowest protein concentration that still yields adequate product

formation should be selected. The use of high microsomal protein concentrations has been

demonstrated to cause an alteration of inhibition constants for highly lipophilic drugs due

to nonspecific binding (14). The incubation time used can be the longest one feasible that

is still linear (i.e., the reaction velocity does not fall below 95% of what is measured using

earlier incubation time points) (Fig. 2B). The linear formation of metabolite with

increasing microsomal protein concentration should be verified at the chosen incubation

time (Fig. 2C). When the enzyme source is changed (e.g., one lot of liver microsomes to

another, from liver microsomes to heterologously expressed recombinant enzymes, etc.),

this linearity determination must be redone.

After appropriate incubation conditions are established, a substrate saturation

experiment is conducted to establish the enzyme kinetic parameters for the reaction in that

system. The kinetic parameters, especially KM, should be within the range of those reported

in the scientific literature. The enzyme kinetic behavior for drug metabolism reactions may

not follow the simple hyperbolic relationship defined by the basic Michaelis-Menten

equation (Fig. 3A,B). Other common kinetic phenomena include activation kinetics,

substrate inhibition kinetics, or two-enzyme kinetics (Fig. 3C H). The kinetic behavior can

be diagnosed using linearized plots of the data (e.g., Eadie-Hofstee plots), and the data fit

using nonliear regression and statistical criteria, such as the Aikake information criteria, to

select the most appropriate fit of the data.

The enzyme kinetic data are subsequently used to select the most appropriate

substrate concentrations for routine testing of new compounds as inhibitors of drug-

metabolizing enzymes. A three-step testing paradigm of

1. single inhibitor concentration,

2. IC50 determination, and

3. Ki determination

can be resource sparing and yet provide data needed for decision making in drug

development. Initial testing should be done at a single concentration of test compound,

using a substrate concentration at or below KM, such that the large number of compounds

that will show no effect can be adequately addressed with minimal yet appropriate

resources (i.e., single concentration of test compound). For compounds that demonstrate
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Figure 2 Demonstration of linearity of enzymatic reactions. In plot A, the product formed is

measured over incubation time at three different protein concentrations. The limit of detection in

this example is 0.25, so the incubation conducted at 0.03 mg/mL has too low a protein concentration

because 95% inhibition would yield an amount of product that would be below the lower limit of

quantitation of the assay. In plot B, the data from plot A are converted to velocity values to

determine the longest incubation time for which linearity is demonstrated. In this example, a

maximum incubation time of 15 minutes should not be exceeded. In plot C, the velocity at

15 minutes is plotted versus the protein concentration, which shows that the reaction is linear for the

0.03 and 0.2 mg/mL concentrations, but not the 1 mg/mL concentration. Therefore, a protein

concentration of 0.2 mg/mL should not be exceeded.
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some degree of inhibition, a follow-up in rapid succession can be done to measure IC50,

again using a substrate concentration at or below KM. (If [S] ¼ KM, then it can be inferred

that IC50 ¼ 2X Ki for a competitive inhibitor. The utility of such an approach is described

in the section “Interpretation of Inhibition Data in Drug Development.”) Later on, a Ki can

be determined using multiple substrate and inhibitor concentrations, which will define the

enzyme kinetic mechanism of inhibition. However, whether a compound is a competitive,

noncompetitive, or uncompetitive inhibitor is not known to impact decision making

around the potential for clinical relevance for DDI.

Testing whether a new compound can cause time-dependent inhibition is also

important, as some of the most important clinical DDIs are caused by drugs that are

mechanism-based inactivators. Initial experiments in which the test compound is

incubated with enzyme and cofactors in the absence of substrate, followed by addition of

the substrate, or dilution into an incubation mixture containing substrate, can be done to

detect whether a new compound is a time-dependent inhibitor. Follow-up experiments for

those compounds demonstrating that this activity can include the measurement of

inactivation parameters kinact and KI (the maximum inactivation rate constant and the

inactivator concentration that provides half of this rate), which can be used in prediction

of DDI. However, specifics around the conduct of these experiments are described in

chapter 21 and will not be discussed in detail here.

Analytical Elements

High-quality in vitro inhibition data requires not only sound enzyme kinetic practice, but

also robust quantitative methods to analyze the incubation samples. In this case, the assay

is designed to quantitate the product of the reaction. Almost all standard assays used in the

drug development phase utilize a chromatographic separation step in-line with either

ultraviolet (UV)/visible (VIS), fluorescence, or mass spectrometric (MS) detectors. While

the early assays for P450 enzymes commonly used the two former techniques, more

recent assays typically use tandem quadrupole MS/MS instrumentation using selected

Figure 2 (Continued)
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Figure 3 Four common enzyme kinetic models for cytochrome P450 catalyzed reactions in

human liver microsomes. Substrate saturation curves (left). Eadie Hofstee transformed plots of the

data on the left (right).
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reaction monitoring. The sensitivity and specificity of this approach makes it the preferred

standard for simple, robust assays (15 17).

For in vitro samples, the sample work-up needed prior to sample analysis is generally

simple, as compared with procedures usually required for other more complex biological

matrices. For UV/VIS and fluorescence detection based methods, some sample work-up

may be required to remove interfering endogenous materials or to concentrate the sample

for effective detection. Samples will have required termination of the reaction, which is

usually done by addition of miscible organic solvent, acid, or base. For more robust assays,

a suitable internal standard will be added to account for intersample variability in analyte

recovery and HPLC injector variability. Internal standards for UV/VIS and fluorescence

methods should be structural analogues of the analytes that behave similarly throughout the

sample processing technique, have similar detection properties, and are adequately

resolved from the analyte (as well as the substrate) on HPLC. For MS detection, internal

standards that are identical to the analyte except that at least three atoms are replaced

with stable isotopes (i.e., 2H, 13C, or 15N) to allow for an isotopic dilution approach to

quantitation. Liquid and solid-phase extraction techniques are typical for UV/VIS and

fluorescence methods. For MS detection, a simple filtration of the samples is all that is

needed so that protein that can clog HPLC columns is removed.

There are several standard criteria that must be met for an acceptable analytical

method. These are:

1. Assay interferences eliminated. The method used, typically HPLC, should be

free of interferences from the matrix. In the case of in vitro assays, the matrix is

usually a terminated incubation mixture containing a source of enzyme (e.g.,

liver microsomes), buffer, and other cofactors, and compared with most

biological matrices, this is fairly clean. To avoid problems, the analyte needs to

be eluted from the column at a retention time after the time when the void

volume elutes since this time is when most potential interferences will elute

(i.e., absorbing materials for UV/VIS detection or ion-suppressing materials for

MS detection). Thus, control samples in which the in vitro matrix lacking

analyte should be run.

2. Definition of a standard curve range. The lower limit of quantitation (LLOQ)

should be such that an uninhibited reaction should yield an amount of product

that is 20-fold greater than the LLOQ, thus allowing for the accurate

determination of up to 95% inhibition. The upper limit of quantitation (ULOQ)

should be high enough such that the concentration of product formed does not

exceed the ULOQ when the substrate incubations are done at saturating

conditions (e.g., at [S] � 9X KM). The standard curve should contain a blank

and at least four other points residing between LLOQ and ULOQ.

3. Quality control (QC) standards. Separately prepared QC standards at

concentrations within the standard curve range should be analyzed and

measured in each assay run, and the measured concentrations should be within

15% of the nominal value for the run to be considered acceptable.

4. Stability of standards and stock solutions. In most cases, the analytes for these

assays are valuable materials, and for cost and convenience, it is advantageous

to prepare stock solutions from which standard curve and QC samples can be

made, and to store these solutions for extended periods (e.g., months).

Therefore, conditions under which such solutions can be stored (e.g., solution

strength, solvent, temperature) need to be established, and stock solutions that

exceed this expiry need to be discarded and prepared fresh. The initial potency
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of standard solid materials needs to be established; if purchased from a vendor,

this should be provided as part of the analytical specifications datasheet.

Furthermore, storage stability of the standard solid materials needs to be

established, using standard analytical methods (e.g., HPLC-UV). The solid

material may need to be stored in a dry box containing desiccant and may

require refrigeration.

In addition to these analytical assay characteristics, there are a couple of others that

are unique to in vitro incubation mixtures:

5. Interference by the test compound. In rare instances, the compound being tested

can share detection features of the analyte (i.e., absorbance in the same

wavelength range for UV/VIS assays, same ions for MS assays) or interfere

with the analyte response (i.e., coelution with the analyte and suppression of its

signal in MS). This could yield misleading results such that the inhibition by a

compound could be overlooked or a compound could be concluded to be an

inhibitor when it is not. Therefore, the test compound at the highest

concentration tested should be spiked into a low-level QC sample to ensure

that the QC response is minimally affected.

6. Interference by contamination in the substrate. For some assays, the substrate

material can contain the product (analyte) as a trace contaminant. This is

particularly common for P450 reactions in which the reaction is one where

some low level of spontaneous oxidation is energetically favorable (e.g.,

N-dealkylations; aromatizations). Since good enzyme kinetic practice demands

that substrate turnover is kept to a minimum, even a very small level of

impurity of the substrate by the product can confound inhibition assays. This

needs to be tested when characterizing the assay and should be monitored in

assay runs by including injection of the unincubated substrate at the highest

concentration used. When unavoidable, a correction for this contamination can

be applied, but this represents another source of variability that can confound

an assay.

INDIVIDUAL ENZYMES AND SUBSTRATES

Among the many drug-metabolizing enzymes that could be potentially inhibited by new

drugs, the ones of greatest focus are the CYP enzymes. It is an expectation that the effects

of new agents on common P450 activities be studied and included in the government

regulatory agency registration dossiers (18). This is not yet the case for other families of

drug-metabolizing enzymes as these are less well characterized, cases of clinically

meaningful DDI are considerably rarer, and in vitro approaches (e.g., well-characterized

specific probe reactions and inhibitors) are not well developed.

The ideal reactions to use as probes for P450 activities will have the following

characteristics: (i) selectivity for one enzyme, (ii) high reaction rate, (iii) readily available

substrate, metabolite standard, and internal standard for the metabolite from common

commercial suppliers at reasonable costs, (iv) one metabolite product with unique spectral

properties, (v) metabolite with high responsivity and selectivity in UV, fluorescence, or

MS detectors, (vi) substrate, metabolite, and internal standard with stability as dry

materials and in concentrated stock solutions, (vii) substrate with high solubility in

aqueous solution, (viii) easy-to-handle substrate (does not bind nonspecifically to

laboratory ware or microsomes), (ix) materials that are not US Drug Enforcement

Agency-controlled substances, and (x) materials with safety characteristics for routine use
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in the laboratory. None of the P450 probe substrates possess all of these properties, but the

most important attribute is selectivity for one enzyme, and other attributes are sacrificed

to varying extents to ensure that selectivity meets the needs of the analysis. The substrates

and reactions described in the following sections are depicted in Figure 4.

Cytochrome P4501A2

CYP1A2 is responsible for the clearance of numerous drugs. For clinical DDI, the most

studied drugs that have a high dependence on CYP1A2 for clearance are theophylline and

caffeine. Theophylline has a fairly low therapeutic index, and some notable DDIs arising

Figure 4 Structures of substrates used in measurement of cytochrome P450 activities and sites of

metabolism.
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Figure 4 (Continued)
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from CYP1A2 inhibition were observed when enoxacin was prescribed to patients with

bacterial infection who were already on chronic theophylline regimens to control asthma

(19). However, theophylline clearance is partially mediated by renal secretion, limiting

the maximum DDI to about fivefold, whereas caffeine has a much greater dependence on

CYP1A2 for clearance (20). More recently, two other drugs have been noted to have very

high dependence on CYP1A2 for clearance: tizanidine and ramelteon (21,22).

The main vitro assay to test for CYP1A2 inhibition in drug development is the

phenacetin O-deethylase assay. The assay offers the advantage that the metabolite,

acetaminophen, is readily available, inexpensive, and chemically stable. The earlier

HPLC assays for measuring phenacetin O-deethylase activity in human liver microsomes

involved the use of UV detection (23). These have been adapted for MS detection, and

preparation of stable isotope labeled acetaminophen is facile, to provide a robust assay

(16,17). Also, a radiometric assay was described, in which [14C-ethyl]phenacetin was

used as substrate and the radioactive acetaldehyde quantitated after separation from the

unreacted substrate (24). Phenacetin O-deethylation demonstrates linearity out to

relatively long incubation times, allowing for the use of lower protein concentrations to

still yield enough product formation for measurement. Interestingly, a wide range of KM

values have been reported for phenacetin O-deethylase, emphasizing the need that

individual laboratories should determine their own enzyme kinetic parameters before

conducting inhibition studies. Other enzymes besides CYP1A2 have been shown to

catalyze phenacetin O-deethylase, but with high KM values (25 27), thus it is important

that assays testing for CYP1A2 inhibition keep substrate concentrations within an

appropriate range (i.e., <200 mM).

Figure 4 (Continued)
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CYP1A2 activity has also been assayed using other reactions. Tacrine is

hydroxylated to four regioisomeric products (28), the major product being the

1-hydroxytacrine isomer. To accurately quantify this activity, 1-hydroxytacrine must be

chromatographically separated from the 2-, 4-, and 7-hydroxytacrine minor products. While

theophylline has been a commonly used in vivo probe for CYP1A2 activity, its use as an in

vitro probe is limited by the very slow turnover to its N-demethylated products. Other less

frequently used reactions for CYP1A2 have been caffeine N-demethylation to paraxanthine

(23,29) and (R)-warfarin 6- and 8-hydroxylation (30), which also require chromatographic

resolution of other isomeric metabolites. Many of the assays used for CYP1A2 have cross

talk with CYP1A1, although expression of the latter in liver is very low.

Inhibitors that can be used as positive controls for CYP1A2 inhibition include

furafylline and fluvoxamine. The former is a mechanism-based inactivator and should

be incubated prior to addition of the substrate (31,32). The latter is a potent reversible

inhibitor (33,34) that also has activity against CYP2C19. Other inactivators include

zileuton and rofecoxib (35,36).

Cytochrome P4502B6

Relative to the other P450s discussed in this chapter, CYP2B6 is of generally lower

importance in drug metabolism, but it has been gaining in importance in recent years

(37,38). It is important in the bioactivation of the cytotoxic anticancer agent cyclo-

phosphamide (39). It has also been shown to be involved in the clearance of efavirenz and a

contributing enzyme in the clearance of sertraline and bupropion among others (40 43).

A commonly used in vitro probe reaction specific for CYP2B6 is bupropion

hydroxylation. While bupropion is primarily cleared in vivo by reduction of the ketone (44),

the hydroxylation reaction on the t-butyl group has been shown to be mediated by CYP2B6

in vitro (45,46) and affected by CYP2B6 inhibitors in vivo (47). The hydroxybupropion

metabolite forms a stable six-membered cyclic ketal, which is likely what is detected on

HPLC. The early HPLC-UV assays utilized a low wavelength to detect hydroxybupropion;

greater selectivity was afforded by the use of MS detection, and stable isotope labeled

hydroxybupropion is now commercially available for use as an internal standard.

Other assays that have been used to measure CYP2B6 activity have included

cyclophosphamide 4-hydroxylation (48), S-mephenytoin N-demethylation (49), efavirenz

8-hydroxylation (50), and 7-ethoxytrifluoromethylcoumarin O-deethylase (51). The

former three are HPLC-UV assays, and the latter a plate-based method using fluorescence

detection. The mephenytoin N-demethylation reaction suffers from the fact that CYP2B6

is a high KM component and that CYP2C9 also catalyzes the reaction with a lower KM,

thus requiring great care in selection of appropriate substrate concentrations. Inhibitors

used as positive controls have included thioTEPA, clopidogrel, phenylethyl piperidine

(“PPP”), and orphenadrine. The latter is a reversible inhibitor with low potency and

selectivity (52), while the former three are mechanism-based inactivators (53 55).

Clopidogrel can be challenging to use because the ester group in it can be readily

hydrolyzed and the resulting acid does not appear to inactivate, while thioTEPA is not

selective for CYP2B6 (56).

Cytochrome P4502C8

While there are not many DDIs caused by inhibition of CYP2C8, there have been a few

notable ones, including the inhibition of clearance of cerivastatin and repaglinide by

gemfibrozil (57,58). There is experimental evidence to suggest that the mechanism of
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DDIs caused by gemfibrozil may be mediated by inactivation by the gemfibrozil glucuronide

metabolite, and part of the effect can be attributed to hepatic transport mechanisms (59,60).

Nevertheless, with a growing list of drugs with clearance dependent on the activity of

CYP2C8, measurement of the potential for inhibition of this enzyme is important.

Over the years, CYP2C8 activity has been measured in vitro using paclitaxel

6a-hydroxylase or retinoic acid 4-hydroxylase activities (61 64). However, the cost of

reagents for paclitaxel (drug, metabolite) and challenges in handling for retinoic acid

reagents (instability), along with the discovery that CYP2C8 was the predominant enzyme

in the catalysis of the N-deethylation of the antimalarial agent amodiquine, has led to the

adoption of the latter activity as a facile CYP2C8 marker activity (65). The initial report

utilized an HPLC-UV assay, and this has been converted to a MS-based assay (16).

Rosiglitazone N-demethylation has also been shown to be catalyzed by CYP2C8. However,

this reaction also has a significant contribution by CYP2C9, making it a less optimal marker

activity (66). The most potent in vitro inhibitor of CYP2C8 is montelukast, with a potency

in the nM range, with the caveat that the apparent potency is dependent on protein

concentration used as montelukast demonstrates nonspecific binding (67). Trimethoprim

has also been shown to selectively inhibit CYP2C8, although with much lower potency

(68). Quercetin has also been used but is not specific for CYP2C8 (67).

Cytochrome P4502C9

CYP2C9 is one of the most important of the human P450s in DDI since it metabolizes

hundreds of drugs, and in some instances, its contribution to the clearance of some drugs

predominates to such a large extent that inhibition of the enzyme in vivo can result in

substantial DDI (69). The CYP2C9 substrate of greatest clinical concern is warfarin, since

CYP2C9-catalyzed 7-hydroxylation contributes around 90% of the clearance of the

pharmacologically potent S-isomer. Other drugs cleared by CYP2C9 include many

NSAIDs and agents involved in regulation of glucose in diabetic patients, and CYP2C9

plays a contributory role in the clearance of some members of many other classes of drugs

(e.g., benzodiazepine anxiolytic agents, antidepressants, etc.).

The three most commonly used assays to measure CYP2C9 activity in in vitro

inhibition studies are diclofenac 4’-hydroxylase, tolbutamide methyl hydroxylase, and

(S)-warfarin 7-hydroxylase. Diclofenac 4’-hydroxylation is an easy assay to conduct since

the rate is very high relative to other P450 assays. In the past, the challenge was obtaining

suitable authentic standard for the 4’-hydroxy metabolite, and the material was expensive,

however, biosynthetic methods have been developed that can yield gram quantities and

have reduced the cost (70). Early methods used HPLC-UV (71,72), while later, the assay

was adapted for MS-based detection (16,17). Tolbutamide hydroxylase has also been used

as a CYP2C9 marker activity, earlier with HPLC-UV assays and later on with MS-based

assays (73,16). A portion of this activity can be attributed to CYP2C19 (74,75).

(S)-warfarin 7-hydroxylase is selective for CYP2C9, however, use of this substrate

in human liver microsomes requires that the regioisomeric metabolites (e.g., 6- and

8-hydroxywarfarin) be chromatographically resolved (76,77). Other assays that have been

used for CYP2C9 include flurbiprofen 4’-hydroxylase (78), naproxen O-demethylase

(79,80) and phenytoin p-hydroxylase (81), although care must be taken when using

naproxen or phenytoin since other P450 enzymes can contribute to metabolism of

these substrates (79,80,82). Recent evidence suggests that inhibitors of CYP2C9 will

have different effects on different CYP2C9 reactions and different genetic variants of the

enzyme (81,83). The activities of a large panel of CYP2C9 inhibitors showed that there

appear to be at least three classes of substrate for CYP2C9: S-warfarin is one class,
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flurbiprofen is a second, and a third that has diclofenac, tolbutamide, and phenytoin. For

example, indomethacin inhibited CYP2C9 warfarin 7-hydroxylase activity with a potency

(Ki) of 0.66 mM while inhibiting tolbutamide or diclofenac hydroxylase activities at

14 mM and inhibiting flurbiprofen hydroxylase at 53 mM. Such different potency values

would lead to different conclusions to be made regarding the potential importance of the

finding. There was no pattern regarding which activity would be most potently inhibited,

and some inhibitors demonstrated activities that did not depend on the specific substrate

used, so for new compounds, it presently cannot be predicted which substrate activity will

be most potently inhibited. Furthermore, the carrier solvent can have an effect on the

metabolism of some substrates but not others (81). As a positive control inhibitor,

sulfaphenazole has been shown to be selective (84) and consistently used, and even the

recent data regarding substrate classes have not altered the usefulness of this compound as

a suitable, selective, positive control inhibitor.

Cytochrome P4502C19

CYP2C19 has been the focus of considerable attention over the years, although there are

actually very few drugs that have this enzyme as such a large contributor to clearance that

substantial DDI can be observed by inhibiting this enzyme. The 4’-hydroxylation of

(S)-mephenytoin and the use of metabolite/parent ratios in urine have been the most

studied experimental endpoints to measure CYP2C19 activity in vivo [for both enzyme

activity and effects of genotype polymorphisms (85,86)]. However, mephenytoin is not a

therapeutically used drug. Omeprazole metabolism, specifically the hydroxylation of the

methyl group on the 5-position of the pyridine ring, is a CYP2C19 selective activity, and

omeprazole demonstrates marked differences in pharmacokinetics in CYP2C19 extensive

and poor metabolizers (87).

The most frequently used assay for CYP2C19 is S-mephenytoin 4’-hydroxylase.
Analysis of 4’-hydroxymephenytoin originated as an HPLC-UV method but has since

been converted to a MS-based method as well as a tritium release approach (15 17,88,89).

The assay suffers from a slow turnover rate and possesses challenges in detection of the

product as it neither absorbs UV light particularly strongly nor at long wavelengths. It also

does not strongly ionize in HPLC-MS as compared with other compounds. Fortunately,

the CYP2C19 mephenytoin 4’-hydroxylase activity appears to be linear out to long

(relative to other P450s) incubation times (e.g., >40 min), and the substrate does not bind

to microsomes so that higher enzyme concentrations can be used compared with other

activities. The only other activity widely used to measure CYP2C19 activity is

omeprazole 5-hydroxylase. Selective positive control inhibitors for CYP2C19 are rare.

Benzyl-substituted nirvanol and phenobarbital have been fairly recently prepared and

shown to be selective inhibitors for CYP2C19 (90). Ticlopidine had been reported to

inactivate CYP2C19, but it also significantly affects other P450s (54,91,92), and

fluvoxamine is a potent reversible inhibitor, which also affects CYP1A2.

Cytochrome P4502D6

One of the most important drug-metabolizing enzymes is CYP2D6. Compared with the

other P450 enzymes, CYP2D6 tends to have a high affinity for many of its substrates and

inhibitors and is thus frequently involved as an underlying mechanism for DDI. It is

involved in the metabolism of many basic amine-containing compounds including

neuroleptics, antidepressants, and cardiovascular agents. Testing new experimental drugs

for their potential to inhibit CYP2D6 is important because of the number of drugs cleared
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by this enzyme. However, it is noteworthy that many drugs that are cleared primarily by

CYP2D6 have relatively large therapeutic indices because of the naturally occurring

genetic polymorphisms that result in such a wide range of enzyme activities across the

population. If a CYP2D6-cleared compound were to have a low therapeutic index, it

would be very challenging to use in clinical practice because the same dose level would

be ineffective in many patients and toxic to many others. Personalized medicine would

need to be applied such that patients would need to be tested with CYP2D6 genotyping

before drug administration. Since such an approach has not become part of clinical

practice, new drugs that are cleared by CYP2D6 will continue to need wide therapeutic

indices.

While there are many possible selective substrates that could be used to measure

CYP2D6 activity (93), the most commonly used ones have been bufuralol 1’-hydroxylase,
dextromethorphan O-demethylase, debrisoquine 4-hydroxlase (94), and other activities

have included metoprolol [both O-demethylation and a-hydroxylation (95)], desipramine

2-hydroxylation (96), and sparteine dehydrogenation. Bufuralol 1’-hydroxylase was

originally run as an HPLC assay with fluorescence detection since the benzofuran ring

system is highly fluorescent. The activity is almost exclusively dependent on CYP2D6,

especially at concentrations <10 mM. Some contribution by CYP2C19, particularly when

stereochemical considerations are made, is evident at higher concentrations (97,98), but

racemic bufuralol can be used reliably at an appropriate concentration range (<100 mM).

Debrisoquine 4-hydroxylation has also been used as a selective probe activity for

CYP2D6 using GC-MS methods (99,100).

Dextromethorphan O-demethylase has been a widely utilized CYP2D6 probe

substrate, and this probe also possesses the advantage over bufuralol and debrisoquine

activities of being used easily in clinical studies. (Neither bufuralol or debrisoquine is

available clinically in the United States.) The dextrorphan/dextromethorphan urinary ratio

has been a common CYP2D6 phenotyping tool in humans [provided that urinary pH is not

aberrant, (101)]. Likewise, the conversion of dextromethorphan to dextrorphan has been a

commonly employed assay to measure the potential for new drugs to inhibit CYP2D6,

with early assays employing HPLC with fluorescence detection (94) or radiometric

detection using [O-methyl14C]dextromethorphan as substrate (102) and later assays using

MS detection (16,17). Dextromethorphan can also be N-demethylated to methoxymor-

phinan by CYP3A, so care needs to be taken to resolve these two demethylated

metabolites by HPLC, and trace quantities of the N-desmethyl metabolite can be present

as a contaminant in commercial samples of dextromethorphan. Otherwise, this assay is a

robust and facile method for making this measurement. There are several compounds that

could be potentially used as positive control inhibitors, however, the most regularly used

one is quinidine.

Cytochrome P4503A

CYP3A poses the greatest complexities when attempting to measure the potential effect

of a new drug as an inhibitor. First, the term “CYP3A” refers to two very related enzymes

CYP3A4 and CYP3A5, which have some subtle differences with regard to substrate and

inhibitor specificities (103 107), but with exception to, perhaps, vincristine, none large

enough to permit measuring their activities independently in liver microsomes. CYP3A5

possesses a common genetic polymorphism, with possession of two copies of genes

coding for functional enzyme highly dependent on the ethnicity of the population (108).

Second, CYP3A4 is present in both liver and intestine, and the enzyme in both of these

tissues plays a substantial role in the pharmacokinetcs and DDI for CYP3A-cleared drugs
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[reviewed in (109)]. Third, CYP3A, more often than other P450s, demonstrates atypical

enzyme kinetic behaviors including autoactivation, substrate inhibition kinetics, and

heterotropic activation. These can be affected by cytochrome b5 as well as buffer and

Mg2þ (110 114). Finally, CYP3A4 appears to possess different substrate classes (like

CYP2C9 above) such that a new drug can show inhibition against some substrates but not

others (115). The in vivo relevance of these various phenomena are not known.

Assays to measure the effect on CYP3A in liver microsomes essentially measure

the effect on CYP3A4 and 3A5 simultaneously. In liver microsome samples pooled

from multiple individual donors, the amount of CYP3A4 should exceed the amount of

CYP3A5 and dominate the activity, however, in individual samples, the opposite can be

true. With the observation of different effects of inhibitors on different activities,

measurement of the effect of new drugs on CYP3A involves the operation of three

different assays. One substrate class is well represented by imidazobenzodiazepine

drugs (e.g., midazolam, triazolam, etc.), a second by dihydropyridine calcium channel

blockers (e.g., nifedipine, felodipine), and a third by steroids and macrolide antibiotics

(e.g., testosterone, erythromycin, etc.). The three most commonly used assays are

midazolam 1’-hydroxylase, testosterone 6b-hydroxylase, and nifedipine or felodipine

dehydrogenase.

Midazolam is metabolized at two positions by both CYP3A4 and 3A5: the

1’-methyl group and the 4-position on the diazepine ring. The 1’-hydroxylase assay is

more commonly used. Measurement of the 4-hydroxymidazolam product can be

challenging because the product demonstrates some instability. Midazolam also

demonstrates time-dependent inhibition (116), forcing the use of relatively quick

incubation times (i.e., <5 min). Substrate inhibition kinetics are observed for midazolam

1’-hydroxylation, which requires that additional substrate concentrations be used when

determining KM values (16).

Testosterone is hydroxylated at several positions by several P450 enzymes,

however, the hydroxylation at the 6-position in the b orientation predominates and is

catalyzed by CYP3A4. Early assays utilized long HPLC-UV runs developed for rat

metabolism experiments to permit resolution of the many regioisomers (117); optimization

of the assay chromatography has resulted in more rapid HPLC-MS assays (16).

The third class of substrate represented by the dihydropyridine calcium channel

blockers is the one that more often demonstrates the outlier behavior compared with

the other two, with test compounds either inhibiting the other two and not affecting the

dihydropyridine metabolic activity [e.g., cyclosporine (118)] or potently inhibiting the

nifedipine dehydrogenation and affecting the others much less [e.g., haloperidol (119)].

The use of nifedipine can be particularly challenging because of the instability of this

compound with VIS light. Felodipine does not have this problem to the same degree. In

both cases, since dihydropyridines can spontaneously oxidize in air, obtaining substrates

that are free of the metabolites is challenging. This requires the use of corrections for

formation of dehydrogenated products in control incubations in which NADPH is not

included.

Despite these complexities with CYP3A assays, ketoconazole can serve adequately

as a positive control inhibitor. Ketoconazole is a potent inhibitor that binds by forming a

tight ligand interaction with the heme iron and the imidazole, and does not appear to be

influenced by substrate. When CYP3A inhibition is observed in pooled human liver

microsomes, it is advisable to test the effect on CYP3A4 and 3A5 separately. This can be

accomplished by using recombinant enzymes, or by testing in liver microsome samples

from different individual donors in which the amounts of CYP3A4 and 3A5 show

considerable differences.
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INTERPRETATION OF INHIBITION DATA IN DRUG DEVELOPMENT

Collection of in vitro data on the ability of experimental drugs to inhibit P450 enzymes is

important to drug development because the information is used both in the design of

clinical DDI studies and in determining enzymes requiring no further evaluation. Through

the extensive amount of research conducted on P450 enzymes and their role in drug

metabolism over the years, there is enough confidence to utilize in vitro information to

make predictions of DDI without necessarily requiring clinical DDI studies. In the drug

development phase, in vitro inhibition data collected using the definitive methods

described above need to be available before patients in phase 2 and 3 studies are dosed

with the new compound. Without this information, patient recruitment may need to be

limited to exclude patients on concomitant medications, because it would not be known

whether the new compound could affect the clearance of the concomitant drugs. (Note

that in some target indications, such as cancer, phase 1 study subjects are also patients on

other medications, so the in vitro data should be gathered before administration of the new

compound.) Two approaches to utilizing in vitro inhibition data for the P450 enzymes to

predict DDI are described below.

Prediction of DDI

Although some of the fundamental principles describing the relationship between

inhibitory potency and magnitude of DDI have been available for over three decades, the

use of these relationships to predict DDI has only been reduced to practice over the past

five years or so. Application of these principles required the knowledge obtained over the

past ten years regarding the substrate selectivity of the P450 enzymes for various drugs.

Predicting in vivo DDI from in vitro inhibition data begins with the Rowland-Matin

equation (120), which describes the relationship between the magnitude of the DDI for a

hepatically cleared orally administered drug and the inhibitory potency.

Fold change in exposure ¼ CLpo;control

CLpo;inhibited
¼ AUCinhibited

AUCcontrol

¼ 1
fCLh ;CYP

1þ½I�hepatic
Ki

� �þ ð1� fCLh;CYPÞ

AUCinhibited and AUCcontrol are the exposure values to the affected drug in the presence and

absence of the inhibiting drug, respectively, and CLpo,inhibited and CLpo,control are the oral

clearance values for the affected drug in the presence and absence of the inhibiting drug,

respectively. Ki is the inhibitory potency of the inhibiting drug against the P450 enzyme

that clears the affected drug, and [I]hepatic is the intrahepatic concentration of the inhibiting

drug that is available to bind to the P450 enzyme. The value fCLh,CYP
is the fraction of the

affected drug that is cleared by the P450 enzyme in the liver that is the target for inhibition.

The value of fCLh,CYP
is important and provides a ceiling on the magnitude of the

interaction; when this parameter is ignored, the predictions of DDI will almost always be

overestimates. For example, if fCLh,CYP
is 0.5, then no matter how extensively the affected

enzyme is inhibited, the largest interaction can be twofold. For fCLh,CYP
values of 0.8 and

above, larger interactions can theoretically be observed (Fig. 5). Values of fCLh,CYP
for

victim drugs in which high confidence can be placed are not commonly available, and

estimates of these can be made from EM/PM pharmacokinetic studies (for CYP2C9-,

2C19-, and 2D6-cleared drugs) or from combining in vitro reaction phenotyping data with

radiolabel ADME studies in humans. (Some examples of these are in Fig. 5.) The value for

Ki is the value measured from the in vitro study. In the case where just an IC50 is measured,
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competitive inhibition can be assumed and the value converted to a Ki using the Cheng-

Prusoff equation (121).

Ki ¼ IC50

1þ ½S�
KM

(If the incubations are run at [S] ¼ KM, then Ki ¼ 0.5 � IC50.) These values refer to free

values, assuming that all of the inhibitor in the in vitro incubation is free in solution to bind

the enzyme. In some cases, this may not be true, especially for lipophilic cationic

compounds that are known to bind nonspecifically to phospholipid membranes in

microsomes. In these instances, the free fraction of the inhibitor should be measured using

mock incubation conditions (14). The value for [I]hep represents an in vivo concentration

that is unmeasurable and must be estimated. Assumptions that unbound inhibitor

concentrations in the plasma are equal to those in the liver and that only unbound inhibitor

can bind the enzyme (consistent with the free drug hypothesis) are needed. For this, the

inhibitor must be able to freely diffuse across the cell membrane, and there can be no active

transport processes altering the ratio of free inhibitor concentration inside and outside the

cell from the value of unity. Clearly, there are some drugs for which this assumption will

not be valid, and there are in vitro methods available to better understand whether new

compounds are substrates for hepatic transporters. Finally, for liver, the concentrations

occurring during absorption can be considerably greater than those in the systemic

circulation. To deal with this factor, the value used for [I]hep is estimated from the

following equation (122):

½I�hepatic ¼ fu � Cmax þ Dose �Fabs � kabs
Qh

� �

in which Fabs and kabs are estimates of the fraction absorbed and the absorption rate

constant for the inhibitor, respectively, Cmax is the systemic maximum concentration of

inhibitor, fu is the unbound fraction of the inhibitor in plasma, and Qh is hepatic blood flow

(*21 mL/min/kg body weight). (If the blood/plasma ratio for the inhibitor is substantially

different from unity, fu will need to be corrected for this factor.) For drugs that inhibit

hepatic P450 enzymes (CYP1A2, 2C9, 2C19, and 2D6), this approach predicts the

magnitude of DDI with mean-fold error of 1.7X for victim drugs that are affected by

twofold or more (118).

Figure 5 Theoretical maximum magnitude of a drug interaction versus the fraction of the victim

drug cleared by the affected enzyme.
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For CYP3A, an additional consideration for the effect on the intestinal extraction

during first pass must also be considered. A similar equation is used to account for this.

AUCinhibited

AUCcontrol

¼ 1
fCLh ;CYP3A

1þ½I�hepatic
Ki

� �þ ð1� fCLh;CYP3AÞ
�

1

Fg þ ð1� FgÞ � 1

1þ½I�gut
Ki

 !

The first term is the same and accounts for the effect on hepatic CYP3A. The second

term addresses the effect in the intestine during first pass. The parameter Fg is the

fraction of the victim drug that ordinarily evades first-pass extraction by the intestine in

the control state. It can be estimated from the CYP3A4 in vitro intrinsic clearance

combined with the knowledge of the ratio of CYP3A4 in the liver and the intestine

[approximately 100:1 (123)], the free fraction in plasma of the victim drug, and the

in vivo oral clearance (assuming complete absorption). Or it can be obtained for drugs

for which a pharmacokinetic study was done with liver transplant patients during the

anhepatic phase of the procedure [e.g., midazolam, cyclosporine (124,125)]. In many

cases, the value of Fg can drive the prediction of DDI because the [I]gut/Ki ratio will be

very high (109). [I]gut is the concentration of the inhibitor in the intestinal enterocytes.

It is estimated from (126) that

½I�gut ¼
Dose �Fabs � kabs

Qg

in which Qg is the intestinal flow (ca. 3.5 mL/min/kg body weight). Using this

equation, the mean-fold error for CYP3A inhibitors that caused at least a twofold

increase in a CYP3A-cleared compound was 1.87 (118).

This sort of approach requires application of a static situation with the system fully

at equilibrium. It thus uses some simplifications, and recently, more sophisticated

software packages that are based on this fundamental physiological approach but can

better model the dynamic situation that occurs in vivo have been developed.

For time-dependent inhibitors, equations similar in structure can be used to make

predictions of DDI, but with in vitro inactivation parameters (KI and kinact) in place of

reversible Ki values and inclusion of in vivo degradation rate constants for the enzymes

(105,131).

AUCinhibited

AUCcontrol

¼ 1
fCLh ;CYP

1þ kinact � ½I�hepatic
kdegðCYPÞ � ð½I�hepaticþKIÞ

� �þ ð1� fCLh;CYPÞ

is for hepatic enzymes, and

AUCinhibited

AUCcontrol

¼
1

fCLh ;CYP3A

1 þ kinact � ½I�hepatic
kdegðCYP3A;hepaticÞ � ð½I�hepatic þ KIÞ

� �þ ð1� fCLh;CYP3AÞ
�

1

Fg þ ð1� FgÞ � 1

1þ kinact � ½I�gut
kdegðCYP3A;gutÞ � ð½I�gutþKIÞ

 !

is for CYP3A that also incorporates the effect in the intestine. The other parameters are as

described above. Values for in vivo degradation rate constants for P450 enzymes can be

estimated from clinical inactivation and induction data (131). Half-lives of 39, 51, 36, and

24 hours have been estimated for CYP1A2, CYP2D6, hepatic CYP3A4, and intestinal

CYP3A4, respectively. Data needed to calculate these values for the other important P450
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enzymes are not available, but since the values for the hepatic enzymes are fairly similar

to each other, it might be assumed that degradation half-lives for CYP2B6, 2C8, 2C9, and

2C19 may be in the same range. The value for intestinal CYP3A4 is similar to the half-life

for enterocytes, which are constantly sloughing off and being replenished. In general, this

approach tends to overpredict the magnitude of DDI, even when using unbound systemic

Cmax for the value for [I]hep.

The Rank-Order Approach

A more cautious approach to using in vitro inhibition data to predict clinical DDI is the

use of the “rank-order” approach, in which at least one clinical DDI study is run

irrespective of the potency of the Ki values (127 129). Since the prediction methods

described above require acceptance of some assumptions and estimates for input

parameters (e.g., [I]hep), the fundamental assumption underlying the rank-order approach

is that the drugs most likely to be subject to the largest DDI will be the ones cleared by the

P450 enzyme most potently inhibited in vitro. A clinical DDI study for a new compound

as a potential perpetrator of an interaction would be run using a good probe substrate for

the most potently inhibited P450 in vitro (i.e., fCL,CYP > 0.85). If this study shows that no

interaction occurs (i.e., <twofold increase in AUC), then it can be assumed that there will

be no interaction for drugs cleared by the other less potently inhibited P450 enzymes, and

this conclusion can be claimed in the product labeling. It must be assured that a probe

substrate with a very high fCL,CYP value is the one selected for the clinical DDI study.

Some cautions while using this approach must be exhibited.

1. Applying the rank-order approach for a new drug that reversibly inhibits one

enzyme but irreversibly inactivates a second enzyme should not be done.

Reversible and irreversible inhibitors cannot be compared since the irreversible

effect also depends on kinact.

2. Applying the approach for CYP3A4 should be done cautiously. A new

compound that inhibits CYP3A less potently than another P450 may show an

interaction with a CYP3A-cleared probe and not a probe for the other enzyme,

if the CYP3A probe has a high intestinal extraction.

However, if used thoughtfully and with an understanding of the fundamentals behind the

mechanisms of DDI, the rank-order approach can be an effective method to leverage

in vitro inhibition data to gain an understanding of DDI potential for a new compound

without having to empirically run multiple clinical studies. A test of this approach using

retrospective data yielded a favorable outcome, with only a very small percentage of DDI

being missed, and of those missed, the magnitude of the interaction was just over 2 times.

No major DDIs were missed (128).

CONCLUSIONS

Our understanding of the P450 enzymes involved in drug metabolism coupled with

pharmacokinetic theory and physiological underpinnings has led us to an era of

possessing an ability to fully leverage in vitro inhibition data to reliably predict clinical

DDI. This provides a great advantage to clinical DDI strategies that can be mechanis-

tically based rather than the empirical approaches that needed to be used in the past.

In vitro experimental approaches to P450 inhibition studies have matured to the point that

they have become a routine part of drug discovery and development. In early drug

discovery research, the experimental approaches have been modified to high-throughput
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platforms that can accommodate the thousands of new chemical entities synthesized for

each new pharmacological target. In the drug development phase, the P450 assays have

become such a routine part of the safety characterization process that it is not

unreasonable to place particular expectations around assay characteristics and robustness

(11,18,130). The more recent advances have shown that in vitro data, if properly obtained,

can be used for predicting the magnitude of DDI in the clinic and can also be used in lieu

of conducting clinical DDI studies when it is shown that there is no inhibition. This

provides a boost to the efficiency of an already costly drug development process and will

ensure that medications get to patients with the information required to prescribe them

safely in combination with other medications as needed.
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INTRODUCTION

Central to the problem of metabolism- or transport-driven drug-drug interactions (DDIs)

are the opposite concepts of inhibition and induction of drug-metabolizing enzymes or

transporters (DMETs), each arising from the action of a perpetrator of an interaction on a

victim of the interaction.1 Induction of DMET is generally perceived to be an adaptive

response that lowers drug exposure and facilitates excretion of molecules that resemble

dietary toxins (1).

Induction of DMET by a perpetrating drug can subtly or profoundly decrease

exposure to the drug itself after one or several doses (auto-induction) or decrease exposure

to another drug whose rate-limiting clearance steps are mediated by the induced enzyme(s).

The clinical importance of the induction will depend on several factors, including the

therapeutic window of the victim of the interaction, the pharmacology or toxicology of

the victims’ metabolite(s), the magnitude of the decrease in exposure (highlighting the

importance of alternate clearance pathways), the consequences of lost therapeutic effect,

and nascent pharmacokinetic variability. These effects appear and disappear slowly,

predicated on the half-life of the inducer and victim and rates of synthesis and degradation

of the induced enzyme(s). Upward dose adjustment of the victim and therapeutic efficacy

monitoring are the most common clinical consequences of induction, and these figure

prominently in the drug label.

SCOPE OF THE REVIEW

Enzyme induction, as it applies to metabolism and pharmacokinetics in drug discovery

and development, has been well reviewed in the recent literature. Practical reviews

emphasizing industrial in vitro approaches and in vitro-in vivo correlations (IVIVC) have

been done by several researchers (2 5). This chapter will therefore focus on recent

1Victim and perpetrator refer to the effect of one drug (the perpetrator) on the pharmacokinetics of another (the
victim). Drug interaction studies typically assess a drug candidate’s potential to be victim, perpetrator, or both.
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literature and practical aspects of enzyme induction and rely on reference to recent

reviews for detailed discussions.

THE WORK PROCESS IN INDUSTRIAL DRUG DISCOVERY
AND DEVELOPMENT

A high-level view of industrial approaches to ADME (absorption, distribution, metabolism

and excretion) enzyme induction is shown in Figure 1 (5). During drug discovery, active

leads may be assessed by reporter gene assays for PXR (pregnane X receptor)

transactivation. At this stage, an induction hit should trigger lead redesign discussions to

remove functional groups associated with induction. To avoid the consequences of

coadministration with enzyme inducers, drug candidates that are cleared by more than one

metabolism or clearance pathway are preferred.

Potential candidates are then subjected to induction studies in primary human

hepatocytes. This is largely focused on CYP3A4 because of its role in the metabolism of

the majority of marketed drugs (6). CYP1A2, 2B6, 2C9, and 2C19 are also commonly

assessed. Induction of CYP isoform proteins is measured using isoform-specific marker

assays and LCMS (liquid chromatography mass spectrometry) (7) or luminographic

assays (8) and/or by western blots. At the gene expression level, induction of P450

messenger RNA (mRNA) is assessed with bDNA kits, RT-PCR, or multiplexed PCR-

based methods. Message and protein are both measured, so the induction effect is not

obscured by coincident time-dependent P450 inhibition (2,9).

Induction in preclinical species is also assessed in early multiple dose safety studies,

especially when decreases in AUC occur at steady state, relative to the first dose. This

may be evidence of auto-induction, and tissues are collected proactively for marker assay

and/or RT-PCR assessment of hepatic P450 isoforms. Auto-induction may be problematic

if it limits exposure to the parent drug and suitable exposure-based safety margins for

Figure 1 Overview schematic of induction related activities. Abbreviations: MTS, moderate

through put screening; HTS, high through put screening; IND, investigational new drug application;

CTD, common technical document of a new drug application. Source: From Ref. 5.
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human clinical trials cannot be attained. Induction data can also be used to differentiate

mechanism when liver weight/body weight increases occur. P450 inducer-related liver

weight increases typically manifest ultrastructurally as endoplasmic reticulum (ER)

proliferation and can be differentiated from other causes related to overt damage and

repair, proliferation, and lipid or peroxisome proliferation by robust increases in message

or marker enzymes in the CYP1A, 2B, 3A, or 4A families.

Human hepatocyte induction data are typically expressed for each isoform as a

percentage of positive control inducers at relevant concentrations. Positive signals of

induction in human hepatocytes are combined with other metabolism and pharmacology

data to make candidate go-no go decisions and to help design appropriate label-driver

clinical DDI studies.

REGULATORY GUIDANCE

Enzyme induction is dealt with in the 2006 draft guidance for industry: “Drug Interaction

Studies-Study Design, Data Analysis and Implications for Dosing and Labeling” (10).

In vitro techniques for induction assessment are summarized in the 2006 draft guidance

and define primary hepatocyte experiment design and appropriate positive controls and

concentrations. A decision tree defines responses to positive data, and the guidance

tabulates favored marker substrates and other factors for assessing the clinical magnitude

of induction. The 2006 draft guidance also defines inducible drug classes most likely to

incur a restrictive label, dose adjustment, and patient-monitoring recommendations.

DRUG LABELING RELATED TO INDUCTION

The clinical consequences of induction can include oral contraceptive failure (estrogens or

progestins), transplant rejection (cyclosporine A, tacrolimus), anti-infective failure and

resistance (saquinavir), tumor progression (paclitaxel), anticoagulant failure (warfarin), cardiac

problems (amiodarone), seizure (phenytoin, mephenytoin), and psychosis (thioridazine).

Some examples of induction warning language in drug labels are as follows: “Drugs

whose efficacy is impaired by Drug X include: corticosteroids, coumarin anticoagulants,

digitoxin, doxycycline, estrogens, furosemide, oral contraceptives, quinidine, rifampin,

theophylline, vitamin D”; “Administration of Drug X may reduce the efficacy of hormonal

contraceptives. Patients should be advised to use alternative or back-upmethods of contraception

during treatment with Drug X and for 1 month following the last dose of Drug X” (11).

In the United States, data showing lack of a drug interaction risk are also allowed in

the drug label and provide an incentive to conduct studies that clearly define the clinical

interaction profile of the product. Some drug labels specify procedures to be undertaken

for inducible narrow therapeutic window agents, such as dose adjustment, drug

concentration monitoring, efficacy, and side effect monitoring, both when the inducer

is introduced and when it is withdrawn. Ensuring patient compliance becomes a key issue

for clinicians in these instances.

MECHANISMS OF INDUCTION AND GENE REGULATION BY THE
NUCLEAR RECEPTORS PXR, CAR, AND AHR

Regulation

Induction of ADME genes is commonly mediated at the transcriptional level in the intestine

and liver by key members of the nuclear receptor (NR) family. Regulation mechanisms of

drug-metabolizing enzymes, in particular CYP2A, 2B, 2C, and 3A induction by the pregnane
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X receptor (PXR, NR1i2), CYP2B induction by the constitutive androstane receptor (CAR,

NR1i3), and CYP1A induction by the aryl hydrocarbon receptor (AhR) have been the

subject of many recent reviews (12 16). Some older in vitro preclinical reports discuss slow

CYP3A or CYP2E1 degradation as an alternative induction mechanism (17,18).

PXR

PXR and CAR are ligand-activated transcription factors formerly considered to be

“orphan” NRs but are now known to be metabolic and xenobiotic sensors involved in rapid-

response regulation of a variety of endogenous pathways involved in energy metabolism

and bile acid homeostasis. Unlike the steroid NRs, precise endogenous ligand(s) for PXR

and CAR are not defined. PXR contains a carboxy terminal, helical AF-2 domain that

changes conformation to recruit coactivators in response to events at the adjacent,

hydrophobic, and flexible ligand-binding domain (LBD), as well as a hinge region and a

conserved DNA-binding domain (DBD) containing a xenobiotic response sequence (XRS)

that modulates target gene transcription by interacting with the target gene upstream

response elements (REs) (16,19).

PXR, like CAR, resides as a CAR cytoplasmic retention protein (CCRP) and heat-

shock chaperone (HSP90) complex in cytoplasm. Events relating to its ligand-activated

dissociation and nuclear translocation are still being elucidated. In the nucleus, ligand-

bound PXR activates transcription as a heterodimer with RXRa and recruits transcrip-

tional co-regulators, including members of the p160 family. The complex binds to the

IR-6 and DR-3 REs of the xenobiotic responsive enhancer module (XREM) in the 5’
regulatory region of target genes (16).

As a frontline xenosensor, PXR is an important regulator of CYP3A4 and regulates

many other phases 1, 2, and 3 ADME genes.2 PXR’s endogenous functions include

protective farnesoid X receptor (FXR)-independent transcriptional regulation of bile acid

metabolism. Bile acids stimulate PXR to upregulate genes that extract (OATP1A4),

metabolize (CYP3A4) and excrete (MRP2) bile acids, and also downregulate CYP7A1 to

decrease bile acid production (20,21).

CAR

In addition to genes involved in cholesterol metabolism, cholestasis, thyroid hormone

homeostasis, nutritional stress (fasting), hyperbilirubinemia, and energy metabolism, CAR

regulates a variety of P450s, SULTs, UGTs, GSTs, MRPs, and OATPs involved in drug

metabolism, notably bellwether ADME genes CYP2B6, 2B10, and 2B15 in humans, mice,

and rats, respectively (22). The sequence of nuclear translocation and heterodimerization

with RXR has high-level similarity to PXR but can proceed either with direct binding of a

ligand such as TCPOBOP in mouse or, because CAR is constitutively active, by indirect

activation of signaling cascades involving protein phosphatase 2A (PP-2A) by ligands such

as phenobarbital, bilirubin, bile acids, or steroids (23). Transcriptional activation can be

inhibited by androstanes, such as inverse agonists androstanol and androstenol. Binding of

CAR REs such as the phenobarbital RE (PBRE) or retinoic acid RE (RARE) in target genes

initiates transcription (24).

AhR

AhR is a ligand-activated, basic helix-loop-helix, PER ARNT SIM (PAS) transcription

factor that resides primarily in cytosol. When ligand is not present, inactive AhR

2CYP1A1, CYP1A2, CYP2A6, CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP3A4, CYP3A7, CYP24A1,
SULT2A1, UGT1A1, UGT1A3, UGT1A4, ABCB1 (MDR1, P glycoprotein), ALAS1, PAPS2, AHR, CAR,
PXR, iNOS, MSX2.
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associates with a 90-kDa heat-shock protein p23 and X-associated protein (XAP2).

Ligand binding results in nuclear translocation and heterodimerization with the AhR

nuclear translocator (ARNT). The AhR-ARNT dimer initiates transcription by binding to

xenobiotic REs (XREs) in target genes such as CYP1A1 and CYP1A2 and a network of

other genes that mediate diverse biological effects (25,26). Microarrays have been used to

discern the hepatic gene networks in rodents that respond to prototypical and atypical

AhR ligands (27,28).

Two target genes of AhR, CYP1A1 and 1A2, are involved in the oxidation of planar

aromatic substrates/autoinducers like benzo[a]pyrene and 3-methylcholanthrene. Proto-

typical inducers include dioxin (TCDD) and arochlor 1254. Clinical interest is historically

related to the bioactivation of environmental and dietary pro-carcinogens, toxins, and

metabolism-related protection against chemical carcinogens.

CYP450 Induction and Liver Weight Increases

A key manifestation of enzyme induction in preclinical toxicology studies is liver weight

gain (hepatic hypertrophy and hepatomegaly), which is often associated with alanine

aminotransferase (ALT) elevations when potent inducers are given at higher doses.

Mechanisms underlying the consequences of ER overload because of P450 over-

production involve ER stress response signal transduction pathway components of the

unfolded protein response (UPR) and the ER overload response (EOR). These pathways

include ER proliferative effects of IRE1 activation and subsequently NFkB activation that

is anti-apoptotic and may aid survival of hepatic cells with P450-induced ER stress (29).

NR Cross Talk

Cross talk is common among key members of the 48 human NRs, GR, FXR, LXR, ER,

AR, PR, VDR, RAR3, hepatocyte nuclear factor-4a (HNF4a), small heterodimer partner

(SHP) etc., coactivators and corepressors such as the nuclear receptor corepressor (NCoR),

and silencing mediator for retinoid and thyroid hormone receptor (SMRT) that are all

involved in the regulation of both drug disposition genes and biochemical homeostasis of

intermediary metabolism (30). This is most interesting to the drug developer when CAR

and PXR effects overlap to reciprocally activate both of their respective bellwether genes,

CYP2B6 and CYP3A4. In rats and mice, preclinical in vivo studies have shown that

potency differences in the induction of the expression of bellwether genes across dose can

be used to define some ligands as CAR or PXR predominant (28).

Interplay among bile acid and steroid metabolism and xenobiotic metabolism

functions of CAR and PXR have been reviewed by Eloranta and Kullack-Ublick (31).

Kretschmer and Baldwin (32) have discussed the role of CAR ligands in endocrine

disruption on the basis of cross talk between CAR and sex steroid metabolism. Zhai et al.

(33) proposed similar disruption of glucocorticoid and mineralocorticoid homeostasis

from PXR activation. Supply limitations of shared coactivators and corepressors such as

GRIP1 have been proposed to result in cross talk among sex steroids and CAR (34).

As microarray-based technologies, transgenic animals, and gene network mapping

have become more prevalent, broad questions are now being asked about the networks of

genes involved in cross talk among AhR, CAR, and PXR and other NRs3 (28,35,36). Lim

and Huang have listed target genes of PXR and defined when ADME gene responses are

also under the control of other NRs (21).

3GR, glucocorticoid receptor; FXR, farnesoid X receptor; LXR, liver X receptor; ER, estrogen receptor;
AR, androgen receptor; PR, progesterone receptor; VDR vitamin D receptor; RAR, retinoic acid receptor.
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Genetic Factors

Polymorphisms in inducible ADME target genes and NRs may contribute to the risk of

induction-related DDI. Lamba et al. have defined genetic variations within the NRs PXR

and CAR and have identified human polymorphisms, which may have effects on the

function of CYP3A4 and other target genes (37,38). Tissue-specific splice variants of CAR

may explain gene expression differences in certain tissues, and ethnic differences in CAR

target gene transcription have been described in Hispanic subjects (39). Posttranscriptional

regulation of human PXR by micro-RNA and correlations with effects on CYP3A4

expression were also recently reported to be a potential missing component in

understanding the large interindividual variability in CYP3A4 expression (40).

THE OPPOSITE OF INDUCTION: TRANSCRIPTIONAL
SUPPRESSION OF P450 EXPRESSION

Proactive collection of P450 marker activity data and RT-PCR data for key P450 genes in

early multiple dose toxicology studies, after a single dose and at steady state, is done

routinely to give context to pharmacokinetic evidence of auto-induction. Occasionally,

suppression of both P450 transcript and protein expression is observed. The mechanisms

underlying P450 suppression are not as well understood as induction, in part because

mixed inducer/inhibitors such as the non-nucleaside reverse transcriptose inhibitors

(NNRTIs) and time-dependent inhibitors can afford contradictory P450 protein expression

data. Transcriptional suppression appears to be mechanistically related to inflammatory

responses, originally manifesting clinically as increased phenytoin plasma concentrations

in patients treated the with influenza vaccine (41). Assenat et al. reviewed the role of the

NF-kB pathway and GR cross talk with CAR and PXR that were observed along with

decreases in P450 expression in cancer-related inflammation (42). A variety of pro-

inflammatory cytokines reduce the expression of CAR and PXR, and inflammation-

related decreases in CAR and PXR decrease both constitutive and inducible P450s. P450

suppression is also observed clinically as a consequence of liver disease, with P450

expression trending downward as Child-Pugh score increases (43). Related mechanisms

may underlay the problem of gradual loss of P450 expression in hepatocyte culture (44).

Recently, a novel HIV protease inhibitor was shown to functionally antagonize PXR

in human hepatocytes in vitro, resulting in suppression of a panel of PXR-responsive

genes, the opposite effect of other drugs in its class, adding this compound to a short list

of PXR antagonists that include ketoconazole, ET-743 (trabectidin), sulforaphane (45),

and some PCBs (32).

There is current interest in the role of TLR-4 in mediating JNK and NF-kB

activation and inflammation-related ADME gene suppression (46). Roth et al. have

studied lipid accumulation effects on interactions between SREBP-1 and P450 regulators

and found that SREBP-1 blocks PXR and CAR interaction with key cofactors such as

SRC1 and impairs induction of P450 enzymes (47).

TOOLS OF THE INDUCTION TRADE

Reporter Gene Assays for NR Activation by Inducers

During drug discovery, active leads may be screened for induction by a variety of reporter

gene assays for PXR transactivation (48 51). Immortalized cells are transfected transiently

or stably with two DNA vectors, one containing a reporter gene construct and the other
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containing the NR gene, such as AhR or PXR. The reporter gene construct contains a NR

RE of the target metabolism gene fused to a reporter gene such as luciferase,

chloramphenicol acetyl transferase (CAT), or alkaline phosphatase to allow monitoring

using luminescent or colorimetric assays in 96- or 384-well format. Transfected cells are

treated with relevant concentrations of drug or positive controls and compared to a vehicle

response (52). A critical component of these assays is the NR RE. This is exemplified in

PXR reporter assays where the choice of regulatory element and the reporter gene gave a

maximal-fold induction by rifampicin ranging between 3- and 40-fold across five different

laboratories using different PXR reporter assays (49,53 56). Accordingly, cross validation

of NR activation assays to hepatocyte and clinical induction data is a focus of several

recent studies. Using a PXR gene reporter assay containing the CYP3A4 proximal

promoter, El-Sankary rank ordered the induction potential of 17 compounds, 7 of which

were known CYP3A4 inducers in vivo (49). Luo et al. correlated hepatocyte CYP3A4

activity and mRNA induction with PXR activation and obtained r values of 0.864 and

0.643, respectively, when CYP3A4 mechanism-based inhibitors were excluded (50).

Persson et al. and Zhu et al. compared EC50 values from PXR reporter gene assays in

HepG2 cells with induction in human liver slices and with a SPA-based PXR-binding

assay, respectively (57,58). Sinz et al. correlated hPXR transactivation data for 170

xenobiotics with available data on the magnitude of clinical CYP3A4 induction (59).

Attempts to create a CAR gene reporter assay have been largely unsuccessful

because CAR accumulates in the nucleus of transfected cell lines where it is constitutively

active (60). In assays using full-length CAR, most compounds decreased CAR constitutive

transcriptional activity (61 63). High concentrations of inverse agonists like androstanol or

androstenol can be used to antagonize the constitutive activity of CAR; however, atypical

ligands such as phenobarbital work by promoting CAR translocation from the cytoplasm to

the nucleus (64), rather than by binding to the NR.

Primary Hepatocytes

The use of cultured human primary hepatocytes in drug interaction studies is the gold

standard for studying the induction of drug-metabolizing enzymes by drug candidates

(10). Although there are many vendors for fresh human hepatocytes, sporadic availability

can make accrual of replicate donors time consuming. The time commitment for an

induction study is five to seven days, encompassing plating of cells, multiple dosing,

viability measurement, and protein and RNA measurements. Because of low throughput,

this is likely carried out at or near candidate selection, or earlier if induction is

being designed out of a chemical scaffold. The recent availability of high-quality,

cryopreserved, plateable human hepatocytes has made hepatocyte induction studies more

convenient. Advantages include the ability to perform replicate donor incubations

simultaneously, to initiate studies at any time, and to prescreen donors for cells that plate

well and exhibit solid induction. The disadvantage is cost, which may be up to five times

higher than for fresh hepatocytes. Cryopreserved hepatocytes also afford reproducible

induction data across time (65).

In 2007, Hewitt et al. surveyed how researchers at pharmaceutical companies carry

out in vitro induction studies (66). Select results of this survey are compared to the FDA

guidance in Table 1. There is no industry standard method or evaluation criteria for in

vitro assays, and most researchers do not follow the FDA draft guidance closely. The draft

guidance has a P450 focus and defines which positive controls should be used (Table 2).

Several researchers were interested in phase II enzymes; however, the dilemma in

examining phase II and phase III enzymes or the less-common P450 isoforms is the loose
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Table 1 A Comparison of In Vitro Enzyme Induction Methodologies Between FDA Recommen

dations and Those Surveyed Among Pharmaceutical Researchers

Methodology FDA guidelines (2006) Pharmaceutical industry practicea

Enzymes to evaluate CYP1A2 CYP3A4 100%b, CYP1A2 93%

CYP3A4c CYP2C9 67%, CYP2C19 33%,

CYP2B6 37%, CYP2C8 10%,

CYP2D6 20%, CYP2A6 3%,

CYP2E1 30%, UGT 33%,

SULT 17%.

Type of hepatocytes Fresh or cryopreserved human 23% fresh human only

37% cryopreserved human only

40% both

Number of donors �3 donors for primary human

hepatocytes.

1 for screening

�3 for further testing

Immortalized human liver

cells may be used if

positive controls

demonstrate CYP1A2 and

CYP3A4 induction.

Culture Type No recommendation 73% use conventional monolayer

27% use sandwich culture

Use of sub mM amounts

of dexamethasone in

media

No recommendation 70% use dexamethasone

30% do not supplement

Pre incubation culture

time before addition

of compounds

No recommendation 3% incubated for 3 hr

52% incubated for 24 hrs

73% incubated 24 48 hr

Induction period 48 72 hr 7% induced for 24 hr (for mRNA)

59% induced for 48 hr

34% induced for 72 hr

14% induced up to 8 days

Number of test article

concentrations tested

�3 concentrations spanning

the anticipated therapeutic

range with 1 concentration

an order of magnitude

greater than the average

expected plasma

concentration.

10% used 2 concentrations

60% used 3 concentrations

6% used 2 6 concentrations

23% used > 4 concentrations

End points Enzyme activity 100% measure enzyme activity

Protein, mRNA, and reporter

gene assay results as a

compliment

40% measure mRNA

23% measure protein

40% measure toxicity

67% measure a combination
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connection between an in vitro induction event and a measurable, clinically significant

outcome. Therefore, enzyme selection at individual companies may vary and be drug or

drug class dependent. LeCluyse has proposed a marker gene screening paradigm with

CYP1A2, 2B6, and 3A4 representing enzymes induced through the AhR, CAR, and PXR

pathways, respectively (67). The decision tree in Figure 2 shows an experimental

paradigm wherein both enzyme activity and mRNA levels are determined. Measuring

mRNA ensures that mechanism-based inhibitors do not obscure an induced enzyme

activity. mRNA can also be interrogated for induction of many genes by RT-PCR or

microarray approaches.

Table 1 A Comparison of In Vitro Enzyme Induction Methodologies Between FDA Recommen

dations and Those Surveyed Among Pharmaceutical Researchers (Continued )

Methodology FDA guidelines (2006) Pharmaceutical industry practicea

Data interpretation If enzyme activity of cells

treated with test article is

�40% of positive control,

the test article is considered

an in vitro inducer.

46% considered a positive response

to be a�2 fold increase over VCd

32% used FDA criteria of �40% of

PC

11% used �3 fold increase over VC

aData taken from Ref. 66.
bIndicates the percentage of industry researchers who tested this particular enzyme.
cIf induction studies with a test drug confirm that it is not an inducer of CYP3A4, then it can be assumed that the

test drug will not be an inducer of CYP2C8, CYP2C9, and CYP2C19.
dVC, vehicle control; PC, positive control.
e2003 FDA guidelines recommend the use of sandwich culture to improve cell morphology and survival, but the

2004 and 2006 guidelines do not specify either way. Sandwich culture is not necessary for an induction response

(Ref. 102).

Table 2 FDA Preferred and Acceptable Chemical Inducers for In Vitro Experiments Using

Primary Human Hepatocytes

Cytochrome

P450

Preferred

inducer

Inducer

concentration

(mM)

Acceptable

inducer

Inducer

concentration

(mM)

CYP1A2 Omeprazole 25 100 Lansoprazole 10

b naphthoflavone 33 50

3 methylcholanthrene 1 2

CYP2A6 Dexamethasone 50 Pyrazole 1000

CYP2B6 Phenobarbital 500 1000 Phenytoin 50

CYP2C8 Rifampicin 10 Phenobarbital 500

CYP2C9 Rifampicin 10 Phenobarbital 100

CYP2C19 Rifampicin 10

CYP2D6 None identified

CYP3A4 Rifampicin 10 50 Phenobarbital 100 2000

Phenytoin 50

Rifapentine 50

Troglitazone 10 75

Taxol 4

Dexamethasone 33 250

Source: From Ref. 10.
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The FDA draft guidance recommends at least three drug concentrations with two

concentrations spanning the anticipated therapeutic range, and one concentration an order of

magnitude greater. If a drug produces an induction response that is 40% of positive control or

greater, a clinical study is warranted. Several laboratories have evaluated the use of an

induction EC50 value and whether the Cmax/EC50 ratio would be more predictive of clinical

induction. The approach is similar to the [I]/Ki ratio for clinically relevant inhibitors (3). A

Cmax/EC50 ratio greater than 1 indicates that the compound is likely to cause clinical

induction, 0.1 to 1.0 indicates a potential for clinical induction, and a value less than 0.1

indicates that a clinical induction study is not necessary. The in vitro Cmax (or Css)/EC50

value was used to correctly rank order clinical induction by 11 compounds (3).

Because induction is a receptor-mediated process, the law of mass action should

relate ligand binding to activity. Kato et al. proposed the following equation:

Induction response ¼ Emax � Cssð fuÞ=EC50 þ Cssð fuÞ ðEq: 1Þ
where Emax is the maximum induction response (68). Quantitative predictions of clinical

induction were made by applying Eq. 1 to in vitro human hepatocyte data on seven

CYP3A4 and CYP1A2 inducers. The predicted induction response for all but omeprazole

correlated well with the clinical literature, and application of this equation to CYP3A4

induction response was proposed.

Hewitt et al. calculated an induction risk factor by incorporating the no observable

effect level (NOEL) for induction into Eq. 1 to give Eq. 2, reasoning that both the onset

concentration and the concentration-response window are compound specific and

important (3):

Induction risk factor ¼ ½Emax � Cmaxð fuÞ=EC50 þ Cmaxð fuÞ� � ½NOEL=Cmaxð fuÞ� ðEq: 2Þ

Figure 2 A flowchart decision tree for hepatocyte induction studies.
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It has not been thoroughly investigated whether the use of free versus total drug

concentration is necessary, although Ripp et al. found that better predictions of clinical

induction were obtained using free drug plasma concentrations (69).

As quality public data on preclinical and clinical induction expands, modeling and

simulation approaches will improve the ability to quantitatively predict the clinical

pharmacokinetic behavior of inducible compounds from hepatocyte data. Present

approaches are promising for simple cases, and the greater than 40% in vitro induction

signal will always trigger a clinical study.

Model Cell Lines

Model cell lines are used as a surrogate for primary hepatocytes, but all have pros and

cons. The human hepatocellular carcinoma cell line, HepG2, has very low levels of CAR,

PXR, CYP3A4, and other phase I and phase II enzymes, but relatively high levels of

CYP3A7, indicative of a fetal expression profile (70 73). Low levels of NRs limit the use

of HepG2 cells in induction studies because of a muted induction response. However,

HepG2 cells are useful for NR gene reporter assays.

The Fa2N-4 immortalized hepatocyte cell line has been used to assess PXR- and

AhR-mediated ADME gene induction (69,74). Fa2N-4 cells are not suitable for the study

of CAR agonists since they possess low levels of CAR (75) but are suitable for screening

purposes since FDA guidelines require only CYP1A2 and CYP3A4 assessment.

The human hepatoma cell line, HepaRG, when differentiated by 2% DMSO, expresses

many NRs and phase I and phase II and transporter enzymes (76,77). However, P450 mRNA

levels were generally less than 10%, except CYP2C9 (50%) when compared to primary

human hepatocytes. HepaRG cells have been used for the evaluation of P450 induction.

Exposure to prototypical inducers increased CYP1A1, CYP1A2, CYP2B6, CYP2C8,

CYP2C19, and CYP3A4 mRNA and activity (78). Using nine CYP3A4 inducers, there was

a good correlation between CYP3A4 mRNA induction in HepaRG cells and the percentage

decrease in AUC for CYP3A probe substrates in human clinical studies. This cell line could

be used to complement the use of primary human hepatocytes for induction studies.

Humanized Mouse Models

Species differences in PXR- and CAR-mediated ADME gene induction make

extrapolations of preclinical species induction data to human induction misleading.

Mouse PXR (mPXR), mouse CAR (mCAR), P450 knockout mice, and humanized

transgenic mice with knock-in human CAR (hCAR) and PXR (hPXR), both with and

without human CYP3A4 and CYP2B6, are recently available (79 82). Both hPXR and

hCAR mouse models exhibit induction of PXR and CAR target genes when dosed with

human-specific inducing agents (83,84). These models are still expensive and are not well

validated as predictive tools for drug development. Currently, they are being used to

understand ADME-related gene expression networks and cross talk related to CAR and

PXR activation and may someday be useful in cases where major human metabolites are

not significantly produced by standard preclinical species.

Chimeric mice with humanized liver have also been generated by transplanting

human hepatocytes into mouse liver. Tateno et al. replaced more than 80% of mouse liver

with human hepatocytes (85). CYP3A4 and CYP1A2 were induced by rifampicin and

3-methylcholanthrene, respectively, with only moderate induction of Cyp3a11, the major

mouse Cyp3a isoform. The authors advocated the chimeric mouse model as a low-cost

source of human hepatocytes.
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SPECIES DIFFERENCES IN INDUCTION RESPONSE

There are marked species differences in response to inducers among humans and

preclinical species. Although the main functions of AhR, CAR, and PXR are conserved,

genetic differences and cross talk among diverse other NRs, cofactors, and coregulators

translate into differences in both endogenous and xenobiotic ligand specificity. Some

industrially important differences are that rifampicin induces rabbit and human but not rat

CYP3A, while pregnenolone-16a-carbonitrile (PCN) induces rat but not human or rabbit

CYP3A (86,87). Hyperforin, the active component in St. John’s Wort, is a well-known

human-specific PXR ligand that is responsible for a number of drug interactions with

CYP3A4 substrates (88). The antiemetic, meclizine, is an agonist for mCAR but is an

inverse agonist to hCAR, and inhibits the phenobarbital-induced expression of CAR target

genes (89). Species differences in PXR and CAR activation may in part be related to

limited homology of the LBD, relative to the conserved DBD (2).

Microarrays are a powerful way to compare the in vivo potency of inducer ligands

in liver from preclinical species. For example, 26 well-known ADME gene inducers were

compared across six doses in rats and mice (28). Over 600 genes in key ADME gene

families were assessed on 25K Agilent microarrays. Dose-response relationships

differentiated the induction potencies of strong inducers at AhR, CAR, and PXR by the

responses of bellwether genes CYP1A1 (AhR), CYP2B10 and 2B15 (CAR in mouse and

rat), and CYP3A1 (PXR in rat) across dose. Some ligands like TCPOBOP were more

potent in mice than rats, though pharmacokinetics may underlay cross-species potency

differences. Furthermore, signature gene sets were derived for AhR, CAR, and PXR

responses using groups of prototypical inducers for each NR, and cross talk across the

ADME transcriptome was qualitatively defined by overlaps among these gene sets (28).

Induction in dog and monkey species is relatively less studied. Rifampicin is a

potent inducer of CYP1A2 in dog hepatocytes but causes only moderate induction in

monkey hepatocytes and no induction of CYP1A2 in human hepatocytes (3). Recent work

on ADME gene induction in dog and monkey hepatocytes and phase II enzymes in

monkeys is beginning to fill this gap in the literature (90,91).

CLINICAL ASPECTS OF INDUCTION

Some Basic Tenets

The clinical aspects of enzyme induction have been reviewed by several authors (2,19,26).

Because CYP3A4 mediates the metabolism of approximately 50% of marketed drugs and

because assessing patient CYP3A4 status is not commercially viable, induction and

inhibition of CYP3A4 is one of the more significant problems in drug development. Zhou

et al. have compiled a list of 408 known CYP3A4 substrates, inhibitors, and inducers (6). Of

these, 24 (5.9%) were classified as having a strong inducing effect and 31 (7.6%) had a weak

inducing effect.4 Dose-related hepatic exposure, PXR/CAR activation potency, route of

administration, and tissue-specific induction are among the many factors that may modulate

4 Strong and weak CYP3A4 inducer designations do not necessarily denote major or minor role of the feature in
clinical drug interactions. The list is not comprehensive of all CYP3A4 inducers.
Strong: aminoglutethimide; atorvastatin; bosentan; carbamazepine; dapsone; dexamethasone; (benchmark, rat);
efavirenz; fluvastatin; hyperforin; (benchmark, human); lopinavir; lovastatin; nevirapine; oxcarbazepine; pent
obarbitol; phenobarbitol; phenytoin; primidone; rifabutin; rifampin; (benchmark, human); rifapentine; simvast
atin; valproic; Acid.
Weak: aprepitant; bexarotene; calcitriol; chlorpromazine; clofibrate; clonazepam; colchicine; cortisol; cyclopho
sphamide; diazepam; dicloxacillin; estradiol; estrogens; conjugated; exemestane; felbamate; hydrocortisone;
ifosfamide; medroxyprogesterone; modafenil; moricizine; nafcillin; oxazepam; paclitaxel; pantoprazol; pioglit
azone; prednisolone; prednisone; ritonavir; rofecoxib; sulfinpyrazone; terbinafine; topiramate; troglitazone.
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the magnitude of clinical induction. Lin (2) has done an excellent review of related clinical

and preclinical data that illustrate some basic tenets of clinical induction, which are extracted

and augmented as follows: (i) Multiple P450s and multiple tissues may contribute to

induction; (ii) High and moderate hepatic clearance drugs have the largest induction-related

fold decreases in AUC after oral administration, but have negligible changes after

intravenous administration; (iii) Low hepatic clearance drugs, with less first-pass clearance,

have lower fold decreases in AUC, but induction is observed after either intravenous or oral

administration; (iv) Liver trumps small intestine in terms of overall contribution to induction-

related fold decrease in the AUC of inducible oral drugs; (v) Variability in the fold range of

induction lies mainly in basal levels of expression, since the maximum amount of induction

in vitro is relatively similar across individual hepatocyte donors; (vi) The magnitude of fold

induction of message in vitro is generally larger when basal expression is low or negligible

(i.e., CYP1A). Nonetheless, overall changes in metabolic clearance will be predicated on net

change in the active P450 protein responsible for a rate-limiting clearance step. As such,

induction of enzymes with high basal expression, such as CYP2E1, will afford modest fold

increases in protein in vitro, but may afford significant increases in protein mass in vivo with

concomitant decreases in victim AUC; (vii) In vitro fold change data for individual-induced

P450 isoforms are benchmarked to an isoform-specific positive control, whereas clinical

induction is typically expressed as fold decrease in victim AUC on the basis of measurement

of the plasma AUC before and after a multiple dose regimen of the inducer; (viii) Fold

decrease in AUC may or may not correlate with fold increase in active protein or message,

especially if alternate metabolic or transport pathways are contributing to clearance.

Magnitude of Clinical Induction of Key Substrates

Lin surveyed CYP3A4 and CYP2C clinical induction studies to illustrate the relationship

between rate of oral clearance and clinical fold induction because of rifampin coadministra-

tion. Select examples are R-verapamil (high clearance, 52-fold AUC decrease); midazolam

(moderate clearance, 24-fold AUC decrease), and cyclosporine A, tacrolimus, methadone,

alprazolam, diazepam, and zolipidem (low clearance, 3.1 8.0-fold AUC decrease). The

inducible CYP2C8 and 2C9 substrates surveyedwere low clearance and had fold decreases in

AUC after oral rifampicin in the range 1.5 (glimepiride) to 3.7 (S-warfarin) (2).

Time Course of Induction

CYP1A2 activity measured in smokers using the probe substrate caffeine declined to a nadir

at days 6 to 8 after smoking cessation with a CYP1A2 degradation half-life of 36 hours (92).

Induction of R- and S-verapamil clearance by rifampicin was maximal by approximately day

8 with a half-life of 1 day. Upon discontinuation of rifampicin, return to baseline verapamil

Cmin occurred over about 8 plus days with a half-time of approximately 1.5 to 2 days (93). On

the basis of these data, typical clinical steady-state one- to two-week long dosing regimens of

an inducer will allow new enzyme synthesis to reach steady state. After discontinuation, a

comparable time period passes before enzyme levels return to baseline. Dose adjustments

and monitoring of clinical efficacy for low therapeutic index victims of enzyme induction

such as warfarin can therefore be a protracted process.

Clinical Tools

At the heart of all clinical induction studies are a probe substrate and ideally a positive

control inducer. Liu et al. lists clinically useful probe drugs for CYP3A4 and/or CYP3A5

status. These are midazolam (3A4/5), triazolam (3A4/5), alfentanil (miosis biomarker,
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3A4/5), testosterone 6-b hydroxylation (3A4/5), cortisol (6-b hydroxyl, 3A4/5, urine

biomarker), alprazolam (a-hydroxylation, CYP3A5), tacrolimus (demethylation,

CYP3A5), vincristine (CYP3A5), and erythromycin demethylation (IV 14C breath test

for hepatic CYP3A4 and oral for intestinal CYP3A4/P-gp and hepatic CYP3A4) (94).

The CDER guidances also specify preferred inducible probe drugs that should be used

in clinical studies. These include theophylline or caffeine for CYP1A2, efavirenz for

CYP2B6, repaglinide or rosiglitazone for CYP2C8, S-warfarin or tolbutamide for CYP2C9,

omeprazole, esoprazole, lansoprazole, or pantoprazole for CYP2C19, and midazolam,

buspirone, felodipine, lovastatin, eletriptan, sildenafil, simvastatin, or triazolam for

CYP3A4. Midazolam (a selective CYP3A4 substrate) and oral contraceptives (chosen

due to probable concomitant use and clinical consequence) are the most common probes

used during the clinical development of potential inducers.

Clinical positive controls for induction perpetrators are smokers versus nonsmokers

for CYP1A2, rifampin covers CYP2B6, 2C8, 2C9, and 2C19 and CYP3A4, with

carbamazepine as a CYP3A4 alternative. These inducers decrease the plasma AUC of

their respective P450 substrates by 30% or more (95).

Drug Labels of Prototypical Inducers

The Drugdex monograph for the protoypical PXR activator rifampin has 31 “major”

induction-based drug interactions, all related to CYP3A4 (96). There are relatively few

induced CYP2C substrates in the rifampin monograph and all are weak or moderate

(ambrisentan, losartan, pioglitazone, rosiglitazone, and ramelteon). There are no interactions

attributed specifically to CYP2B or 2A. P-glycoprotein induction is also co-implicated in the

induction mechanism of maraviroc, ambrisentan, ranolazine, and tacrolimus.

In contrast, the atypical CAR activator, phenobarbital, has a surprisingly short

victim list, mainly including CYP3A4 substrates aprenavir, armodafanil, bexarotene,

clozepine (1A2/3A4), ritonavir, and tiranavir (96). Methadone appears to be the only

victim listed where induction of metabolism by CYP2B6 is co-implicated in the drug

label along with CYP2C19 and CYP3A4. Induction of CYP2B6 by ritonavir results in

small increases in the R- and S- bupropion clearance (97), but both CYP2B6 interactions

are complicated by activity of the perpetrator at other isoforms. CYP2B6 seems rarely to

be rate limiting in the clearance of known drugs.

CYP1A2 induction by omeprazole was a development issue in the early 1990s

because CYP1A induction was traditionally viewed as a liability because of associations

of induced CYP1A enzymes with bioactivation of dietary pro-carcinogens (26). However,

the commercial success, safety, and efficacy of omeprazole have done much to allay this

concern. A therapeutic dose of omeprazole induced the clearance of the probe substrate

caffeine, but only in CYP2C19 poor metabolizers exposed to higher concentrations of

omeprazole and not in extensive metabolizers (98). There is no mention of CYP1A2

induction in the omeprazole label (11). Like CYP2B6, there appear to be relatively few

drugs that undergo rate-limiting metabolism by CYP1A2.

NEW TECHNOLOGIES

New Hepatocyte Model

Limitations of sandwiched monolayer hepatocyte culture with respect to maintenance of

liver architecture and ADME gene expression were recently highlighted in a paper by

Khetani and Bhatia who developed a microscale multiwell human liver cell/fibroblast
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coculture system that maintains cell morphology and ADME gene functions for four to six

weeks (99). Microarray assessment of diverse ADME genes, NRs, and liver-enriched

transcription factors showed impressive gene expression at day 42.

Gene Expression Microarrays

Drug metabolism induction is largely a CYP3A4-centric problem, and simple

multiplexed gene expression approaches comprising just a few dozen ADME genes

can cover most commercially important ADME genes from a regulatory and PKDM

development perspective. However, cross talk among NRs in health and disease and the

overlaps of the disciplines of drug metabolism with mechanistic toxicology make

microarray-based methods an obvious next step in the timely dissection of subtle

metabolism/toxicology problems on a mechanistic level. Using 25,000 gene micro-

arrays, variability in ADME gene expression in 75 human livers was measured across

553 members of the ADME gene transcriptome. For inducible genes, expression

frequency distributions were usually skewed, and many inducible ADME genes had

large fold-range variability relative to non-ADME genes. This combination of frequency

distribution asymmetry and large fold range allowed identification of co-expressed or

co-regulated genes for CYP3A4, 2B6, and 1A2. The goal was to find secretable protein

products corresponding to correlated genes that may be biomarkers of CYP3A4

phenotype (36).

Microarrays have also been used to develop a transcriptome-wide understanding of

ADME gene induction in rats and mice. Microarray compendia of in vivo liver gene

expression for 500 to 800 ADME genes were developed across a wide dose range for a

library of 26 of the world’s best-known inducers (28). This work applied toxicogenomic

strategy to a drug resource sparing model developed by Meador et al. for discovery

toxicology studies (100). The cross talk of strong AhR, CAR, and PXR ligands was

evident in the dose response of target genes and was able to differentiate ligands that were

predominantly CAR or predominantly PXR. Consensus gene sets were developed for

each NR.

Microarray applications to ADME are still daunting to many non-practitioners.

However, user-friendly data visualization tools such as IngenuityTM, public domain gene

expression compendia, falling costs, regulatory safe harbor provisions for toxicogenomic

data, and regulatory success stories will eventually enable more frequent applications of

microarrays to mechanistic drug metabolism and toxicology investigations.

CONCLUSION

Since attrition of clinical candidates due to metabolism-related factors has decreased

significantly since the early 1990s, (101) future improvements in predicting and quantifying

clinically significant enzyme induction are likely to be incremental. At present, validation

of correlations between in vitro and in vivo data and modeling of anticipated clinical

data from in vitro DDI data are progressing. The genetics, gene expression,

and proteomics of biochemical cross talk in induction mechanisms are active research

areas. Ultimately, less expensive human cell culture techniques, accessible toxicoge-

nomic toolsets, and cost-effective, peripherally accessible biomarkers of induction status

will advance our ability to predict and monitor the clinical impact of ADME gene

induction.
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INTRODUCTION

Oxidative metabolism mediated by the superfamily of heme enzymes known as the

cytochromes P450 represents an important elimination pathway for the majority of drugs

prescribed today (1). In general, the enzymes catalyze the oxidative metabolism of a wide

range of drugs and endogenous compounds to yield products (e.g., metabolites) that are

usually more hydrophilic through the addition of a polar functional group, which may

then serve as a reactive site for conjugating enzymes to enhance the rate of clearance and

excretion of the products further by the addition of a yet more polar moiety (1). For the

most part, cytochrome P450 mediated reactions are typically considered to reflect

detoxification pathways of xenobiotics as the hydrophilic metabolites are rapidly excreted

from the body. In some instances, however, P450 metabolism results in the formation of

reactive intermediates that can react with cellular macromolecules such as DNA, RNA,

and proteins, and lead to toxicity (2). Given the chemical nature of these reactive

intermediates, it is not surprising then that the same enzymes responsible for their

formation are also susceptible to modification by these bioactivated species (3).

Compounds that are transformed by the P450 enzymes into reactive intermediates, which

then react with active-site moieties leading to inactivation of the enzyme, are referred to

as mechanism-based inactivators (4).

Cytochrome P450 mechanism-based inhibitors (MBIs) have been identified across

multiple therapeutic areas including antiarrhythmics [e.g., amiodarone (5)], antibacterials

[e.g., clarithromycin (6) and troleandomycin (7)], antidepressants [e.g., fluoxetine (8) and

paroxetine (9)], anti-HIV agents [e.g., ritonavir (10) and delavirdine (11)], antihyperten-

sives [e.g., diltiazem (12) and verapamil (13)], nonsteroidal anti-inflamatory drugs
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(NSAIDs) [suprofen (14) and zileuton (15)], steroids/receptor modulators [e.g., gestodene

(16) and raloxifene (17)], methylenedioxymethamphetamine [(MDMA) (18)], and

oncology drugs [e.g., tamoxifen (19) and irinotecan (20)]. In addition, P450 MBIs can

be found in environmental sources such as: illicit drugs [e.g., phencyclidine (PCP) (21)

and various dietary constituents (e.g., bergamottin (22), resveratrol (23), and

8-methoxypsoralen (24)]. Consistent with the concepts outlined previously for a

reversible inhibitor, the severity of the observed drug-drug interactions (DDIs)

encountered with P450 MBIs is primarily dependent on two factors: (i) the number of

relevant clearance pathways associated with the victim drug’s clearance and (ii) how well

the increase in victim drug concentration is tolerated by the system (25). In response to

the observed safety risks associated with P450 inhibition (reversible or irreversible),

global regulatory agencies now require a robust understanding of the potential for drug

inhibition of P450 enzymes for any new drug application (26).

MBIs are a class of enzyme inhibitors, which contain a latent functional group that

is by itself chemically unreactive, but can become activated to a highly reactive

intermediate upon metabolism (27). The activated species then binds irreversibly to the

enzyme-active site and thereby inactivates the enzyme.

Given that the reactive groups present within the active site of the enzyme are

nucleophiles (such as hydroxyl or sulfhydryl groups), irreversible inhibition via covalent

addition of reactive species to the enzymes requires that the reactive species be some form

of electrophilic moiety. For many enzymes, the formation of a reactive species (using the

catalytic mechanism of the enzyme) falls into a few distinct categories, such as the

generation of Michael acceptors, haloalkyl derivatives, and rearrangements leading to an

acyl-enzyme intermediate (e.g., proteases). For P450 MBIs, several structural moieties

can serve as latent chemical groups associated with enzyme activation (Fig. 1).

CRITERIA FOR CYTOCHROME P450
MECHANISM-BASED INHIBITION

Characterization of MBIs follows intuitive kinetic and chemical criteria (28,29). In short,

a MBI is required to be a substrate, where physical binding to the enzyme-active site

precedes catalysis. The interaction between substrate and enzyme needs to reflect a

binding equilibrium followed by first-order chemical process leading to inactivation. To

this end, as inhibitor concentration is increased, a greater fraction of the total enzyme will

be occupied with inhibitor and the saturation of enzyme with inhibitor will be consistent

with the kinetic specificity of the initial binding step. In addition, if covalent modification

of the enzyme is a mechanism-based process, which proceeds via adduct formation to a

key amino acid residue within the enzyme-active site, the chemical stoichiometry of

modification should be unity (1:1 adduct/enzyme ratio) (30).

Today there exist well-defined criteria to assess whether a substrate is a P450

mechanism-based inactivator. Briefly, the inhibition must include the following:

1. The loss of enzyme activity must exhibit time dependence.

2. Enzyme inactivation should exhibit saturation kinetics with respect to the

concentration of the inhibitor.

3. The inactivation occurs in a catalytically competent system (e.g., necessary

cofactors are present and metabolism is occurring).

4. The enzyme should be protected from inactivation upon co-incubation with a

competitive substrate/inhibitor.

5. Lack of suppression of inactivation by reactive intermediate scavengers.
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6. The inactivation should be irreversible, and activity should not return upon

dialysis or gel filtration.

7. Following inactivation, it should be possible to demonstrate a 1:1 stoichiometry

of inactivator to enzyme molecule inactivated.

Interestingly, while metabolic intermediates (MIs) associated with many P450

MBIs are quite reactive, the rate of P450 enzyme inactivation for many MBIs is quite

slow. The apparent discrepancy between the robust chemical reactivity of the activated

species and the rate of enzyme inactivation is a reflection of the multiple metabolic

pathways typically associated with P450 substrates. For non-P450 MBIs, the mechanism

of enzyme inactivation takes advantage of a highly ordered catalytic mechanism between

Figure 1 A listing of common P450 bioactivation reactions.
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substrate and enzyme. As stated earlier, P450 enzymes have large active sites, which

allow for multiple substrate orientations and thus are susceptible to multiple oxidative

reactions (31). A second feature that adds to the complexity of understanding P450

mechanism-based inhibition is the fact that in some cases the underlying mechanism of

enzyme inactivation for one P450 enzyme does not extrapolate to a different P450

enzyme. For instance, while there are only subtle sequence differences between P450 3A4

and P450 3A5 (e.g., these enzymes share >95% amino acid homology), there are

profound differences in susceptibility to mechanism-based inhibition by raloxifene (32).

CHARACTERIZATION OF CYTOCHROME P450
MECHANISM-BASED INHIBITION

In general, there are three types of P450 enzyme mechanism-based inactivators, which can

be refined into two classes: irreversible MBIs, inhibitors which, upon activation, bind

covalently to the apoprotein or cause destruction of the prosthetic heme group; and pseudo-

irreversible MBIs, inhibitors which, upon activation, coordinate with the heme iron.

Irreversible P450 Inactivation

As mentioned above, there are a handful of structural features that serve as latent

chemical groups associated with enzyme activation; these include substituted imidazoles,

furan rings, thiophenes, and acetylenes (Fig. 2). Below is a listing of the types of P450

mechanism-based inhibition and the chemistry associated with the latent chemical

moieties, which lead to irreversible enzyme inactivation.

Substituted Imidazoles

Putative bioactivation of this latent group requires formation of an imidazomethide, as the

electrophilic species (33). The mechanism(s) for the generation of this reactive species

involves initial P450-mediated electron abstraction leading to the formation of a radical

intermediate that can undergo oxygen rebound to form the hydroxyl metabolite.

Alternatively, the radical may proceed through a second electron or hydrogen atom

abstraction to form a reactive imidazomethide species, which can adduct to nucleophilic

sites within the P450 enzyme-active site or react with water (34).

Furans

Furans are electron-rich aromatic groups that are readily oxidized by P450 enzymes to

form electrophilic species, which have been linked to drug-related toxicities (35) as well

as serve as MBIs (36). The current hypothesis regarding P450-mediated bioactivation of

furan rings involves epoxide formation that could either be deactivated via hydrolysis to

yield the diol (37) or react irreversibly with the P450 enzyme either through direct

adduction of the epoxide or through an intramolecular rearrangement of the epoxide to

form an a, b-unsaturated carbonyl, which serves as a Michael acceptor for protein

adduction (38).

Thiophenes

Currently, the cytochrome P450 mediated bioactivation of thiophene-containing drugs is

thought to proceed via two possible mechanisms. The first mechanism proceeds via P450
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oxidation of the thiophene sulfur atom leading to formation of a reactive thiophene-S-

oxide intermediate. The thiophene-S-oxide is susceptible to a Michael-type addition with

nucleophilic amino acids within the P450-active site (39). The second mechanism stems

from a P450-mediated oxidation of the thiophene ring to form a reactive thiophene

epoxide metabolite, which may react directly with the P450 enzyme (40). Alternatively,

the epoxide in a mechanism analogous to furan bioactivation generates a cis-2-butene-1,4-

dialdehyde reactive intermediate. In this instance, the thioketo-a,b-unsaturated aldehyde

serves as the electrophilic intermediate that covalently binds to P450 enzyme (14).

Acetylenes

Many compounds containing an acetylenic group have been shown to be mechanism-

based inactivators of P450 enzymes (41). For this functional moiety, two mechanisms for

the inactivation of P450 have been described in detail (42). In this mechanism (Fig. 2), the

transfer of the oxygen from the activated oxygen intermediate of the P450 to the terminal

carbon of the acetylene results in an intermediate that is able to rearrange via a 1,2 shift of

the terminal hydrogen to the vicinal carbon to generate a ketene. The reactive ketene

species produced by this rearrangement can then be hydrolyzed to produce the carboxylic

Figure 2 Known cytochrome P450 mechanism based inhibitors with highlighted latent chemistry

groups.
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acid product, or it can acylate nucleophilic residues within the P450-active site and

inactivate the protein. Alternatively, the transfer of the oxygen from the P450-activated

oxygen intermediate to the internal carbon of the acetylene would generate a reactive

intermediate that leads to heme alkylation.

As discussed above, modification of the P450 apoprotein by reactive species

typically involves covalent binding to an active-site nucleophilic amino acid residue such

as lysine, serine, threonine, tyrosine, or cysteine (17,43,44). In contrast, the chemistry

associated with modification of the heme moiety by a MBI is more complex. There are

two potential mechanisms of cytochrome P450 self-inactivation during catalytic turnover

that can be considered. The first is via the formation of active substrate intermediates that

are capable of covalently modifying the heme. Direct heme adduction has been

demonstrated for many compounds (45). For example, norethisterone, a steroid with an

ethynyl substitution, diminishes the drug-metabolizing activity of the liver via a time- and

dose-dependent inactivation of cytochrome P450 both in vitro and in vivo (46). For this

type of inactivation, P450 heme loss occurs only in the presence of NADPH and oxygen

and can be inhibited by carbon monoxide (47). Additional experimental evidence that

implicates P450 oxidation as a requisite in heme destruction is the presence of a green-

brown pigment (48).

The second mechanism is postulated to arise from the uncoupled cytochrome P450

catalyzed monooxygenase reactions. Specifically, the mechanism involves formation of

hydrogen peroxide (H2O2) within the enzyme-active site, which interacts with the enzyme

associated Fe2þ, thereby generating hydroxyl radicals that ultimately bleach the heme.

This mechanism operates unlike enzymatic degradation, which specifically attacks the

a-methene bridge, as reactive oxygen species are able to randomly attack all the carbon

methene bridges of the tetrapyrrole rings, producing various pyrrole products in addition

to releasing iron (49). For example, it was found that H2O2-mediated P450 self-

inactivation during benzphetamine oxidation is accompanied by heme degradation (50).

In this instance, the P450 heme modification involves heme release from the enzyme

because of H2O2 formation within the P450 enzyme-active site via the peroxycomplex

decay. The inactivation of cytochrome P450 by H2O2 is distinct from heme destruction

via adduct formation as the destruction of heme does not mediate cytochrome P420

formation (51).

Characterization of Irreversible MBIs

Cytochrome P450 apoprotein adducts are characterized by the covalent labeling of a

bioactivated drug reacting with a surrounding P450 active-site nucleophile. Typically, the

drug-P450 adducts represent a mechanism of P450 inactivation and reduces the metabolic

capacity of the adducted protein. When feasible, characterizing the chemical composition

of the resultant adducts provides detailed information required to eliminate the structural

motif responsible for inactivation from future chemical leads. Techniques that facilitate

the speed and detail of the analysis of the chemical mechanism leading to adduct

formation may readily reduce cost and time that it takes to develop novel therapeutics.

Radiolabel drug provides a quantitative tool to rapidly assess irreversible binding of

protein and locate peptides that have radiolabel drug incorporated, and serves as a tool to

determine binding stoichiometry (2). Covalent-binding assays often serve as a part of the

final safety assessment for a lead compound prior to development (2,52,53). The

strategies for covalent binding in drug discovery and the imposed limits will be reviewed

in subsequent chapters. Irreversible covalent binding experiments do not distinguish

adduction of the P450 versus other hepatic proteins, without further isolation of the
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protein adduct sample from the in vitro incubation with additional techniques such as

separation by HPLC-size exclusion chromatography or gel electrophoresis (41,54 56).

The use of mass spectrometry to elucidate P450-drug adducts is an attractive

approach given its ability to yield molecular weight changes to the protein as a result of

the drug adduct and simultaneously provides the adduct stoichiometry and proof of

irreversibility of the drug-P450 complex (17,57,58). Adducts to several of the major

hepatic P450s have been observed using intact protein mass spectrometry and will be

briefly reviewed. Figure 3 illustrates an example of P450 3A4 incubated with the MBI

raloxifene (17). The protein envelop of P450 3A4 dominates the chromatogram; however,

at lower abundance, a new envelop representing a new protein entity is observed. The new

species is right-shifted from the native protein envelop. Deconvulation of the protein

envelope reveals two species present in the chromatogram. The smaller envelop

corresponds to the 472-Da adducted P450 3A4 implicating the reactive diquinone methide

of raloxifene as the reactive intermediate responsible P450 3A4 inactivation. Glutathione

adducts of raloxifene include m/z of 779, 795 and 1050. Without protein mass

spectrometry of the P450 3A4 adduct it would be impossible to know which reactive

species inactivates P450 3A4. This information could be used to generate raloxifene

analogs void of the capacity to form the diquinone methide, as was observed with the

close analog arzoxifene (59).

Adducts with P450 3A4 and 3A5 have also been observed with 17a-ethynyl estradiol
(EE). Using mass spectrometry which aided in the elucidated of the mechanism of MBI

formation (60,61). With P450 3A5, the inactivation by EE was also dependent on the

presence of cytochrome b5. This example also provides a unique case where inactivation

was well characterized to implicate that the inactivation occurs through both heme and

apoprotein adduction presumably through the formation of a 17a-oxirene-related reactive

Figure 3 ESI MS spectrum of P450 3A4 (A) control incubation with NADPH and no raloxifene

and (B) incubated in the presence of raloxifene. Deconvoluted mass is consistent with parent mass

of raloxifene.
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metabolite that partitions the oxygen between the internal and terminal carbons of the

ethynyl group dictating the mode of inactivation.

Tienilic acid is a MBI of P450 2C9 (39,62). When tienilic acid is incubated with

P450 2C9, two tienilic acid adducts are observed (Fig. 4A), whereas in the presence of

glutathione, the adduct formation is reduced to a 1:1 stoichiometry (Fig. 4B). This

indicates that in addition to MBI, the reactive metabolite(s) from tienilic acid can adduct

with an alternate amino acid of the enzyme that is not associated with MBI. The mass

spectral chromatogram indicates the formation of both apo adducts arising from the

oxidation of tienilic acid. Two mechanisms were proposed: (i) direct sulfur oxidation

where, upon covalent adduction, the oxidation does not dehydrate and (ii) through a

thiophene epoxide, which could undergo nucleophilic ring opening. Both mechanisms

could result in the observed P450 2C9 adduct of tienilic acid shown in Figure 4.

Interestingly, despite the direct evidence for apoprotein adduction, CO difference spectra

indicate a loss of >60% of the P-450, which has been a technique used to implicate heme

adducts by P450. This brings into question the use of CO binding as a diagnostic to

differentiate heme adducts from apo adducts.

1-[(2-ethyl-4-methyl-1H-imidazol-5-yl)methyl]-4-[4-(trifluoromethyl)-2-pyridinyl]

piperazine (EMTPP) was demonstrated to produce an adduct with P450 2D6 by mass

spectrometry (34). The mass difference from the unlabeled P450 was 353 Da, consistent

with addition of the parent compound (Fig. 5). Metabolism data from NMR and CID mass

spectrometry complimented the protein adduct mass spectrometry data in showing that

adduct formation potentially resulted from multiple oxidations of the drug to form a

dehydrated methide of EMTPP, similar to that proposed for 3-methylindole (63). The

EMTPP-P450 2D6 example illustrates the challenges with identifying the nature of MBI

and the potential resolution limitations of intact protein mass spectrometry when trying to

identify the molecular entity responsible for inactivation.

At present, most laboratory instruments cannot distinguish a difference of 2 Da for

proteins >50 kDa (resolution ¼ 100,000 Da). This becomes especially difficult with the

increasing level of heterogeneity observed in P450 enzymes after in vitro incubations.

This has been well documented by Bateman et al., who illustrated the effect of incubation

time on the quality of the P450 3A4 protein envelope and the difficulty that arises with

protein deconvolution from heterogeneous samples (57). Several factors can be employed

to minimize sample degradation, including short incubation times, limiting oxygen to the

incubation sample or using subsaturating amounts of NADPH, and through the addition of

reactive oxygen scavenger to reduce protein oxidation (superoxide dismutase and

catalase). The latter point, protein oxidation, highlights a potential pitfall of protein mass

spectrometry for determining the MBI precursor because of the potential for misinter-

pretation of mass differences upon adduct formation. Despite the theoretical possibility,

no examples of direct P450 oxidation have been described. Overall, the detection of intact

P450-protein adducts has been met with variable success and, on the basis of the limited

number of protein adducts identified to this point, may indicate a number of factors that

contribute to the success of protein adduct detection, such as the composition of the

chemical moiety undergoing bioactivation and the kinetics of its formation.

The resolution limitations of intact protein mass spectrometry can be circumvented

by proteolytic digestion of the adducted protein (64,65). This added step has the potential

to provide greater detail with respect to the structural composition of the protein adduct

and the chemistry resulting in the irreversible binding of the drug to the protein. The

adducted peptide is easily tracked through the numerous steps of isolation and purification

by the use of radiolabel. Through CID spectral characterization, analytical digests of the

protein adduct also provide an opportunity to unambiguously identify the adducted amino

acid residue The ability to elucidate the covalently bound drug adducts of P450 enzymes
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Figure 4 ESI MS spectrum of P450 2C9 (A) after incubation with NADPH and tienilic acid and

(B) incubated with NADPH tienilic acid and glutathione. Deconvoluted mass is consistent with

single oxidized product of tienilic acid responsible for adduct formation.
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is filled with technical challenges stemming from the difficulty in isolating the

membrane-associated enzymes themselves and from the innate difficulty in obtaining

sufficient sequence coverage from the digests necessary to characterize the location and

nature of MBI adduct (66). Cytochrome P450 2C9 adducts with tienilic acid were

identified as mentioned above with intact protein mass spectrometry. Subsequent tryptic

digests were used to identify the site of adduction but failed to yield the location of the

drug adduct (67). The lack of adduct was attributed to the potential instability of the

covalent linkage. This phenomenon is not specific to P450 2C9 and tienilic acid. For

example, L-754,394 was found to be an MBI of P450 3A4 observable by intact protein

mass spectrometry, but upon digestion, no adduct was identified (66).

The difficulty in observing direct structural information from peptide adducts has

lead several investigators to probe various P450-active sites for nucleophilic residues

susceptible to covalent adduction by electophilic species. Tools including photoaffinity

labeling (68,69), alkylation with xenobiotic linked to biotin (70), and direct alkylation of

purified P450 with reactive electrophiles like iodoacetamide (17) have been investigated.

In combination with the nucleophilicity of active-site amino acid residues, these tools

provide a focal point for locating drug-P450 adducts and may simplify data mining by

narrowing in on specific “soft spots” of the P450, which favor adduction by MBI.

Figure 5 (A) Representative chromatogram illustrating separation of components (reductase and

apoprotein) from an incubation containing recombinant P450 2D6. (B) Deconvoluted mass

spectrum of EMTPP inactivated P450 2D6 illustrating an EMTPP adduct with a mass shift

consistent with the mass of EMTPP. Inset shows the absence of this additional mass in control

incubations ( NADPH). Abbreviation: EMTPP, 1 [(2 ethyl 4 methyl 1H imidazol 5 yl)methyl] 4

[4 (trifluoromethyl) 2 pyridinyl]piperazine.

550 Rock et al.



Photoaffinity labels have long been used to probe enzyme structure function of

cytosolic and transmembrane proteins (71,72). The use of photoaffinity probes in P450

labeling has also been explored. Initial efforts were performed with 1-(4-azidophenyl)

imidazole with soluble, bacterial P450cam (73). Recently, lapachenole was selected to

investigate the alkylation of P450 3A4 (69). The photoactivation of lapachenole produced

two distinct peptide adducts at Cys98 and Cys468. Cys98 is in close proximity to the B-B’
loop region, which is located near the substrate recognition site 1 (SRS-1) and is

postulated to form part of the access channel to the heme iron (74). On the basis of the

crystal structure, the second adducted species, Cys468, appears to be a solvent-accessible

cysteine on the exterior of the protein and thus less informative with regard to prospective

MBI adducts. The ability of these tools to locate reactive nucleophilic residues is well

established and may be used to provide information regarding solvent-accessible

nucleophiles in other P450 enzymes.

Alternatively, the use of biotin-linked electrophiles holds promise for use in

identifying key enzyme electrophiles with the added benefit of having a selective isolation

tool when combined with streptavidin for isolation. Proof of concept was explored by

linking biotin with raloxifene and subsequently used to illustrate binding of the activated

raloxifene moiety to Cys47 of GST P1-1 (70). When employed against a dexamethasone-

treated preparation of rat liver microsomes, five adducts were identified, none of which,

however, corresponded to P450. This capture and isolation technique illustrates how

labeling of an MBI with biotin can be accomplished without inhibiting its bioactivation,

and therefore, this technique could be amenable to isolating adducted P450 enzymes

from catalytically active systems such as reconstituted enzymes or insect membrane

preparations.

Direct alkylation with reactive electrophiles offers the simplest method in an

attempt to locate solvent-accessible nucleophilic amino acid residues. A diverse set of

electrophilic reagents can be utilized to label both the soft and hard protein nucleophiles.

The use of maleimide as a soft electrophile to covalently label cysteines has long been

used in protein biochemistry. With respect to P450 enzymes, maleimide has a detrimental

effect on the integrity of the protein and results in inactive protein after labeling occurs

(75). Iodoactemide (IA) derivatives are also commonly used and have a variety of

chemistries linked to them including fluorescent tags, biotin for capturing, and spin-

trapping reagents (www.invitrogen.com). Interestingly, in P450 3A4, the use of IA or PIA

resulted in single stoichiometric reactions when run for one hour (76). Upon digestion

with proteinase K, the alkylated residue was identified by LC-MS/MS as Cys239. Upon

analysis of the crystal structure of P450 3A4 (www.rcsb.org, 1TQN.pdb), Cys239 resides

between the G and G’ helices and may serve a perfect hook for electrophilic residues as they

egress the active site of P450 3A4. Surprisingly, the label of P450 3A4 by photoaffinity label

lapachenole and that of IA provide unique sites of reactivity. Further, investigation of the

regioselectivity differences between these electrophilic agents may help to determine if the

reactive metabolic species produce structural alteration of the enzyme leading to unique

accessibility to the different protein nucleophiles or if the reactivities of Cys239 and Cys98

differ in their microenvironments (pKa) within the P450 such that their inherent nucleophilic

properties differ substantially so as to favor unique electrophiles.

Detailed characterization of the amino acid residues involved in protein adduct

formation requires protein digestion for analysis. The use of different digesting reagents

can provide a unique series of fragments, which may help to visualize the adducted

protein. Cyanogen bromide is a chemical agent used to digest proteins and produces large

peptide fragments. Given the size of fragments generated, this agent typically works

well when interfaced with a MALDI-TOF instrument, but is limited because of the lack of
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MS/MS capabilities. Lysyl endopeptidase also generates rather large fragments as this

protease cleaves at the c-terminus of lysine residues. Lysyl endopeptidase digestions are

also very amenable to TOF technology given their large molecular weights and the

generation of limited protein fragments of the protein to be searched. Trypsin digests are

most commonly employed and serve to digest proteins at the c-terminus of lysine and

arginine residues. The fragments produced from trypsin are very suitable for LC-MS/MS

using a variety of mass spectrometry platforms largely because of their tendency to carry

[Mþ2H]þ2 since the end caps are both capable of carrying a charge. Recently, proteinase

K has been used to exploit its lack of discrimination in protein cleavage sites to generate

small peptide fragments (17). When separating a proteinase K digested sample on a

reverse phase column, the bulk of peptides elute quickly, with the more hydrophobic

drug-based adduct retaining on the column, providing easy identification of the adducted

peptide. This is not the case with larger peptides, where the physical properties of the drug

have minimal impact on the chromatographic properties of the peptide adduct. In

addition, the use of proteinase K should improve ionization efficiencies by reduced

hydrophobic aggregation and less ion suppression from the reduced number of coeluting

peptides. The tools described for identifying active-site nucleophiles provide a focal point

for future studies aimed at locating drug-based peptide adducts and should ultimately lead

to our improved ability to generate high-quality structural data in a more timely fashion.

Pseudo-Irreversible P450 Inactivation

These classes of MBI represent molecules that are transformed by P450 enzymes into MI

products, which are able to coordinate with the heme iron. The interaction between MI

product and heme iron is extremely strong, however, not covalent, as the MI/heme

complex can be displaced under extreme experimental conditions (e.g., potassium

ferricyanide), as a consequence, the inactivation is described as pseudo-irreversible.

Methylenedioxy Compounds

The effects of methylenedioxyphenyl (MDP) compounds on P450 may be traced back to

early observations that sesame oil could synergize the effects of the insecticide pyrethrum.

Early investigators noted that “the inhibition of biological oxidation of methyl parathion

and of aldrin to dieldrin leads to the speculation that pyrethrin may also be detoxified by

biological oxidations and that the synergism produced by pyrethrins and synergists may

be due to the inhibition of such oxidation.” This initial suggestion by Hodgson and Casida

was followed by the observation that both piperonyl butoxide and sesamex inhibited the

oxidation of N,N-dimethyl-p-nitro-phenyl carbamate and the corresponding diethyl

compound in rat microsomes (77,78). MDP compounds are not only inhibitors of

oxidation but they are also P450 substrates. Metabolism of piperonyl butoxide has been

studied extensively and in vivo mouse studies have demonstrated that the methylene

bridge carbon is metabolized to carbon dioxide (79,80). In vitro it has also been shown

that the bridge carbon is metabolized to carbon monoxide and formate (81). Moreover, the

cleavage of the methylenedioxy ring to yield catechol metabolites was also documented

for 6-nitro-3,4-methlyenedioxybenzene (80) and 1,2,5,6-tetrachloro-3,4-methylenedioxy-

benzene (82).

The contemporary view of MDP compounds is that the class is characterized by

metabolism-dependent noncompetitive inhibition. Clearly, the extent of observed

noncompetitive inhibition depends on the compound being metabolized, and so MDP

compounds as a whole will contain examples of a variety of inhibition types. However,
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early studies involving metabolism and inhibition of MDP compounds contained

conflicting reports of both competitive and noncompetitive inhibition. In a review by

Hodgson and Philpot, it was noted that in many of these studies, nicotinamide was added

to in vitro incubations because it was thought to be a requirement for microsomal

reactions (inhibition of pyridine nucleotidase) (81). Schenkman et al. reported that

nicotinamide was not required and that, furthermore, it was an inhibitor of several

oxidative reactions (83). Thus, the inclusion of nicotinamide in early experiments may

have been a confounding influence on data interpretation. As an alternative explanation,

Franklin showed that when piperonyl butoxide was incubated with microsomes (plus

NADPH), the inhibition of N-demethylation of ethylmorphine was at first competitive but

then was noncompetitive after the formation of an observable complex. The complex that

was formed is now known as a MI complex. This complex has been shown to be formed

in a manner that is dependent on time, NADPH, and oxygen, consistent with the

requirement of cytochrome P450 oxidation to uncover the latent ability of MDP

compounds to complex with the heme (84).

The method used to detect MI complex formation is difference spectroscopy and the

Soret region of absorbance (blue wavelength) is the region of interest. When the iron of

P450 is in the reduced state (ferrous), these complexes show absorbance maxima similar

to those of well-documented ligands such as carbon monoxide (450 nm) and

ethylisocyanate (455 nm) (85,86). MI complexes from a number of MDP compounds

are characterized by an absorbance maximum at both 455 nm and 427 nm (84). The

intensity of these peaks depends on both pH and the substrate involved. In the ferric state,

the absorbance maximum is found at a single absorption spectrum of 437 to 438 nm

(84,85). It is an interesting observation that when an MDP compound is administered

in vivo, the resulting in vitro ferrous spectra are often not observed until after the addition

of a reducing agent such as dithionate. Not only can reducing agents help visualize the

complex, but the 455-nm absorbance is resistant to oxidative agents such as potassium

ferricyanide. When added, potassium ferricyanide will diminish the 455-nm absorbance,

but subsequent addition of dithionite will regenerate the peak (87). It is also worth noting

that the ferric state is less stable, and some ligands can be displaced by incubation with

lipophilic compounds, with the subsequent regeneration of P450 activity (41). In contrast,

the ferrous state is unaffected by such incubations, but it can be dissociated by irradiation

at 400 to 500 nm as shown by Ullrich and Schnabel (42).

In early studies, the nature of the mechanism leading to MI complex formation was

the subject of much speculation. Several mechanisms were proposed, which involved

either carbocation (88), free radical, (42) or carbanion intermediates. Using fluorine as a

model, Ullrich and Schnabel produced a convincing argument for the binding of

carbanions to P450 (42). In this instance, the authors noted that when fluorine was added

to NADPH-supplemented microsomes from phenobarbitol-treated rats, a difference

spectrum was produced with an absorbance at 446 nm. It was then observed that neither

anaerobic conditions nor the addition of NADH under aerobic conditions could reproduce

the absorbance at 446 nm. This suggested to the investigators that a mono-oxidation

product of fluorine was responsible for complex formation, although incubating known

oxidative metabolites with microsomes could not reproduce the effect (fluorenol and

fluorenonone). In addition, the incubation time used in this experiment was very short,

only 10 to 20 seconds, so it was not likely that enough time had passed for the

accumulation of significant amounts of oxidation products to potentially complex with the

enzyme.

Fluorine is a very simple structure, and the methylene bridge is the most likely

moiety to form a reactive species. Moreover, one chemical feature of this group is the
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acidity of its hydrogens (pKa value of 22 in aprotic solutions) (42). Ullrich and Schnabel

noted that the dissociation of this proton yielded a species with increased resonance and it

had an absorption maximum at 373 nm (42). When they examined the difference spectra

of a reduced microsomal suspension after incubation of fluorene with NADPH, a peak at

374 nm was observed, which they postulated was due to a species similar to the fluorine

anion. The free electron pair of the fluorine could potentially interact with the ferrous iron

in the same way as carbon monoxide or ethylisocyanide. Thus, in principle, the binding of

fluorene or MDP compounds would be similar to carbon monoxide, and consequently,

one might expect that a photodissociation of the complex with light could be achieved. As

noted above, these investigators were able to partially decrease the inhibition of

ethylmorphine demethylation caused by piperonyl butoxide by irradiation with high-

intensity light between 400 and 500 nm. This experiment provided evidence for the ligand

binding nature of piperonyl butoxide. The only questions remaining were what “mono-

oxidation” product of fluorene (or piperonyl butoxide) was involved and how that gave

rise to MI complex formation.

Although the evidence for a carbanion presented by Ullrich and Schnabel is

compelling, the exact mechanism by which cytochrome P450 would produce this species

is not clear. An additional mechanism proposed by Ullrich and Schnabel showed that a

carbene could be produced from MDP compounds by hydroxylation of the methylene

bridge followed by elimination of water (Fig. 6) (89). Like the carbanion proposed above,

the carbene would also have free electrons available for coordination to the heme. The

Figure 6 Proposed mechanism for the formation of an metabolic intermediate complex from the

metabolism of methylenedioxy compounds.
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metabolism of the methylene bridge to form a carbene is most consistent with the data

reported in the literature. For example, it has been shown that when the methylene group

hydrogens are substituted with methyl groups, there is an almost complete loss in P450-

complex formation (82). In addition, a deuterium isotope effect of similar magnitude has

been reported for both the formation rate of carbon monoxide in vitro and attenuation of

in vivo insecticide effects (90). These observations coupled with the fact that MDP

compounds labeled with isotopes have shown that carbon monoxide derives directly from

the methylene carbon indicates that the reaction appears to involve the cleavage of the

C-H bond with the subsequent formation of a species that can then complex with

cytochrome P450, or the form of a variety of oxidative metabolites.

In Figure 6, two pathways are shown that could result in carbene formation. In the

first pathway (path A), initial hydrogen abstraction leaves a carbon-centered radical on the

methylene bridge, which (without oxygen rebound), if oxidized further, will yield a

cationic species that can then deprotenate to form a carbene. The second pathway involves

the elimination of water after hydroxylation of the methylene bridge, which could then

directly form a carbene (path B). However, it is likely that the elimination of water in this

mechanism is more complex and may involve cationic intermediates such as an oxonium

ion, which, upon further deprotenation, could yield a carbene (91). As an example of how

metabolites could arise from this mechanism, one possibility is the rearrangement of the

methylenic hydroxyl-MDP intermediate to 2-hydroxyphenylformate and hydrolysis to the

subsequent catechol and carbon monoxide or formate metabolites (92).

Amine Compounds

In the 1950s, a number of reports were published that showed that a new compound,

diehtylamonoethyl-2,2,-diphenylvalerate HCl (SKF 525-A), potentiated the pharmacology

of drugs such as methodone and morphine (93), some hypnotic drugs, (94) and nervous

system stimulants such as amphetamine (95). Like the observation of Hodgson and Casida

regarding MDP compounds and their mode of action on insecticides, the potentiating effect

of SKF 525-A was reported to result from decreased biotransformation of these drugs and

therefore decreased clearance (96,97). Castro and Sasame observed that irreversible

inhibition of drug metabolism occurred when microsomes were preincubated in vitro with

(i) NADPH, (ii) SKF 525-A, and (iii) oxygen (98). Further studies with this compound and

others showed not only that MDP compounds could form an observable MI complex but

also that SKF 525-A (99) and benzphetamine (100) could yield absorption bands in the

455-nm region. One moiety that was common to many of these compounds including SKF

525-A was a substituted amine. It is now generally understood that substituted amines must

first be dealkylated to primary amines before heme coordination can take place (Fig. 7A).

It was also found that an MI complex could be formed from hyroxylamines or by reduction

of some nitroalkanes (101). These observations suggested that a species intermediate to a

hydroxylamine and the nitro-oxidation state was involved in P450 complex formation.

Consequently, it was proposed and widely accepted that a nitrosoalkane was the iron

ligand producing the 455 nm absorbing complex (Fig. 7A). In iron-porphyrin model

studies, a crystal structure between a nitroso ligand in a tetraphenylporphyrin-iron complex

showed that the nitroso ligand was bound to the iron by its nitrogen atom and that the

resulting bond was very stable (e.g., could not be displaced by strong ligands such as

carbon monoxide) (102).

In general, MI complexes derived from amines differ from those formed from MDP

compounds. The wavelength that characterizes the absorbance maxima for amine

complexes is in a wider range than that observed for MDP compounds (446 455 nm). One
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of the primary differences between MDP-P450 complexes and amine-P450 complexes is

their instability in the ferric state. When potassium ferricyanide is added to an in vitro

incubation, the ferrous 455-nm peak of the nitroso complex is diminished presumably as

the complex is shifted to the ferric state. However, the 455-nm peak cannot be regenerated

by the addition of dithionite, as can be observed with MDP complexes (99). It is also

worth noting that some complexes are unstable in the presence of dithionite and it appears

that many aryl amines yield complexes that are characterized by this instability (103).

Finally, in contrast to MDP compounds, when amine-containing compounds form

complexes in vivo, they are immediately observed in the resulting microsomes without

the addition of dithionite (99), thus showing that in vivo nitroso complexes stabilize P450

in the ferrous state.

Hydrazines

The incubation of microsomes with 1,1-disubstituted hydrazines in the presence of

NADPH and oxygen reveals a spectral complex that can be observed in the Soret region

with a maximum at 438 nm and a minimum at 414 nm (ferric state). Under anaerobic

conditions, the minimum shifts to 407 nm and the maxima shifts to 449 nm (ferrous state).

It has also been shown that to produce an observable complex, hydrazines should be 1,

1-disubstituted and cannot be monosubstituted or 1,2-disubstituted (104). An exception to

this rule is some acyl hydrazines such as isoniazid (INH). INH was introduced as a drug in

the 1950s and has been reported to decrease the clearance of several other drugs including

phenytoin (105). When INH is incubated with microsomes, NADPH, and oxygen, a

complex is formed that has an absorption maximum at 449 nm (ferrous state) (106). This

result is in contrast with the 1,1-disubstituted hydrazine spectrum that is visualized in the

Figure 7 Proposed pathways for formation of metabolic intermediate complexes from oxidation

of (A) amines and (B) hydrazines.
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ferric state. In addition, when potassium ferricyanide is added, the complex dissociates,

thus demonstrating that the INH complex is stable only in the ferrous form, similar to the

nitroso complexes discussed vida supra (107).

It has been proposed that INH and 1,1-disubstituted hydrazines can be metabolized

to a nitrene, which can then coordinate with cytochrome P450 both in vivo and in vitro

(Fig. 7B) (104). Studies with porphyrin systems indicate that the nitrene formed

coordinates with the iron via the terminal nitrogen (104,106). It is likely that both acyl

hydrazines and 1,1-disubstituted hydrazines are oxidized in a stepwise fashion by

cytochrome P450 to produce an aminonitrene-iron complex as shown in Figure 7B.

KINETICS OF CYTOCHROME P450
MECHANISM-BASED INHIBITION

The structural and functional characterization to this point has been focused on the

structural identification and characterization employed to develop the most appropriate

clinical candidate. If MBI persists in the lead candidate, the potential impact on

the exposure of other medications is required to clearly define the clinical limitations of

the therapeutic agent including defining drugs susceptible to drug interaction upon

coadministration of the MBI, defining at-risk patient population (e.g., age or

pharmacogenetics), and the duration of treatment (acute or chronic) to properly context

all the potential safety concerns. This requires the combination of much of the data

already accumulated including the KI and kinact, with the endogenous enzyme degradation

rate to describe the extent of drug interaction that could result on the basis of irreversible

inhibition kinetics. Additional information regarding the expected metabolism and

disposition of the substrate responsible for producing irreversible inhibitor will typically

serve to increase the predictive power of the estimated changes expected in AUC and

includes an understanding of the overall metabolic pathway, potential for gut metabolism,

and the existence of multiple inactivation pathways including those produced from

metabolites may also be incorporated in an attempt to refine in vivo extrapolations.

Furthermore, when possible, the fraction of total hepatic metabolism due to the affected

P450 should be considered for improved predictability of the magnitude of the drug

interaction (108).

When a cytochrome P450 enzyme converts a nonreactive molecule into a species

that is reactive, there are several general outcomes. The reactive species can be released

as some form of product (where it can potentially react with water), or it can react with the

P450 apoprotein structure or the active-site heme moiety.

The above scheme illustrates the possible outcomes by depicting two separate

pathways described by the rate constants k4 and k3. Subsequent to the formation of a

reactive species (S’-E), the substrate is shown forming product (P) or reacting with the

enzyme (S@-E). These two pathways and associated rate constants are the basis for an

important descriptive parameter in mechanism-based inactivation the partition ratio.

This term was introduced by Walsh in an effort to describe the number of inactivator
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molecules released as product versus those that reacted with the enzyme to form an

inactivated complex (109). It is apparent that very efficient enzyme inactivators would

lead to very little product formation and greater enzyme inactivation, and the converse

would be true for inefficient inactivation. Therefore, efficient enzyme inactivation would

be described by a low partition ratio (k3/k4). The most efficient inactivation would

produce no product and only inactivated enzyme and thus be characterized by a partition

ratio of zero. No molecules have been described to inactivate P450 with a partition ratio

of 0, however, a Merck compound L-754,394 has been reported to have a partition ratio

for P450 3A4 of approximately 1.34 (110).

Another important parameter is kinact, which is the rate of inactivation. If one examines

scheme 1, it is tempting to conclude that kinact and k2 are the same. However, this is not the

case. The term kinact is more complex and is comprised of rate constants k2, k3, and k4, and

only under specific conditions (i.e., k2 << k4, k3 is very slow or equal to zero), kinact ¼ k2
(110). Early work of Kitz and Wilson and subsequent derivations of Jung and Metcalf

provide the following expression, which relates active enzyme concentration to kinact.

d½E�t
dt

¼ �kinact½I�
KI þ ½I� ½E�t ðEq: 1Þ

where [E]t is the concentration of active enzyme at time t, KI is the concentration of inhibitor

at which half-maximal inactivation occurs, and I is the concentration of inhibitor (111,112).

Experimentally, kinact and KI are most often determined from a dilution assay where aliquots

of enzyme incubated with inhibitor in a primary incubation are then transferred at different

time intervals to a secondary incubation that contains a reporter substrate (i.e., testosterone

for P450 3A4). To reflect this type of experiment, the relationship in eq. 1 can be integrated.

½E�
½E�total

¼ e
kinact½I�t
KIþ½I� ðEq: 2Þ

or

ln
½E�

½E�total
¼ �kinact½I�t

KI þ ½I� ðEq: 3Þ

In the experiment described above, the aliquots from a primary incubation are taken at

various time points, and the amount of enzyme activity remaining (e.g., fractional activity) is

reported in the secondary incubation by a reporter substrate. This data is then plotted on a

semilogarithmic plot as the natural log of fractional activity versus time (Fig. 8). When the

reporter substrate is at a concentration of approximately 5� its km value, then the velocity of

product formation is approximated by

Vel � Vmax

or

Vel � ½E�kcat
Therefore, under these conditions, the velocity of product formation is proportional to

the enzyme concentration, and the natural log of fractional activity is essentially given by

eq. 3. The slope of this data is then given by

�kinact½I�
KI þ ½I� ðEq: 4Þ
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This is a hyperbolic relationship similar to the familiar Michaelis-Menten kinetics where the

“velocity” of inactivation or kobs is equal to

kobs ¼ kinact½I�
KI þ ½I� ðEq: 5Þ

Therefore, when the absolute value of the slopes from the experimental data shown in

Figure 8 are plotted versus inhibitor concentration, the resulting graph should obey a

hyperbolic relationship as shown in Figure 9. As such, this data is akin to Michaelis-Menten

kinetics, and the resulting parameters (KI and kinact) may be determined in a manner that is

analogous to the parameter determination for standard hyperbolic enzyme kinetics. Before

the advent of computers, this was most easily achieved through linear transformation, but

Figure 8 Slopes of the natural log of fractional activity yield kobs values for varying

concentrations of inhibitor.

Figure 9 Determination of kinact and KI from a plot of kobs versus inhibitor concentration.
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today the slope data from eq. 3 (or slopes of the experimental data in Fig. 9) can be fitted to a

hyperbolic curve by any number of commercially available programs, and the values of KI

and kinact can be readily determined.

Examination of eq. 3 suggests that the rate of inactivation for a given inhibitor

concentration should be linear with time (Fig. 10A). However, this may not be the case,

and it is often observed that the data becomes nonlinear with time (Fig. 10B). One

explanation for this nonlinearity is that significant inhibitor depletion may have occurred

in the primary incubation prior to dilution into the secondary-reporter assay. It is apparent

from examination of the relationship in eq. 3 that no change in the inhibitor concentration

is assumed. Therefore, assay conditions that minimize inhibitor depletion should be used.

These conditions can include shorter assay time or a reduction in the temperature of the

assay to slow down inhibitor metabolism (58).

As an alternative, it may also be possible that several mechanisms of inactivation

are occurring simultaneously and that the passage of time serves to unmask the slower

rate of inactivation. The result would be apparent nonlinearity in the data similar to

inhibitor depletion. In such cases of nonlinearity, it is the best practice to take the slope of

early time points to determine parameters such as KI and kinact (Fig. 10B).

Experimentally, determination of the partition ratio can be accomplished in two

ways. The first method is by titration; the use of this method involves increasing amounts

of inhibitor that is added to a known, fixed amount of enzyme, and the reaction is allowed

Figure 10 Determining kobs where (A) inactivation is linear with time and (B) inactivation is

non linear with time possibly due to significant inhibitor depletion.
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to go to completion (50). The enzyme is then dialyzed, or diluted sufficiently in a

secondary reaction with a reporter substrate, and a plot is constructed of remaining

enzyme activity versus moles of inhibitor divided by moles of enzyme (see Fig. 11).

Theoretically, this plot should yield a straight line. However, in practice, this does not

often occur, and the data must be extrapolated to the x-axis, which gives the ratio of

inhibitor to enzyme needed for complete inactivation of enzyme activity. When

extrapolation to the x-axis is performed, the intersection of the line and the axis yields

the turnover number. It is important to note that this number or ratio includes the amount

of inhibitor required to inactivate the enzyme, and if one assumes a 1:1 stoichiometry,

then the partition ratio is the turnover number minus one.

A second and more direct method involves determination of the molar amount of

products formed from reaction of the inhibitor with P450 and an assessment of the amount

of P450 enzyme inactivated. This may be accomplished in several ways. In microsomes a

high concentration of inhibitor can be used along with an appropriate incubation period to

insure complete inactivation of the enzyme. The resulting decrease in the carbon

monoxide binding spectrum can be used to quantitate the amount of enzyme inactivated.

Once this value is established, a separate incubation containing enzyme and inhibitor is

assayed with the dilution method, and this can be used to estimate the molar amount of

enzyme inactivated. In the same incubation, product formation of the reaction is then

measured (or inhibitor depletion is measured), and the ratio of product formed versus

enzyme inactivated directly yields the partition ratio. Alternatively, the experiment can be

performed with expressed enzyme, which has the advantage of containing only one P450,

and in this case, the confounding influences of other P450 enzymes on carbon monoxide

binding and inhibitor metabolism are not present. These methods were used by Kunze and

Trager to estimate the partition ratio of furafylline for P450 1A2 inactivation (33). The

obvious drawback to this approach is that it is necessary to have a method to quantitate all

of the products formed (radio label or synthetic standards). Therefore, in the absence of a

radiolabel or metabolite standard(s), the titration method is often used to estimate the

partition ratio.

Figure 11 Estimation of the partition ratio.
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PREDICTING IN VIVO CYTOCHROME P450
MECHANISM-BASED INHIBITION

The accurate in vivo extrapolation of irreversible (MBI) inhibition based on in vitro DDI

data requires two key elements; the ability to differentiate reversible from irreversible

inhibition (MBI) and, thereafter, to correctly express the impact of the irreversible

mechanisms in vivo. In practice, MBI is the result of a chemical transformation of an

inhibitor to an intermediate that irreversibly binds to and inactivates the P450 prior to

exiting the active site (113). The impact of this mechanism is distinct from competitive

inhibition. Foremost, when a competitive inhibitor is eliminated, the potential for a drug

interaction is gone, whereas for MBI, the potential persists well after the compound has

been eliminated (114). This relates to the second difference, which is that the MBI

perturbs the steady-state levels of the P450 it inactivates and levels recover only with the

natural synthesis rate within the organism (115). Numerous mechanistic models have

been developed to describe this relationship (116 118).

The synergy between in silico and experimental data is enabled by the ability to

approximate the expected clinical impact on AUC on the basis of in vitro DDI data (119).

The most visible program Simcyp has gained popularity amongst pharmaceutical companies

and the FDA (www.simcyp.com). The underlying drug interaction predictions are based on

the equations described by Brown et al. (120,121). The in vivo extrapolations can be

determined from a variety of in vitro systems including human liver microsomes (HLMs),

hepatocytes, or recombinant P450 (rP450). The relative activities of the latter system often

vary kinetically from HLM and hepatocytes and, therefore, need to be corrected with the use

of scaling factors. The intersystem extrapolation factor (ISEF) is used to normalize in vitro

data generated from rP450s (122). Simcyp also has the unique ability to represent the patient-

variable response to drugs in clinical trials by using Monte Carlo simulations to vary patient

demographics, genetics, and physiology to introduce “typical” population variance (123).

Within Simcyp, inhibition and induction parameters can be included with the intrinsic

clearance for a given compound to predict its in vivo exposure. One area of interest

regarding the predictive capacity of Simcyp is the consistent overprediction of the Rss (AUC

change due to the addition of inhibitor) for inhibitors that proceed through mechanism-based

inhibition. This overprediction could be due to variability in the kdegrad rate constants

reported for various P450 isoforms. Most commonly, the data from in vitro human

hepatocytes as well as the data generated from rats in vivo are used despite their disparate

half-lives, 14 to 44 hours, respectively. Experimental evidence suggests the homeostasis of a

hepatocyte is disrupted precluding the accurate half-life determination of P450 enzymes

within in vitro experiments (115), while the rat determined values clearly have limited

human physiological relevance. Despite the kdegrad being an attractive target for potential

error in Rss estimates, it must be tempered with the potential error associated with the

additional in vitro measurements that are used in predicting the in vivo clearance, and thus,

any combination of inaccurate in vitro data could skew the Rss predictions. As

computational tools like Simcyp become more commonly used for predicting DDI, the

predictive limitations will be more readily identified, leading to improved strategies for in

vitro to in vivo predictions of drug pharmacokinetics and possible MBI-based DDIs.

CONCLUSION

Mechanism-based inhibition of cytochrome P450 enzyme activity is an important factor

in clinically relevant DDIs. Over the past 30 years, our knowledge of the structure and

associated chemistry of P450 mechanism-based inhibition has increased immensely. Our
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ability to elucidate the nature of MBI and potentially avoid key structural drug features in

drug candidate selection. Moreover, the magnitude of P450 MBI is now predictable in a

manner that patient risk for serious DDIs is minimized.
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INTRODUCTION

Clinical drug metabolism studies provide definitive characterization of the metabolic fate

of drug candidates. Frequently, the human absorption, distribution, metabolism, and

excretion (ADME) study will be the only clinical study of a new chemical entity (NCE)

designed specifically to characterize metabolism and disposition. In addition to fulfilling a

regulatory requirement for registration of a new drug, a main purpose of these studies is to

support qualitative extrapolation of the preclinical animal toxicology results to humans by

demonstrating that the metabolites formed by humans are also formed by animals. Until

recently, clinical drug metabolism studies have been conducted late in the development

time line, however, a changed regulatory environment and improvements in technology

are driving the early conduct of human ADME studies. Advances in the mechanistic

knowledge of drug metabolism enzymology are enabling the early-stage understanding of

clearance pathways, which can be applied in designing clinical pharmacology programs.

With the current generation of mass spectrometry instrumentation, it is now possible to

routinely profile major metabolites in the earliest first-in-human (FIH) studies without

being limited by method sensitivity. Accelerator mass spectrometry (AMS) is emerging as

an enabling technology for assessing mass balance with very low doses of radioactivity,

with potential application in very early, if not the earliest, human trials. This chapter

focuses on clinical drug metabolism studies using labeled or unlabeled materials to assess

disposition pathways and excretion routes of development-stage candidates.

Evolving Regulatory Environment and Clinical Drug Metabolism

The U.S. Food and Drug Administration (FDA) recently (February 2008) issued a guidance

for industry entitled “Safety Testing of Drug Metabolites” that may impact the timing and
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conduct of human ADME studies (1). Under a traditional paradigm, metabolites do not

undergo separate toxicity testing, and the safety margins derived from parent drug exposure

in animals at the no adverse effect dose level (NOAEL) and in humans at the clinically

relevant dose are sufficient to support registration. On a compound-specific basis, a

metabolite could be subject to separate toxicological testing if it contributes substantially to

total pharmacological activity, it is present in preclinical species at low or no systemic

exposure, or there is a specific concern about toxic potential. The new FDA guidance

defines conditions in which a metabolite will need to undergo additional toxicity evaluation

(1) (see chap. 24). The regulatory impetus behind it is to understand the specific

contribution of metabolites to the toxicity of an investigational drug. The guidance defines a

quantitatively “disproportionate metabolite” that may be subject to separate toxicology

studies involving administration of the metabolite itself. Disproportionate metabolites are

defined as those with steady-state systemic exposure in humans that exceeds 10% of the

parent drug exposure. The new guidance provides additional decision criteria for requiring

toxicity testing if the steady-state metabolite exposure in animal studies is less than the

corresponding exposure in humans, then nonclinical toxicology testing will be needed (Fig. 1).

The type of toxicology studies that are recommended include those conducted for parent drug:

general toxicity, genotoxicity, embryo-fetal development, and carcinogenicity (1). A

disproportionate metabolite whose exposure in animals is equal to or higher than that in

humans would not require further testing and would be considered qualified, in-line with

current practice. A change from existing practice is that the decision criteria within the

guidance do not consider the pharmacological activity of the metabolite, recognizing the

potential for toxicities which are mediated by off-target actions of the NCE. It does recognize

that separate toxicity testing of certain types of metabolites (ether glucuronides and some

Figure 1 Decision tree flow diagram from FDA guidance “Safety Testing of Drug Metabolites.”

Source: From Ref. 1.
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phase II conjugates) does not add to the understanding of the risk associated with the parent

drug. The guidance does not apply to cancer therapies where different risk-benefit

considerations apply. A consequence of implementation of the guidance is that earlier and

more detailed characterization of metabolite exposure in toxicology studies and humans will

be required.

Extrapolating the toxicological significance of synthetic metabolites to risk

assessments of parent drug is complicated by the potential kinetic differences in the

behavior of the metabolite after administration of the parent drug and the metabolite itself

(2). Physical properties (e.g., lipophilicity), metabolizing enzyme distribution, and effects

of transporters can result in substantially different metabolite concentrations in tissue

despite the same systemic exposure. The biological complexity associated with separate

administration of metabolites is illustrated by the case of simvastatin, which is

administered in its inactive lactone form and undergoes enzymatic and chemical

hydrolysis in vivo to the pharmacologically active acid metabolite (2). Administration of

the lactone form produces concentrations of the acid metabolite in brain and muscle that

are two- to threefold higher than those achieved after giving the acid itself. This different

metabolite pharmacokinetic behavior is attributable to the greater passive permeability

and absence of P-gp-mediated efflux, which increases availability of the precursor lactone

(3). Interestingly, despite the substantially differing tissue exposures, administration of

simvastatin lactone and acid metabolite results in comparable plasma concentrations of

the acid metabolite. A possible consequence of the evolving regulatory environment is

that the need to interpret metabolite toxicology studies may stimulate research interest in

the determinants of metabolite pharmacokinetics, especially as related to tissue exposure.

Impact of FDA Guidance for Industry “Safety Testing of Drug Metabolites”
on Clinical Drug Metabolism Studies

Implementation of the FDA “Safety Testing of Drug Metabolites” guidance will affect the

timing of preclinical and clinical ADME studies because the potential need for additional

toxicology studies of metabolites could delay time lines and require the commitment of

additional company resources (4,5). Minimizing the risk of late identification of a

disproportionate metabolite would include a full preclinical characterization of metabolites

by knowledgeable scientists using modern technologies. These studies will need to be

completed well in advance of the initiation of registration-enabling toxicology studies. As

the guidance dictates that the metabolite toxicology studies should be conducted to GLP

standards, synthetic metabolite material would have to be qualified and bioanalytical

methods validated with defined storage conditions for maintaining metabolite integrity

(which may differ from those for parent drug). Another implication is that sufficient time

must be allowed for follow-up studies that could be required for a proper scientific

perspective of the metabolite toxicity evaluations (2). The use of low-dose radioactivity

regimens and accelerator mass spectrometric detection to characterize human metabolism

during phase I multiple-dose studies is one possible means to obtain steady-state drug

metabolism information at the earliest stages of clinical development. As with other issues

encountered during the registration process, discussions between the sponsor and agency are

a means of arriving at scientifically and technically based resolutions.

Rationale for Conducting Clinical Drug Metabolism Studies Early in
the Drug Development Time Line

Changes in regulatory requirements along with significant advances in the molecular

understanding of the enzymology related to drug metabolism provide a strong rationale
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for conducting human drug metabolism studies early in the NCE development time

line. Commercially available, well-characterized human-derived subcellular fractions

(microsomes, cytosol), whole cells (hepatocytes) and recombinant enzymes [cytochrome

P450 (CYP), UDP-glucuronosyltransferases (UGT)s] of documented quality are

routinely used to generate human-based metabolites. The availability of highly specific

monoclonal inhibitory CYP antibodies and selective chemical inhibitors used in

combination with human hepatic subcellular systems facilitates phenotyping studies that

lead to the identification of enzymes involved in metabolic clearance (6,7). Conse-

quently, by the start of human studies, a reasonable scientific foundation can be available

for rational design of clinical pharmacology programs. These data along with

information from clinical drug metabolism studies may provide the basis for the

conduct of specific drug-drug interaction (DDI) studies and the characterization of the

pharmacokinetics in special populations. For example, in vitro phenotyping studies may

implicate a particular CYP isozyme (e.g., 3A4 or 2D6) as a major contributor to the

metabolism of an NCE. Early clinical drug metabolism studies showing that elimination

of a drug proceeds primarily via these oxidative pathways justifies the early clinical

evaluation of coadministration of clinically significant CYP inhibitors (e.g., ketocona-

zole or quinidine) in DDI studies. A clinical drug metabolism study suggesting a low risk

of DDIs may justify a minimal set of clinical pharmacology studies, while an

unfavorable DDI profile could lead to project termination, depending on the risk-benefit

associated with the therapeutic indication. The benefits of reaching the latter decision

before the initiation of large-scale clinical trials are substantial. Conversely, establishing

that glucuronidation or renal excretion was quantitatively most important could lead to

clinical studies assessing the effect on drug clearance of coadministration of valproic

acid (a UGT inhibitor) or of renal impairment (8).

While solid directional data on clearance mechanism(s) are obtained from

preclinical animal and in vitro studies, an in vivo clinical drug metabolism study is

needed for definitive characterization of human clearance pathways. These definitive data

are usually obtained from a human ADME study conducted with radiolabeled drug.

However, evaluation of drug metabolism during early clinical studies (e.g., FIH)

conducted with unlabeled material can provide a valuable opportunity to explore human

drug disposition. Information regarding circulating levels of key metabolites (major or

active), metabolic pathways, and, in certain instances, insight into the elimination

pathways of an NCE may be obtained from these experiments.

Administration of a radiolabeled drug candidate to human subjects affords a unique

opportunity to determine quantitatively the in vivo disposition and metabolism of a

molecule. When mass balance is achieved, the clearance mechanisms of an NCE can be

fully elucidated through characterization of the excretion profile of parent drug and

associated metabolites. Routes of clearance determined through the course of a study may

validate previous insights made on the basis of in vitro human data, preclinical

interspecies extrapolations, or early clinical metabolism studies conducted without

radiolabel. Alternatively, results from the radiolabel study may highlight unforeseen

ADME knowledge gaps requiring additional research efforts to support advancement of a

potential drug. Efficacy- and safety-related concerns are also addressed in the context of

the radiolabel human ADME study, as metabolites present in circulation are identified and

quantified to evaluate their possible contribution to pharmacological or toxicological

effects (in accordance with recent FDA guidance). Given the relative ease with which

radiolabeled molecules and their metabolites are identified and quantified amidst complex

endogenous background components, radioisotopes are an essential tool in the assessment

of the in vivo fate of drug candidates.
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CLINICAL DRUG METABOLISM WITH NON-RADIOLABELED DRUG

Qualitative Approaches

In the absence of quantitative tools (i.e., radiolabeled material or synthetic standards),

useful information regarding in vivo metabolic pathways of an NCE can be obtained via

qualitative means. Exploratory analysis of human plasma, urine, and bile may reveal

important details concerning the biotransformation of an investigational drug. Generally,

in vitro human data provide a framework for conduct of exploratory investigations of

biological samples. Usually, these data demonstrate reasonable concordance between

in vitro and in vivo metabolic profiles; however, there are cases where in vitro data is of

limited value. Piperaquine (PQ) is an antimalarial agent initially synthesized in the 1960s.

In combination with dihydroartemisinin, use of PQ in malaria treatment has increased

recently because of its efficacy and tolerability (9). Despite PQ’s lengthy clinical use,

little is known about the biotransformation of this drug in humans. The low turnover rate

in standard in vitro systems limits the formation of metabolites, which complicates the

study of PQ biotransformation. Following oral administration of PQ (960 mg) to human

volunteers, five oxidative metabolites were detected in urine at quantities sufficient to

permit structural elucidation by liquid chromatography (LC)-tandem mass spectrometry

(MS/MS) and nuclear magnetic resonance (NMR) analyses (10). Information derived

from early studies using unlabeled drug can also identify differences in biotransformation

profiles between humans and preclinical species. Analysis of urine samples collected

from subjects receiving a 1000-mg oral dose of indinavir (Crixivan1), an HIV protease

inhibitor, revealed the formation of several prominent oxidative metabolites including a

novel quaternary N-glucuronide (11). While good agreement was observed across species

(rat, dog, monkey, and human) for oxidative metabolites, the quaternary N-glucuronide

was observed only in human and nonhuman primates (12,13).

When measurement of biliary secretion of parent drug or metabolites is warranted,

bile can be collected from either patients undergoing certain surgical procedures (e.g.,

cholecystectomy, temporary bile shunt, and nasobiliary drainage) or healthy subjects,

using either duodenal perfusion or oroentric tubes (14). A recent study applied oroentric

tubes to collect bile for the evaluation of metabolites of piperacillin [2 g intravenous (IV)

dose] in normal volunteers (15). Piperacillin was excreted predominantly into urine, while

its metabolites desethylpiperacillin and desethylpiperacillin glucuronide were excreted

predominantly in bile. The glucuronide conjugate of desethylpiperacillin was a novel

metabolite previously undescribed, potentially because it was subject to hydrolysis by

intestinal b-glucuronidases. The bile collection method involves the oral insertion of a

customized multiluminal oroentric tube that is modified for the aspiration of gastric and

duodenal contents (16). A small balloon is inflated on the distal end of the tube to prevent the

loss of biliary secretions into the lower GI tract, which facilitates quantitative bile collection.

In addition, administration of cholecystokinin-8 to stimulate gall bladder contraction

improves recovery of bile (16). This technique may provide a less invasive method of bile

collection from human volunteers for purposes of clinical drug metabolism studies.

Quantitative Analysis of Plasma and Excreta

The availability of synthetic standards of key metabolites allows for a more quantitative

understanding of the human biotransformation of an NCE during early clinical studies.

Timely data on the role of circulating metabolites can be instrumental in understanding

the pharmacological response of a new agent, since active metabolites can significantly
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impact the intensity, duration, and spectrum of pharmacological activity (17). In early

clinical development, often the challenge is the lack of definitive data on which to base

selection of relevant metabolite(s) to be synthesized and measured. In vitro data using

human-derived tissue, qualitative metabolite identification (ID) from preclinical or

clinical studies, or a priori knowledge as to the potential for pharmacological activity of a

given metabolite may aid this decision. In addition, the complexity of biotransformation

often impacts the ease with which these decisions can be made. Circumstances where only

a limited number of metabolites are formed make this approach more feasible.

This was the case with AMG487, an investigational CXCR3 antagonist[Chemokine

(C-X-C) motif receptor], where analysis of in vitro human microsomal and hepatocyte

incubations showed that only three primary metabolites were formed: a pyridyl N-oxide

(M1 major) and two minor metabolites (O-deethylated AMG 487 and O-deethylated

AMG 487 N-oxide). Evaluation of synthetic M1 demonstrated similar potency for

CXCR3 inhibition as parent. Quantitation of M1 in human plasma samples collected from

FIH studies showed that this metabolite circulated at levels two- to six-fold greater than

AMG 487 (18). These data highlighted the need to evaluate both AMG 487 and M1

concentrations to understand the Pharmacokinetic/Pharmacodynamic (PK/PD) properties

of parent, and to ensure the selection of appropriate doses in preclinical safety testing for

coverage of M1 concentrations across preclinical species. The latter posed a considerable

challenge since M1 concentrations were considerably lower in the species used for safety

testing than in humans. Predicting plasma metabolite concentrations on the basis of in

vitro data is not straightforward. This is because plasma metabolite levels are a function

of formation rate, elimination rate, sequential metabolism (i.e., the availability of the

metabolite to blood from the site of formation), and volume of distribution (19).

Quantitation of parent and/or metabolites in excreta (urine, bile, feces) provides

useful information about the routes of elimination of an NCE. This information can be

helpful in designing key clinical experiments (e.g., DDI trials or studies in special

populations). The contribution of metabolism to the overall elimination of a drug can

often be inferred by measuring the excretion of parent drug in the urine. High recovery of

parent drug in urine indicates that renal excretion, rather than metabolism and/or biliary

secretion pathways (or others), will dominate the elimination of an NCE. The urinary

recoveries of atenolol, many cephalosporin antibiotics, hydrochlorothiazide, and lisinopril

are >90%, suggesting that biotransformation of these agents plays only a minor role,

while renal excretion is dominant in their elimination (20).

Efforts to determine mass balance of an NCE solely on the basis of parent drug

recovery in excreta would be expected to yield incomplete recovery for most drug

candidates. Therefore, measuring both parent drug and metabolite(s) in excreta provides

considerably more insight as to the elimination routes of an NCE. In the optimal case of

quantitative mass balance, a more detailed description of the elimination pathways

emerges. This was the case with acetaminophen. Following a 1000-mg oral dose of

acetaminophen, essentially complete (100%) recovery was obtained by measurement of

the acetaminophen, phase I oxidative metabolites, and phase II conjugates (glucuronide,

sulfate, and glutathione conjugates) excreted in urine over a 24-hour period (21). In the

case of this drug, the complete accounting of the dose was aided by the historical

understanding of the major metabolites of this compound and their excretion profile.

Unfortunately, quantification of drug-related material using cold assay techniques rarely

results in complete recovery; however, important information can still be obtained from

early clinical studies. In phase I studies of maribavir, a novel antiviral agent, <2% of the

dose was excreted in urine as parent drug, while 30% to 40% of the dose was recovered as

the corresponding N-dealkylated metabolite (22). In vitro based phenotyping
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demonstrated that formation of this N-dealkylated metabolite was mediated almost

exclusively by CYP3A4 (23). Despite the incomplete recovery of material in this study, it

was clear that CYP3A4-mediated biotransformation contributed significantly to the

overall elimination of the drug. Although the exact extent to which the elimination of

maribavir was dependent on CYP3A4 could not be determined from these data,

prioritization of CYP3A4-oriented DDI studies may be warranted (24). Classically,

urinary excretion of parent drug and metabolites has formed the basis of phenotyping

humans for polymorphic CYP enzymes. For example, urinary ratios of 4-hydroxyde-

brisoquine to debrisoquine or dextrorphan to dextromethorphan are often used as a means

of determining CYP2D6 phenotype (25,26). In a recent example, the key metabolite of

atomoxetine, 4-hydroxyatomoxetine, was shown to be the result of CYP2D6-mediated

biotransformation (27). A 90-mg oral dose of atomoxetine (Strattera1), a blocker of the

presynaptic norepinephrine transporter, was administered to “extensive” and “poor”

CYP2D6 metabolizers (EMs and PMs, respectively). In EMs, the oral dose was recovered

in urine over 24 hours as parent, N-desmethylatomoxetine, 4-hydroxyatomoxetine and the

glucuronide conjugate of 4-hydroxyatomoxetine (28), of which the latter two accounted

for the majority (60%) of the administered dose. This suggested that oxidative metabolism

of atomoxetine to 4-hydroxyatomoxetine was a key elimination pathway for this drug. In

PMs, the total recovery was much lower (11%), and the pattern of metabolites recovered

was different, that is, there was a greater dependence on the formation of N-

desmethylatomoxetine and excretion of parent drug (28). The impact of CYP2D6

phenotype on the biotransformation of atomoxetine was confirmed subsequently in a

radiolabel mass balance study (29). It is also important to point out that low recovery of

parent and known metabolites may preclude the collection of any useful information

regarding the disposition of an NCE. The low recovery may be due to incomplete

absorption of the compound following oral administration, incomplete understanding of

the elimination routes in humans, and drug-related material being excreted in another

matrix.

Application of 19Fluorine NMR Spectroscopy

Fluorine (19F) NMR provides an alternate means for metabolite quantitation without the

prerequisite of synthetic reference standards or radiolabeled material. 19F NMR shares some

attributes of radiochemical analysis because the method is highly selective for drug-related

material because of the low background of endogenous fluorine, and the NMR signal is

directly proportional to the number of fluorine nuclei in a molecule (30). The large range of

chemical shifts and the high sensitivity of the fluorine nuclei to its environment allows for the

differentiation of the various chemical species within a biological sample, often without prior

chromatographic separation (30,31). Depending on the sample matrix, only limited sample

workup is generally required. Exceptions are matrices prone to macromolecular binding (e.g.,

plasma) and micellar substructures (e.g., bile), which can obscure the NMR signal (30). The

key limitations of 19F NMR compared with LC-MS/MS and radiochemical techniques are

related to access to equipment, lower sensitivity, and increased sample volume. In addition,

not all metabolites produce a discernible shift in the NMR signal. Nevertheless, this technique

is powerful in selected instances for studying clinical drug metabolism.

Using 19F NMR analysis, a total of eight metabolites were detected in human urine

following oral administration of 150 and 800 mg flurbiprofen (32). Base hydrolysis

abolished the major putative metabolite peaks while increasing those corresponding to

parent drug and another metabolite, suggesting that these were acyl glucuronide

conjugates. Further characterization of the second metabolite led to its assignment as the
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glucuronide of 4-hydroxyflurbiprofen. Another case demonstrated the utility of

LC-19F/1H NMR-MS to identify a novel metabolite of the experimental reverse

transcriptase inhibitor BW935U83 in human urine (33). Analysis of urine samples

collected following oral administration of a 1000-mg dose detected parent drug, a known

glucuronide conjugate, and a second unknown metabolite. The latter metabolite was not

detected using LC-MS/MS or 1H NMR methods because of background interference from

endogenous components. Subsequent structural characterization using LC-19F/1H NMR

coupled with tandem MS analysis identified this metabolite as 3-fluoro-ribolactone, a

metabolite believed to be derived from the CYP-mediated cleavage of the nucleoside-

sugar bond of the parent molecule (33). In the presence of a known concentration of

standard (e.g., trifluoromethylbenzoic acid, fluoroacetate, trifluoroacetic acid, etc.),

quantitation of the 19F signal is also possible (30). A mass balance study of an

experimental HIV-1 integrase inhibitor conducted in rats demonstrated comparable total

recoveries determined by standard radiometric and 19F NMR methods (34). A good

correlation was also observed for the recovery in urine and bile of individual metabolite

components (e.g., parent, the glucuronide conjugate, and an N-demethylated metabolite).

Provided the fluorine substituent is metabolically stable within the molecule of interest,
19F NMR represents a useful technique for the quantification of drug metabolites without

reference standards or radiolabel. For additional information on this technique, the reader

is referred to an excellent review describing 19F NMR application to drug disposition (30).

RADIOLABEL HUMAN ADME STUDY: BACKGROUND

Exploratory analyses of clinical samples from standard, non-radiolabel phase I dose

escalation studies can provide valuable information about metabolite exposure in certain

instances, where in vivo metabolism closely follows in vitro prediction and is not overly

complicated (see sect. “Clinical Drug Metabolism with Non-Radiolabeled Drug”). In

cases where metabolism is not completely understood or may be more extensive in vivo

than in vitro, the obvious concern centers around which metabolites are potentially missed

in the absence of a detection method specific for exogenous drug-related material.

Scenarios involving complex metabolic pathways or unknown clearance mechanisms

highlight the value of radiolabel when dosed in vivo radioisotopes can be used to

identify and quantify all drug-related material without the need for metabolite standards

and standard curves. These benefits are brought about by the fact that the decay of a

radioactive isotope, and thus the ability to detect and quantitate radiolabeled material, is

independent of molecular structure. Quantitation of the radioisotope requires only a

simple measurement of disintegrations per minute (dpm) by liquid scintillation counting

(LSC) and the specific activity of the radiolabel dose, which is known at the outset of the

study. Furthermore, given the very low background of naturally occurring radioisotopes

in vivo, unchanged drug and its metabolites are readily distinguished from components of

the complicated and diverse biological matrices in which they reside.

Drug candidates are most commonly labeled with low-energy radioisotopes of

carbon (Carbon-14, 14C) or hydrogen (Tritium, 3H) to enable characterization of their

in vivo ADME properties in humans (35,36) as well as preclinical species (36,37). Between

these two radioisotopes, 14C is generally preferred because of its relatively high degree of

chemical stability and detection efficiency by standard LSC when compared with 3H. A

potential advantage of 3H is the relative ease with which it may be incorporated into an

investigational drug, however, the possibility of isotope exchange with water must be

carefully investigated through additional experimental efforts (38). Whether 14C or 3H is

utilized as an isotopic label, specific attention must be paid to placement of the label within
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the molecule. Incorporation of the label at a position of chemical or metabolic instability

that results in the formation of a very low molecular weight entity (i.e., tritiated water) or

volatile entity (i.e., 14CO2) may easily confound interpretation of results or lead to poor

radiolabel recovery. At a minimum, it is prudent to utilize in vitro cross-species metabolic

stability data together with chemical stability information and chemical synthesis feasibility

assessments to optimize placement of the radiolabel.

The dosing of radioisotopes to humans is done with the proper oversight with regard

to the safety of the study participants. Guidance on the appropriate conduct of studies

involving the administration of radiolabeled drugs to humans is set forth by 21 CFR §

361.1, which mandates protocol review by both an FDA-approved Radioactive Drug

Research Committee (comprised of a physician specializing in nuclear medicine, a

specialist in radiation dosimetry and/or safety, and at least three other medical experts)

and an Institutional Review Board (39). Radiolabel studies are most frequently conducted

in healthy volunteers, however, those where narrow therapeutic index agents (i.e.,

anticancer agents) are administered are generally conducted in patients (40). The amount

of radioactivity given to subjects in a single dose must be as low as feasible to achieve

study objectives without exceeding 3-rem exposure for whole body, active blood-forming

organs, lens of the eye, and gonads; and 5-rem exposure for all other organs. Annually,

these limits increase to 5 rem and 15 rem, respectively, for sponsors planning multiple-

dose administration (which is less common than single-dose studies). Exposure to

radioactivity in human is estimated by means of a dosimetry experiment using preclinical

models, most often rat (35). In a dosimetry experiment, radioactivity exposure is

measured for each tissue type either by direct quantitation in dissected organs (41) or

whole-body autoradioluminography imaging techniques (41 45). A survey of major

pharmaceutical companies (circa 1994) revealed that these guidelines translate to

radioisotope doses ranging from 10 to 300 mCi for 14C (100 mCi most commonly) and 50

to 1000 mCi for 3H (35). Administration of a radiolabel dose is most often by the oral

route, since the intended clinical route of dosing is oral for most small molecule drugs.

Examples of IV (46 51) and dermal (52) administration are also present in the literature.

Though the data generated from a radiolabel human ADME study are key to

understanding human disposition and metabolism of a drug candidate in vivo, the

investments required to synthesize radiolabeled material and to perform the requisite

dosimetry analysis are not trivial. Therefore, the timing of the radiolabel ADME study with

respect to development stage may vary depending on the need to address scientific questions

early (phase I) or the philosophy that the conduct of the study can be performed later

(phase II). Purely from a scientific perspective, earlier would be ideal to utilize ADME data

to design the development plan prospectively in terms of clinical DDI studies and metabolite

monitoring strategies for toxicology and clinical studies. However, resource limitations or

lower confidence in a high-risk (i.e., unvalidated) therapeutic target may dictate a later

human ADME study (53). Naturally, the decision to collect in vivo human ADME data later

in phase II carries with it a risk that unexpected findings may arise, resulting in program

delays or termination of the candidate after more costly proof-of-concept clinical trials.

KEY DELIVERABLES OF THE RADIOLABEL HUMAN
ADME STUDY AND EXAMPLES

Radiolabel human ADME studies provide insight into the disposition and metabolism of a

drug candidate in three primary ways: (i) determination of mass balance of the drug

and drug-related material; (ii) characterization of routes of elimination and clearance
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mechanisms of the drug; and (iii) identification and quantitation of drug metabolites in

circulatory and excretory matrices. Each element of the study is discussed in detail in this

section with specific examples to highlight both typical findings and unexpected

outcomes at the conclusion of the study. Details and recommendations regarding the

design and conduct of the studies, with specifics about sample workup and analysis, are

reviewed elsewhere (40,53).

Mass Balance

The most straightforward human ADME deliverable is the determination of mass balance.

Careful characterization of the dose administered to each subject measured against the

total recovery of radioactivity in excretory matrices from each subject determines this

outcome. If total recovery approaches or exceeds 85% to 90% of dose, the consensus in

the ADME discipline would be that mass balance is complete (40,53,54). Celecoxib

(Celebrex1), a well-known cyclooxygenase-2 inhibitor, was administered to eight healthy

volunteers at a 300-mg dose containing approximately 100 mCi of 14C-labeled drug (55).

Total recovery of dose was an acceptable 85%, with 27% excreted in urine and 58%

excreted in feces. Profiling of these matrices revealed metabolism as the major clearance

route with only three major metabolites. In the case of valdecoxib (Bextra1), a closely

related analog with similar pharmacology, a 50-mg dose containing 100 mCi of 14C-

labeled drug was administered as a single dose to eight volunteers, and 94% recovery was

achieved (76% in urine and 18% in feces). Valdecoxib exhibited more extensive

metabolism than celecoxib, with >10 metabolites observed; nonetheless, complete

recovery was achieved. Therefore, in the absence of other factors, the degree of

metabolism is not necessarily a determinant of recovery (note: for valdecoxib the majority

of radioactivity in the form of metabolites was excreted in urine). Together, celecoxib and

valdecoxib are representative of a large number of human 14C mass balance studies with

successful recoveries (36).

Potential reasons for lower recovery in a human radiolabel ADME study include

limitations brought about by the excretion profile of the investigational drug and

the pharmacology related to the drug and its target. Imatinib (Gleevec1), a tyrosine kinase

inhibitor effective in the treatment of certain cancers, was administered at a 200-mg dose

(free base equivalent) containing 32 mCi of 14C drug (56). Recovery of radiolabeled

dose hit a plateau by day 7, and continued collections through day 11 resulted in little

additional radioisotope retrieval. At the end of the study, approximately 68% of drug-

related material was found in feces and approximately 13% in urine, with total recovery

lower than the consensus 85% goal. Investigators hypothesized that recovery was limited

by a slow terminal elimination half-life in feces estimated at three weeks. A likely driving

force behind the prolonged fecal elimination was the concurrent observation that the

terminal half-life of radioactivity in plasma was 57 hours, suggesting that excretion would

continue via the fecal route for a protracted period. This is consistent with data tabulated

from a review of radiolabeled ADME studies that demonstrated an inverse relationship

between plasma half-life and recovery of total dose (36). It was shown that compounds

exhibiting radioactivity plasma half-lives of <50 hours achieved mass balance (defined as

>85% recovery) about 80% of the time, meaning those compounds with radioactivity half-

lives in plasma exceeding 50 hours (like imatinib) were much less likely to achieve full

recovery.

Aside from technical challenges associated with recovery in the fecal matrix (e.g.,

intersubject variability in time course of excretion, high sample mass, sample consistency,

etc.), additional reasons cited for low mass balance recoveries were tissue sequestration,
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phospholipid affinity, and subject compliance. Alendronate (Fosamax1), a bisphosph-

onate inhibitor of osteoclast-mediated bone resorption used in the treatment of

osteoporosis, provides a good example of tissue sequestration limiting recovery of a

radiolabeled dose as a result of pharmacology (51). Clinically relevant alendronate doses

given in animal models revealed unsaturable uptake in bone tissue, the site of action, with

estimated elimination half-lives of >200 days in rats and 1000 days in dogs (57). In these

species, approximately half of the administered dose was excreted unchanged in urine. In

human, a pharmacokinetic study at a 30 mg/kg IV dose (7.5 mg/day � 4 consecutive

days; unlabeled drug) revealed prolonged urinary excretion similar to preclinical species

with detectable drug 18 months after dosing (58). A follow-on clinical investigation was

subsequently carried out in the context of a 14C ADME study (performed in oncology

patients), where a 10-mg IV dose containing 26 mCi 14C-labeled alendronate was

administered to 12 subjects (51). Observations from the earlier pharmacokinetic study

were confirmed, as 47% of the radiolabeled dose was recovered in urine within three days

and negligible dose was excreted in feces. Incomplete recovery was attributed to a high

degree of distribution to bone. In comparison with alendronate, tigecycline (Tygacil1), a

first-in-class glycylcycline antibiotic, distributed extensively to bone in rats after a

single IV dose (59). A human tigecycline ADME study was subsequently conducted with

a radiolabeled dose (50 mCi IV) administered to six study subjects who had been

previously given non-labeled compound to reach steady state (49). In this case, recovery

was considered complete (excluding two subjects who had incomplete fecal sample

collection), with 92% of total dose excreted predominantly in feces and more sparingly in

urine. These findings demonstrate that, in contrast to alendronate, saturable tissue

distribution of tigecycline may be overcome by dosing to steady state prior to

administration of the labeled dose to improve mass balance recovery.

Molecules that form covalent bonds with their therapeutic target, or other proteins

nonspecifically, may represent a challenge in terms of definitive mass balance. As a class,

thiol-containing angiotensin-converting enzyme (ACE) inhibitors generally exhibit lower

recoveries than other non-thiol compounds. The free thiol present in this group of ACE

inhibitors binds to the zinc atom at the active site of the enzyme and is important with

respect to mechanism of action. However, free thiols also react with sulfur-containing

moieties present in other proteins and small molecules, which serves as the basis for

concern in terms of recovery of drug-related material. With no requirement for

bioactivation processes, the entire dose is available to form disulfide linkages or react

with endogenous molecules in other ways (i.e., nucleophilic addition reactions). The

investigational drug gemopatrilat, a more recent entry to the thiol-containing ACE

inhibitor class, was dosed orally to humans at a dose of 50 mg containing 112 mCi of 14C-
labeled drug (60). A sustained presence of total radioactivity was observed in plasma

(half-life of 85 hours), and only 77% of the administered dose was recovered.

Investigators specified that approximately half of the drug-derived radioactivity in

circulation was bound via disulfide bonds to protein, as determined by extraction recovery

experiments in the presence and absence of reducing equivalents. This was likely the main

cause for low recovery of gemopatrilat, and was also suspected to limit recovery of

omapatrilat (61) and captopril (Capoten1) (62). In contrast to free thiol-containing

pharmaceutical agents, compounds that require metabolic bioactivation to generate thiol-

containing metabolites that bind to proteins in circulation (or in tissues) tend to exhibit

much higher recoveries. Clopidogrel (Plavix1) is a thienopyridine compound that

antagonizes platelet aggregation by means of binding to the platelet P2Y12 receptor via

disulfide linkage (63). Unlike gemopatrilat, clopidogrel requires CYP-mediated

biotransformation to convert the thienopyridine moiety to one exhibiting a free thiol
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the active form of the drug (Fig. 2). [14C]Clopidogrel human ADME studies were

conducted in six healthy volunteers at a dose of 75 mg containing 76 mCi radiolabeled
drug (64). Despite the established on-mechanism covalent binding to P2Y12 receptor (and

presumably other circulatory components), mass balance was achieved at a level of 92%

of dose, excreted almost equally in urine and feces. Terminal half-life in plasma was a

prolonged 338 hours. Prasugrel (Effient1), an irreversible P2Y12 inhibitor very similar in

nature to clopidogrel, is also essentially a prodrug that requires both hydrolysis and CYP

activity to transform it into a free thiol (65,66). In a study utilizing [14C]prasugrel

administered as an oral dose of 15 mg (containing 100 mCi radioactivity), 95% mass

balance was achieved with the majority of recovery occurring in urine. Like clopidogrel, a

substantial fraction of radioactivity in plasma was covalently bound to protein and the

terminal radioactivity half-life in plasma was >180 hours.

Aside from thiol-containing compounds, the investigational drug maxipost (BMS-

204352) for treatment of ischemic stroke serves as an example of metabolic activation

involving covalent bond formation to plasma proteins via a mechanism other than

disulfide bond formation. CYP-mediated O-demethylation of maxipost forms a phenol

that undergoes subsequent CYP-mediated bioactivation to generate a quinone methide,

which was shown to bind covalently to macromolecules in rats (67), as shown in Figure 3.

In humans, IV dosing of 10 mg of maxipost containing 50 mCi 14C-labeled drug resulted

in 97% recovery over 14 days (37% in urine and 60% in feces) (68). In this case,

significant covalent binding to plasma protein (particularly at later time points) coincided

with a terminal plasma half-life in excess of 250 hours, which together did not limit

radioactivity excretion to the extent it would cause low mass balance recovery. Overall,

compounds that initially contain a protein-reactive functional group (e.g., thiol) tend to

stand a poor chance of achieving mass balance, perhaps because of the high fraction of

Figure 2 Formation of the active metabolite of clopidogrel and disulfide bond formation with the

target receptor on platelets. Source: From Ref. 63.
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dose available for covalent binding. Conversely, for compounds where bioactivation is a

prerequisite for covalent binding, it is more likely that a lower fraction of dose is cleared

exclusively via bioactivation and complete recovery is commonly observed. Additional

examples of compounds known to undergo bioactivation (and exhibit toxicity) are

summarized in a comprehensive review focusing on mass balance outcomes in preclinical

and human species (36). A consensus view is that low recovery in a mass balance study is

not a reliable indicator of an in vivo bioactivation clearance pathway.

Characterization of Drug Clearance

A second major deliverable from the radiolabel human ADME study is the character-

ization of drug clearance. This assessment mainly involves the quantitative determination

of whether the administered dose is primarily excreted unchanged, or whether the

majority of dose is excreted in the form of metabolites. When metabolism is a primary

clearance route, the identity of the metabolites is expected to provide insight into the

classes of enzymes responsible. A thorough example of the characterization of metabolic

Figure 3 Proposed bioactivation of maxipost (BMS 204352) via cytochrome P450 mediated

oxidation and covalent binding to protein lysine residues in vivo. Source: From Ref. 67.
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clearance in the design and conduct of a radiolabel human ADME study can be seen with

the investigational drug traxoprodil, a potential treatment for the prevention of neuronal

death associated with brain injury (48). Typical of CNS drugs, traxoprodil contains a

tertiary basic amine as part of a lipophilic scaffold a common feature in CYP2D6

substrates. In light of this and the intersubject variability in pharmacokinetic behavior

observed during early phase I clinical trials, the investigators chose to examine the role of

CYP2D6 in the metabolic clearance of traxoprodil in vitro and in vivo, enrolling both PM

and EM CYP2D6 phenotypes in a 14C ADME study. In vitro data showed a relatively low

microsomal Km of 1.7 mM (Vmax of 0.66 nmol/nmolP450/min), and confirmation of a

major contribution to in vitro metabolism by CYP2D6 was made on the basis of

correlation analyses, inhibition of microsomal turnover by quinidine, and traxoprodil

metabolism by recombinant enzyme. In vivo data generated from a single IV infusion of a

50-mg (100 mCi) dose revealed lower mass balance recovery in EM subjects when

compared with PM subjects (61% and 89%, respectively), with the majority of drug-

related material excreted in urine. Metabolite profiling in urine from PM subjects revealed

predominantly parent drug and its direct glucuronide conjugate (M6), while EM subjects

displayed only low levels of unchanged parent drug accompanied by two major

metabolites (M7 and M14) formed via CYP-mediated oxidation and subsequent phase II

metabolic processes (Fig. 4). Plasma and fecal matrices further demonstrated an

abundance of phase I metabolites (and their conjugates) in EMs, while metabolites in PMs

arose mainly from phase II conjugation of traxoprodil itself. Quantitative recovery of

individual metabolites as a percentage of dose in EM and PM subjects is summarized in

Table 1. With regard to persistence of drug in circulation, traxoprodil had a 3-hour half-

life in EM subjects and a much longer 27-hour half-life in PM subjects. Interestingly, in

EMs, plasma half-life of total radioactivity was estimated to be >140 hours, which by

comparison with other previously mentioned examples may partly explain the low

recovery in these subjects. Overall, the results of the in vivo study highlighted the role of

metabolism in the clearance of traxoprodil, most importantly contributions by CYP2D6 as

a key enzyme in the metabolic pathway.

Figure 4 Metabolism of traxoprodil in human CYP2D6 extensive metabolizer (EM) and poor

metabolizer (PM) phenotypes. Abbreviation: CYP, cytochrome P450. Source: From Ref. 48.
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A heavy reliance on any single clearance pathway increases the risk of a

pharmacokinetic DDI (69). The traxoprodil example further serves to demonstrate the

added value of the 14C ADME study where, in the absence of a specific clinical DDI

study, insight may be gained into the potential for a meaningful DDI. As a comparison of

the PM and EM data indicated, reduced capacity for CYP2D6-mediated metabolism was

directly linked to increased traxoprodil exposure in circulation for the PM subjects (48).

Therefore, coadministered agents with a more potent CYP2D6 interaction (with respect to

Km) may be expected to affect traxoprodil exposure similarly. Such data are very valuable

in the development process as they are an important factor in assessing the clinical utility

of a compound with regard to the kinds of therapeutic agents likely to be coadministered.

In the case of traxoprodil and at least one other investigational agent (70), enrollment of a

special population in the radiolabel study (CYP2D6 PMs) allowed for a quantitative

assessment of the role of a specific enzyme and its potential for pharmacokinetic DDI in

human.

Biliary excretion and its contribution to clearance is directly measurable in

radiolabel ADME studies in preclinical species because of the availability of bile duct

cannulated animals. In human, this information is far more challenging to obtain, leaving

investigators to infer human biliary clearance on the basis of cross-species extrapolation

and/or characterization of drug-related material in feces collected during a standard

radiolabel human ADME study. While this method is potentially simplified when dosing

occurs through the IV route, most compounds are dosed orally where it is impossible to

distinguish unabsorbed dose in feces from that excreted unchanged in bile or that secreted

in the intestine. Recent advances in medical technology involving the use of oroentric or

modified nasogastric tubes (14), however, have led to a nonsurgical method of obtaining

bile from healthy subjects participating in radiolabel studies (see sect. “Clinical Drug

Metabolism with Non-Radiolabeled Drug”). Such a technique was applied to the

investigation of montelukast (Singulair1) (71). Two cohorts were enrolled in a 14C

radiolabel study; one was orally administered a 102-mg dose (84 mCi) and another was

orally administered a 55-mg dose (122 mCi). The first cohort was studied in accordance

with a “typical” protocol, while the second underwent bile collection for either a 2- to

8-hour interval post dose (fasted) or a 6- to 12-hour interval postdose (fed). Results from

the second cohort demonstrated little biliary excretion of parent drug with much more

significant levels of oxidative montelukast metabolites in bile, thereby confirming

metabolism as the primary contributor to clearance of absorbed dose. Results from the

Table 1 Mean Recoveries of Traxoprodil and Its Metabolites in Human Cytochrome

P4502D6 Extensive Metabolizer (EM) and Poor Metabolizer (PM) Phenotypes

Mean recovery (% administered dose)

Components EM subjects (n ¼ 4) PM subjects (n ¼ 2)

M6 0.68 25

M7 8.8 ND

M13 2.8 ND

M14 39 ND

M18 ND 1.4

M19 ND 12

Traxoprodil 7.1 50

Abbreviation: ND, not detected.

Source: Adapted from Ref. 48.
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“typical” study design followed in the first cohort showed trace recovery of dose in urine

and 86% recovery in feces, consistent with biliary excretion of absorbed dose (in the form

of metabolites) and fecal excretion of unabsorbed drug. By collecting bile in the second

cohort, investigators were also able to characterize biliary metabolites in the absence of

any influence from metabolism by intestinal microbes. Though similar data may have

been obtained by utilizing surgical cholecystectomy candidates or patients with biliary

T-tubes [as in the case of atorvastatin (Lipitor1) (72) and irinotecan (73)], these special

patient populations may present additional challenges due to either enrollment difficulty

or the nature of their preexisting conditions.

Another example of a radiolabel human ADME study that included bile collection

utilizing a method similar to the montelukast study involved the investigational dual

PPARa/g activator, muraglitazar (74,75). In the case of muraglitazar, radiolabel ADME

studies in preclinical species showed a significant role for glucuronidation in the

clearance of the drug, as evidenced by high levels of glucuronides in bile from these

species. Interestingly, fecal extracts showed little in the way of glucuronides, presumably

as a result of gluronidase activity present in gut microbes or chemical instability. Of

particular interest was acyl glucuronide formation at the carboxylic acid moiety, which

was readily detected in bile but proved elusive in the fecal matrix. Investigators sought

confirmation of in vivo acyl glucuronide formation in humans, choosing to sample bile

during the course of a [14C]muraglitazar study. A single 20-mg (103 mCi) oral dose was

administered to study participants, with collection of bile, urine, feces, and plasma. Feces

was determined to be the major route of elimination of drug-related material (>90%),

with urine playing only a very minor role (<5%). Total recovery of radiolabeled dose was

approximately 94% in both bile-sampled subjects and those with conventional collection.

Human bile contained a substantial fraction of administered dose (40%), and many of

these components were found to be acyl glucuronides. These data confirmed a role for

glucuronidation in the clearance of muraglitazar that may otherwise have gone

underestimated if fecal elimination had been relied upon solely, as feces contained

either low or undetectable levels of these metabolites.

Identification of Circulating Metabolites

The third major deliverable derived from radiolabel human ADME data is the

identification and quantitation of drug metabolites in systemic circulation. As mentioned

in the previous section, the identity of metabolites present in any matrix provides essential

information about the biotransformation pathways involved in the clearance of an NCE.

However, circulating metabolites in plasma (or blood) generally receive a higher degree

of attention as they contribute to systemic exposure. If active, metabolites in circulation

may help drive the intended pharmacological effect, or cause toxicity by exaggeration of

on-target pharmacology. Conversely, toxicity may be the result of unintended off-target

pharmacology or chemical toxicity. Recent FDA guidance focusing specifically on

metabolite-related toxicity (described in detail in sect. “Introduction” and see chap. 24)

sets forth the expectation that any metabolite in circulation at levels exceeding 10% of

parent drug exposure must be independently evaluated for toxicity unless coverage can be

verified in preclinical toxicology studies. The value of radiolabel in this regard is that

contributions of each metabolite to circulating radioactivity can be quantitatively assessed

cross species to distinguish any metabolites in human that are not adequately covered in

preclinical toxicology studies. Upon confirmation of structural identity, metabolites can

be synthesized, if necessary, and tested in accordance with FDA guidance. CP-122721, an

investigational neurokinin-1 (NK1) receptor antagonist evaluated for the treatment of
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various neurological conditions, was administered to healthy volunteers as part of a

radiolabel human ADME study (70). A 30-mg (100 mCi) [14C]CP-122721 dose was

extensively metabolized, with recovery of radiolabeled drug primarily in urine (>70%) in

the form of several oxidative metabolites. One of these, a carboxylic acid cleavage

product (5-trifluoromethoxy salicylic acid) formed via O-demethylation, N-dealkylation,

and subsequent oxidation, was only a minor component accounting for <5% of the

administered dose. A potentially unimportant metabolite at first glance, investigators

determined that this low level excretory component was present in circulation as a major

contributor to circulating radioactivity (>50% in EM subjects and 29% in PM subjects),

far exceeding parent drug levels. Complete mass spectral and NMR characterization

definitively established the identity of this important metabolite, which was subsequently

confirmed with synthetic standard. Though inactive in terms of NK1 antagonism, off-

target toxicity associated with this metabolite could not be excluded since it was not

observed in preclinical toxicology species (76). In the case of CP-122721, the radiolabel

human ADME study led to the discovery of a significant human-specific metabolite due

to its systemic exposure in circulation. Such a finding would likely require further

evaluation according to current FDA guidance.

CURRENT AND EMERGING TECHNOLOGIES APPLIED
IN CLINICAL DRUG METABOLISM STUDIES

Current practice for the quantification of unlabeled analytes and the structure elucidation

of metabolites employs the use of LC coupled with atmospheric pressure ionization (API)

MS/MS, collectively abbreviated LC-API/MS/MS. Where radioisotopes are assayed, in-

line radiochemical flow detectors are readily integrated into these analytical systems to

aid in metabolite identification efforts. High performance liquid chromatography (HPLC)

is the most common front-end LC separation technology used for small molecules in

combination with MS analysis, with ultrahigh performance liquid chromatography

(UPLC) gaining favor in applications where better peak resolution and shorter analysis

times (via higher pressures) are preferred. The most widely used API technique for drug-

like analytes is electrospray ionization (ESI), since it is well suited for ionization of

molecules in the liquid state as they exit the LC system and enter the ion source of the MS

instrument. In addition to ESI, atmospheric pressure chemical ionization (APCI) is

important for certain analytes (most notably steroids), where ionization occurs by

chemical reaction in the gas phase. Tandem MS experiments following ion formation can

be performed in a variety of ways, as advances in technology relating to ion optics

continue to introduce powerful new MS instruments to the ADME laboratory. Perhaps the

most versatile and ubiquitous platform is the triple quadrupole mass spectrometer

(TQMS), which is both an exemplary quantitative instrument and a qualitative metabolite

ID cornerstone. Recently developed linear ion trap instruments like the Q-Trap2 and

LTQ2 are ideal for metabolite identification applications given their MS3 and MSn and

capabilities, respectively. Finally, quadrupole time-of-flight (Q-TOF) and Orbitrap2

instruments bring high-resolution MS capabilities to bear when more definitive elemental

composition data for metabolites and their fragment ions are required. Interestingly, high-

resolution instruments are also being utilized to more selectively distinguish drug-related

material from biological background by means of mass defect filtering techniques (77 80),

and therefore may become more widely utilized in earlier FIH exploratory applications in

addition to later definitive studies. More detailed reviews of these technologies, and others,

associated with drug metabolism studies have been published recently (81 83). Overall,
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LC-API/MS/MS technology encompasses a variety of instrument platforms and experi-

mental approaches that may be viewed as complimentary to one another. The specialized

ADME analytical laboratory is best served if all these tools are available and applied

according to the needs of the challenge at hand.

Despite the availability of numerous MS platforms ranging from unit mass to high

resolution, the ability to unequivocally identify metabolites using MS technology is

ultimately limited by the nature of the metabolite and the extent to which its tandem MS

(or MSn) fragments are informative with respect to structure. Definitive structure

elucidation often requires NMR spectroscopy for correct assignment of stereochemical or

isomeric configurations, which are rarely readily apparent on the basis of MS data alone.
1H and 13C nuclei are among the more common targets for NMR experiments, which by

virtue of either homonuclear or heteronuclear design are well suited to establish bond

connectivity and molecular structure if adequate sample is available. Particularly in cases

where metabolites are of high interest either because of their relative abundance or

potential for toxicity, definitive structure assignment is critical and underlies the

importance of close alignment between ADME scientists and the NMR spectroscopist.

For additional discussion, the reader is directed to chap. 15.

When the use of radiolabel is employed in clinical ADME studies, quantitation of

drug-related material in biological matrices is most commonly performed by standard

LSC techniques. Using traditional LSC methodologies, detection and quantification of

radioisotope is a function of radioactive decay (disintegrations), and robust measurements

require a reasonable quantity of material (doses in the mCi range) and/or sufficiently long

counting times to accurately determine disintegrations per minute. Though history has

proven this approach to be widely successful, continued efforts to reduce the levels of

radioactivity dosed to humans (and to minimize radioactive waste) have recently led to

the utilization of a technology platform new to the ADME field. With its roots in carbon

dating and varied earth science applications, AMS directly measures 14C/12C radioisotope

ratios at the atomic level with no dependence on isotope decay for detection (84,85).

Biological samples are oxidized completely to CO2, which may be analyzed directly or

subsequently reduced to solid carbon prior to being subjected to ionization by a cesium

sputter source, mass selection, collision at high voltage to break down carbon hydride

isobars (e.g., 12CH2,
13CH), and detection. Using AMS, samples containing approximately

1 mg of carbon can be reliably assayed for 14C at attomole (10 18) levels with good

accuracy and precision. At such low isotope levels, LSC detection would not be a viable

option, since decay of 14C nuclei would occur less frequently than 1/hr (85). This

enhanced sensitivity relative to conventional radiometric detection has allowed for

administration of 14C doses on the order of 100 nCi in preclinical and human radiolabel

ADME studies, which is far below doses used in conventional ADME experiments (84).

The benefit of lower, “trace” level doses is that they are similar to the naturally occurring
14C levels in human (84) and generally do not require dosimetry calculations (86).

Therefore, these truly minimal radiolabel doses facilitate earlier timing for definitive

ADME studies in human, if desired. In addition to 14C, AMS has also been adapted to

measure trace quantities of other radioisotopes like 3H (87,88), making it a versatile

technology for many biopharmaceutical and toxicological applications.

AMS validation studies and applications in ADME and toxicology experiments

have been described in the literature regularly in the past several years. A comparison of

conventional LSC analysis and AMS detection of [14C]fluconazole (Diflucan1) and [14C]

fluticasone (Flonase1) in circulatory, urinary, and fecal matrices from human and rat

revealed good agreement between the two approaches (89). In one experiment, samples

analyzed by LSC required nearly 12,000-fold dilution prior to AMS analysis, where a
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similar result was achieved. AMS was subsequently used in a clinical study to establish a

94% mass balance recovery of an investigational farnesyl transferase inhibitor, R115777,

administered at a dose of 50 mg containing only 34 nCi of radioactivity (90). Profiles of

drug and human metabolites (reconstructed from LC fractions) were also obtained in urine,

feces, and plasma. Similar success was observed with ixabepilone (Ixempra1), a

microtubule stabilizing agent, which achieved a recovery of 77% dose after administration

of only 80 nCi of radiolabel (70 mg) (91). Investigators measured total plasma 14C

pharmacokinetics by AMS and ixabepilone pharmacokinetics by LC-MS/MS to establish a

major contribution to circulating 14C by yet unidentified metabolites. AMS was also

successfully utilized in the determination of nelfinavir (Viracept1) bioavailability in humans

(92), and for the quantitation of in vivo DNA adduct formation in human colon tissue after

administration of tamoxifen (Nolvadex1) (93). DNA adducts were also observed in rodents

using AMS technology after the dosing of various halogenated hydrocarbons (94).

Looking forward, both regulatory drivers (FDA guidance on “Safety Testing of

Metabolites”) and technology developments (LC-MS/MS and AMS) continue to provide

added impetus for early human ADME studies through implementation of microdosing

strategies. While drug metabolism scientists working within this environment recognize

the need for high quality, progressive science and push for rigorous characterization of

NCEs on the registration pathway, caveats remain to the general application of

microdosing in clinical drug metabolism studies. Firstly, administration of microdose

quantities of an NCE may only provide insight into pharmacokinetic behavior and

metabolism characteristics of a molecule that are relevant at very low (i.e., non-

pharmacological) doses. Without a complete understanding of whether clearance

processes are linear or nonlinear across a wide dose range, there are risks associated

with heavy reliance on microdose data in early development. Recent studies have been

conducted to evaluate dose linearity between microdoses and more pharmacologically

relevant doses (95 97), and though for some compounds linearity has been demonstrated,

it is likely that this evaluation will need to be made on a compound-by-compound basis to

provide proper context for microdose data. Secondly, enabling AMS technology is not

widely available commercially and lacks an LC interface, making routine analyses

cumbersome because of the need for fraction collection and sample shipment. Whether or

not microdoses will routinely provide sufficient metabolite quantities for more definitive

metabolite characterization by standard LC-MS/MS techniques or NMR is also unclear.

What remains certain is that clinical drug metabolism studies provide key information

about the disposition of potential drug molecules that may impact the evaluation of their

safety and efficacy. Earlier characterization of human ADME properties, perhaps even in

the context of exploratory Investigational New Drug Application (IND) (eIND) filings,

may ultimately become routine for compounds or programs where this information forms

the basis of critical success factors.
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OVERVIEW: RELEVANCE OF METABOLIC ACTIVATION
PHENOMENON IN DRUG DISCOVERY

Today’s pharmaceutical industry is under a tremendous amount of pressure to cut

operating costs, reduce cycle times for drug discovery and development, and deliver safe

and effective medicines to treat unmet medical needs or improve upon existing therapies

in terms of efficacy and safety. One significant challenge to the industry meeting these

demands is the unpredictable nature of most forms of drug toxicity. This lack of

predictability frequently leads to failure of new drug candidates during low throughput

and relatively expensive preclinical toxicity testing, with the cost of this failure being

directly related to the stage at which the toxicities manifest (e.g., during acute,

subchronic, or chronic toxicity testing). Further, this necessitates that pharmaceutical

companies invest costly resources into backup compounds/programs to increase the

number of “shots on goal” and increase the probability of success. These factors, along

with the poor success rate at which new biological targets yield clinical efficacy for

human disease conditions, add tremendously to the cost of drug development, which

according to some estimates now exceeds *$800 million for each new drug introduced

onto the market (1,2). An even more serious issue relates to the fact that while the

potential for many target organ toxicities can be identified during preclinical safety

evaluation, some adverse effects (that are many times mediated via the immune system)

fail to manifest in animals. These toxicities (often described as idiosyncratic) generally

have a low incidence (1 in 5000 or more) and may only become apparent during large

scale clinical trials when a significant resource investment has already been made into the

drug candidate or, even worse, after a compound has been introduced onto the market and

needs to be withdrawn. This unpredictable nature of drug toxicity thus represents an issue
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of great significance both in terms of patient safety and economic loss to the sponsor

company, as has been well illustrated by the recent high-profile drug withdrawals for

troglitazone (Rezulin1), fenfluramine (Fen-Phen1), and rofecoxib (Vioxx1).

While there can be many possible mechanisms of drug-induced toxicity, it appears

that biotransformation of drugs to reactive, electrophilic metabolites that bind covalently

to cellular macromolecules is the initial step in many drug-induced adverse events,

including direct target organ damage and immune-mediated idiosyncratic toxicity (3 8).

There is strong indirect evidence from research conducted over the last 40 years that

some, but not all, reactive metabolites can result in toxicity. Most marketed drugs that

have been associated with idiosyncratic toxicity are known to form reactive metabolites

that are capable of covalently modifying proteins in vitro and/or in vivo (9 12). Although

it is now possible, in most cases, to identify the structures of reactive metabolites of drug

candidates using modern analytical technologies, it is not possible to predict a priori

which of these electrophiles would produce adverse events, since the current knowledge

on the downstream biochemical/physiological events remains sparse. In general, it would

appear that covalent binding of reactive drug metabolites to critical cellular macro-

molecules, when combined with certain host-specific genetic, environmental, or disease

factors, can render certain individuals more susceptible to drug-induced idiosyncratic

toxicity. Since it is not possible to identify these individual-specific factors during

preclinical safety testing and map their relationship to drug-induced idiosyncratic toxicity,

our ability to predict the potential for these toxicities is limited. Because of this inability

to predict and quantify the risk for idiosyncratic drug toxicities, the strategy of attempting

to minimize the formation of reactive metabolites via informed structural modification

during drug discovery represents a prudent approach to mitigate the risk for these

toxicities.

As opposed to the difficult challenges in correlating metabolic activation with low-

incidence and human-specific idiosyncratic toxicities mediated by the immune system, it

seems likely that a closer relationship exists, at least for certain compounds, between

bioactivation and target organ toxicity. For example, studies in animals have established a

clear dose-response relationship for acetaminophen hepatotoxicity following depletion of

protective glutathione (GSH) stores, and the degree of covalent binding to liver tissues in

these experiments correlates well with the severity of the resulting lesions (13,14). In this

regard, efforts to understand mechanisms of metabolic activation can be of value in

rationalizing foreign compound-mediated toxicities, especially when these toxicities are

species-specific. Such understanding can, in turn, provide a framework for assessing risk

of certain toxicities in humans that may be mediated through metabolic activation

phenomena. An elegant illustration of this is provided by studies with the non-nucleoside

HIV reverse transcriptase inhibitor, efavirenz, which causes renal tubular epithelial cell

necrosis in rats but not in cynomolgus monkeys or humans at equivalent or greater

systemic exposures (15,16). The sulfate conjugate of hydroxylated efavirenz is

metabolized to a cyclopropanol metabolite via oxidation at the methine position of the

cyclopropane moiety that is linked to an alkyne functionality (Fig. 1). This cyclopropanol

metabolite likely serves as a substrate for a rat-specific glutathione-S-transferase(s) and

results in the addition of GSH to the alkyne moiety of efavirenz in rats but not in other

species. This GSH conjugate of efavirenz is processed further in the rat kidney to a

cysteinylglycine conjugate via g-glutamyl transpeptidase-catalyzed removal of the

glutamic acid residue, and the cysteinylglycine conjugate is either excreted in rat urine

or is involved in further bioactivation events that eventually lead to nephrotoxicity in the

rat. Strong evidence was obtained for this hypothesis where a decrease in the formation

of the cysteinylglycine conjugate, either via interfering with the formation of the
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cyclopropanol metabolite or via inhibition of g-glutamyl transpeptidase, led to reductions

in the incidence and severity of nephrotoxicity. This example clearly demonstrates the

value of understanding bioactivation mechanisms and their relationship to toxicity

findings in preclinical species for a more rational assessment of risk in humans.

In addition to acting as a potential trigger for many idiosyncratic or target organ

toxicities, the role of chemically reactive metabolites in genotoxicity and carcinogenesis

has been well established [e.g., polycyclic aromatic hydrocarbons and aromatic amines

(17,18)]. For example, a number of quinone- or quinone methide reactive intermediates

derived from estrogens and tamoxifen have been shown to bind to DNA bases and induce

DNA damage (19 22). Thus, efforts at minimizing metabolic activation can help in

screening out candidates that may prove to be mutagenic in downstream preclinical safety

assessment studies.

Another area of interest to pharmaceutical industry is the mechanism-based

irreversible inhibition of P450 enzymes by chemically reactive metabolites via alkylation

of either the heme or the P450 apoprotein (23,24) and the consequent potential for serious

clinical drug-drug interaction liabilities, as was illustrated by the withdrawal of mibefradil

(Posicor1) from the market. As an example, the grapefruit juice constituent bergamottin

is a mechanism-based inhibitor of CYP3A4, CYP1A2, 2B6, 2C9, 2C19, and 2D6, but not

of 2E1, in human liver microsomes (25 27). When [14C]bergamottin is incubated with

membrane preparations of individual human recombinant P450 enzymes, the covalent

binding of radioactivity, or a lack thereof, correlates well with the inhibitory potential of

bergamottin for these enzymes (the covalent binding values were 575, 152, 214, 263, 593,

166, and <5 pmol Eq/nmol P450 over one-hour incubation for CYP3A4, 1A2, 2B6, 2C9,

2C19, 2D6, and 2E1, respectively; S. Kumar, unpublished data). Thus, minimizing the

formation of chemically-reactive metabolites represents a direct strategy for dialing out

potential for mechanism-based P450 inhibition during pharmaceutical lead optimization.

Overall, it would appear that the relatively modest investment of resources early in

the lead optimization phase to minimize the formation of chemically reactive metabolites

Figure 1 Proposed mechanism for the rat specific metabolic activation of efavirenz and its role in

nephrotoxicity in the rat. Source: Adapted from Refs. 15, 16.
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has the potential to offer large returns in terms of enhancing the overall quality of drug

candidates that are advanced into development and reducing the overall risk of failure due

to a variety of reasons outlined above. This view is accepted by many pharmaceutical

companies who have incorporated minimization of metabolic activation as an integral part

of the drug discovery process (7,10,11,28 30). In the following sections of this chapter,

we review the various approaches that are available for minimizing metabolic activation

and propose a logical roadmap to deal with this issue during pharmaceutical lead

optimization. Limitations of various approaches and future scientific developments that

have the potential to address these limitations will also be discussed.

APPROACHES FOR MINIMIZING METABOLIC
ACTIVATION IN DRUG DISCOVERY

Approaches for addressing bioactivation issues during drug discovery need to rely on

both, a quantitative, and a quantitative assessment of the potential for formation of

reactive intermediates. The qualitative assessment entails the identification of the reactive

metabolite(s) in question, with particular attention to the substructural motif that is

involved in bioactivation so that appropriate chemical modifications can be made by

medicinal chemists to block the undesired metabolic pathway(s). Since pharmaceutical

lead optimization invariably is a balancing act that strives to achieve the best possible

combination of numerous desirable attributes in a drug candidate (e.g., physicochemical

properties, potency at the target, on- and off-target pharmacology, pharmacokinetics, and

metabolism to name a few), a quantitative assessment of bioactivation liabilities also is

important so that appropriate comparisons among different lead candidates can be made.

The most direct approach to assessing the potential (both qualitative and

quantitative) for bioactivation is the identification and quantification of the actual adduct

of the chemically reactive species with protein or DNA, the macromolecules considered

most relevant to toxicological consequences of bioactivation. However, the throughput

and speed of currently available technologies for this purpose is not adequate for a fast-

paced drug discovery setting. Hence, industrial drug metabolism scientists need to rely on

more rapid and higher-throughput surrogate approaches, such as those described below, to

identify and measure the bioactivation potential of pharmaceutical lead candidates.

Chemical Structural Alerts

It is widely appreciated that certain chemical substructures are particularly prone to

forming reactive electrophilic metabolites that are capable of covalently binding to

cellular macromolecules. Examples of these include anilines (unmasked), hydrazines,

nitroarenes, a,b-unsaturated carbonyls, thiophenes, terminal alkenes or alkynes, etc. A

large body of circumstantial evidence exists in the literature linking bioactivation of these

functional groups to various forms of toxicity observed with drugs that contain these

substructures (e.g., ticlodipine, tienilic acid, and zileuton for thiophene; carbutamide,

procainamide, and tocainide for aniline; phenelzine, hydralazine, dihydralazine, and

isoniazid for hydrazine; chloramphenicol, tolcapone, flutamide, and metronidazone for

nitroaromatics, etc.) (9 11). At least in some cases, replacement of the offending

substructure with a more metabolically benign one has indeed led to a safer and less toxic

second-generation agent. For example, the antidiabetic agent carbutamide was withdrawn

from the market due to severe bone marrow toxicity; however, replacement of the aniline

moiety of carbutamide with a toluene substituent led to the discovery of tolbutamide,
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which is devoid of this toxicity. Similarly, the antiarrhythmics procainamide and

tocainide contain an aniline substructure and cause bone marrow aplasia and lupus

syndrome, while a closely related congener, flecainide, lacks the aniline motif and is

devoid of these toxicities. This subject has been reviewed in depth in several recent

articles and we refer the reader to these papers for additional information (10,11,31,32). In

addition to the above more widely appreciated structural alerts, information on novel

pathways of bioactivation of other substructures continues to emerge on a constant basis

and adds to this list of potentially troublesome functional groups; examples of this include

thiazolidinedione (TZD), pyrazinone, furan, piperazine, and N-substituted piperidines,

etc. (33 37). Thus, it should be emphasized that while awareness of bioactivation

structural alerts certainly should be part of the strategy to address this issue during

pharmaceutical lead optimization, and replacement with metabolically benign substruc-

tures should be explored, an approach that altogether avoids all potential structural alerts

would neither be possible nor appropriate; such a strategy would severely limit medicinal

chemists’ exploration of the full chemical space for structure-activity relationship (SAR)

and fails to take into account the fact that metabolism of the offending functionality needs

to occur before reactive intermediates are formed. The focus of the strategy should, in

fact, be on minimizing the metabolism of the potential structural alert to reactive species,

either via masking the offending motif within the overall structure of the molecule or by

incorporating alternative clearance/metabolism pathways into the chemical class.

LC-MS-Based Identification of Chemically Reactive Metabolites via
“Trapping” Studies

Liquid chromatography mass spectrometry (LC-MS)-based approaches likely represent

the single most important tool and the first step for assessing the bioactivation liabilities in

a drug discovery setting and for identifying the metabolic pathways that result in the

formation of reactive species. The latter usually is accomplished via in vitro metabolism

studies where a select number of drug candidates of interest are incubated with

appropriately cofactor-fortified liver preparations (e.g., hepatocytes, microsomes, or S9)

from selected preclinical species and humans. The reactive electrophilic species formed

from drug candidates generally do not exhibit sufficient stability to allow their direct

detection and identification via LC-MS and need to be detected following adduction with

small molecule nucleophiles that are included as “traps” in the incubation; some

exceptions to this are acyl glucuronides or CoA thioesters, and rarely some epoxides. This

approach obviously inherently assumes that the covalent binding of compounds to

biological macromolecules and to the surrogate small molecule trapping agents involves

the same bioactivation mechanism. The tripeptide glutathione (g-glutamylcysteinylgly-

cine, GSH) is the most common trapping agent used in such applications where its

cysteinyl thiol nucleophilic center reacts covalently with the electrophilic reactive

intermediate. As an extension of this approach, other thiols, such as N-acetylcysteine,

cysteine, and 2-mercaptoethanol, also have been used in such studies; however, when the

reaction between the thiol nucleophile and the reactive species can be catalyzed

enzymatically (e.g., by glutathione-S-transferases), GSH may appear more efficient at

trapping the relevant reactive species. Interestingly, cysteine has been shown to react with

its both thiol and amine functional groups to trap bifunctional electrophiles. For example,

the enedial intermediate from the furan-containing compound, ipomeanine, is trapped by

cysteine to form a cyclic adduct (Fig. 2) (38). It is to be noted that these thiol derivatives

are “soft” nucleophiles and react readily with soft electrophiles (e.g., quinones, epoxides;
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Fig. 2), but they are not efficient at trapping “hard” electrophilic intermediates such as

iminium ions and other reactive species such as electrophilic carbonyls (e.g., aldehydes

and ketones). These latter reactive intermediates are more efficiently trapped by the non-

thiol hard nucleophiles such as cyanide, semicarbazide, methoxylamine, and DNA bases

(e.g., guanine).

The LC-MS analysis of adducts of drug candidates with trapping agents typically

involves two steps; in the first step, the molecular mass of the adduct is determined via

identification of the molecular ion and in the second, product ion spectra are generated

by collision-induced dissociation (CID) of the parent ion to determine the substructural

motif(s) involved in bioactivation. Advances in mass spectrometry and separation

technologies over the last decade have provided drug metabolism scientists with extremely

sensitive and reliable tools for detecting low-level metabolites in complex biological

matrices. Neutral loss and precursor ion scans are the most commonly employed modes for

the detection of molecular ions of adducts. The neutral loss scan mode has found

particularly wide applicability for the detection of GSH adducts that frequently lose a

neutral fragment of 129 Da (in positive ion mode), corresponding to the loss of

pyroglutamic acid from the protonated GSH adduct (39). This methodology can be adapted

to screen for reactive intermediates in a relatively high-throughput assay in a drug

discovery setting (40). In recent years, a number of refinements of the classical neutral loss

assay for the detection of GSH adducts of drug candidates have been published that

enhance the reliability of this approach. Soglia et al. (41) demonstrated a much greater

sensitivity for the detection of thiol adducts via the use of the glutathione ethyl ester as the

trapping agent. Castro-Perez et al. (42) reported a “pseudo” neutral loss scan corresponding

to the exact mass of pyroglutamic acid (129.0426 Da) by alternating low and high collision

energy scans on a high-resolution Q-Tof mass spectrometer and triggering a product ion

scan of the relevant precursor ion when a difference of 129.0426 Da is detected (within

preset mass error windows). This approach significantly enhances the selectivity of

detection and reduces the number of false positives. However, it should be appreciated that

not all GSH adducts lose a neutral fragment of 129 Da upon CID (e.g., aliphatic and

benzylic thioethers frequently eliminate the intact GSH molecule corresponding to a

neutral loss of 307 Da), and awareness of bioactivation chemistry is necessary while

Figure 2 (A) Trapping of an arene oxide by glutathione and (B) trapping of enedial intermediate

from ipomeanine by cysteine.

602 Kumar and Baillie



employing these screening methodologies. Recently, Dieckhaus et al. (43) investigated the

MS/MS behavior of intact GSH and GSH adducts of xenobiotics in the negative ion mode

and demonstrated that these produce an abundant anion at m/z 272 corresponding to

deprotonated g-glutamyl dehydroalanyl glycine (loss of the elements of hydrogen sulfide

from glutathione). Thus, scanning for precursors of this specific anion can provide

sensitive and selective detection of GSH adducts (43). It is important to note that when an

unknown conjugate is detected via the above neutral loss or negative ion precursor scan

methods, a positive ion CID experiment is usually necessary to elucidate the substructure

involved in GSH adduction. The neutral loss scans also have been used to detect adducts of

drug candidates with other nucleophiles; for example, a high-throughput method that

employs the neutral loss of 27 Da to detect cyanide adducts of a series of compounds

forming iminium ions has been reported (44).

In addition to the above methods, another commonly used approach for the

identification of molecular ion(s) of adducts is a knowledge-based search for the expected

masses from full scan MS data. This has traditionally been done manually but more

recently, facility of rule-based algorithms has become available within the LC-MS

software that allows automated generation of exhaustive lists of masses of expected

metabolites the detection of which, in turn, can be used to trigger further CID scans. As an

example of such an approach, Samuel et al. (45) used lists of expected masses to trigger

MSn scans on an ion trap mass spectrometer and gain insights into the structures of

reactive species involved in GSH adduction. A further interesting application of a similar

concept is found in a recent study where up to 100 possible Multiple reaction monitoring

(MRM) transitions corresponding to expected GSH adducts were included in a single run

on an API4000 Q-Trap1 mass spectrometer, and a positive signal in an MRM channel

was used to trigger a full product ion scan for that particular precursor ion, resulting in an

overall enhanced sensitivity for detection of GSH adducts (46).

Several investigators have focused their efforts on enhancing the ease and reliability

with which often very small amounts of adducts of various nucleophiles with reactive

species generated from the drug candidate(s) can be detected in the presence of a complex

biological matrix. For example, some studies have used equimolar mixtures of naturally

occurring and stable isotope labeled GSH (which incorporates [1,2-13C2,
15N]glycine) as

a trapping agent in microsomal incubations and identification of adducts by the readily

detectable isotopic “signature” of a doublet of molecular ions that are separated by 3 Da

(47 49). Similar methods also have been employed with stable isotope labeled cyanide as

the trapping agent to detect adducts of iminium ions (Merck Research Laboratories,

unpublished data).

The widespread availability of high-resolution mass spectrometers in the past three

to four years has provided new avenues for rapid and unbiased identification of drug-

related components in complex biological matrices using so-called mass defect filter-

based approaches (50 52). These approaches capitalize on the similarity of the mass

defects between the parent molecule and its metabolites and on the fact that most

xenobiotics exhibit negative mass defects relative to endogenous materials; thus, by

defining preset filter windows, ions that fall outside the defect range can be filtered out,

and compound-related ions are selected over those from the matrix. Recently, application

of the mass defect filtering technique to the identification of the GSH adducts of reactive

intermediates from a series of model compounds was illustrated nicely by scientists at

Bristol Myers Squibb (46). The use of such approaches for assessing the formation of

reactive metabolites in drug discovery is likely to grow rapidly in the near future as high-

resolution mass spectrometry instrumentation and software tools for mass defect filtering

become more widely available.
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The above-discussed trapping assays with GSH generally provide only qualitative

information on the formation, or a lack thereof, of a reactive intermediate when a drug

candidate is incubated with metabolically competent tissue preparations. Several attempts

have been made to tailor these approaches to provide semiquantitative data for decision-

making in drug discovery. One such approach is the use of a quaternary ammonium der-

ivative of GSH that carries a fixed positive charge, thus reducing differences in ionization

efficiency between adducted versus non-adducted trapping agent and allowing for the latter

to be used as a calibration standard for measuring the amounts of thiol adduct(s) formed

(53). Another elegant method was developed by utilizing fluorescent dansylated glutathione

as the trapping agent and employing fluorescent detection in combination with LC-MS/MS

for the detection, structure elucidation, and quantification of relevant thiol adduct

peaks (54).

Cyanide has been used to trap “hard” electrophiles such as iminium ions resulting

from metabolic activation of compounds such as S-nicotine (Fig. 3A) and other alicyclic

tertiary amines (55). For compounds suspected to yield aldehydes as reactive

intermediates, the most commonly used trapping agents are semicarbazide and

methoxylamine. For example, furan-containing compounds undergo ring opening to

form aldehyde intermediates that can be trapped by methoxylamine and semicarbazide

(Fig. 3B) (31,56). An interesting product from semicarbazide trapping of the furan-

derived intermediate of pulegone is the tetrahydrocinnoline derivative that supposedly

arises from condensation of one molecule of semicarbazide with the g-ketoenal
intermediate of furan ring metabolism as shown in Figure 3C (57).

The discussion above has focused on the identification of reactive intermediates

formed from drug candidates via (P450-mediated) oxidative metabolism. While oxidative

metabolism represents the most prolific pathway for the generation of reactive species,

Figure 3 (A) Cyanide trapping of (S) nicotine, (B) semicarbazide trapping of 1 methylfuran, and

(C) semicarbazide trapping of pulegone.
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other metabolic routes also can generate reactive species capable of covalent binding to

macromolecules. For example, several drugs containing the carboxylic acid moiety form

conjugates with amino acids such as glycine, taurine, and glutamine, and this is presumed

to involve an electrophilic coenzyme A (CoA) thioester intermediate (58 60). The

potential for these electrophilic CoA thioester intermediates to covalently modify

nucleophilic sites on proteins has been demonstrated clearly in vivo in the rat (61). In a

drug discovery setting, CoA adduct formation can be investigated in freshly isolated

hepatocytes or in hepatic microsomes supplemented with CoA, Mg2þ, and ATP as

cofactors (58 60). While the LC-MS detection of CoA adducts is relatively straight-

forward due to their relatively large molecular mass (addition of 749 Da to the carboxylic

acid) and characteristic CID fragmentation, these conjugates tend to be labile, and special

precautions need to be taken during sample handling.

Metabolism of carboxylic acid containing compounds can also lead to the

formation of reactive acyl glucuronide conjugates that can covalently modify proteins

either via a transacylation process or by forming reactive aldehyde species via migration

of the acyl moiety around the hydroxyl groups of the glucuronic acid core (62 64).

Hepatocytes or liver microsomes supplemented with uridine 5’-diphosphoglucuronic acid
(UDPGA) serve as excellent models to screen for the bioactivation of carboxylate-

containing drug candidates via acyl glucuronidation where the key parameters to identify

acyl glucuronide reactivity are the stability of the conjugate and its propensity to form

isobaric rearrangement products via acyl migration.

In addition to proteins, low molecular weight electrophiles formed from xenobiotics

can also bind to DNA, with the potential consequences of mutagenicity and

carcinogenesis. DNA modifications generally are detected as adducts to individual

bases following digestion of the adducted DNA strands. Common examples of such

adducts are from the selective estrogen modulator class of molecules (SERMs); for

example, guanine adducts of tamoxifen, which are postulated to be formed via transient

carbocation, quinone, or quinone methide intermediates, have been observed in

endometrial tissues from patients taking the drug (65). Chemically prepared quinone

methides of desmethyl arzoxifene and acolbifene, two newer SERMs, have been shown to

form adducts in vitro when incubated with deoxynucleosides (66,67). In drug discovery,

there are frequent situations when drug candidates turn out to be positive in early

mutagenicity testing in a metabolism-dependent manner (Ames bacterial mutagenicity

assay in the presence of liver S9 fractions). At Merck Research Laboratories, attempts

have been made to use DNA bases (e.g., guanine) as trapping agents for the reactive

species generated in such systems in order to explore SAR for guanine adduct formation

and Ames assay results (Merck Research Laboratories, unpublished data). The limited

experience with this strategy suggests that it has the potential to guide rational SAR for

eliminating mutagenicity potential, at least in some chemical series, and needs to be

further evaluated.

Covalent Binding Studies with Radiolabeled Drug Candidates

Application of Covalent Binding Studies in Drug Discovery

The above-discussed LC-MS-based approaches aimed at evaluating the potential for

bioactivation currently provide, at best, qualitative or semiquantitative information and are

not likely to be applicable universally for trapping all types of reactive intermediates. The

current “gold standard” approach for reliably quantifying the extent of bioactivation

remains the traditional covalent binding studies that are conducted with radiolabeled

analogs of drug candidates. However, the requirement for synthesis of a radiolabeled
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analog of the drug candidate makes these studies low throughput, costly, and not amenable

to the rapid screening strategies desired in a drug discovery setting. Thus, covalent binding

studies generally are conducted as a second step in the lead optimization process following

synthesis of radiolabeled analogs of a limited number of more mature lead candidates. At

Merck Research Laboratories, the approach that has been adopted involves measuring the

extent of covalent binding of drug-related material to rat and human liver microsomal

protein in vitro (or to hepatocytes when the major metabolic routes involve cytosolic and/

or phase II enzymes) and to liver and plasma proteins in rats in vivo under standardized

conditions via semiautomated methods that allow rapid generation of data for comparison

of different lead compounds/series (68,69). The covalent binding data (expressed as pmol

Eq/mg protein) obtained from these assays are indicative of the propensity of the drug

candidate to form reactive species that are capable of covalent adduction to proteins under

both in vitro and in vivo conditions. The in vivo assay allows factors such as dose, systemic

exposure, blood-to-liver partitioning, plasma protein binding, and native protective

mechanisms (e.g., GSH conjugation, quinone reductases) that can modulate metabolism

and reactive metabolite exposure, to be taken into account. It should be stressed that

because of the significance of the aforementioned factors, more emphasis should be placed

on the in vivo data (which can only be generated routinely in rodents for reasons of

practicality) for assessing risk from covalent binding-related liabilities. Furthermore, the

key to correct interpretation of the covalent binding data is the qualitative and quantitative

understanding of metabolic and bioactivation routes of the drug candidate in liver

preparations from the rat and human, and in rats in vivo. This information serves to

“bridge” the preclinical data to man and helps project potential exposure of humans to

chemically reactive metabolites after administration of the drug candidate at a clinically

relevant dose. These covalent binding studies, albeit somewhat crude in terms of their

relevance to predicting toxicological outcomes, afford a means during drug discovery to

differentiate lead candidates in terms of their potential to generate reactive species in

animal safety testing and eventually in humans. Over the past five to seven years, this

approach has been adopted in multiple drug discovery programs at Merck in order to

measure and minimize the potential for metabolic activation in lead candidates before they

are advanced into development (33,35,45,54,70 72).

Challenges in Interpreting Data from Covalent Binding Studies

Since metabolic activation is only one aspect of the overall risk/benefit assessment for

advancing a particular lead candidate into development, it has been advocated previously

(68,72,73) that covalent binding data should be interpreted in a broader context that

includes factors such as: Is the drug intended to treat a disabling or life-threatening unmet

medical need? Will the drug be used acutely, chronically, or prophylactically? Is the drug

aimed at a novel biological target awaiting clinical proof of concept? Does the mechanism

of biological action of the drug involve bioactivation and covalent binding to its target?

(covalent binding studies for antimicrobials from the b-lactam class and for many

cytotoxic anticancer agents that act via alkylation of cellular macromolecules would not

be relevant for risk/benefit assessment). What is the intended patient population

(pediatric, elderly)? Is the clinical dose likely to be low (�10 mg/day)? How tractable is

the chemical lead with respect to modification at the site of bioactivation? Because such a

diverse range of factors must be taken into account, the lead optimization process involves

frequent comparison of multiple compounds in regard to their metabolic activation

potential (along with other properties) in order to make a risk/benefit assessment. The

following section discusses the attributes and limitations of the experimental models and
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approaches used to measure covalent binding so that these data can be interpreted in an

appropriate context.

Covalent Binding Targets. There has been much debate within the pharmaceutical

industry as to what constitutes an acceptable level of covalent binding for a drug

candidate. Considering the limitations of our understanding of the biochemical

mechanisms by which reactive intermediates cause toxicities, a simple answer to this

question remains elusive. It has been proposed that a value of 50 pmol Eq/mg protein

[under well-defined experimental conditions (68)] be used as an upper-end target for

advancing drug candidates into development. This target is based primarily on the

observation that the extent of covalent binding of a number of known hepatotoxins (e.g.,

acetaminophen, bromobenzene, furosemide, and 4-ipomeanol) in animal liver, under

conditions where they cause liver necrosis, is of the order of *1 nmol Eq/mg protein.

Thus, the 50 pmol Eq/mg protein value provides an *20-fold margin over the levels of

binding that typically are associated with frank hepatic necrosis. A second (practical)

reason for the selection of <50 pmol Eq/mg protein as the target for covalent binding is

that this figure is *10-fold higher than the limit of quantification of the liquid

scintillation counting assays when typical levels of radioactivity are employed in the

covalent binding study.

Covalent Binding in Relation to Drug Exposure. An additional point of discussion

is the assay conditions under which the extent of covalent binding is measured including

considerations such as the concentration of the drug candidate in incubations with liver

preparations in vitro and the dose, formulation, bioavailability, and systemic exposure in

studies in vivo. To a certain extent, optimal conditions to allow estimation of the maximal

extent of bioactivation are expected to vary for every drug candidate due to differing

kinetics of their metabolism, variable absorption and pharmacokinetic properties, and

tissue (liver) partitioning, etc. However, since a key goal of the lead optimization process

is to be able to make comparisons across multiple compounds, it is important to perform

measurements under carefully standardized conditions, which may be less than optimal

for individual compounds or may not be entirely physiologically relevant. For these

reasons, at Merck Research Laboratories, we have adopted a strategy of measuring the

extent of covalent binding somewhat arbitrarily at a drug concentration of 10 mM in the

in vitro studies and at an oral dose of 20 mg/kg in rats in vivo (68). Due to the arbitrary

nature of the assay conditions chosen, the target value of 50 pmol Eq/mg protein covalent

binding value mentioned above should not be used as a cutoff criterion to make decisions

on advancing or terminating compounds. Indeed, the optimum use of these data is to drive

modifications to the chemical structure to minimize the potential for covalent

modification of protein. However, if this is not possible due to tractability issues within

the chemical lead class or other competing factors, the covalent binding data should be

assessed within a broader context that takes into account the totality of the data available

on the compound/program (68,72,73).

Low Metabolic Turnover. For a substantial fraction of drug candidates, the extent of

metabolic turnover during the typical incubation time period (1 2 hour) employed for

in vitro covalent binding studies is quite low because a key goal of many drug discovery

programs is to decrease rates of metabolism and thereby extend elimination half-life in

order to achieve once-a-day dosing regimen. The low metabolic turnover presents

challenges in fully assessing the bioactivation potential of lead candidates and makes

identification of the “trapped” reactive species more difficult. This also results in a
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reduced confidence in the understanding of qualitative and quantitative similarities and

differences in various metabolic pathways (including those involved in bioactivation)

across species leading to a less robust “bridging” of preclinical data to the human

situation (72).

Relationship between Overall Metabolic Turnover and Bioactivation. The rate

and quantitative importance of the metabolic pathway(s) that leads to covalent binding to

protein correlates with the overall metabolic turnover of the compound in the in vitro

covalent binding assay systems in some cases, but not in others. Thus, it is not advisable

to universally normalize the extent of the observed covalent binding of drug-related

material to microsomal/hepatocyte protein to the overall turnover of the compound. This

makes comparison of bioactivation liabilities of compounds or lead series with differing

rates and extent of metabolic turnover in vitro more difficult and necessitates an

understanding of the relationship of the overall metabolic turnover to the extent of

covalent binding for risk assessment.

Interspecies Differences in Metabolism. While qualitative species differences in the

metabolism of xenobiotics across mammalian species are relatively uncommon,

differences in the quantitative contribution of various metabolic pathways to drug

disposition, including those involved in the formation of chemically reactive metabolites,

are almost always apparent. Thus, it is important to understand the disposition of the drug

candidate(s) and gain a mechanistic view of the pathways involved in bioactivation and

covalent binding for accurate assessment of the relevance of covalent binding data

generated in animals (rats) to humans.

In summary, the discussion above supports the notion that rigid “cutoff” values for

the extent of covalent binding to protein for decision making in drug discovery are

inappropriate and should be avoided. The extent of covalent binding should be interpreted

in light of knowledge of the overall metabolic turnover of the compounds and systemic

exposure to drug-related material in relation to the target clinical exposure, and species

differences in metabolism should be taken into account when extrapolating covalent

binding risk to humans.

Higher-Throughput Surrogate Assays for Quantifying
the Potential for Bioactivation

Because of the fact that covalent binding studies with radiolabeled analogs of drug

candidates are low throughput and costly, there is tremendous interest within the

pharmaceutical industry to develop higher-throughput approaches for quantitatively

assessing bioactivation potential. In situations where a correlation can be established

between the extent of covalent binding of drug-related material to protein and the amount

of adduct(s) detected in LC-MS-based trapping assays (i.e., when the identity of the

reactive species binding to protein and to the trapping agent is presumed to be the same),

we and others have explored the use of radiolabeled trapping agents (such as [3H]GSH,

[35S]GSH, [35S]b-mercaptoethanol, and [14C]CN) for the capture of reactive intermedi-

ates; the resulting radioactive adduct can then be separated from the excess trapping agent

by appropriate extraction procedures and quantified using plate-based radioactivity

detection methods (74). This assay format is easily amenable to automation, thus

dramatically increasing the speed and throughput of data generation. An example of this

application is provided by Meneses-Lorente et al. (74) who demonstrated that the

extent of covalent binding of a series of piperidine-containing drug candidates measured

using radiolabeled analogs of individual compounds was reduced substantially by the
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inclusion of KCN in incubations. Further, formation of the radiolabeled cyanide adducts

of these compounds in liver microsomal incubations supplemented with K14CN correlated

reasonably well with the covalent binding of these analogs to liver microsomal

protein. These data suggest that, for this series of compounds, iminiun ions are the likely

culprit species involved in covalent binding of drug-related material to microsomal

protein, and a strategy based on screening for metabolic activation potential with

radiolabeled cyanide is a viable option. In contrast, the extent of covalent binding of

another class of compounds from a Merck drug discovery program was attenuated

significantly with inclusion of GSH (but not cyanide) in incubations, and a number of

thiol adducts that were postulated to be formed via trapping of arene oxide and quinone

intermediates were identified in these incubations (45). For this class of compounds, we

explored the use of [35S]b-mercaptoethanol (as a substitute for [35S]GSH that tends to

have issues with stability) as a trapping agent and observed a good correlation between

the extent of covalent binding of compounds measured previously (45) with the amount of

[35S]b-mercaptoethanol adducts formed in human liver microsomes (Merck Research

Laboratories, unpublished data). Similarly, Masubuchi et al. (75) demonstrated a good

correlation between the amount of GSH conjugates formed (using both unlabeled and

[35S]-labeled GSH) from a set of 10 model compounds with the extent of covalent binding

of radiolabeled drug-related material to human and rat liver microsomal protein, and to rat

liver protein in vivo when systemic exposure [plasma AUC (area under the curve)] and

plasma free fraction were taken into account. These limited number of studies that describe

application of variations of trapping assays for quantitative assessment of bioactivation

liabilities suggest that a judicious selection of the trapping agent(s) for reactive intermediate

screening that is based on a sound understanding of the metabolic pathways involved in

bioactivation/covalent binding can help increase the speed, efficiency and throughput, and

lower the overall cost of bioactivation studies by significantly reducing the number of

radiolabeled drug candidates that need to be synthesized for this purpose.

PROPOSED ROADMAP FOR ADDRESSING METABOLIC
ACTIVATION IN DRUG DISCOVERY

On the basis of the currently available approaches discussed above, we propose a four-tier

roadmap outlined in Figure 4 as a general strategy for addressing metabolic activation

issues in drug discovery. The first step of this strategy (that preferably occurs at an early

Figure 4 Proposed roadmap for addressing metabolic activation issues in drug discovery.
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stage in the program) involves qualitative (or possibly semiquantitative) evaluation of the

pathways involved in metabolic activation of several representative chemical lead

structures via LC-MS-based trapping assays (using a variety of trapping agents) in liver

preparations from appropriate species (usually rat and human). These studies can be used

to drive structural modification, in parallel with overall program SAR, to block these

metabolic pathways at an early stage. As the program and the leads mature and as a tier 2

strategy in the proposed roadmap, radiolabeled analogs of a select number of more

advanced lead candidates should be synthesized and in vitro and in vivo covalent binding

and metabolism studies conducted to quantitatively assess the bioactivation liabilities and

to guard against potential reactive intermediates that may not be efficiently scavenged by

the trapping reagent(s) employed in tier 1. If these studies reveal minimal potential for

metabolic activation, the program can progress toward optimization of other desired

properties. However, if significant covalent binding is observed in tier 2 studies, effort

should be made to identify the mechanisms of bioactivation and covalent binding by

examining the effect of various trapping agents on the extent of covalent binding (tier 3

studies), and identification of the adducts formed (with the trapping agent(s) that results in

reductions in covalent binding) via LC-MS studies similar to those in tier 1. If these

studies clearly reveal the identity of the reactive species that are involved in covalent

binding, higher-throughput surrogate screening assays that employ appropriate radio-

labeled or fluorescent trapping agent can be used as a tier 4 strategy to develop

quantitative SAR for bioactivation. As the chemical lead evolves in response to this

screening process, these surrogate screening assays should be interfaced with additional

tier 1 studies to monitor for potential switch in the mechanisms of bioactivation. For this

four-tier cycle to be most effective, a close and iterative collaboration between Medicinal

Chemistry and Drug Metabolism scientists should begin as early as possible in the life

cycle of the drug discovery program.

Although relatively costly and low-throughout, the covalent binding studies of protein

using radiolabeled drug candidates currently play a central and indispensable role in this

proposed roadmap for quantifying the extent of metabolic activation and in the selection of

appropriate trapping agent(s) for understanding and addressing the mechanisms involved in

bioactivation. This is underscored by the following two examples from drug discovery

programs at Merck.

In the first case study, a lead candidate 1 (Fig. 5) was assessed for its potential to

form reactive metabolites in LC-MS-based trapping assays using a variety of trapping

agents. There were no indications of the formation of any thiol or cyanide adducts when

GSH, N-acetylcysteine, or cyanide were included in incubations of 1 with human liver

microsomes. However, when a tritium-labeled derivative of 1 was incubated with human

liver microsomes under standard conditions (68), the extent of covalent binding of

Figure 5 Metabolism of compound 1 to an a ketolactam metabolite that can be trapped as the

corresponding semicarbazone derivative by reaction with semicarbazide.
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radioactivity to protein was *500 pmol Eq/mg liver microsomal protein over a one-hour

incubation time. Further, the major metabolite of [3H]1 in human liver microsomal

incubations was the oxidized a-keto lactam derivative. This a-keto lactam metabolite

underwent facile condensation with semicarbazide, and essentially all of the metabolite

formed in human liver microsomal incubations could be trapped as the corresponding

semicarbazone derivative when semicarbazide was included in the incubation. This

finding possibly implicated this metabolite as a culprit in the covalent binding of [3H]1-

associated radioactivity to human liver microsomal protein via its reaction with basic

amino acid residues. However, the inclusion of semicarbazide in the incubations led to

very small (<20%) reductions in the extent of covalent binding of [3H]1-associated

radioactivity to protein, suggesting that the a-keto lactam is likely not the major reactive

species of concern. This case study stresses the point that mere detection of an adduct with

a trapping agent does not necessarily provide a true indication of the metabolic activation

and covalent protein-binding liability of a particular chemical substructure and SAR

driven on this basis only, without appropriately interfacing with covalent binding studies,

has the potential to lead to misguided medicinal chemistry efforts.

In the second case study, compound 2 contained a spirocyclic motif with

tetrahydrofuran and piperidine moieties (Fig. 6). Similar to compound 1 in the previous

case study, 2 also did not yield any thiol or cyanide adducts when incubated with human

liver microsomes in the presence of thiol or cyanide trapping agents. However, extent of

covalent binding of a radiolabeled analog of this compound ([3H]2) to human liver

microsomal protein in vitro and to rat liver protein in vivo was*400 and*50 to 60 pmol

Eq/mg protein, respectively, under the standard assay conditions described earlier (68).

The covalent binding of radioactivity to human liver microsomal protein was not reduced

significantly by the inclusion of GSH or cyanide in incubations but was suppressed nearly

completely (>90%) with methoxylamine. This led to the hypothesis that oxidation at the

carbons a- to the oxygen of the tetrahydrofuran ring or nitrogen of the piperidine ring

could lead to the formation of corresponding hemiacetal or hemiaminal metabolites,

respectively, which could exist in equilibrium with their ring-opened and reactive

aldehyde form; one or more of these aldehyde derivatives could then react covalently with

basic amino acid residues and lead to the covalent binding observed with this drug

candidate. At least one of these aldehyde intermediates could be trapped with

methoxylamine as its corresponding oxime derivative, the mass spectral fragmentation

of which corresponded to a condensation product of methoxylamine with a ring-opened

aldehyde intermediate formed following oxidation of the tetrahydrofuran ring (Fig. 6).

Figure 6 Metabolism of compound 2 to aldehyde metabolites via oxidation of the tetrahydrofuran

ring and identification of these reactive species via trapping with methoxylamine.
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Although two different adducts are possible with this chemical structure, the aldehyde

intermediate depicted in the top row of Figure 6 would bind with amine nucleophiles

(e.g., lysine residues) to form an imine that would generally be unstable toward hydrolysis

in biological environment whereas the a-hydroxy imine derivative formed from the

a-hydroxy aldehyde intermediate depicted in the bottom row could rearrange in an

Amadori-like process to form a stable b-keto amine adduct that would result in

measurable covalent binding of drug-related material to protein. In agreement with this

hypothesis, the corresponding cyclopentane analog of 2, where the oxygen of the

tetrahydrofuran ring was replaced by a carbon in order to block ring opening and

formation of aldehyde intermediates, displayed greatly reduced levels of covalent binding

to human liver microsomal protein (*100 pmol Eq/mg protein/1-hour incubation) (68).

This example highlights the critical role that covalent binding studies play in the selection

of the correct trapping agent for understanding the bioactivation/covalent binding

mechanism(s) involved in protein modification so that medicinal chemistry efforts can be

focused in a productive fashion.

MINIMIZING METABOLIC ACTIVATION IN DRUG DISCOVERY:
FUTURE DIRECTIONS

In spite of the progress made in recent years in our ability to address metabolic activation

issues in drug discovery, it should be acknowledged that our scientific approach to

addressing this issue remains rudimentary both in terms of the quality of models that are

employed for measuring the extent of metabolic activation for human risk assessment and

in our understanding of the biological mechanisms that result in toxic insult following

exposure to some, but not all, chemically reactive metabolites. It can perhaps be argued

that the inability to understand risk with specific reactive species formed from individual

drug candidates forces the pharmaceutical industry to adopt a conservative approach

where attempts are made to minimize metabolic activation recognizing that, in the

process, many molecules may be eliminated from consideration that could be developed

as safe drugs in spite of their metabolic activation potential. In the past two to three years,

several exciting scientific breakthroughs have occurred that have the potential to address

the above gap areas and transform the process of minimizing metabolic activation during

drug discovery from a crude empirical approach to a much more rational one. These

breakthroughs include developments in the systems biology-based “omic” approaches

including toxicogenomics and proteomics that investigate early patterns of change across

a broad range of biological networks in response to toxicants and offer the promise of

identifying the trigger mechanisms that lead to toxic insult. Microarray-based

toxicogenomic technologies already have matured to a point where they can be applied

routinely in a drug discovery environment to aid in the rapid development of predictive

tools for assessing the toxicity potential of drug candidates (via metabolic activation or

other mechanisms) (76,77). From a purely metabolic activation perspective, it is evident

that the most promising avenue for predictive differentiation between benign versus toxic

reactive intermediates is likely to come from the identification of the cellular

macromolecules that are targeted by a diverse array of reactive metabolites. However,

until recently, progress in this area has been very slow due to the lack of adequate

analytical tools to detect sub-stoichiometric protein modifications in a complex biological

matrix where the abundance of different proteins can vary by a million-fold or more; this

has resulted in the identification of only a limited number of protein targets for a few

model compounds in over two to three decades of research [Reactive Metabolite Target
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Protein Database, http://tpdb.medchem.ku.edu/tpdb.html (78)]. However, recent advances

in high-resolution mass spectrometry technology and intelligent data analysis software

tools show tremendous promise in tackling this problem (79 82). Because of the complex

and multifactorial nature of drug toxicity, these “shotgun” type genomic and proteomic

technologies and powerful network integration and pattern recognition tools offer great

promise to provide a detailed elucidation of the biochemical and cellular processes by

which certain chemically reactive metabolites trigger toxicity, while others activate

cellular defense mechanisms and thus represent a benign form of bioactivation.

As has been discussed earlier in this chapter, the current experimental models for

assessing the potential for metabolic activation (liver microsomes and hepatocytes

in vitro, rodents in vivo) are far from ideal and enable only an empirical approach to

addressing the issue of metabolic activation. However, significant progress has been made

recently in the development of improved preclinical models for predicting human drug

metabolism, including the propensity for metabolic activation. These include, on the one

hand, better in vitro tools such as engineered micropatterned human liver tissue that is

closer in three-dimensional structure and function to the native human liver (83,84) and,

on the other hand, even more ambitious and promising genetically engineered and

chimeric animals that express single, multiple, or the entire complement of human drug

metabolizing enzymes and transporters (85 88). These animal models should offer

unparalleled opportunities to explore a variety of variables of interest to drug discovery

scientists, including the potential for metabolic activation as a function of dose and

exposure and under “human-like” in vivo conditions that take into account important

variables such as plasma protein binding, tissue partitioning, and a more complete set of

protective and clearance mechanisms. These models will also allow investigation of the

link between metabolic activation of established human toxicants (that are suspected to

elicit toxicity via covalent binding to macromolecules) to changes in the genomic and the

proteomic signature of the target tissues (liver in particular). The hope is that patterns of

change will emerge from these investigations that will yield predictive biomarkers for

human toxicity which, in turn, will aid in assessing the toxicological significance, or lack

thereof, of metabolic activation of a particular drug candidate before it is advanced into

development or introduced onto the market.
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SUMMARY

The main objective of this chapter is to examine the kinetic differences between

preformed and generated metabolites and highlight potential complications associated

with the approaches in risk assessment of drug metabolites by dosing preformed meta-

bolites. To illustrate the kinetic differences between preformed and generated metabolites,

theoretical considerations and specific examples are presented. The kinetic behavior of

several preformed metabolites given exogenously is shown to differ significantly from

that of the corresponding metabolites generated endogenously from the parent compound

in vivo. Demonstrated differences exist in the accumulation of the preformed versus

generated metabolites in specific tissues, and in sequential metabolism to downstream

products. In such cases, a “bridging study” performed by dosing the preformed metabolite

in animals would fail to characterize the true toxicological contribution of the metabolite

generated from its parent and complicate the toxicity evaluation of the metabolite. It is

recommended that the kinetic behavior of a metabolite generated in vivo versus that given

exogenously be assessed before conducting the so-called bridging study. Given recent

advancements in transgenic animal models, it is conceivable that sometime in the future

humanized mouse lines expressing specific drug transporters and metabolizing enzymes

may serve as valuable tools for risk assessment of drug metabolites that are

disproportionately higher in humans than in animal species used for toxicity studies.

INTRODUCTION

During the drug development process, monitoring plasma profiles of parent drug and its

metabolites in the nonclinical toxicology studies are required to ensure adequate systemic

exposure to characterize organ toxicity and to cover the expected plasma profiles in
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clinical studies. In some cases, however, significant qualitative or quantitative differences

in metabolite profiles occur between the test animal species and humans because of

species differences in drug metabolism. Concerns have arisen regarding potential

inadequacy of the animal toxicology studies with only parent drugs. In the past few years,

the issue of drug metabolites in safety testing and the role of metabolites as potential

mediators of the toxicity of new drug products have gained increased attention by both

pharmaceutical companies and regulatory agencies (1 4). After much debate, the Food

and Drug Administration (FDA) has issued in February 2008 the Guidance for Industry on

Safety Testing of Drug Metabolites, which outlines recommendations on when and how to

characterize and evaluate the safety of “disproportionate” metabolites of small molecule

drug products (5). Metabolites are defined as disproportionate if they present only in

humans or present at higher plasma concentrations in humans than in the animals used in

nonclinical studies. In cases where a relevant animal species that forms the metabolites at

adequate exposure cannot be identified, a bridging study will be required to evaluate

safety of the specific metabolite by dosing preformed metabolite(s) in animals. The risk

assessment of drug metabolites is considered to be part of an investigational new drug

(IND) application and recommended to be completed before beginning large-scale

clinical trials prior to new drug application (NDA) in the United States.

The main objective of this review article is to examine the kinetic differences

between preformed and generated metabolites and highlight potential complications

associated with the approaches in risk assessment of drug metabolites by dosing

preformed metabolites. We hope to convey that considerations to conduct the metabolite

testing be based on knowledge and understanding of the kinetic behavior of a metabolite

generated in vivo versus that given exogenously, and that this chapter would promote

continued discussions on finding alternatives/approaches to the proposed nonclinical

testing of drug metabolites to better ensure the clinical safety of new therapeutic agents.

THEORETICAL CONSIDERATIONS

From a pharmacokinetic viewpoint, in order to achieve the goals set forth by FDA

Guidance, two key assumptions have to be met: (i) the kinetic behavior, with respect to

the relationship between systemic exposure and tissue distribution, of a preformed

(synthesized) metabolite administered exogenously is the same as that of the metabolite

formed in vivo following administration of the parent compound and (ii) the kinetics of a

preformed metabolite in an animal species selected for nonclinical testing reflect those of

the corresponding metabolite formed in vivo in humans following administration of its

parent. While these two assumptions may be valid for many drug metabolites, there are

cases that the assumptions may not be valid, so that the results of toxicity testing of a drug

metabolite can be misleading, or fail to characterize the true toxicological contribution of

the metabolite when formed from the parent.

The processes of absorption, distribution, metabolism, and excretion (ADME) of a

compound are known to be influenced by (i) the specific characteristics of the compound,

including its physicochemical properties and ability to interact with transporters, drug-

metabolizing enzymes, and binding proteins, and (ii) physiological factors, which govern

the exposure of the compound to those proteins, such as distribution, tissue localization,

and organ blood flow (6,7). While the pharmacokinetics of a preformed metabolite,

measured as systemic or tissue concentrations as a function of time, will depend largely

on the ADME properties of the synthesized metabolite per se, the kinetics of a metabolite

generated in vivo also are influenced by the ADME properties of the parent compound, in
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addition to its own (6,8). Therefore, differences between the kinetic behavior of a

preformed metabolite and the metabolite generated from the parent drug could arise

because of intrinsic differences between the parent and its metabolite in physicochemical

properties and/or the nature of their interactions with transporters, drug-metabolizing

enzymes, and/or binding proteins. Moreover, the kinetics of a preformed metabolite in an

animal species selected for nonclinical testing may not be the same as those of a

metabolite formed in vivo, either in that animal species or humans, following

administration of the parent, due to species differences in the interaction of a compound

with transporters, enzymes, or plasma/tissue-binding proteins, and intrinsic activities or

distribution across organs (9).

There are many physicochemical and biological factors that may contribute to the

kinetic differences between preformed and generated metabolites (10,11). This paper

focuses mainly on three major factors, namely physicochemical properties, drug

transporters, and drug-metabolizing enzymes. In addition, species differences in

transporters and drug-metabolizing enzymes and the interplay between transporter and

metabolizing enzyme are also discussed.

Physicochemical Factors

Lipophilicity is generally considered as a key determinant of permeability across tissue

membranes, and consequently in determining the extent of drug absorption, distribution to

tissues (particularly brain), and elimination processes such as hepatic transport and renal

reabsorption (10). Uptake of lipophilic compounds across the basolateral membrane

usually is very efficient as compared with that of hydrophilic molecules. Since

metabolites are generally more polar than their parent compounds, they commonly

experience much greater diffusional barriers to tissues (11,12). Consequently, the

distribution of a preformed metabolite to organs and tissues may be more limited than

when the metabolite is formed in vivo, thus may restrict potential toxicities to somewhat

limited tissues, as compared with that generated from the parent. Additionally, because of

the larger permeability barrier to transverse out of cells, the metabolite, once formed

in vivo, also has a greater potential to accumulate inside the cells. If the site of metabolite

formation is tissue specific, the difference in polarity between a metabolite and its parent

could lead to differences in tissue-specific distribution or retention between the generated

versus preformed metabolite and, hence, in their tissue-specific toxicity profiles.

Other physicochemical properties that may impact the disposition of a compound

include chemical stability (13). If a metabolite is less stable chemically than its parent,

administration of the preformed metabolite may lead to more limited distribution of the

metabolite than is the case when the parent is dosed. The distribution of a metabolite

formed in vivo is expected to be dependent on the tissue distribution of both the parent

drug and the metabolizing enzymes responsible for the parent-to-metabolite conversion.

Furthermore, there are cases when the generated metabolite, because of its instability,

leads to regeneration of the precursor within the body (“futile cycling”). Many conjugated

metabolites (e.g., glucuronides) can be hydrolyzed back to their corresponding aglycones

either chemically or, more commonly, via the action of b-glucuronidase enzymes (14 16).

In such cases, the exposure ratio between a metabolite and its parent in the systemic

circulation and/or in a given organ following administration of a preformed metabolite

may differ appreciably from that following administration of the parent, depending on the

interconversion rate and the efficiency of competing pathways. Additionally, if the locus

of formation of a labile metabolite differs from that at which it causes toxicity, the tissue

distribution (and hence toxic effects) of the preformed metabolite would be anticipated to
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be quite distinct from those of the corresponding metabolite generated endogenously. For

example, hydroxylamine metabolites of certain carcinogenic aromatic amines are

themselves carcinogenic. However, when given as the parent aromatic amines, the

hydroxylamine metabolites are subject to efficient hepatic glucuronidation and subse-

quent “transport” from the liver to the kidney in the form of labile N-glucuronide

conjugates. Upon exposure of these conjugates to the acidic urinary pH in the bladder,

reactive intermediates are generated which cause bladder-specific tumors (17). It is very

likely that the toxicity profiles would be quite different when the parent aromatic amines

or N-glucuronides of hydroxylamine are given.

Transporter Factors

The results of a large number of in vivo and in vitro studies indicate that transporters

represent an important determinant of drug disposition (10). Drug transporters generally

can be separated into two major classes uptake and efflux transporters. Several of these

transporters have been demonstrated to possess substrate specificities and are known to

localize in different tissues/organs (18). For example, the ABC-B family (P-glycoprotein,

P-gp, and its relatives) mediates ATP-driven efflux transport of cationic and neutral

xenobiotics (19), while the ABC-C family (the multidrug resistance associated proteins,

MRPs) is ATP-driven drug pumps that handle anionic compounds (20,21). Both are

highly expressed in brain and several peripheral tissues, particularly excretory organs. A

family of polyspecific uptake transporters, the organic anion transporting polypeptides, or

OATPs (22), which also are prominent in excretory organs and barrier epithelia, handle

somewhat large hydrophobic organic anions. Human OATP1B1, OATP1B3, and rat

Oatp1b2, which are known to be expressed exclusively in liver, have been shown to be

responsible for the selective liver uptake of pravastatin (23,24). The organic cation and

anion transporters, OCTs and OATs, respectively, accommodate relatively small

molecular weight molecules and exhibit tissue-specific expression (25,26). In humans,

OCT1 is expressed ubiquitously with relatively robust expression in the liver, and OCT2

is highly expressed in the kidney (27). In rodents, Oct1 is expressed in both the liver and

kidney, whereas Oct2 is expressed mainly in the kidney. Recently, the high levels of

Oct1/2 in kidney have been reported to be responsible for selective tissue retention

of tetraethylammonium (TEA) in mouse kidney (kidney/plasma ratio e80) (28), while that
of Oct1 has been shown to be associated with high intra-hepatic concentrations of

metformin, resulting in a known potentially lethal side effect, lactic acidosis (29).

Similarly, OAT1 and OAT3 are known to be expressed exclusively in kidney tissue.

Indeed, OAT1-mediated renal uptake has been implicated as a contributing factor in the

intracellular accumulation of adefovir and cidofovir, leading to the nephrotoxicity of these

agents (30). Conceivably, differences in tissue-selective exposure or accumulation

between a metabolite formed in vivo versus given exogenously would ensue if the

metabolite and its parent are substrates of different uptake transporters, which exhibit

tissue selectivity. Similarly, there may be differences in excretory profiles or tissue

localization/exposure between preformed and generated metabolites when the metabolite

and its parent are substrates of different excretory transporters, which are located in

different tissues.

It is noteworthy that transporter-mediated drug disposition reflects the dynamic

interplay between uptake and efflux transporters within any given epithelial cell, in which

the translocation of drugs across membranes may be impeded or facilitated by the

presence of transporters on apical or basolateral membranes (31,32). Therefore, for many

drugs, the combined and sometimes complementary actions of transporters expressed
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within specific membrane domains of epithelial cells determine the extent and direction of

drug movement across organs such as the liver, kidney, and brain. It is to be expected that

differences between a metabolite and its parent in their interactions with uptake and efflux

transporters would lead to differences in disposition between a preformed metabolite and

a metabolite generated in vivo.

Compounding this issue further is the question of species differences in the

expression level, functional activity, and tissue distribution of transporters. Recent data

have revealed that rat liver contains much more (e10-fold) Mrp2 protein resulting in a

much higher capacity for the biliary excretion of organic anions in rats than in humans or

other preclinical species (32). Species differences between rat and human OATs also have

been reported; hOAT1 accepts cimetidine as a substrate, whereas rOat1 does not interact

with cimetidine (33 35). These differences have been associated with species differences

in the renal elimination of cimetidine, as well as a number of organic anions and cations

(34). Similarly, OCTs expressed in the kidney differ between rodents and humans. Both

Oct1 (Slc22a1) and Oct2 (Slc22a2) are involved in the renal uptake of organic cations on

the basolateral membrane of the proximal tubules in rodents, whereas OCT2, but not

OCT1, is abundant in the human kidney (36). As a result of species differences in drug-

and metabolite-transporter interactions, it is conceivable that the disposition of a

preformed metabolite in animals may differ substantially from that of the corresponding

metabolite formed in vivo in humans following administration of its parent.

Metabolizing Enzyme Factors

Drug-metabolizing enzymes have been shown to exhibit heterogeneity in distribution

within an organ. An enrichment of cytochromes (CYPs), glutathione-S-transferases

(GSTs), carboxylesterases, and UDP-glucuronyltransferases (UGTs) was demonstrated in

the perihepatic venous region of the liver, while sulfotransferases (SULTs) were found

predominantly in the periportal region (11,37 39). This zonal distribution of enzymes has

been proposed, both on theoretical and experimental grounds, to represent one

determinant of metabolite disposition, resulting in differences in the fate of a preformed

metabolite entering the liver from the circulation relative to that of the same metabolite

formed within the liver. In-depth reviews of this topic with specific examples are provided

in Pang et al. (11) and Abu-Zahra and Pang (38).

In theory, differences in the disposition between a preformed versus an in vivo

generated metabolite, especially with respect to formation of downstream metabolites,

may result from differences in tissue distribution or exposure between the preformed and

generated metabolite (as a consequence of the aforementioned physicochemical and/or

transporter factors). This potential difference in the formation of downstream metabolites

could be complicated further by the fact that some drug-metabolizing enzymes, as is the

case with transporters, exhibit tissue-specific expression. Although most CYPs are found

in the liver, some CYPs are expressed preferentially in extrahepatic tissues, which may

lead to unique extrahepatic metabolites and tissue-specific consequences in terms of

cellular toxicity and organ pathology. Among those in the CYP2 gene family, CYP2A6,

2B6, 2C18, and 2J2 are expressed preferentially in extrahepatic tissues, including

epithelial tissues at the environmental interface such as skin, nasal, respiratory, and

digestive systems (40,41). Similarly, UGT1A8 and UGT1A10 are expressed exclusively

in gastrointestinal tissues, each with a unique distribution pattern (42,43). SULT1A1 is

the major adult liver SULT1A subfamily member, whereas SULT1A3 is barely detectable

in the adult human liver but is highly expressed in jejunum and intestine (44). In the brain,

the cellular and regional distribution of drug-metabolizing enzymes is known to be
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heterogeneous, with the blood brain interfaces bearing special drug-metabolic capacities;

MAO-B and class III alcohol dehydrogenase (ADH) appear to be highly expressed and

active at the blood CSF barrier in rat and human choroid plexuses (45).

Additionally, species differences in drug-metabolizing enzyme activities are well

recognized and the reader is referred to reviews on this topic (9). These differences may

lead to the formation of species-selective metabolites, and consequently to species-

selective toxicity. An increase in CYP-mediated hydroxylation, low esterase activity, and

relatively high aldehyde dehydrogenase activity in rats relative to humans have been linked

to the characteristic toxic effects of felbamate in humans, which are not seen in rats (46).

Also, as is the case for the drug transporters, several enzymes are known to exhibit species

differences in tissue distribution, including acylases (N-acetyl-L-cysteine-deacetylating

enzyme) and GSTs (47,48). In rats, e.g., a cysteinylglycine adduct formed by renal

g-glutamyltranspeptidase-mediated cleavage of a GSH adduct of efavirenz (generated by a

species-specific GST) was demonstrated to be associated with nephrotoxicity. This kidney

toxicity was observed only in rats, and not in cynomulgus monkeys or humans (49).

Moreover, some drug-metabolizing enzymes have been shown to exhibit species

differences in intracellular distribution. In guinea pig, as in humans, the liver

ciprofibroyl-CoA hydrolase is localized in the mitochondrial and soluble fractions of

cells, while in rats, the enzyme has a microsomal localization (50). In principle, these

differences could contribute to tissue-selective exposure and species differences in toxicity

profiles between the preformed and generated metabolite.

Interplay Between Membrane Permeability/Transporters
and Drug-Metabolizing Enzymes

As will be evident from the above discussion, the disposition of a compound is dependent

on a number of factors, including membrane permeability, drug transporters, and drug-

metabolizing enzymes. These factors work either in concert with or competitively against

each other, and it is reasonable to expect that differences in the interplay between a

metabolite and its parent with these systems would lead to differences in the disposition of

a preformed metabolite relative to its counterpart generated in vivo. Using computer

modeling, Miyauchi and coworkers (51) demonstrated that when there is no diffusional

barrier for the metabolite, differences in the extraction ratio between the preformed and

generated metabolite are dependent on enzyme activity and could be as large as fivefold.

In cases where a diffusional barrier exists for the metabolite, a much higher hepatic

extraction ratio (up to 10-fold) is observed for the endogenously generated metabolite

relative to the exogenously dosed preformed metabolite (51). Recent studies (7,52) also

have demonstrated the importance of the interplay of uptake and efflux transporters with

metabolic enzymes in drug disposition as the access of drug molecules to the enzymes is

controlled by drug transporters. Both transporter activities and localization of enzymes in

the liver influenced the mean hepatic residence time of a metabolite formed in vivo (53).

In the case of CPT-11, the interplay between esterases, UGTs, b-glucuronidases, and the

efflux transporter MRP2, has been implicated in the localization of its active metabolite,

SN-38, in the intestinal tract, leading to diarrhea, the dose-limiting toxicity of CPT-11

(54,55). SN-38 is formed by esterases from CPT-11, deactivated by UGTs, excreted via

MRP2- and/or P-gp-mediated biliary excretion, and deconjugated by b-glucuronidases in
the intestinal lumen.

The interplay discussed above also has been shown to impact the metabolic pattern

and extraction ratio of compounds given orally. Thus, luminal administration of phenol

yielded phenol glucuronide as the primary metabolite, while following vascular
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administration, sulfation represented the primary metabolic pathway of phenol (56). A

much greater overall extraction also was obtained following luminal than following

vascular administration (56). This was attributed to a greater and/or more prolonged

exposure of the perorally administered phenol to the apically placed UGTs. Phenol

required more time to diffuse across the lipid-rich barrier of the ER to access the active

site of the UGTs, as compared with the readily accessible cytosolic SULTs, whereas the

phenol glucuronide, being more polar and much larger than its aglycone, experienced a

greater diffusional barrier to its efflux from the ER lumen. Similar route-of-administration-

dependent metabolism, resulting from a dynamic interplay between UGTs and efflux

transporters, has been reported for morphine and its glucuronide metabolite (57). A logical

extension of these observations is that the route of administration may have a significant

effect on the toxicity profile of a drug metabolite, such that the findings from a study in

which the preformed metabolite is dosed may not reflect those of a study in which the

metabolite is generated from the parent.

SPECIFIC EXAMPLES

In the section that follows, examples are provided to illustrate the differences in the

disposition kinetics of a preformed metabolite versus the same metabolite generated

in vivo from the parent, either within a given animal species or between animals and

humans. Where applicable, the consequences of these differences in disposition, either

pharmacological or toxicological, are highlighted.

Acetaminophen and Phenacetin

Quantitative differences in the sequential metabolism of a preformed metabolite and its

counterpart generated by metabolism are best exemplified by the case of acetaminophen.

Both phenacetin and acetaminophen (the O-de-ethylated metabolite of phenacetin)

distribute equally and rapidly from blood to hepatocytes; i.e., there is little, if any,

diffusional barrier in the process (58). Using the rat isolated liver perfusion technique,

Pang and Gillette (59) demonstrated that the hepatic extraction ratio (the fraction of dose

metabolized by the liver during each passage) of [14C]acetaminophen derived from [14C]

phenacetin was lower than that of preformed [3H]acetaminophen when given exogenously

(0.50 versus 0.68). These results suggest that the hepatic exposure to acetaminophen

formed in vivo would be higher than that when preformed acetaminophen is given

exogenously, assuming an equimolar molar dose of the two species. This lower extraction

ratio of generated [14C]acetaminophen was proposed to be due to the uneven distribution

of the corresponding enzyme systems responsible for the metabolism of phenacetin

(CYPs) and acetaminophen (UGTs and SULTs). The CYP-mediated O-deethylation of

phenacetin occurred predominantly in the centrilobular region, while a sequential

metabolic step, sulfate conjugation, occurred predominantly in the periportal region

(58,60). This hypothesis is consistent with computer simulations under various patterns of

enzyme distribution and membrane permeability (51,60). It is noteworthy that

acetaminophen undergoes oxidative metabolism to a product, namely N-acetyl-p-

benzoquinone imine (NAPQI), that is toxic to the liver (61,62). Therefore, the hepatic

exposure to the hepatotoxic intermediate, and consequently hepatotoxicity, would

conceivably be significantly greater, as a result of greater hepatic exposure to

acetaminophen, in animals dosed with acetaminophen than in animals given an equimolar

amount of phenacetin itself.

Kinetic Differences between Generated and Preformed Metabolites 625



Enalaprilat and Enalapril

Unlike the acetaminophen/phenacetin pair, differential effects of a diffusional barrier on

generated and preformed metabolite kinetics have been reported to be important factors in

the disposition of enalaprilat, an ACE inhibitor employed for the treatment of

hypertension. In animals and humans, enalapril, an inactive prodrug, is hydrolyzed

completely by carboxylesterases to its polar dicarboxylic acid metabolite, enalaprilat

(63,64). Studies in the perfused rat liver with simultaneous delivery of [14C]enalapril and

its active metabolite, [3H]enalaprilat, revealed a marked difference in the biliary recovery

of the generated [14C]enalaprilat (18% dose) and the preformed [3H]enalaprilat

(5% dose). A higher hepatic exposure (>3-fold) of enalaprilat was obtained when the

compound was generated from the parent drug than when given as the preformed

metabolite (63). In a subsequent study using a perfused rat liver preparation, these authors

showed that the biliary clearance of generated [14C]enalaprilat was 15-fold higher than the

biliary clearance of the preformed [3H]enalaprilat (65). Similarly, a significant difference

in the urinary clearance for the generated versus preformed enalaprilat was reported in

studies using the isolated perfused rat kidney (66). Collectively, these results suggest that

a diffusional barrier for enalaprilat served to limit entry of the preformed enalaprilat into

hepatocytes or renal epithelium cells, thereby decreasing biliary or urinary excretion. This

differential diffusional barrier between enalapril and enalaprilat is consistent with

differences in their physical properties; under physiological pH, the dicarboxylic acid

metabolite is present in ionized form, which is very polar in nature. Both compounds also

differ in their ability to interact with OATP1, a drug transporter; thus, enalapril, but not

enalaprilat, has been shown to be taken up by rat Oatp1a1 and human OATP1B1 and

OATP1B3 in the liver (67,68).

Dopamine and L-Dopa

In addition to the liver, a profound difference in tissue-specific distribution and retention

between a preformed metabolite and the metabolite generated from the parent drug also

may occur as a result of the presence of a diffusional barrier or specific influx transporters

in extrahepatic tissues, as illustrated by the penetration of dopamine into the central

nervous system (CNS). Many transport systems, which play an important role in the

uptake of water-soluble nutrients from the blood circulation into the brain, are known to

be present at the blood brain barrier (BBB) (69). The large neutral amino acid carrier

(LAT) mediates the uptake of phenylalanine and other neutral amino acids from the

circulation into the brain. L-dopa, used for the treatment of Parkinson’s disease, is a

neutral amino acid analog that traverses the BBB via the LAT into the brain, where it is

decarboxylated to the pharmacologically active metabolite, dopamine (70). Since

dopamine is not a substrate for the LAT and is highly water soluble, it does not cross

the BBB. When given exogenously, dopamine has no therapeutic effect in the treatment

of Parkinson’s disease.

Nucleotides, Nucleosides, and Nucleoside Prodrugs

Similar to L-dopa, an active uptake system (adenosine nucleoside transporter) is involved

in the uptake of nucleosides into various tissues where they are converted to the

corresponding pharmacologically active nucleotides. Since nucleotides are not substrates

for adenosine nucleoside transporter and are very water soluble, they usually do not cross

cell membranes by passive diffusion. Consequently, the tissue exposure of nucleotides
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would be expected to be much higher when given as nucleosides than when dosed

exogenously as the preformed metabolites (nucleotides). Indeed, following oral admin-

istration of MRL111, a nucleoside analog, in rats, mice, dogs, and monkeys, the AUC of

the active triphosphate metabolite in the liver was e25- to 30-fold higher than the plasma

AUC of the parent nucleoside (data on file, Merck Research Laboratories). In rat

hepatocyte studies, MRL111 showed time- and temperature-dependent uptake, consistent

with the involvement of equilibrative transport into hepatocytes, commonly mediated by

nucleoside transporters (71).

Tenofovir, a dianion at physiological pH, belongs to a class of nucleotide analogs

that exhibit prolonged intracellular half-lives (72). The long intracellular half-life of

tenofovir is a result of rapid metabolism within the cell to the nucleotide diphosphate, the

active metabolite. The low cellular permeability of the nucleotide metabolite limits its

efflux from cells. The amidate prodrug GS 7340 was designed to overcome the

permeability limitations of tenofovir by masking the dianion with a neutral promoiety and

increasing the plasma stability of the prodrug relative to its intracellular stability. In vivo

administration of GS 7340 to dogs resulted in an enhanced distribution to lymphatic tissue

compared with tenofovir; concentrations of tenofovir in peripheral blood mononuclear

cells (PBMCs) versus plasma were much higher (>10-fold) following GS 7340 than

following tenofovir (73). Consistent with this finding, GS 7340 also was found to

distribute widely to lymphatic tissues (73). This expanded distribution and the higher

intracellular levels of tenofovir after administration of GS 7340 than after tenofovir raises

the possibility of safety issues that may not be observed with tenofovir itself.

Statin Acids and Lactones

HMG-CoA reductase inhibitors, or “statins,” which target HMG-CoA reductase, the rate-

limiting enzyme in cholesterol biosynthesis, are used widely for the treatment of

hypercholesterolemia and hypertriglyceridemia. Except for simvastatin and lovastatin,

which are administered in the inactive lactone forms, all currently available statins are

administered as the pharmacologically active TM�hydroxy acids. The statin lactones are

hydrolyzed to their open acids chemically or enzymatically by esterases or paraoxonases

(16). The major physicochemical difference between the lactone and acid form for each

statin is that the lactone has a higher partition coefficient (log P) or lipophilicity (log D),

compared with the acid (74,75). The acid versus lactone forms of statins, including

atorvastatin, lovastatin, and simvastatin, also have differential activities toward several

transporters, including P-gp (76,77).

Simvastatin is not a P-gp substrate, whereas the acid form of both simvastatin and

atorvastatin exhibit a moderate level of P-gp-mediated transport (76). Therefore, it is

possible that the superior membrane permeability of the statin lactone (due to increased

lipophilicity) and its inability to interact with P-gp may allow ready access of the lactone

form to tissues. Indeed, the acid form of simvastatin accumulated in muscle and brain to a

greater degree (2-3-fold) when given to dogs as the lactone than as the open acid, even

though plasma levels of the open acid were comparable in each case (data on file, Merck

Research Laboratories). In an earlier dog study, the disposition of simvastatin lactone also

was found to be more hepatoselective than that of simvastatin acid; thus, simvastatin

lactone exhibited a higher hepatic extraction ratio than simvastatin acid (93% vs. 80%),

resulting in a lower systemic burden of prodrug and active drug after administration of

simvastatin lactone versus simvastatin acid (78). Evidently, treatment with simvastatin

lactone is more selective with respect to inhibition of hepatic versus extrahepatic HMG-

CoA reductase. This was substantiated further by the finding that plasma levels of active
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drug equivalents, after administration of simvastatin acid and lactone to dogs at doses

which produced a similar degree of cholesterol lowering, are approximately 10-fold

higher when simvastatin acid is given (78). Hence, the safety or toxicity profile of

simvastatin acid in dogs may be different when the open acid is given exogenously as

compared with when it is formed in vivo from the lactone.

Interestingly, the above observation was found to be species specific. As shown in

an earlier study (78), the half-life of simvastatin in rodent plasma is approximately four

minutes due to very rapid hydrolysis of the lactone, while essentially no hydrolysis occurs

in human or dog plasma. Consistent with this observation, the oral bioavailability of the

lactone was essentially zero when simvastatin was dosed to rodents (78). Studies on the

disposition and metabolism of simvastatin lactone and open acid in rodents revealed that

the systemic levels of the acid form, active or total HMG-CoA inhibitory activity, and

total radioactivity following administration of simvastatin acid were similar to those

observed following dosing with simvastatin lactone in the same species and gender (data

on file, Merck Research Laboratories). Tissue distribution patterns of radioactivity

following a dose of [14C]simvastatin acid to rats also were similar to those found after

[14C]simvastatin lactone was given (78). Thus, the safety or toxicity profile of preformed

and metabolically generated simvastatin acid in rodents would be expected to be similar.

However, this is not likely to be the case in dogs, and possibly also in humans.

Morphine and Its Glucuronides

In mammals, morphine, a potent analgesic, is metabolized mainly by glucuronidation to

yield morphine-3-glucuronide (M3G) and morphine-6-glucuronide (M6G). Because of

their greater polarity relative to the parent aglycone, these conjugates are subject to

significant diffusional barriers. Studies using the isolated perfused rat liver demonstrated

that the hepatic disposition of the pharmacologically inactive metabolite M3G is indeed

membrane permeability-rate limited; the biliary excretion and extraction ratio of

hepatically generated M3G is much more efficient (>10-fold) than that of M3G given

exogenously (79,80). Additionally, using a loading wash-out design and a physiologically

based pharmacokinetic model, the volume of distribution of hepatically generated M3G

was found to be approximately 50 times the intracellular space of the rat liver, suggesting

that the generated M3G accumulates within hepatocytes, consistent with its poor

membrane permeability (81).

Unlike M3G, M6G is an opioid agonist that plays a role in the clinical effects of

morphine. M6G has been shown to exhibit much lower BBB permeability than morphine,

as supported by studies showing lower brain penetration with M6G than morphine (82).

Also consistent with the limited membrane permeability, plasma M6G, unlike morphine,

was below detection limits after intracerebroventricular injection of M6G, and the

apparent elimination clearance of M6G from the cerebrospinal fluid was 10 times lower

than that of morphine after central administration of morphine to rats (83). Using a brain

slice uptake method, the same authors showed that morphine was distributed in the brain

parenchyma cells, whereas M6G was located in the extracellular fluid. It has been

suggested recently that morphine is a substrate for P-gp (84), but M6G may be a substrate

for an active uptake transporter and MRP (80,85). This difference may account for the

differential brain distribution between morphine and M6G, given that P-gp is expressed

mainly in the cerebral capillary endothelium, whereas MRP is expressed predominantly

elsewhere in the brain (86).

To complicate the matter further, brain UGT(s) is capable of catalyzing the

conjugation of morphine (87), and exhibits a regioselectivity toward morphine that is
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different from the liver enzyme. M6G is the primary metabolite in brain, whereas M3G is

the major conjugate in liver (88). Additionally, human kidney preferentially forms M3G

(M3G/M6G ratio e20) relative to human liver (M3G/M6G ratio e5) (89). Furthermore,

the metabolism of morphine also differs markedly between animal species, and between

animals and humans (89,90). Whereas in human and guinea pig liver microsomes fortified

with UDPGA, both the M3G and M6G are generated, with M3G being the major product,

in rat and mouse liver microsomes, morphine forms almost exclusively M3G (M3G/M6G

ratio e90). Consequently, the distribution of the two isomeric glucuronides to various

brain regions or tissues following administration of preformed M6G or M3G may be

different in animals and humans.

Acyl Glucuronides and Aglycones

Acyl glucuronides are a unique class of electrophilic metabolites, capable of hydrolysis to

reform the parent aglycone and also of intramolecular rearrangement. Both intra- and

extrahepatic exposure to acyl glucuronides depends not only on the efficiency of

competing glucuronidation and hydrolysis processes in the liver, but also on the efficiency

of the hepatic membrane transport systems. Sallustio et al. (91) used the isolated perfused

liver preparation to examine the hepatic disposition of the fibrate hypolipidemic agent

gemfibrozil and its acyl glucuronide metabolite, 1-O-gemfibrozil-b-D-glucuronide (GG).
Unlike observations with morphine, acetaminophen or 4-nitrophenol and their respective

ether glucuronide conjugates (79,92), the hepatic extraction ratio of gemfibrozil was

found to be lower than that of GG (0.09 vs. 0.65, respectively), consistent with its lower

unbound fraction in perfusate (0.004), compared with that of GG (0.018). The fraction of

gemfibrozil excreted in bile as the glucuronide conjugate also was lower (0.35 vs. 0.53,

respectively) after administration of gemfibrozil than after GG. The relatively lower

biliary excretion of the hepatically generated GG was attributed to the more efficient

sinusoidal efflux into perfusate. On the basis of the finding of high concentration

gradients (>40) for GG between the liver and perfusate and between bile and the liver

(93), it was also suggested that the movement of GG from perfusate into bile is a two-step

concentrative process involving carrier-mediated systems at both the sinusoidal and

canalicular membranes of hepatocytes, possibly via OATP2 and MRP2, respectively

(14,94). Similarly, naproxen acyl glucuronide was excreted in bile in much higher

quantities (e25% vs. 4% of the dose) following administration of naproxen acyl

glucuronide than after dosing with naproxen (95). In addition, rearranged isomers of

naproxen acyl glucuronide were not observed following naproxen administration, whereas

they were detected in significant levels in bile (3% of the dose) after naproxen acyl

glucuronide administration (95).

Acyl glucuronides are intrinsically reactive; following rearrangement, positional

isomers can react with amino acids of macromolecules to form protein adducts,

potentially contributing to hepatotoxicity. Dipeptidylpeptidase IV, UGTs, and tubulin

have been identified as intra-hepatic targets of adduct formation by acyl glucuronides

(94,96). The concentrative effect of carrier-mediated hepatic membrane transport

observed following dosing with preformed acyl glucuronides, together with the detection

of their rearranged isomers, suggests that significantly higher intra-hepatic protein adduct

formation would follow, even in the absence of detectable plasma acyl glucuronide

concentrations, after administration of the preformed acyl glucuronides than after the

corresponding aglycones. Thus, it may be anticipated that the toxicity profile obtained

following administration of preformed acyl glucuronides could be different from (in this

case more toxic) that following the respective aglycones, even with comparable systemic
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exposure of the glucuronides. Consistent with this hypothesis, increased covalent

naproxen-protein adducts in the liver were observed following perfusion of naproxen acyl

glucuronide, as compared with perfusion with naproxen (0.34 0.20% of the doses,

respectively) in an isolated rat liver perfusion system (95). Similar findings also have been

reported with diflunisal and diflunisal acyl glucuronide (97).

CONCLUSIONS AND PERSPECTIVES

Risk assessment of drug metabolites is a complex issue that has been discussed

extensively by pharmaceutical, academic, and regulatory scientists (1 4,98). As

aforementioned, the kinetic behavior of a preformed metabolite given exogenously may

differ significantly from that of the corresponding metabolite generated endogenously

from the parent compound in animals or humans. In some cases, this complication may be

overcome by administering high doses of preformed metabolites to generate sufficient

systemic and tissue exposure. However, for hydrophilic metabolites, it may not readily be

overcome by giving high doses of preformed metabolites because of poor passive

permeability and/or interactions with specialized transporters and/or drug-metabolizing

enzymes. Additionally, potential differences in physiological factors such as tissue-

selective distribution and species differences in transporters and/or metabolizing enzymes

also could contribute to differences in tissue- and species-specific toxicities depending on

the compound administered (preformed metabolite vs. metabolite generated from the

parent drug). It is, therefore, important to better understand the kinetic behavior of a

metabolite generated in vivo versus that given exogenously before conducting the

so-called bridging study to evaluate the safety of the drug metabolite.

Over the past few decades, considerable progress has been made in the generation

of transgenic animal models for drug metabolism studies (99). Significant qualitative or

quantitative differences in metabolite profiles between the test animal species and humans

could theoretically be addressed by these animal models. To date, at least six mouse

models expressing human CYP1A1, CYP1A2, CYP2D6, CYP2E1, and CYP3A4 have

been generated and characterized (99 101). The usefulness of these mouse models is,

however, still limited because of variable expression levels and erroneous localization of

CYP enzymes. More recently, transgenic mouse models expressing human CYP3A4 in a

tissue-specific expression manner (particularly liver vs. intestine) have been established

and initial characterization showed promising results (102). Additionally, a chimeric

mouse model with approximately 80% replacement by humanized liver has been reported

to express functionally active, although not quantitatively as compared to, results obtained

with human livers, human drug-metabolizing enzymes, and transporters (103). Conceiv-

ably, in the next decade humanized mouse lines expressing selected drug transporters and

metabolizing enzymes in specific tissues could be available for use in risk assessment of

drug metabolites that are disproportionately higher in humans than in animal species used

for toxicity studies.
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INTRODUCTION

As with many other areas of biological science, the field of toxicology and molecular

pharmacology has been revolutionized by transgenic technology over the past two

decades. The ability to express foreign genes, delete specifically, in certain tissues or at

defined times or globally in all cells or mutate specific endogenous genes in a living

multicellular organism, has vastly added to our knowledge of drug-metabolizing

enzymes how they are expressed and regulated, how they function, and how they

interact with each other. The majority of this work has been done in the mouse, and gene

knockouts/knock-ins almost exclusively so, for both historical and technological reasons.

BACKGROUND TO TRANSGENIC TECHNOLOGY

Although transgenics the (random) insertion of a foreign gene into the genome of an

animal was first demonstrated using viral vectors in the 1970s, the area really took off

during the 1980s with pronuclear microinjection, whereby the DNA construct is injected

in very small volumes typically picoliters into the pronucleus of an embryo, and it

integrates into the host genome. The disadvantages of this technique lie both in the

random integration the foreign DNA sequence may integrate into a region of

chromosomal DNA, which is transcriptionally silent, or may interrupt the function of

an endogenous gene and in the fact that multiple copies of the inserted DNA may result.

These factors mean that it is often essential to create a number of independent transgenic

lines from each DNA construct to ensure the generation of an animal that has suitable

expression of the inserted transgene, which can be costly both in terms of effort and

resources.
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Targeted transgenesis became possible in the late 1980s with the development of

cultured embryonic stem (ES) cells initially from the 129 mouse strain which retained

their pluripotency in culture, i.e., the ability to differentiate into any cell type including,

crucially, germ cells. The process underlying targeted transgenesis is called homologous

recombination, whereby DNA fragments of similar sequence are aligned, leading to a

crossover between the pieces of DNA and subsequent exchange of genetic material at a

specified part of the genome. Correctly targeted ES cells are identified by the inclusion of

a selectable marker in the targeting construct and are injected into the inner cell mass of a

developing blastocyst from a different mouse genetic background (usually C57BL/6),

where they will subsequently differentiate into a range of cell lineages, including the germ

line. The resultant mouse referred to as a chimera owing to the presence of two ES cell

lineages is then crossed to propagate the genetic change(s). Although ES cells were

originally isolated from the 129 mouse line an inbred strain, which is subject to breeding

difficulties ES cells have recently been derived from the C57BL/6 mouse, considered by

many to be the “gold standard” among laboratory mice. Although it has been known for

many years that the genetic background of genetically manipulated mice could

significantly alter the phenotype, it is only recently that steps have been taken to address

this in a systematic manner, and this theme will be addressed later in this article.

The major advantage of targeted transgenesis through homologous recombination is

that there is absolute control on the DNA inserted, both in terms of copy number and

location in the genome. Although initially a specialized technique, in recent years, the

generation of gene-targeted mice has become almost routine, particularly following the

sequencing of the mouse genome. By 2004, only around 10% of all known mouse genes had

been knocked out, and a major international collaborative program the Knockout Mouse

Project has been initiated to produce and phenotype a knockout for every mouse gene (1).

Over the past few years, gene-targeting techniques have been such refined that it is

possible to conditionally delete or alter genes in a spatiotemporal manner (Fig. 1). This

has employed a number of different techniques, although themajority involve the flanking of

the gene of interest with DNA sequences, which are recognized by recombinase enzymes

from either a bacteriophage (Cre/loxP) or yeast (FLP/FRT) (2). This has greatly enhanced

the utility of gene targeting and allows, for instance, the circumvention of embryonic

lethality encountered in some cases of genetic manipulation. Further development of these

conditional gene-targeting techniques has resulted in recombinase-mediated cassette

exchange (RMCE), where the use of heterologous pairs of loxP or FRT sites allow the

efficient exchange of large regions of genomic DNA (3,4). As a consequence of this

technology, genes may now be deleted or altered in a specific tissue, and/or at a specific time

in the development of an animal, greatly enhancing the utility of genetic manipulation.

CYTOCHROME P450

The cytochrome P450 superfamily contains 57 genes in humans and around 103 in mice

(http://drnelson.utmem.edu/CytochromeP450.html) (5). There have been a number of

recent reviews in many areas of P450 research (6,7), including the generation and use of

transgenic mice (8 11). Table 1 summarizes the cytochrome P450 gene knockouts to date.

Cyp1a

Knockout mice for the Cyp1a subfamily were first described by (12) for Cyp1a2 and were

found to suffer from severe respiratory distress, lethality occurring in the neonatal period.
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However, the phenotype appeared to be incompletely penetrant, with approximately 3%

of mutant pups surviving to adulthood, apparently normal and able to reproduce.

Subsequently, another group (13) deleted Cyp1a2 and found no overt phenotype, and

described how the absence of Cyp1a2 significantly increased the paralysis time in a

zoxazolamine paralysis test compared with wild-type mice, demonstrating unequivocally

a role for Cyp1a2 in the metabolism of this drug in vivo. It is interesting to note the

different phenotypes generated in these two studies; Liang et al. (13) speculated on a

number of reasons for these differences, which encapsulate neatly some of the problems

that may be encountered when working with genetically altered mouse lines. Genetic

backgroundmay play a role, with theCyp1a2–/–mice of Liang et al. on either a 129�CF-1 or

129 � Swiss Black background, whereas those of Pineau et al. were 129 � C57BL/6.

Alternatively, it is possible that environmental differences could be involved, for example,

the presence of respiratory pathogens in one of the animal facilities. A further possibility lies

in the targeting construct used in each case Pineau et al. disrupted the Cyp1a2 gene by

placing a selectable marker into exon 2, while Liang et al. employed a strategywherebymost

of exon 2, plus all of exons 3 5, were deleted.

Figure 1 Principles of gene targeting. (A) Deletion (left) or mutation (*) of gene function (right)

by homologous recombination. Note that this illustrates a “replacement” targeting approach and that

several other strategies are available. (B) Conditional deletion of gene function. Target gene is

flanked“floxed” by loxP sites (white triangles). Subsequent expression of Cre recombinase and

deletion of target gene can be carried out either in ES cells, and a mouse lacking the gene then

generated, or in vivo by crossing the floxed mouse to a line in which the Cre recombinase is under

the control of an inducible or tissue specific promotor. Activation of the Cre recombinase then

generates a conditional knockout mouse. Note that if the loxP sites were placed in an opposite

orientation to each other, Cre recombinase would invert the flanked DNA. It is also possible to use

the Flp/FRT system instead of, or in addition to, the Cre/loxP. (C) Recombinase mediated cassette

exchange. Homologous recombination is used to flank the target gene with heterologous lox sites,

i.e., loxP and lox511 (white and black triangles). Subsequently, Cre recombinase is used to

exchange the target gene with the modified, or the humanized, gene.
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Both of these Cyp1a2 null mouse lines were subsequently used to investigate the

role of this enzyme in dioxin metabolism. Diliberto et al. (14) showed that in mice lacking

Cyp1a2 there was essentially no hepatic sequestration of 2,3,7,8-tetrachlorodibenzo-p-

dioxin (TCDD) and other related polychlorinated biphenyls, strongly supporting the

hypothesis that this enzyme was responsible for binding and localizing TCDD in the liver.

Liang et al. (13) investigated the effect of Cyp1a2 deletion on the inducibility by TCDD

of the other member of the Cyp1a subfamily, Cyp1a1, and found no effect over a wide

range of concentrations, suggesting that the degree of hepatic TCDD sequestration was

not related to the regulation of Cyp1a1 expression in the liver. The Cyp1a2–/– mice were

subsequently used to determine the role of the enzyme in acetaminophen metabolism, and

it was concluded that Cyp1a2 played no significant role in the hepatotoxicity of this drug

(15), whereas it was deemed to be essential for the generation of uroporphyria by (16,17)

and involved in microsomal bilirubin degradation (18).

Cyp1a1 null mice were generated by Dalton et al. and shown to be viable with no

obvious phenotype (19). Further study found that mice lacking Cyp1a1 were protected

against the hepatotoxic effects of benzo[a]pyrene (BaP), although somewhat unexpectedly

the Cyp1a1 null mice were found to have a fourfold higher level of BaP-DNA adducts

compared with wild-type animals (20,21). This work was extended further by the use of a

number of Cyp1 knockout mice where Cyp1a1 or Cyp1a2 null mice, either alone or in

combination with a Cyp1b1 deletion (see below for detail on Cyp1b1 deletion alone),

were treated orally with BaP and assessed for toxicity (22). It was reported that BaP

toxicity, and potentially carcinogenicity, was dependent on a balance between the tissue-

specific activity of Cyp1a1 and Cyp1b1, the route of administration of the compound, and

location and extent of phase II metabolizing enzymes (22,23).

A triple-knockout mouse Cyp1a1/Cyp1a2/Cyp1b1 null has also been reported,

with a number of phenotypic consequences, some of which are variably penetrant (Table 1)

(24). Although the creation of Cyp1a1/Cyp1b1 or Cyp1a2/Cyp1a2 double-null mice was

achieved by conventional crossing of the single knockout lines, the proximity of the

Cyp1a1 and Cyp1a2 genes arranged head-to-head with a shared *14 kb bidirectional

promotor on chromosome 9 meant that it had proved impossible to generate a Cyp1a1/

Cyp1a2 double-knockout mouse simply by breeding. By employing an interchromosomal

excision mediated by Cre/loxP, Dragin et al. (25) deleted both Cyp1a genes and were able

to create a mouse line in which all the Cyp1 genes were removed by crossing the Cyp1a1/

Cyp1a2 null mice with those lacking Cyp1b1 (24). Cyp1a1/Cyp1a2/Cyp1b1 null mice were

able to reproduce, although with smaller litter sizes; treatment of the Cyp1a1/Cyp1a2/

Cyp1b1 null mice with BaP resulted in serum BaP levels around 90-fold higher than in

wild-type animals, similar to those found in the Cyp1a1/Cyp1b1 double-null mice (22).

Cyp1b1

CYP1B1 was first identified and purified from mouse embryo fibroblasts (26) and is

capable of metabolizing polycyclic aromatic hydrocarbons, similar to CYP1A1 and

CYP1A2, but is expressed in a different distribution pattern being mainly found in

steroidogenic tissues and at low levels in the liver, kidney, and lungs (27). Mutations in

CYP1B1 have also been linked to primary congenital glaucoma in humans (28), and

CYP1B1 has also been considered as a drug target because of its elevated expression in a

range of different tumors (29). Cyp1b1 null mice are phenotypically normal, but when

challenged with 7,12-dimethylbenz[a]anthracene (DMBA) developed almost 10-fold less

lymphomas than wild-type mice, and significantly lower numbers of skin tumors, strongly

supporting the view that CYP1B1 was responsible for mediating between DMBA toxicity

(30) and immunosuppression (31). These findings were further bolstered by a study in
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which another polycyclic aromatic hydrocarbon, dibenzo[a,l]pyrene, was found to cause a

range of benign and malignant tumors in all wild-type mice treated, whereas only 62% of

Cyp1b1 null mice formed tumors, exclusively adenomas of the lung, and endometrial

hyperplasia (32,33).

Cyp2e1

Cyp2e1 is a highly conserved cytochrome P450 enzyme, which metabolizes ethanol and

other low molecular weight toxins it is inducible by ethanol and also by disease states

such as starvation, obesity, and diabetes (34,35). Cyp2e1 null mice displayed no overt

phenotype, and no compensatory changes in the hepatic expression of other P450s were

noted (36). When challenged with acetaminophen, mice lacking the Cyp2e1 gene were

significantly more resistant to the hepatotoxic effects of this drug than wild-type mice,

with 50% of treated animals dying at 400 mg/kg acetaminophen, whereas all Cyp2e1 null

mice survived at this dose (36). Since CYP1A2 has also been implicated in the activation

of acetaminophen, Zaher et al. created a double-knockout mouse, nulled for both Cyp1a2

and Cyp2e1, which further increased the resistance to acetaminophen hepatotoxicity such

that mice lacking both P450 genes could be treated with 1200 mg/kg acetaminophen

before low levels of toxicity became evident (37).

Cyp2e1 null mice have also been used to investigate the role of this enzyme in the

hepatotoxicity of carbon tetrachloride (38) and chloroform (39).

Cyp2g1

CYP2G1, which is a highly conserved P450 expressed at high levels in the olfactory

mucosa of mice and rabbits (40,41), has been found to be polymorphic in humans (42) and

metabolizes a number of steroid hormones. Cyp2g1 null mice were phenotypically

normal, with apparently normal olfactory ability (43). However, microsomes from the

olfactory mucosa of Cyp2g1 null mice were found to have significantly lower activity

toward the metabolism of progesterone, testosterone, and coumarin.

Cytochrome P450 Reductase

The size of the P450 supergene family and the overlapping substrate specificities

exhibited by individual enzymes mean that although it might be desirable to delete P450

genes in greater numbers to overcome potential redundancy issues, this is practically

difficult, although the use of RMCE (see above) is now allowing the deletion and

manipulation of increasingly large segments of the genome (3,44).

Microsomal cytochromes P450s are supplied with reducing equivalents from the

reduced form of nicotinamide adenine dinucleotide phosphate (NADPH) via a single

electron donor, NADPH-cytochrome P450 oxidoreductase (POR). The unique nature of

this enzyme has allowed two groups to delete this enzyme in a conditional manner

specifically in the liver, using the Cre/loxP system (see above) and essentially ablate all

hepatic P450 functions. Henderson et al. (45) and Gu et al. (46) found that mice lacking

hepatic Por hepatic reductase null (HRN) and thus P450 function, were viable and

developed and bred normally. The only phenotypic characteristic evident in the HRN

mice was altered lipid homeostasis, such that the mice had an enlarged, fatty liver and

significant reductions (>50%) in serum cholesterol and triglycerides.

The HRN mouse has been used to investigate the relationship between drug

metabolism and disposition and toxicokinetics, using the anticancer prodrug cyclo-

phosphamide as a model example (47,48). A variation of the HRN line has been reported,

in which the rat CYP1A1 promotor (See sect. “Reporter Mice”) was used to drive Cre
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expression and conditionally delete POR in a regulatable manner; by altering the CYP1A1

inducing agent administered, it was possible to delete POR (and thus P450 function) in the

liver or the liver and gut, thus defining the relative contribution of these organs to drug

metabolism (49).

Interestingly, although the group of Ding et al. (46,50) used a similar approach to that

of Henderson et al. (45) in generating their conditional POR deletion by placing the

neomycin gene in intron 15 as a selectable marker, the former oriented the neomycin gene

transcriptionally in the opposite direction to that of the POR gene. The result was a

hypomorphic POR mouse model where POR expression was decreased by between 74%

and 95% in all tissues examined (51). This mouse displayed a degree of embryonic lethality,

fertility problems, and range of other significant phenotypic issues, including decreased

body and organ weights and reduced metabolism of a number of common drugs.

GLUTATHIONE TRANSFERASES

A recent review of glutathione transferase (GST), was done by Hayes et al. (52). The

principal function of GST is to catalyze the conjugation of reduced glutathione

(a tripeptide, glu-cys-gly) to an electrophilic carbon, sulfur, or nitrogen atom on nonpolar

compounds. GST nomenclature is summarized in Mannervik et al. (53). Table 2

summarizes the GST knockout mice generated to date.

GST Alpha

The only member of this subfamily that has been deleted to date is GSTA4 (54). GSTA4

null mice are overtly normal, but were found to have a reduced litter size, higher fat

content in the bones, and a greater susceptibility to bacterial infection than wild-type

mice. Mice lacking GSTA4 also had a significantly reduced capacity for the conjugation

of the lipid peroxidation product 4-hydroxynon-2-enal, a reaction known to be catalyzed

by GSTA4 (55), and were more susceptible to the toxic effects of paraquat (54). Further

study of this mouse line found that GSTA4 also played a role in protecting against

carbon tetrachloride toxicity, at least during the early stages of the oxidative stress

response (56).

GST Pi

The first GST gene deletion reported in the late 1990s was that of Gstp (57). GSTP has

been reported to be significantly elevated in a range of tumors, both in animals and

humans, although the mechanism by which this enzyme may be involved in the

tumorigenic process is still unclear; indeed, the endogenous role(s) of GSTP has yet to be

fully elucidated. Cell lines that have been engineered to over-express human GSTP also

develop resistance to a range of drugs (58 60), although many of these compounds are not

known to be substrates of the enzyme, and thus, it is becoming increasingly clear that

GSTP may have actions that do not involve its primary catalytic function (61).

The mouse is unusual in that it possesses two GSTP genes, Gstp1 and Gstp2,

arranged in tandem on chromosome 1, whereas most other species have a single GSTP

gene. Although GSTP is found almost ubiquitously in all tissues, in humans the

expression of GSTP is restricted in the liver to the biliary epithelium (62,63), whereas in

the mouse it is found in hepatocytes and expressed in a sexually differentiated manner,

with GSTP1 at higher levels in males than females (and Gstp1 at *10-fold higher levels
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than Gstp2 in both sexes) (64). No null mutation has been described for GSTP in humans,

although a number of polymorphic variants have been described, with differing catalytic

activities that have been correlated with altered disease susceptibility (65). The GstP null

mouse has no overt phenotype; however, significantly increased papilloma formation was

observed when exposed to a two-stage skin tumorigenesis test involving the use of

dimethylbenz[a]anthracene as initiator and the phorbol ester TPA as promotor (57).

Interestingly, no significant changes were found in the formation of DNA adducts in skin

Table 2 Glutathione Transferase Genes in Knockout Mice

Class Gene Phenotype Reference Comment

Alpha GSTA4 Reduced litter size Engle et al. (54)

Increased susceptibility

to infection

Dwivedi et al. (56)

Higher lipid content in

bones

Reduced metabolism of

4 hydroxynonenal

More susceptible to

paraquat and CCl4
toxicity

Omega GSTO1 (MMA) (V) reductase

activity down by 80%

Chowdhury et al. (77) Encodes MMA (V)

reductase

Pi GSTP1/2 Increased papilloma

formation in skin

tumorigenesis

bioassay

Henderson et al. (57);

Adler et al. (69);

Henderson et al. (68);

Elsby et al. (70);

Ritchie et al. (66)

Increased adenoma

formation in lung

tumorigenesis

bioassay

Increased resistance to

acetaminophen

hepatotoxicity

Regulation of JNK

Sigma Ptgds2 Reduced allergic

reactivity

Urade et al. (78) Encodes

hematopoietic

prostaglandin D2

synthase

Theta GSTT1 Reduced GST

activity toward

Fujimoto et al. (80) Encodes MAAI,

1,2 epoxy 3 (p

nitrophenoxy)propane

dichloromethane

1,3 bis(2 chloroethyl)

1 nitrosourea

Zeta GSTZ1 Accumulation of urinary

fumarylacetoacetate

and succinylacetone

Fernandez Canon

et al. (81)

Phenotypic variability

with genetic

background

Abbreviations: GST, glutathione S transferase; MMA, monomethylarsenate; JNK, Jun N terminal kinase;

MAAI, maleylacetoacetate isomerase.
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from mice lacking Gstp (CJ Henderson, unpublished data), suggesting that the role of

GstP in protecting against skin tumorigenesis may involve more than just the catalytic

function of the enzyme. In a further carcinogenesis study, the lung tumor bioassay, GstP

null mice were again found to be significantly more susceptible to chemically induced

tumorigenesis when treated with polycyclic aromatic hydrocarbons, chemicals known to

induce lung adenoma formation (66). Intriguingly, when BaP was used to induce lung

tumors, there was a significant increase in pulmonary DNA adducts in Gstp null mice;

however, although Gstp null mice treated with 3-methylcholanthrene had more lung

adenomas than wild-type animals, there was no difference in DNA adducts, once again

implying a role for GstP in addition to its detoxification function.

In a further phenotypic characterization of the Gstp null mouse, Henderson et al.

administered acetaminophen in the expectation that those animals lacking GstP would be

more sensitive to the hepatotoxic effects of the drug, since literature reports suggested

GstP to be involved in conjugating and detoxifying the active metabolite of

acetaminophen, N-acetylbenzoquinonimine (67). However, diametrically opposite results

were found, such that GstP–/– mice were highly resistant to acetaminophen hepatotoxicity,

despite no significant differences between GstP null and wild-type mice in terms of

acetaminophen metabolism or the binding of reactive acetaminophen intermediates to

cellular proteins (68). This resistance to acetaminophen hepatotoxicity appeared to be

related to the increased ability of the Gstp null mice to regenerate glutathione following

drug treatment. The mechanism behind this remains unclear, but may be related to a

proposed function for GstP in the regulation of Jun N-terminal kinase (JNK), whereby

GstP binds to JNK and inhibits its activity in embryonic fibroblasts (69). Cells isolated

from Gstp null mice had a higher basal level of JNK activity and thus greater activation of

the transcription factor c-jun, part of the AP-1 complex, which regulates the expression of

a number of genes involved in mediating both cell survival and apoptosis. The fact that

AP-1 binding to DNA is induced by acetaminophen would support the premise that this

pathway is crucial in providing protection against acetaminophen cytotoxicity (70). It is

possible that under normal conditions, GstP inhibits JNK, thus preventing c-jun activity as

part of the AP-1 complex and so potentiating the toxicity of acetaminophen by preventing

the expression of cytoprotective genes. In the absence of GstP, JNK activity is not

restrained, and Gstp null mice are thus more resistant to acetaminophen toxicity. Other

studies have also shown a link between GstP, JNK, and apoptosis, with GstP inhibiting

JNK, and thus preventing apoptosis in dopaminergic neurons (71), while in a Jurkat

human leukemia or SH-SY5Y human neuroblastoma, cell line treatment with etoposide

resulted in dimerization of GSTP and release of JNK from inhibition, leading to increased

apoptosis (72,73).

GST Omega

GSTO was first reported in 2000 and was found to be widely expressed in different tissues

and organisms, and in humans, it is also found with a nuclear localization in a number of

different cell types (74,75). GSTO1 possesses glutathione-dependent thiol transferase and

dehydroascorbate reductase activities characteristic of the glutaredoxins and is unusual

among GSTs in that it has an active site cysteine capable of forming a disulfide bond with

glutathione. A second member of this subfamily has been identified, GSTO2, which is

mainly expressed in the testes (76). GSTO1 is identical to monomethylarsenate (MMA)

(V) reductase, and the knockout of this gene in mice by the deletion of 222bp in exon 3

was reported in 2006, although it is worth noting that Gsto1 transcript levels were only

decreased by 3.3-fold (77).
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GST Sigma

The cytosolic enzyme hematopoietic prostaglandin D2 synthase is encoded by the sigma

class GST, and a gene knockout for this enzyme has been reported (78). Little is known

about the phenotype of such mice, other than that they have a reduced allergic reaction

relative to wild-type mice.

GST Theta

GSTT is considered to be one of the oldest forms of GST, being found in bacteria and

throughout the animal and plant kingdoms, and appears to have undergone an early gene

duplication event to generate two forms, GSTT1 and GSTT2. GSTT1 is polymorphic in

humans, with 20% of Caucasian and 80% of Asian populations being nulled for the gene,

which epidemiological studies have shown alters susceptibility to various cancers,

dependent on the tissue and environmental exposure to halogenated solvents (79).

Fujimoto et al. reported the deletion of the Gstt1 gene; no overt phenotypic

differences were observed between Gstt1 null and wild-type mice, although activity toward

a range of known GSTT substrates was significantly lower in the Gstt1 null mice (80).

Gst Zeta

The murine Gstz1 gene encodes maleylacetoacetate isomerase (MAAI), which catalyzes

the cis-trans isomerization of maleylacetoacetate to fumarylacetoacetate in the tyrosine/

phenylalanine catabolic pathway. The Gstz1 gene was disrupted in mice with no obvious

phenotype, although detailed analysis found an accumulation of fumarylacetoacetate and

succinylacetone in the urine of these mice, indicating that intermediates of tyrosine

metabolism were accumulating (81). Another Gstz1 knockout mouse model was

generated by Lim et al. (82), and again displayed no obvious phenotype, although

further examination revealed enlarged liver and kidneys and atrophy of the spleen, and

dietary phenyalanine supplementation was rapidly lethal.

NUCLEAR RECEPTORS

Nuclear receptors (NRs) are a family of ligand-activated transcription factors, comprising

a DNA-binding domain and containing two zinc finger complexes and a ligand-binding

domain, which also mediates dimerization of the NR with a binding partner and which is

involved in regulating a wide range of physiological processes. A review of this field and

associated nomenclature was done by Germain et al. (83). In terms of the regulation of

expression of drug metabolizing enzymes and transporters, two key NRs are the

constitutive androstane receptor (CAR; NR1I3) and the pregnane X receptor (PXR;

NR1I2), which are the subject of a recent review (84). Within the NR family, those

members for which an endogenous ligand has not been identified are often referred to as

“orphan” NRs, and both CAR and PXR would fall into this category, although CAR and

PXR have also been classified as xenobiotic sensors because of their role in mediating the

cell’s response to chemical challenge. It is important to note that this NR-mediated

induction of gene expression can be subjected to a degree of species specificity, probably

because of structural differences in the NR and also cross talk, because of many genes

possessing regulatory elements that can respond to both CAR and PXR.

A gene knockout for PXR was first reported by Staudinger et al. (85), who replaced

the first coding exon of the PXR gene with a cassette containing a neomycin selectable

The Use of Transgenic Animals to Study Drug Metabolism 647



marker. It is important to note that although one of the two zinc finger DNA binding

domains in PXR was thus deleted, a truncated transcript was still produced in PXR null

mice; however, even if this transcript was translated, it would be nonfunctional. The PXR

null mice, on a 129� C57BL/6 genetic background, displayed no overt phenotype, but were

used to demonstrate that PXR plays a pivotal role in protecting against the hepatotoxic

effects of lithocholic acid as well as being central to xenobiotic homeostasis (86).

Wei et al. reported a mouse line in which CAR had been deleted (on a 129 �
C57BL/6 background) and the b-galactosidase gene “knocked-in” to the CAR locus,

allowing not only an assessment of the phenotypic consequences of the absence of this

gene (overtly none) but also providing a mechanism to define the pattern of CAR

expression in vivo (87). These CAR null mice exhibited significantly increased sensitivity

to zoxazolamine, failing to recover from the paralysis induced by this drug, and also

displayed increased cocaine hepatotoxicity as a consequence of their inability to upregulate

expression of the P450 enzymes, which would normally metabolically inactivate these

drugs.

Crossing the CAR and PXR null mice yielded a double-knockout line in which both

NRs were absent, and once again no overt phenotype was evident under basal conditions;

however, a detailed characterization found both specific and overlapping responses

mediated by CAR and PXR in protecting the cell against exogenous and endogenous

stresses (88).

REPORTER MICE

A number of reporter mice have been generated to facilitate investigation of the

expression and function of drug-metabolizing enzymes, as illustrated by Wei et al. using

b-galactosidase knocked into the murine CAR locus (above) and demonstrating

expression of CAR in the liver and also in the epithelial cells of the small intestinal

villi (89). Using random transgenesis, Robertson et al. placed a 13-kb fragment of the

CYP3A4 promotor upstream of the lacZ gene and generated a reporter mouse in which

constitutive and inducible CYP3A4 expression was found to reflect that found in humans

(90). This model was further employed to investigate the adaptive physiological

expression of CYP3A4 following cholestasis (induced by ligation of the bile duct) (91).

Campbell et al. used a portion of the rat CYP1A1 promotor to drive a lacZ reporter

and illustrated the tightly regulated nature of this system in a transgenic mouse line, where

no constitutive expression of b-galactosidase was detected but administration of the

CYP1A1 inducer 3-methylcholanthrene caused a significant (>1000-fold) induction of

transgene expression in several tissues, including the liver and intestine (92). This reporter

system not only provided a model system with which to establish those environmental and

hormonal factors regulating expression of CYP1A1 but could be used to drive expression

of heterologous genes in a truly on/off manner. The CYP1A1/lacZ system was

subsequently adapted to express Cre recombinase and used to conditionally delete

b-catenin in a regulatable manner (93) and was also employed in a similar manner in the

deletion of POR (see sect. “P450 Reductase”) (49).

More recently, in another targeted approach, b-galactosidase has been knocked-in to
the endogenous murine P450 reductase locus, replacing one copy of the POR gene and

generating a mouse line in which constitutive and induced expression of POR can be

investigated in a developmental-, tissue-, and cell-specific manner (CJ Henderson, H

Wolf, unpublished).
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HUMANIZATION

The genes involved in drug metabolism provide an adaptive response to environmental

challenge and, as a consequence, these detoxifying mechanisms have diverged between

species in evolution. Therefore, a compound can be metabolized differentially in different

species, making it difficult to extrapolate data from animals to humans. These differences

can occur at all stages of the drug metabolism pathway. For example, the NRs PXR, CAR,

and PPARa and the basic-helix-loop-helix transcription factor AHR of different species

bind to distinct ligands as well as with different binding affinities to the same ligand,

leading to species-specific induction profiles of drug-metabolizing enzymes (DMEs). Not

only the factors that regulate their expression but also the DMEs themselves vary in their

catalytic activities and their multiplicity markedly between species. A prominent case in

the group of phase I enzymes is the CYP2D family, for which only one functional gene,

CYP2D6, exists in humans, while there are, for example, nine functional genes in the

mouse. Similar differences do exist for other DMEs, for example, the CYP3A family.

Accordingly, a lot of effort has been made in recent years to generate humanized mouse

models for drug metabolism studies. With regard to humanization, mice are preferred

model organisms because of their short generation times, convenience in handling,

frequent use in pharmacological studies, and particularly their accessibility to genetic

manipulation.

Different xenobiotic receptor humanized mice for PXR, CAR, PPARa, and AHR

have been generated. In case of PXR, CAR, and PPARa, the common approach from

different groups was to knockout the corresponding mouse receptor and to insert a human

expression cassette by random transgenesis into the mouse genome. By making use of this

approach, PXR and CAR humanized mice have been generated, in which cDNAs of the

human receptors are expressed by the liver-specific albumin promote (94,95). In these

mice, the human receptors restore the xenobiotic response in the mouse liver, but with a

humanized response profile (96). In another approach, a PXR-humanized mouse model

containing a genomic fragment with the entire human PXR gene and its promoter was

created by random integration on a Pxr null background (97). Pretreatment of these mice

with the human-specific PXR agonist rifampicin led to a faster metabolism of midazolam,

while no change in midazolam metabolism was observed in wild-type mice. Therefore,

the PXR-humanized mice reflect the common drug-drug interaction found in humans

cotreated with rifampicin and midazolam more accurately. Two PPARa-humanized mice

on a mouse PPARa null background have been described. In the first model, the human

PPARa was expressed with a tetracycline-responsive system (98), and in the second

model, a genomic fragment comprising the human PPARa promoter and gene sequences

were introduced (99). Both models responded to PPARa ligands by the induction of

known PPARa downstream genes; however, similar to the situation in humans, the

humanized mice did not exhibit the hepatocellular proliferation that is observed in wild-

type mice upon Ppara activation. The humanized mice therefore can help to assess the

human risk of PPARa ligands to non-genotoxic liver tumor promotion more accurately

than wild-type mice. In case of AHR, transgenic mice have been generated in which the

human AHR cDNA is knocked into the mouse Ahr gene locus so that the mouse promoter

controls the expression of the human receptor (99). On treatment with AHR ligands, these

mice do show induction of typical AHR target genes, but in agreement with in vitro

studies, they are functionally less responsive to the environmental toxicant TCDD. In the

light of drug metabolism studies, the xenobiotic receptor-humanized mice can be of

critical importance because the species-specific interaction of a compound with these
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receptors will alter the expression of DMEs and this in turn can affect the metabolism and

therefore the drug bioavailability, toxicity, and efficacy of the compound itself.

Because of species-specific differences of DMEs, cytochrome P450 (CYP)-

humanized mice can be valuable tools for drug metabolism studies. Many transgenic mice

expressing human CYPs have become available in recent years, including mice

expressing human CYP2D6, CYP3A4, CYP2E1, CYP1A1, CYP1A2, CYP1B1, and

others (100). Mice expressing human CYP2D6 efficiently metabolized debrisoquine,

which is used as a probe substrate of CYP2D6 activity in humans (101), and CYP3A4

transgenic mice showed a higher rate of midazolam metabolism and clearance after oral

administration (102). However, most of the current transgenic mouse models expressing

human CYPs have the disadvantage that the homologous mouse genes are still present.

This drawback is overcome in mouse lines expressing human CYP1A1/1A2 on a mouse

Cyp1a1/1a2 null background (25) and CYP3A4 on a mouse Cyp3a cluster knockout

background (103). In the latter case, eight mouse Cyp3a genes have been functionally

replaced with a human CYP3A4 cassette expressed either in the liver or in the intestine.

CYP3A4 expression in the intestine decreased the absorption of docetaxel into the

bloodstream, while hepatic expression increased the systemic docetaxel clearance,

showing the utility of these mice to analyze the relative contribution of the liver and

intestine to the CYP3A4-mediated metabolism of a drug. A mouse model representing a

phase II humanization was generated by random integration of the human UGT1 locus

into the mouse genome (104), which could be a useful tool to study human UGT1

metabolism of a drug.

In summary, humanized mouse models are becoming valuable tools to study the in

vivo metabolism of compounds and in addition to the existing in vitro and in vivo assays

can help to better predict the pathways of drug disposition and toxicity in humans. In

order that the models become widely accepted in this field, a number of obvious

improvements will have to be accomplished. First of all, it has to be ensured that the

models provide the bona fide expression of the human proteins, both in terms of

expression level and tissue distribution. Usually this can be achieved by using the

corresponding human or appropriate mouse promoters. Besides this, the expression of

genomic sequences instead of cDNAs can be beneficial in those cases where human splice

variants are known to be important for the normal function of a gene. Second, in models

expressing human proteins, the deletion of the corresponding homologous mouse gene(s)

is advantageous in order to achieve a true humanlike profile of drug metabolism. And

finally, the utility of humanized models would be greatly increased by the combination of

the most relevant humanizations of xenobiotic receptors and DMEs in a single mouse

model. This would allow the establishment of a complete human pathway of drug

metabolism and would supersede the necessity of multiple tests in different mouse

models.

GENETIC BACKGROUND

As intimated earlier in this chapter, the genetic background of a genetically altered mouse

strain may play a significant role in modifying the resulting phenotype. The generation of

two Cyp1a2 null mouse lines with dramatically different phenotypes (see above) on

different genetic backgrounds reflects this, and there are other examples, for instance, the

deletion of the epidermal growth factor (EGF) receptor (105) results in embryonic

lethality at mid-gestation on a pure 129 genetic background, while pups survive until birth

on a 129 � C57BL/6 background or live for up to three weeks on a mixed 129 � C57BL/

6 � MF1 background. This illustrates the importance of controlling the genetic
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background in genetic manipulation experiments, either by crossing into a pure genetic

background or by ensuring a mixed genetic background is maintained by truly random

breeding. It should also be clear from the foregoing that many of the genetically altered

mouse lines generated in the field of drug metabolism have been created on a range of

mixed genetic backgrounds, although in recent times there have been concerted efforts to

address this issue. The recent generation of ES cells from C57BL/6 mice capable of germ

line transmission of genetic alterations should be an extremely useful development and

should allow generation of genetically manipulated mouse lines on this commonly used

genetic background. However, C57BL/6 is not an ideal background for all experimental

purposes in many tumorigenesis protocols, it is “resistant” to tumor formation,

spontaneous or chemically induced and it is clear that the process of backcrossing to

a defined genetic background will have to continue, while the creation and deployment of

ES cells from different genetic backgrounds are undertaken. The reader is referred to an

excellent recent commentary which covers the issue of genetic background and suggests

potential solutions in more detail (106).

SUMMARY

The use of genetically manipulated mice in the area of drug metabolism has yielded many

useful insights into the expression and function of drug-metabolizing enzymes. As with

studies in other fields, which employ genetically altered animals, it is crucial to take full

account of genetic background when interpreting experimental results and be aware of the

potential for confounding of data when using conditional deletions or alterations. The

recent trend toward “humanization” should be welcomed as a significant step forward in

this area, and this has already begun to yield valuable information on the role of human

drug-metabolizing enzymes in vivo.
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INTRODUCTION

In today’s drug discovery paradigm, pharmacokinetics and drug metabolism (PKDM)

play an integral role in the process of compound optimization and progression to

candidate selection. The traditional focus of PKDM was to support lead optimization and

drug development. But, support widened to include drug discovery, as it became clear that

selection of candidates with suitable absorption, distribution, metabolism, and elimination

(ADME) characteristics was critical to their success in development.

The nature and extent of ADME/PK studies for lead optimization are determined by

the available in vitro and in vivo tools, capacity of the selected assays, and the target

product profile. ADME screens are generally the in vitro methods used to measure

permeability, specific enzyme activity, or metabolic stability and are amendable to

automation-maximizing capacity. A major advantage for the ADME screens is the

availability of human-derived tissues and the view of likely behavior to the targeted

species. The use of the ADME screens is not to reject compounds but to rank order them

for further studies. To ensure ADME screens are yielding accurate ranking information, it

is important to validate in vitro data with in vivo results on a regular basis.

In this chapter, we will review animal models used in discovery PKDM and discuss

some of the challenges that remain. The chapter is divided into three major sections:

systemic metabolism and excretion, absorption, and distribution models. For the most

part, the animal models discussed are those that help identify ADME liabilities. Many of

the models require basic surgical resources to allow access to vasculature sites for

sampling of various biological matrices in preclinical species.

METABOLISM AND EXCRETION MODELS

The metabolic clearance of compounds is most often studied with a combination of

in vitro and in vivo methods. There are several in vivo models in preclinical species to

identify systemic clearance liabilities and poor oral exposure due to first-pass metabolism.
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Together with in vitro results on specific mechanisms for rapid systemic clearance, they

provide the tools needed to devise rapid techniques to screen for the specific liability.

Ideally, the discovery chemist needs to know the metabolically vulnerable moieties within

a molecule. This information is essential to determine what structural changes can be

made that retain potency and enhance metabolic stability. Metabolic liabilities resulting in

high clearance are often identified by the metabolic stability in vitro screens described in

previous chapters in this book. Importantly, the in vitro-screening results need to be

validated by in vivo studies. Metabolism and other determinates of systemic exposure are

listed in Figure 1. The decision-tree arrangement provides a useful tool in teasing out

factors responsible for poor systemic exposure.

Hepatic Extraction

Identifying the cause of poor systemic exposure is crucial to understanding ADME

liabilities and is necessary to direct in vitro-screening efforts. There are a couple of

different study designs commonly used to determine hepatic extraction in rodents. In the

simplest design, the dose is administered via the portal vein, and the systemic drug

concentration is measured over time. Cassidy and Houston (1) used this method to assess

the hepatic metabolism of phenol in the rat. Portal vein infusions can be carried out in

conscious rat, dog, and nonhuman primate (NHP) to measure the fraction of drug

extracted by the liver. In the dog and NHP, vascular access ports can be installed that

allow access to the portal vein in a conscious animal. One potential drawback of this

technique is that it may be possible to saturate liver metabolism and thus underestimate

the extent of hepatic metabolism at lower, often clinically relevant concentrations. To

avoid possible saturation, a high and low dose of investigational compound should be

infused over 30 to 60 minutes. The area under the plasma concentration versus time

curves (AUCs) from this treatment should be compared to that of an equivalent systemic

infusion dose. The concentration range of linear pharmacokinetics can be determined by

running multiple doses and comparing dose-normalized AUCs or by an accelerated

infusion technique described by Ward and colleagues (2). Another consideration for this

technique is that the portal vein cannula may alter the blood flow to the liver. To

minimize the impairment of blood flow in the portal vein, Kim et al. (3) cannulated the

pyloric vein, a tributary flowing directly into the hepatic portal vein.

Hepatic extraction can also be determined following oral administration. In this

design, an oral dose is administered and blood samples measured from the portal vein and

systemic circulation. Iwamoto and colleagues (4) used this method to examine gut versus

liver first-pass effects of salicylamide in the rat. The assumption in this model is that

hepatic blood flow is high enough to dilute absorbed drug to systemic circulation levels.

Basically, the AUC obtained from systemic circulation is divided by the AUC from the

portal vein concentrations to yield hepatic extraction.

In Vivo Drug Interactions

Enzyme Inhibitors

The coadministration of an enzyme inhibitor can be used as a tool to identify enzymes

involved in the metabolism and excretion of the test compound and to predict potential

drug interactions. However, if an enzyme inhibitor is required to get systemic drug

exposure, the compound is likely to have limited clinical utility because of poor PK
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properties. Although advances in in vitro methodologies have obviated the need for many

in vivo studies, nonclinical animal studies are very necessary for drug development. Early

on it was recognized that 1-aminobenzotriazole could be administered to animals before

drug treatment to inhibit P450 enzymes (5). Results following treatment with inhibitor

should indicate a decrease in metabolic clearance, and increased exposure should translate

to an increase in pharmacological activity. If drug clearance is not changed with

administration of 1-aminobenzotriazole, then cytochromes P450 are not responsible for

the majority of drug metabolism. Ketoconazole is a commercially available antifungal

agent and is widely used as a CYP3A and P-glycoprotein (Pgp) inhibitor (6). Salphati

et al. (7) demonstrated the effects of ketoconazole on digoxin absorption and disposition

in the rat. The authors showed that concomitant ketoconazole increases digoxin plasma

concentrations, AUC, rate of absorption, and oral bioavailability. However, this model

does not differentiate the effects of ketoconazole on metabolism versus Pgp inhibition on

digoxin absorption and clearance (7).

Motivated by species-specific poor oral bioavailability and no specific in vitro tool

to directly address the problem, Ward et al. (8) developed a screening model using

ketoconazole to determine the role of Pgp and CYP3A in limiting oral exposure in the

NHP. The authors developed an in vivo screen in the NHP that uses ketoconazole, a dual

inhibitor of Pgp and CYP3A (9,10), to assess their effects on absorption and first-pass

extraction. The model requires surgical resources to install vascular access ports to allow

access to portal vein sampling and intraduodenal dosing. In this model, the authors used

erythromycin, a known substrate for Pgp and CYP3A, and propranolol as the negative

control (6). The authors were able to overcome the species-specific absorption liability

with active lead optimization, in vitro permeability assays, and the ketoconazole in vivo

screen as described by Ward and colleagues (8).

Enzyme Induction

Induction of drug-metabolizing enzymes can have a significant impact on the disposition,

toxicology, and metabolic profile of the pharmaceutical agent or other drugs taken

concomitantly. Enzyme induction in animals can be assessed usually by one of two ways:

the animals can be induced in vivo followed by organ removal or dosing with probe

substrates, or cells or slices can be prepared from normal animal tissues and treated in

culture to induce enzymatic activity in vitro. Induction in animals does not always

correlate with induction in humans. Thus, methodologies using human hepatocytes are

often used to predict potential clinical effects. For example, Pichard et al. (11) used

cultured human hepatocytes to screen a series of 59 xenobiotics for their potential to

induce or inhibit CYP3A. If induction is suspected, dosing with probe substrates can be

used in humans for a definitive assessment.

Early multiple dose pharmacology or toxicology studies may reveal the potential for

induction of metabolic enzymes. If induction or inhibition of in vivo metabolism is

suspected, the liver is typically removed and its metabolic capacity assessed with in vitro

methods (see chapter 20). Induction of CYP enzymes can sometimes explain observations

from nonclinical toxicology studies, such as increased liver weights in the absence of

marked liver enzyme elevation. In vivo studies may be necessary to determine the

metabolic mechanism involved. Pretreatment of preclinical animals with inducing agents

such as phenobarbital (CYP2B) (12,13), b-naphthoflavone (CYP1A) (13), clofibrate

(CYP4A) (14), and ethanol (CYP2E1) (15) can alter the metabolic capacity of animals and

allows for examination of the role particular cytochromes P450 in in vivo metabolism.
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Genetic Knockout Models

Recently, several useful mouse models that target the cytochrome P450 enzyme system or

the Cpr locus have been established. The activities of cytochrome P450 enzymes are

dependent on a redox partner, the NADPH cytochrome P450 reductase (CPR), for their

monooxygenase function. In the first of these models, the Cpr-low (CL) mouse, Cpr

expression is decreased by greater than 70% in all tissues examined, including the liver,

kidney, heart, adrenal glands, olfactory mucosa, testis, ovary, lung, and brain (16).

However, the decreased Cpr expression is accompanied by compensatory increases in

hepatic and renal microsomal P450 content (16). In another model, the liver-specific Cpr-

null (LCN) mouse, Cpr expression is absent in hepatocytes, but at normal levels in other

tissues (17). In the CL-LCN mouse, which combines the phenotypes of the CL and LCN

mice, Cpr expression is absent in hepatocytes and substantially decreased in other tissues.

These mouse models have made it possible to determine the relative contribution of liver

and extrahepatic tissue P450 enzymes in the disposition and bioactivation of drugs.

ABSORPTION/PK MODELS

There is a growing consensus within the pharmaceutical industry that bioavailability in

human in excess of 30% is usually desired to facilitate clinical development. Issues

associated with low bioavailability drugs include high inter-and intrasubject variability

and high-dose requirement. Absorption is affected by a compound’s physiochemical

properties, which affect its dissolution and transmembrane permeability as well as its

presystemic interactions with drug-metabolizing enzymes and transporters.

During the lead optimization process, unless a species-specific liability has been

identified, drug discovery teams will typically assess oral bioavailability in the rat because

of the relatively low compound requirement. Teams will typically set a goal of 20% oral

bioavailability from suspension formulation at a pharmacological dose in the rat. These

in vivo bioavailability determinations will be supplemented with mechanistic inves-

tigations, including in vitro determinations of metabolic stability, cytochrome P450

inhibition liabilities, passive permeability, and active transport processes. Absorption and

other determinates of systemic exposure are listed in Figure 1.

“Higher-Throughput” PK Screening

Although in vitro assays can provide information on enzyme kinetics and other key

parameters, in vivo studies provide the definitive assessment of overall drug ADME. The

focus for the in vivo-screening models is to assess the exposure and PK estimates

following intravenous, oral, or other routes of administration. Automatic blood-sampling

devices are commercially available and can reduce resources necessary to conduct PK

studies. Various devices are available for rodents, and a few that are amendable to

nonrodent species. These devices automate blood sampling and cannula maintenance,

along with temperature-controlled blood storage.

Cassette dosing is where multiple compounds (typically about 10) are coadminis-

tered to an animal model. Blood samples are collected, drug concentrations determined by

liquid chromatography-mass spectrometry (LC-MS) and multiple PK profiles are obtained.

Cassette dosing is a means to improve in vivo throughput and has been described in the

literature (18,19) and provides a relatively quick way of ranking compounds according to

PK properties. Molecules with attractive PK properties in a cassette study would be

analyzed in a more definitive study design. Cassette dosing is amendable to rodent and

nonrodent species and can significantly reduce the use of animals, especially nonrodent
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species. Other advantages to cassette dosing include reduction in interanimal variability,

reduced analysis time, and condensed report format. Disadvantages of cassette dosing

include difficulties in preparing the dose formulation of a mixture of compounds, excessive

set-up time required for analysis, and the potential for drug-drug interactions (20). The

following suggestions may decrease the risk of drug-drug interactions: exclude compounds

with P450 inhibition liabilities, include benchmark probe substrates in each cassette,

reduce the dose of each compound in the mixture, and reduce the number of compounds

per cassette. For example, cassettes usually contain about 10 compounds each administered

at 1 to 2 mg/kg; the dose of each compound could be decreased to 0.5 mg/kg, and the

number of compounds could be decreased to 5 and still retain much of the higher

throughput. Depending on analytical resources, more time may be required for the

enhanced analytical sensitivity required for the lower doses. Cassette dosing, which is often

referred to as “cocktail dosing,” is also being used in humans. The purpose of such a study

is to identify drug-drug interactions; an example of this approach was recently published by

Zhou et al. (21). The potential for drug-drug interactions and other disadvantages of

cassette dosing need to be considered against the advantage of higher throughput.

Oral Exposure

Oral delivery of drugs along with once-a-day dosing is often crucial to patient compliance

and successful development of a new therapeutic. The oral performance of a drug is

regulated mainly by absorption and first-pass hepatic extraction; these processes have

been shown to be modulated by Pgp and CYP3A (9,10). A combination of in vitro and

in vivo studies is often employed to understand factors that affect oral bioavailability.

In vitro assays include determinations of membrane permeability, solubility, and stability

in subcellular fractions. The most common in vivo method for estimation of intestinal

absorption is to measure the fraction of dose entering the portal vein following oral

administration. The method has been described in the literature (22) and requires basic

surgical resources to cannulate the portal vein. The cannulation of the portal vein may

Figure 1 Relationship between the many determinants of oral bioavailability. The decision tree

format can be helpful in teasing out the underlying factors that are responsible for the poor oral

bioavailability.
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alter blood flow to the liver, and the impact needs to be considered. The model is often

used to determine if poor absorption or high hepatic extraction is responsible for low

systemic exposure following oral administration. The model is robust in conscious

animals, and many discovery programs routinely use it as an effective screening strategy.

However, it does not distinguish between gut metabolism and poor absorption of the drug.

Occasionally, in lead optimization, species-specific liabilities are identified, for

example, low oral bioavailability in NHP. Often times, the in vitro tools pertain to human

and rodent absorption and are not available for NHP. However, improvement in

bioavailability in this species may be desirable if the species is to be used further in safety

assessment. This scenario requires the PK scientist to develop a screen to evaluate

compounds in the species that is problematic. Ward et al. (23) identified an increased-

throughput in vivo screen that estimates absorption and first-pass hepatic extraction in the

NHP. The model requires surgical resources to install vascular access ports to allow

access to portal vein sampling and intraduodenal dosing. The authors studied over 200

structurally diverse compounds, evaluated in cassettes of five compounds each,

administered to a single monkey followed by simultaneous portal and systemic sampling.

Follow-up definitive studies to determine absolute bioavailability were carried out on 14

selected compounds; these molecules represented the range of absorption and

bioavailability from the original set. The screen correctly categorized 71% of the

compounds evaluated in the definitive studies. Further, none of the compounds incorrectly

categorized were false negatives. The authors suggest that the false positives may be due

to coadministration of a P450 inhibitor within the cassette mixture (23).

Models That Assess Transporter Involvement

Genetic knockout animal models can be used to evaluate the role of transporter interactions

in vivo. Through the combination of knockout animal data and in vitro studies in cell lines

expressing mouse and human transporters, we can better predict the consequences of the

many transporters on drug disposition in man. Transporters can affect drug absorption in the

small intestine and drug elimination in the liver and kidney. The inhibition or lack of

transporter functions can significantly increase or decrease exposure of drugs to tissues and

result in either no efficacy or increased toxicity. Pgp is encoded by the MDR1 gene and is

partially responsible for the multidrug resistance observed with chemotherapeutic agents. It

is a drug efflux transporter localized on the mucosal membrane of the intestines. The role of

Pgp in drug absorption, disposition, and elimination has been well documented using mdr1

knockout mice (24,25).

GF120918A has been used as a P-glycoprotein/breast cancer-resistant protein (Pgp/

Bcrp) inhibitor both in vitro and in vivo. Recently, Ward and colleagues have

characterized Pgp/Bcrp inhibition by GF120918A in the mouse, rat, dog, and NHP

(26). In this study, coadministration of GF120918A with erythromycin, a known substrate

for Pgp and CYP3A4 (6), resulted in about a 10-fold increase in the AUC of

erythromycin. Interestingly, GF120918A is not a CYP3A4 inhibitor at concentrations

examined in this in vivo model; the authors suggest that erythromycin exposure following

oral administration in preclinical species may be dependent on Pgp/Bcrp activity and not

Pgp/CYP3A, as has been suggested in the literature (27).

To estimate the contribution of Bcrp and multidrug resistance protein 2 (Mrp2)

transporters in the biliary clearance of pitavastatin, Hirano et al. (28) used a combination

of genetic knockout animals. The authors demonstrated that the Bcrp transporter was

responsible for the majority of biliary excretion in mice, and to a lesser extent, the Mrp2

transporter played a role in rats (28). Because deletion of one transporter can cause altered
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expression of other transporters or enzymes in knockout animals (29), caution needs to be

taken when using these models to determine dispositional changes, especially when

extrapolating across species.

Renal Impairment Models

The kidney plays an important role in the elimination of drugs and their water-soluble

metabolites. There are several models of acute and chronic kidney failure. Methods

commonly used to induce renal failure include ischemia caused by reduced or total occlusion

of the renal artery, ureteral ligation, which causes urine to collect in the kidney, administration

of nephrotoxins (i.e., uranyl nitrate), and partial and complete surgical removal.

These models can be very useful in predicting changes in renal excretion of drugs in

acute and chronic kidney failure. The acute kidney failure model is where both kidneys

are surgically removed and is referred to as binephrectomized rats. These animals are

severely compromised and have minimal survival time, usually 24 to 48 hours, depending

on food and water consumption pre- and postsurgery (30). A widely used model for

chronic renal failure is the 5/6 nephrectomy. This model involves the surgical removal of

two poles on the left kidney, and one week later, the right kidney is excised as previously

described (31). The animals recover well from the surgeries, and rats can be studied for up

to 24 weeks following surgery (32). These models allow PK scientist to evaluate the

impact of renal clearance in acute and chronic renal failure.

PK/PD-Concentration-Effect Relationship

Often, it is valuable to characterize the concentration-effect or the pharmacokinetic/

pharmacodynamic (PK/PD) relationship in animal models. A common challenge early in

lead optimization is a discrepancy between the in vitro potency (usually IC50 values) and

the efficacious dose in the pharmacology model (usually an ED50 value). This is why

PKDM scientists support and work directly with the pharmacologist to determine

systemic drug exposure-response relationship in the animal model. If activity is poor or

absent in the animal model and little or no drug is measurable, then metabolic stability

and/or absorption should be investigated. However, if drug is present at efficacious levels

in the systemic circulation, then lack of drug at the effector site or protein binding may be

the issue. Generally, the concentration of the drug at the effector site, on-target or off-

target, should drive efficacy and toxicity. If protein binding is not the problem, then

differences in target binding may be occurring. In some instances, the in vivo activity may

be greater than predicted from the in vitro-derived IC50 values; this suggests that an active

metabolite may be formed and is responsible for enhanced pharmacological activity.

In vitro metabolism studies can confirm formation of the metabolite, and further in vivo

studies can confirm that circulating levels may be responsible for the additional activity.

If competitor molecules are available, they are often used to help validate the

pharmacology model and in vitro assays. If an animal model for efficacy can be

successfully validated, the model can be used to explore PK/PD relationship.

DISTRIBUTION MODELS

The rate of drug distribution to organs or tissues is determined primarily by blood flow and

the rate of diffusion out of the capillary bed into the cells of a particular organ or tissue. In

general, the initial phase of distribution is dominated by blood flow, so that highly perfused
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organs and tissues initially receive most drug, while drug to muscle, fat, and skin may take

several hours to reach steady state. Distribution also depends on the affinity of the drug for

various tissues. Lipid-soluble compounds move readily into cells by diffusion. In contrast,

hydrophilic and ionized drugs are largely restricted to the extracellular space, unless a

transport system is available to transport them into the cell. Drug distribution may also be

limited by drug binding to plasma proteins. A highly bound drug has limited access to

cellular sites of action. Drug may also accumulate in tissues because of binding to

intracellular constituents, pH gradients, or partitioning into lipids. However, in the absence

of active transport, unbound concentration should be equal in plasma and tissue at steady

state. Termination of drug effect usually is by metabolism and excretion, but it may also

result from redistribution of the drug from its site of action into other tissues or sites.

Distribution and other determinates of systemic exposure are listed in Figure 1.

In general, the extent of distribution of a compound depends on its physiochemical

properties and its affinity for a transporter system. In vitro models to predict drug

distribution are generally lacking. However, one example is the prediction of brain-to-

plasma ratio by measuring brain and plasma unbound fraction in vitro (33). Since

distribution of compounds may significantly affect their efficacy and/or toxicity, direct

sampling at the effector site, or as close as possible for drug concentrations, can be

important to a good understanding of the PK/PD relationship.

Radiolabeled ADME Studies

The major objective of in vivo metabolism studies is to determine the distribution,

metabolic profile, and elimination of the drug candidate. It is important that circulating

metabolites are identified in selected toxicology species and to verify that these

metabolites are also formed in humans at appropriate levels. When these profiles are

significantly different, additional studies may be required to assess the risk of first in

human (FIH) studies. Definitive metabolic profiling may not be necessary to advance a

drug candidate into phase I clinical trials, but it is very important to select the appropriate

animal models for more-advanced safety studies. ADME studies are generally conducted

in the same animal species selected for safety assessment studies, generally a rodent (rat

or mouse) and nonrodent (dog, NHP, or rabbit). ADME studies can be performed on

nonradiolabeled compounds. However, the availability of radiolabeled compounds greatly

simplifies the ability to monitor the formation and excretion of metabolites. The most

common isotopes used in metabolism studies are tritium (3H) and carbon 14 (14C). A

major concern in preparing the radiolabeled compound is the introduction of the

radiolabel into the molecule in a position that is metabolically stable (i.e., it will not lead

to loss of radiolabel upon metabolism of the test compound).

Initial drug disposition studies commonly focus on mass balance or recovery of a

radioactive dose in the rat. Results from in vitro metabolism studies, elimination half-life,

bioavailability, and other PK properties are used to determine the radiochemical dose

and duration of sampling. Blood, urine, and feces are collected throughout the study,

usually greater than 5 plasma half-life of parent. Often, selected target tissues and/or

organs are collected to quantify total radiolabel concentration and to determine a

metabolic profile for some tissues or organs. For many drugs, metabolism by the liver

followed by biliary excretion plays a major role in their disposition. Therefore, many

ADME studies have intact and bile duct-cannulated animals, where bile is collected and

replaced with bile salts throughout the study. These studies are routinely carried out in rat

(34), dog, and monkey for 24 to 72 hours; however, the model does require significant

surgical capabilities. In the nonrodent species, sometimes a chronic model can be used
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and access ports installed in the bile duct; in this manner, animals can be used again

following proper washout period. Metabolic profiles of plasma, urine, and fecal samples

are generated at various time points by high performance liquid chromatography (HPLC)

separation followed by flow-through scintillation detection. Often, the flow of mobile

phase from the LC is split to feed the flow-through scintillation detector and mass detector

simultaneously. Results generated are used to determine metabolic profiles and excretion

routes of parent and metabolites. Significant levels of radioactivity observed in the feces

following oral administration suggest either lack of drug absorption or biliary excretion. To

address the issue between absorption and biliary excretion, bile can be collected and feces

and bile can be profiled for parent and metabolites. Another approach to distinguish

absorption from biliary excretion is to perform the study following intravenous adminis-

tration; biliary excretion is responsible for all test compounds and metabolites in feces.

Whole-Body Autoradiography

Quantitative whole-body autoradiography (QWBA) is a useful nonspecific technique for

assessing the tissue distribution of radiolabel in animals. For a radiolabel human ADME

study, regulatory agencies require tissue distribution study in pigmented animals, usually

Long Evans rat, to provide dosimetry to various tissues and organs (35). Briefly, the

proposed clinical route of administration should be used for radiolabel dose, animals

sacrificed and immediately frozen at predetermined times, and carcasses of the whole

animals cut into thin sections (30 40 uM) and exposed to phosphorimaging plates, and

QWBA images are acquired from these imaging plates. With the help of imaging analysis

software and a standard curve, exposure of radiolabel can be quantified in each tissue. On

the basis of body weight and surface area, exposure of tissues to radiolabel in the rat can

be extrapolated to humans and used to estimate whole-body exposure. QWBA is a very

useful tool for distribution studies in preclinical animals; however, it does not provide

information on the chemical identity of the radioactivity.

Microdialysis

Microdialysis sampling has become a standard technique in the neurosciences, and its

success has led to its use in pharmacokinetic, toxicology, and ADME studies. Microdialysis

sampling is accomplished by implanting a probe through which the sampling solution,

termed “the perfusate,” is slowly pumped. The perfusate is an aqueous solution, which

closely matches the pH and ionic composition of the surrounding sample matrix, usually

extracellular fluid. Microdialysis is a diffusion-controlled process, and the driving force for

mass transport is the concentration gradient between the extracellular fluid and the

perfusate. Microdialysis sampling in tissues (36) and sampling for PKDM studies (37) have

been reviewed. Also, a recent American Association of Pharmaceutical Scientist-Food Drug

Administration (AAPS-FDA) workshop produced a white paper on the principles and

application of microdialysis (38). A major advantage of microdialysis sampling is the

exclusion of proteins, resulting in sampling of the free fraction of drug and/or metabolite. In

vivo microdialysis sampling has been conducted in freely moving rats dosed at steady state

with a melatonin analog and compared with the results from equilibrium dialysis method

(39). Good agreement was found between the in vivo free fraction and the in vitro value of

rat plasma. Drug discovery teams often rely on plasma concentrations of drugs to estimate

the drug concentration in peripheral tissues. Otherwise, absolute tissue levels are obtained

by sacrificing one or more animals per time point. Microdialysis sampling allows direct

access to the extracellular fluid of peripheral tissues. Drug levels in rat muscle tissue
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obtained by microdialysis sampling correlated well with unbound plasma levels determined

in serial blood samples for two fluoroquinolones, pazufloxacin and ofloxacin (40).

Models of CNS Distribution

Brain exposure of drugs is critical in many therapeutic areas within the pharmaceutical

industry. Many neuroscience programs require drug delivery to the central nervous system

(CNS), while other programs monitor brain exposure because of potential CNS toxicity or

adverse events. The ability of a drug to cross the blood-brain barrier (BBB) is related to

the drug’s molecular weight, lipid solubility, degree of ionization, protein and tissue

binding, and its affinity for specific active transporters. Generally, increased lipid

solubility enhances the rate of penetration of drugs into the CNS, whereas ionization

greatly diminishes it. The reader is referred to reviews describing in silico approaches to

estimate physicochemical properties such as cLogP and polar surface area (PSA) (41,42).

Common lead optimization strategies often combine in silico, in vitro, and in vivo

methods. The strategies employed will depend on the specific needs of the program in a

given phase of drug discovery. CNS exposure potential is best assessed using data from

multiple and complementary assay systems. Because brain penetration can be affected by

the free fraction of compound in the systemic circulation, assessment of plasma protein

binding in the relevant species is also critical. Species differences in plasma protein

binding can greatly affect the PK and tissue distribution behavior of drugs.

Many active transporters have been identified in the BBB and include several

members of the ATP-binding cassette (Pgp, Bcrp, and Mrp1) and many from the solute

carrier family (amino acid, organic cation, and organic anion). The reader is referred to a

recent review of transporters (43). The in vitro tools to assess the role of many of these

active transport systems are available or being developed for mouse and human, but

generally, many are not available for other preclinical species such as dog and primate.

Currently, transfected epithelial cell lines (Caco-2, MDCK, or LLC-PK1) that express a

given transporter, such as mouse (mdr1a) and human (MDR1) transporters, are accepted

by the draft of FDA guidance on drug-drug interaction studies as models to evaluate Pgp

substrates or inhibitors. From these assays, an efflux ratio calculated as the quotient of the

basolateral-to-apical (B-A) and the apical-to-basolateral (A-B) rates of transfer is

determined (44). In general, molecules that exhibit high efflux ratios (>5) have poor CNS

penetration in vivo.

The role of Pgp and Bcrp tansporters in restricting CNS distribution of drugs has been

extensively studied in mdr1a ( / ) and Bcrp ( / ) knockout mouse models. Recently,

Yamazaki et al. (45) demonstrated a good correlation between efflux ratios in mouse Pgp-

expressing LLC-PK1 cells and CNS levels in mdr1a ( / ) knockout mouse model. Although

in vitro assay for mouse Pgp can predict in vivo brain penetration in Pgp knockout mice and

the efflux ratios between mouse and human transfected cells roughly correlate, the potential

species difference in Pgp can be significant enough that the knockout mouse can not be

used alone to predict human Pgp activity and human CNS penetration.

The most common in vivo method for assessing CNS exposure in rodents is a single

measurement of plasma and CNS levels, usually a terminal time point, where the brain is

removed and homogenized and drug levels quantified. Direct measurement in this manner

is often criticized because it assesses only total brain levels (i.e., blood-brain partitioning),

whereas free drug exposure in brain interstitial fluid is deemed biologically relevant.

Whenever possible, exposure in plasma and brain should be determined as part of

pharmacological (i.e., pharmacodynamic) studies in order to build some understanding of

PK/PD relationhips on the basis of in vitro compound properties, including potency.
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Other commonly used in vivo models include cerebrospinal fluid (CSF)

concentrations, in situ perfusion, microdialysis, and ex vivo receptor occupancy. Brain

perfusion in rodent is useful to measure the permeability of compounds across the BBB

(46); the technique requires surgical resources for cannulation of the carotid artery. For

instance, this approach was used to study the influence of plasma protein binding on BBB

permeability of organic acids (47). Dagenais et al. applied the technique to mdr1a mutant

mice to study the influence of Pgp on the brain uptake of synthetic opioids and other

compounds (48). BBB active transport mechanisms can be explored by the use of

chemical inhibitors in the perfusate (49). This technique is not routinely applied to CNS

drug discovery, but can be useful to answer specific mechanistic questions about BBB

transport. Some academic laboratories and a limited number of contract research

organizations (CROs) may conduct brain perfusion studies for a fee.

For microdialysis sampling in the CNS, the reader is directed to an excellent review

that discusses the literature on its use (50) and another review of microdialysis in the

study of drug transporters in the CNS (51). In a study to measure the concentration of

anticancer agents into rat brain tumors, microdialysis was used to obtain concentration

time profiles of methotrexate in tumor-bearing rats (52). In another study, simultaneous

microdialysis sampling from the blood and brain was used to determine the concentration

of experimental N-methyl-D-aspartic acid (NMDA) antagonist and resulted in good

agreement between microdialysis- based pharmacokinetics parameters and those based on

conventional blood sampling (53). In a microdialysis study of rabbit brain, probenecid-

administered IV was found to decrease the brain plasma transport rate and elimination

clearance from the CNS of zidovudine, administered by intracerebroventricular infusion

(54). Recently, Marchand et al. (2003) examined the linearity of the CNS distribution of

norfloxacin over a wide range of IV doses (12.5 150 mg/kg), using intracerebral

microdialysis to conscious freely moving rats. The authors concluded that the CNS

distribution of norfloxacin was linear over the range of doses tested, but its systemic

exposure was not linear (55). Despite its high content value in measuring drug exposure in

the most relevant biophase within the CNS, microdialysis tends to be used very

selectively in drug discovery, often in synergy with neurochemistry groups that routinely

measure neurotransmitter release as a pharmacodynamic endpoint. The methodology

remains time consuming and technically demanding, especially with regard to properly

estimating probe recovery to derive meaningful data. A number of CROs specialize in

microdialysis services in the context of CNS drug discovery.

Because the CSF is in relatively close anatomical proximity to the brain extracellular

cerebral fluid (BECF) compartment, many investigators suggest that CSF levels may be

the best surrogate measure of free concentrations of compound in the brain (41,56). Some

empirical observations support the view that exposure in the CSF is a better approximation

of BECF than plasma-free concentration. For instance, CSF exposure appears to more

closely approximate BECF than plasma-free concentrations for efflux substrates (56).

Currently, CSF sampling serves as the most readily available means of characterizing the

PK behavior of CNS-targeted drugs. The total volume of CSF sample(s) should be limited

to only a fraction of the total volume and take into account turnover rate if repeated

sampling is desired. CSF samples are easily contaminated by blood and should be free of

such contamination to yield useful information. Test articles should be administered to

conscious animals and allowed to circulate as long as possible before sampling to

minimize the potential effect of anesthetic agents on cerebral blood flow, protein binding,

and CSF composition. The ability to do repeat sampling in a nonanesthetized animal, with

minimal discomfort to the animal, makes this a good example of refinement and reduction

of research animals.
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There are a number of published methods for collecting CSF in dogs. The collection

sites are different between the models and include cisterna magna (57), lateral cerebral

ventricles, and the subarachnoid space of the cervical or lumbar vertebrae (58). Some

methods use a local analgesia (59) for CSF collection, while other methods describe serial

sampling of CSF in conscious, sling-restrained dogs, with the access port placed beneath

the skin surface (58). Many of these models can be used to deliver test compounds to

specific areas of the CNS via the collection cannula. Success rates of the CSF collection

models are based on length of cannula patency, and many dog collection models have

cannula patency that ranges from six weeks to six years. As stated above, species

differences in efflux and other BBB properties are poorly understood.

Most CSF sampling in NHP has been in ketamine-anesthetized animals with direct

sampling from the cisterna magna, which has its drawbacks. Recently, chronic models of CSF

collection have been established in the NHP; many of these models implement stainless steel

cannulas into the lateral or fourth ventricles or catheters into the cerebral or spinal

subarachnoid space. These methods require invasive techniques to pass through the skull and

may require highly specialized stereotaxic equipment. Recently, Gilberto et al. (60) developed

a method that allows direct CSF sampling from the cisterna magna in a nonanesthetized

chaired rhesus monkey. The method uses a silicone catheter inserted into the cisterna magna

and connected to a titanium port placed beneath the skin between the scapulae to permit

easy access for CSF sampling in a conscious chaired NHP. The model is difficult, and the

authors suggest a success rate of about 60%. Success is defined as consistent patency for

CSF collection for longer than two weeks postoperatively. Gilberto et al. (60) instrumented

rhesus monkeys from which they have consistently sampled CSF for over 18 months.

LC-MS-based determination of ex vivo receptor occupancy as determined by

displacement of a tracer in a region of interest is gaining popularity in CNS drug discovery

organizations (61,62). This is an indirect means of measuring target coverage in the brain.

The requirements for a successful tracer (high affinity, minimal nonspecific binding, and

sufficient receptor density in a large enough area of the brain) are more stringent as

compared with a drug candidate. Noninvasive imaging techniques such as positron

emission tomography (PET) and single-photon emission computed tomography (SPECT)

find little use in routine drug discovery. However, their application in primates can play an

important translational role once candidate drugs are identified. If the target is amenable to

receptor occupancy, tracers may be identified from early lead optimization efforts within

the project. Molecules should be selected on the basis of their compatibility for direct and

rapid labeling with short-lived positron emitters such as 18F and 11C.

CONCLUSIONS

A well-designed set of PK studies in a preclinical species can identify ADME liabilities of

early lead molecules. Once identified, appropriate in vitro screens can focus on a specific

ADME property. A good understanding of these liabilities is the cornerstone of a rational

PKDM lead optimization strategy. Screening results need to be delivered to the medicinal

chemist in a timely manner to influence the next round in the synthetic program.

Moreover, it is important that in vitro screens are regularly validated against in vivo data

to ensure proper ranking of compounds for further study. Overall, the types of PKDM

studies are determined by the available in vitro and in vivo tools, the number of

compounds, and the capacity of the selected assay. The goal of this chapter has been to

provide insights into the role that preclinical animal models have in optimizing

pharmacokinetic parameters.
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AA. see Arachidonic acid (AA)

AAPS FDA. see American Association of

Pharmaceutical Scientist Food Drug

Administration (AAPS FDA)

Abdominal distension, 237

Abnormal respiration, 237

Absorption

of drug through small intestine, 275

oral exposure, 663 664

PK/PD concentration effect, 665

PK screening, 662 663

renal impairment models, 665

transporter involvement, 664 665

Absorption, distribution, metabolism,

and elimination (ADME)

characteristics, 659

ABT 418 metabolism in vitro study, 398 399

FMO catalyzed cis and trans N’ Oxidation

of, 416

Accelerator mass spectrometry (AMS), 571,

588 589

Acetaminophen, 5, 65, 74, 139

kinetic behavior of, 625

metabolism, in GST pi, 646

renal metabolism of, 314 317

Acetaminophen glucuronide

NMR spectroscopy of, 378

Acetanilide, 3 4

Acetylcholinesterases inhibition, 215 216

Acetylenes, in irreversible CYP MBI, 545 546

Acetyltransferases, 191 192

Active metabolites, 2 4, 10

Active transporters, renal, 303

Acyclovir, 125

Acyl glucuronides, kinetic behavior

of, 629 630

ADME. see Absorption, distribution,

metabolism, and elimination (ADME)

characteristics

Aglycones, 629 630

AhR. see Aryl hydrocarbon receptor (AhR),

gene regulation by

AhR, XOD regulation by, 121

Ah receptor gene, 157

Ahr gene, 649

Alanine aminotransferase (ALT), 525

Aldehyde dehydrogenase (ALDH), 109

characteristics, 446

Aldehyde oxidase (AO), 116 126

enzymes inhibitors, 214

3 Aldehyde reductase (ALDH3), 157

Aldehydes reaction, with cytochrome P450,

103 104

ALDH3. see 3 Aldehyde reductase (ALDH3)

Alendronate, 581

Aliphatic � bond oxidation, by P450 enzymes,

97 98

Allelic variant forms, human DME, 410 412

Allopurinol, 123

Alrestatin, 215

ALT. see Alanine aminotransferase (ALT)

American Association of Pharmaceutical

Scientist Food Drug Administration

(AAPS FDA), 667

AMG487, 576

Amidases

characteristics, 446

enzymes inhibitors, 215

Amine compounds, 555 556

Amine containing compounds, in CYP2D6

inhibition, 506

1 aminobenzotriazole, 661

675



2 amino l methyl 6 phenylimidazo[4,5 b]

pyridine (PhIP) activation, 455

Amphetamine, 7

AMS. see Accelerator mass spectrometry

(AMS)

Analytical methods, for drug development, 497

fluorescence method, 499

standard criteria for, 499 500

UV/VIS, 499

Androgens, 122

Animal hepatocytes, drug metabolism related

studies, 476 481

Animal models, 664

PK/PD concentration effect, 665

Antabuse1, 215

Anticancer agents AQ4N, reductive activation

of, 104

Anticancer and antiviral prodrug oxidative

metabolism

XOD relevance to, 124 125

Anticonvulsant drugs, 158

APCI. see Atmospheric pressure chemical

ionization (APCI)

APPI. see Atmospheric pressure photo

ionization (APPI), for LC MS

Arachidonic acid (AA)

catalyzed by CYP2C8, in brain, 331

Aromatic hydroxylation, NIH shift mechanism

for, 99 100

Aromatic rings oxidation, by P450 enzymes,

98 100

Arsphenamine, 3 4

Aryl hydrocarbon receptor (AhR),

gene regulation by, 524 525

Atazanavir, 139

Atmospheric pressure chemical ionization

(APCI), for LC MS, 357

Atmospheric pressure ionization (API), for

clinical drug metabolism, 587

Atmospheric pressure laser ionization (APLI),

for LC MS, 357

Atmospheric pressure photo ionization (APPI),

for LC MS, 357

Atomoxetine, metabolism of, 577

Automatic blood sampling devices, 662

Azapetine, 125

Azathioprine, 125, 193

Bacterial cytochrome P450 enzymes,

87 88

BaP. see Benzo[a]pyrene (BaP)

BBB. see Blood brain barrier (BBB)

BC2 cell line, immortalized hepatocytes, 482

BECF. see Brain extracellular cerebral

fluid (BECF)

Benzo[a]pyrene (BaP), 642

phenols, 143

Benzodiazepine, 148

Benzphetamine, 555

Benzydamine, 112, 232

BHT. see Butylated hydroxytoluene (BHT)

Biliary clearance

measurement, 46

of metabolites, 45 48

Biliary secretion, of metabolites, 575

Biliary system, in liver, 67

Bilirubin xylosides, 139

Bioactivation

naphthalene and butylated hydroxytoluene

by CYP enzymes, 247

pneumotoxic furans, 246

Bioactivation, of drug candidates

higher throughput approaches for, 608 609

and metabolic turnover, 608

Bioanalytical techniques, 5 6

Biofluids, NMR spectroscopy of, 374 375

Bioreactors, human DME in, 423 426

Biotransformation

dasatinib, 401

muraglitazar, 399

using enzymes of different gene families and

subfamilies, 406 408

Blood brain barrier (BBB), 327 328, 626, 668

Blood circulation, in liver, 66 67

hepatic vasculature, 66

microcirculation, 67 67

Blood cytoplasm interface, 70 71

� Bond oxidation, by P450 enzymes, 97 100

Brain extracellular cerebral fluid (BECF), 669

Breast cancer resistant protein (Bcrp)

inhibitor, 664

Bufuralol 10 hydroxylase, in CYP2D6

inhibition, 507

Buprenorphine, 141, 150

Bupropion

hydroxylation, for CYP2B6 inhibition, 504

metabolized by CYP2B6 in brain, 331

Butylated hydroxytoluene (BHT)

bioactivation by CYP enzymes, 247

tumor promoting activity, mechanism, 247

Caco 2 cell, 147, 158

permeability, LC MS for, 362 364

Caffeine, in CYP1A2 inhibition, 503

CAR. see Constitutive androstane

receptor (CAR)
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Carbamazepine, CYP2D6 inhibitor, 337

b Carboline, 124

Carbon hydroxylation

followed by heteroatom elimination, 95 96

by P450 enzymes, 93 96

Carbonyl dehydrogenases and reductases,

enzymes inhibitors, 211

Carboxylesterases (CES), in human intestine,

286 287

Carboxylic acid containing compounds, 605

Carcinogenesis, 599, 605

Carcinoma cell, 158

Cardiovascular collapse, 237

CAR null mice, 648

Catalytic mechanism, of XOD, 118 119

b catenin, 648

Caudal related homeodomain protein (Cdx2),

144

Cdx2. see Caudal related homeodomain

protein (Cdx2)

Celecoxib, metabolism of, 580

Cell based CYP bioreactors, 424, 425

Cell cytoplasm, in liver, 64, 72

Central nervous system (CNS), 668

Cephaloridine (CPH)

renal metabolism of, 317

structure, potential bioactivation sites, 318

Cerebrospinal fluid (CSF), 669

CES. see Carboxylesterases (CES)

C H bonds, bond strengths of, 98

Chemical defense theory, 2

Chemical stability, disposition of compound

and, 621 622

Chemical structures, and electrophilic

metabolites, 600 601

Chiral chromatography, 356

Chloral (2,2,2 trichloroacetaldehyde), 215

Chloramphenicol oxidation, 96

p Chloroacetanilide hydroxylation, 97

Chlorpromaxine, 124

Chlorzoxazone, 187

CI 976, structure, 477

Cisapride, 232

Citalopram, 184

CL. see Cpr low (CL) mouse

Clara cells

damage by trichloroethylene, mechanism,

257

DCE toxicity to, 250 251

Clobazam, 184

Clofibric acid, 148, 152

Clopidogrel, 581 582

Clozapine, FMO catalyze oxidation, 114 115

CNS. see Central nervous system (CNS)

CNS distribution model, drug metabolism,

668 670

CNS drug oxidative metabolism, XOD

relevance to, 125

Collision induced dissociation (CID), 602

Conjugation enzymes, xenobiotic metabolism,

254 259

EPHX, 254 255

GST, 257 259

UGT, 255 257

Constitutive androstane receptor (CAR), 9, 140

gene regulation by, 524

Contract research organizations (CROs), 669

COS 7 cells, 146

Covalent binding, for minimizing metabolite

activation

challenges in interpreting data from,

606 607

in drug discovery, 605 606

to drug exposure, 607

targets of, 607

Covalent binding assays, for irreversible

MBI, 546 547

CPR. see Cytochrome P450 reductase (CPR)

Cpr low (CL) mouse, 662

CPT 11, 624

Crigler Najjar syndrome, type II

syndrome, 140

CRO. see Contract research

organizations (CROs)

Crohn’s disease, 193

Cross talk, in nuclear receptors, 525

Cryoflow probe technology, 385

Cryopreservation, hepatocytes, 472 473

CSF. see Cerebrospinal fluid (CSF)

Cyanide, 604

Cyanogen bromide, 551 552

Cyanosis, 237

Cyclosporine, 189

CYP. see Cytochrome P450

CYP18, expressed in human lungs, 250

Cyp1a, 638 642

CYP1A2

clinical induction of, 533

by omeprazole, 534

drug metabolism in brain by, 329

in human lung peripheral tissue, 249

CYP2A6, expression and activity in brain, 330

CYP2A13

activity against lung carcinogens, 250

mRNA expression in brain, 330

CYP3A

troglitazone GSH adduct, catalyzed

formation by, 422 423
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CYP3A4

alkylation of, 551

clinical induction of, 532, 533

CYP3A5

drug metabolism, in brain, 338

drug metabolism, in lungs, 251 252

inactivation by EE, 547 548

Cyp3a11, 531

CYP3A43, drug metabolism in

brain, 338

CYP1A1 enzymes

drug metabolism, in lungs, 249

in GI wall, 283 284

CYP3A enzymes

in GI wall, 278 283

intestinal versus hepatic, 283

CYP3A4 enzymes

versus CYP3A5 enzyme, 281

drug metabolism, in brain, 335 337

localization, 281

CYP4A family enzymes, kidney,

305 306

CYP2A gene expression, in animal and human

respiratory tracts, 249

CYP1A2 inhibition

caffeine in, 503

fluvoxamine in, 504

furafylline in, 504

phenacetin O deethylase assay, 503

theophylline in, 501, 503

CYP3A inhibition, 507 508

ketoconazole in, 508

midazolam in, 508

testosterone in, 508

CYP1B1

expression in bronchial and alveolar

epithelial cells, 249

xenobiotic detoxification in brain

by, 329

Cyp1b1, 642 643

CYP2B6

drug metabolism in brain by, 330 331

expressed in Clara and bronchial epithelial

cells, in human lung, 250

CYP4B1, bioactivation of 4 ipomeanol, in rat

lung, 247 248

CYP4B2, bioactivation of 3MI, in goats lung

tissues, 248 249

CYP2B6 inhibition

bupropion hydroxylation in, 504

mephenytoin N demethylation in, 504

CYP4B1 mRNA, drug metabolism,

in lungs, 252

CYP2C, clinical induction of, 533

CYP2C8

catalyze AA in brain, 331

regulation of vascular and bronchial tone,

human lungs, 250

troglitazone GSH adduct, catalyzd formation

by, 422 423

CYP2C9, allelic variant forms, 411 412

CYP2C18

catalyzes diazepam in brain, 331 332

CYP2C9 enzymes

drug metabolism, in brain, 332

in GI wall, 284

CYP2C19 enzymes

drug metabolism, in brain, 332

in GI wall, 284 285

CYP2C8 inhibition, 504 505

paclitaxel 6a hydroxylase, 505

rosiglitazone N demethylation in, 505

trimethoprim in, 505

CYP2C9 inhibition

(S) warfarin 7 hydroxylase in, 505 506

CYP2C19 inhibition

40 hydroxylation of (S) mephenytoin, 506

CYP2C subfamily, 408

CYP2D6

and EMTPP, 548

enzymes

CNS active drugs affects activity

of, 333 334

drug metabolism, in brain, 332 334

drug metabolism, in lung, 250

in GI wall, 285

inhibition, 506 507

amine containing compounds in, 506

bufuralol 10 hydroxylase in, 507

metabolism

of trazodonemetabolite 1 (m chlorophenyl)

piperazine, 421 422

phenotype genotype relationships, 185

CYP2D7, 138delT polymorphism, in brain, 334

CYP2E1, 643

drug metabolism, in kidney, 305

ethanol metabolism, in brain, 334

expressed in lung tissue, 250

CYP1 enzymes, expression in brain, 328 329

CYP3 enzymes

drug metabolism, in kidney, 305

expression in brain, 335 338

CYP2 enzymes expression in brain, 329 335

CYP4 enzymes expression in brain, 338 340

CYP4F3A drug metabolism, in human brain, 340

CYP2F drug metabolism, in pulmonary

tissues, 250 251

CYP2F1 drug metabolism, in lungs, 251
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CYP2F3 drug metabolism, in lungs, 251

CYP4F11 drug metabolism, in human brain, 340

CYP4F enzymes

expression and distribution in human brain,

339 340

expression and distribution in rat brain,

338 339

in GI wall, 286

Cyp2g1, 643

CYP2J2 enzymes

drug metabolism, in brain, 334

drug metabolism, in lungs, 251

in GI wall, 285 286

CYP mediated metabolism, LC MS for,

361 362

CYP2S1, mRNA expression, in lungs, 251

CYP2S1 gene, expression in brain, 334 335

CYP2U1 mRNA, expression in brain, 335

Cys98, 551

Cys239, 551

Cys468, 551

Cysteine conjugate b lyase (CCBL)

and bioactivation pathways, 312 313

Cytochrome b5, and P450 enzymes reductase,

90 91

Cytochrome enzymes

expressed in rodent and human kidney, 304

Cytochrome P4503A ontogeny, 229 232

Cytochrome P450 (CYP), 638 644

characteristics, 446

in clinical drug metabolism, 574

enzyme kinetics, 412 413

enzymes, 661

enzymes inhibitors, 210 213

genes, and polymorphic drug metabolism,

180

isoforms, 362, 364 365

and liver weight gain, 525

mechanism based inhibition (MBI). see

Mechanism based inhibition (MBI)

reaction phenotype, examples of integrated

in vitro, 405

reductase, 643 644

self inactivation mechanism of, 546

transcriptional supression of, 526

use in ABT 418 metabolism in vitro study,

398 399

use in 17a ethinylestradiol (EE) in vitro

metabolism study, 396 397

use in dasatinib metabolism in vitro study,

400 402

use in muraglitazar metabolism in vitro

studies, 399 400

zileuton metabolism, dependent on, 415 416

Cytochrome P450 (CYP), drug metabolism

in brain, 328 340

chemical equation for oxidation of

hydrocarbon substrate by, 245

in GI wall, 278 286

in kidney, 304 306

in lungs, 245 252

Cytochrome P450 (CYP), inhibition of

CYP1A2, 501, 503 504

CYP3A, 507 508

CYP2B6, 504

CYP2C8, 504 505

CYP2C9, 505 506

CYP2C19, 506

CYP2D6, 506 507

Cytochrome P450 (P450) enzymes

catalytic cycle, 91 92

catalyzed reactions, 92 104

aliphatic � bond oxidation, 97 98

aromatic rings oxidation, 98 100

� bond oxidation, 97 100

carbon hydroxylation, 93 96

heteroatom hydroxylation, 96 97

heteroatom oxidation, 101 102

hydroxylation, 93 97

nitrogen oxidation, 101 102

reduction reaction, 104

sulfur oxidation, 102

unusual oxidation, 102 104

gene family, 85 87

human P450 enzymes, 85 87

mammalian P450 enzymes, 87 89

reductase and cytochrome b5, 90 91

spectroscopic properties, 89 90

structure, 87 89

system, 85

Cytochrome P450 polymorphisms, 180 189

CYP1 family, 180 181

CYP1A2, 180 181

CYP2 family, 181 187

CYP2A6, 181 182

CYP2B6, 182

CYP2C8, 182 183

CYP2C9, 183 184

CYP2C19, 184 185

CYP2D6, 185 187

CYP2E1, 187

CYP3 family, 187 189

CYP3A4, 188

CYP3A5, 188 189

CYP3A7, 189

Cytochrome P450 reaction phenotyping study

integrated approach, 396

Cytochrome P450 reductase (CPR), 662
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Dasatinib metabolism in vitro study, 400 402

DCE. see 1,1 dichloroethylene (DCE)

DCVC, bioactivation pathway for, 314

Debrisoquine sparteine polymorphism, 185

Dehydroepiandrosterone (DHEA), 228

Desmin, 66

Deuterium labeling, in MS, 365

Developmental regulation, by XOD, 122

Dextromethorphan, metabolism of, 39 40

Dextromethorphan N demethylase, 231

Dextromethorphan O demethylase, in CYP3A

inhibition, 507

DHEA. see Dehydroepiandrosterone (DHEA)

Diazapam, 184

Diazepam

catalyzed by CYP2C18, in brain, 331 332

1,1 dichloroethylene (DCE)

toxicity in mice, 248

toxicity to Clara cells, 250 251

S (1,2 Dichlorovinyl) L cysteine. see DCVC

Diclofenac 4’ hydroxylation, for CYP2C9

inhibition, 505

Diehtylamonoethyl 2,2, diphenylvalerate HCl

(SKF 525 A), 555

Dietary factors, CYP3A, 282

Diethyldithiocarbamate, 215

Dihydropyrimidine dehydrogenase

(DPD), 189

7,12 dimethylbenz[a]anthracene (DMBA), 642

Disease states and XOR regulation, 121

Disposition kinetics, of metabolites. see

Kinetic behavior, of metabolites

Disproportionate metabolites

defined, 572

toxicology, 572

Distribution models

CNS distribution model, 668 670

microdialysis, 667 668

radiolabeled ADME studies, 666 667

whole body autoradiography, 667

Disulfiram, 215

DMBA. see 7,12 dimethylbenz[a]anthracene

(DMBA)

DME. see Drug metabolizing enzyme (DME)

DME ontogeny

cytochrome P4503A ontogeny, 229 232

physiological changes, 236 237

regulations, 237

Dopamine, kinetic behavior of, 626

Drug activation, 3

Drug clearance, characterization of, 583 586

biliary excretion, 585 586

traxoprodil. see Traxoprodil, metabolic

clearance of

Drug co oxidation prostaglandin

synthase, reaction pathway

for, 307

Drug detoxication mercapturate

pathway, 311

Drug development

drug metabolism research in, 10 11

enzymes inhibition in, 217 218

Drug development, in vitro methods for

analytical methods

criteria for, 499 500

fluorescence method, 499

UV/VIS, 499

CYP inhibition. see Cytochrome P450

(CYP), inhibition of

data interpretation

DDI prediction, 509 512

rank order approach, 512

enzyme kinetic practices. see Enzyme

kinetic practices, in drug development

Drug discovery, metabolic activation in

CYP inhibition, 599

four tier roadmap for, 609 612

minimization

bioactivation measures. see Bioactivation,

of drug candidates

chemical structural alerts, 600 601

covalent binding. see Covalent binding,

for minimizing metabolite activation

future direction, 612 613

LC MS based, 601 605

low metabolic turnover. see Metabolic

turnover

qualitative assessment, 600

quantitative assessment, 600

toxicity. see Toxicity, metabolites and

Drug drug interactions (DDI), 140,

154 155, 663

inhibition relevance to, 217 218

Drug drug interactions (DDI), prediction of,

509 512

Cheng Prusoff equation for, 510

rank order approach for, 512

Rowland Matin equation for, 509

Drug drug interactions (DDI) studies

human DME, 417 419

using human and animal

hepatocytes, 479 480

Drug induced toxicity. see Toxicity

Drug interactions, in vivo

enzyme induction, 661

enzyme inhibitors, 660 661

Drug labels, and enzyme

induction, 523
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Drug metabolism

active metabolites, 2 4, 10

bioanalytical techniques, 5 6

in brain, 327 340

chemistry, 1 2

CYP genes and, 180

evolution of research in, 1 11

in gastrointestinal tract, 273 289

human cytochrome P450 isoforms

responsible for, 87

induction control mechanism, 8 9

inhibitors, 9

in lungs/respiratory tract, 243 259

conjugation enzymes, 254 259

redox enzymes, 244 254

measures of reversibility in, 52

metabolic profile, 11

NMR spectroscopy in, 373 388

reaction mechanism, 1 2

reactive intermediates, 5

research in drug development, 10 11

toxic and reactive metabolites, 4 5

transporters, 9 11

Drug metabolism related studies

with animal and human hepatocytes,

476 481

Drug metabolites pharmacokinetics. See

Metabolite kinetics

Drug metabolizing enzymes

genetic characteristics, 8

induction control mechanism, 8 9

inhibition of, 203 218

Drug metabolizing enzymes, in

GI wall, 277 289

phase I enzymes, 278 287

CES, 286 287

cytochromes P450, 278 286

epoxide hydrolases, 287

FMO, 287

phase II enzymes, 287 289

GST, 289

NAT, 288 289

SULT, 287 288

UGT, 288

Drug metabolizing enzymes (DME),

227, 649, 662

Drug metabolizing enzymes (DME), human

applications of purified and recombinant,

393 430

in bioreactors, 423 426

enantio, regio and stereo selective

biotransformations, 414 417

enzyme kinetics, 412 414

in hepatocytes, 466

[Drug metabolizing enzymes, (DME), human]

interplay with drug transporters, 427

as pharmacological targets, 426

species differences assessment in

metabolism, 427

structure function and structure activity

studies, 412

study of reactive intermediates, 419 423

toxicity testing, 419 421

Drug movement, through GI wall, 274 275

Drug transporters

human DME, interplay with, 427

of human hepatocytes, 466

study using hepatocytes, 480 481

Duloxetine reaction phenotyping studies, 457

Efavirenz, 598

Efflux transporters, 622, 623

EGF. see Epidermal growth factor (EGF)

receptor

Electron microscopy

characterization of subcellular fractions by,

450 451

Electrospray ionization (ESI), for LC MS,

356 357

Elimination rate limited (ERL) metabolism,

22 23, 35, 37, 55

Embryonic stem (ES) cells, 638, 651

genetic background, 650 651

Emesis, 237

Enalapril, kinetic behavior of, 626

Enalaprilat, kinetic behavior of, 626

Enantio selective biotransformations, human

DME, 414 417

Endogenous compounds metabolism, 123

Endoplasmic reticulum (ER), 71 73, 138

Endosulfan, 74

Endoxifen, 187

Enterohepatic recycling (EHC), of metabolites,

46 48

Enzyme induction, 661

Enzyme induction, in drug development

basic tenets of, 532 533

clinical tools for, 533 534

drug labels, 523

protoypical inducers, 534

Fa2N 4 cells for, 531

gene regulation. see Gene regulation,

enzyme induction

HepaRG cells for, 531

hepatocyte induction, 527, 529 531

HepG2 cells for, 531

industrial approaches to, 522 523
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[Enzyme induction, in drug development]

microarrays application to, 535

mouse model for, 531

nuclear receptors and. see Nuclear receptors

(NR), and enzyme induction

regulatory guidance for, 523

reporter gene assays, 526 527

species differences in response to, 532

substrates, 533

technology for, 534 535

time course of, 533

Enzyme inhibitors, 660 661

Enzyme kinetic practices, in drug development,

494 497

incubation time, 495

protein concentration, 495

substrate concentrations, 495, 497

Enzyme kinetics, human DME, 412 414

Enzyme markers of subcellular fractions, 448

Enzyme regulation

developmental expression, 113

genetic polymorphism, 113

hormonal regulation, 113

by microsomal FMOs, 112 113

Enzymes inhibition

inhibitors, 209 217

mechanism, 203 209

competitive inhibition, 203 204

inactivators, 206 207

noncompetitive inhibition, 204 205

product inhibition, 205

slow and tight binding inhibitors, 206

transition state analogs, 205 206

uncompetitive inhibition, 205

in medicinal chemistry and drug

development, 218 219

reactive products covalently attached to, 209

Enzymes inhibitors, 209 217

aldehyde oxidase, 214

carbonyl dehydrogenases and reductases,

215

cytochrome P450, 210 213

epoxide hydrolases, 215

esterases and amidases, 215

flavin containing monooxygenase, 214

glutathione S transferases, 215 217

monoamine oxidase, 209 210

NADPH P450 reductase, 205, 213 214

sulfotransferases, 217

UDP glucuronosyl transferases, 217

Enzymology, mechanism of metabolism, 7 8,

10 11

EPHX. see Epoxide hydrolases (EPHX)

Epidermal growth factor (EGF) receptor, 650

Epithelial cells, 668

Epoxide hydrolases (EPHX)

characteristics, 446

drug metabolism

in human small intestine, 287

in lungs, 254 255

enzymes inhibitors, 215

ER. see Endoplasmic reticulum (ER)

Erythromycin, 4, 217

ES. see Embryonic stem (ES) cells

Escipalopram, 180

ESI. see Electrospray ionization (ESI)

Esterases

activity, subcellular fractionation, 455

characteristics, 446

enzymes inhibitors, 215

Estrogens, 122, 211

Ethanol metabolism

by CYP2E1, in brain, 334

17a ethinylestradiol (EE), 217 218, 547

metabolism in vitro study, 396 397

glucuronidation by recombinant human

UGT, 410

sulfation by recombinant human SULT,

407

7 ethyl 10 hydroxycamptothecin (SN 38), 143,

624

1 [(2 ethyl 4 methyl 1H imidazol 5 yl)

methyl] 4 [4 (trifluoromethyl) 2

pyridinyl] piperazine (EMTPP), 548

Ethynyluracil, 124

Excreta metabolite, quantitation of, 576 577

Excretion models

drug Interactions, in vivo, 660 661

genetic knockout models, 662

hepatic extraction, 660

Extrahepatic fractions, 451 453

Famciclovir, 125

Fa2N 4 cell line, immortalized hepatocytes,

482

Fa2N 4 cells, in enzyme induction, 531

FDA. see Federal Drug Administration (FDA)

Federal Drug Administration (FDA), 237

2 D 19F edited 1H 1H STOCSY, 381

Felodipine, 508

Fenbendazole, cytochrome P450 catalyzed

oxidation of, 99

Fenn, John, 356

Fexofenadine, 17
19F 1H STOCSYanalysis, 379, 380

FIH. see First in human (FIH) studies

Finasteride (Proscar1), 206
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First in human (FIH) studies, 666

First pass effect. see First pass metabolism

First pass metabolism, 273

clinical implications of intestinal, 276 277

Flavin containing monooxygenases (FMO),

232 235

characteristics, 446

cis and trans N’ Oxidation of ABT 418,

catalyzed by, 416

drug metabolism

in GI wall, 287

in kidney metabolism, 306

in lungs, 253 254

use in ABT 418 metabolism in vitro study,

398 399

use in dasatinib metabolism in vitro study,

400 402

Flavin monooxygenases (FMO), 8, 109

enzymes inhibitors, 214

Fluconazole, 156

Fluorine, for MDP compound complex, 553 554

Fluorine (19F) NMR, for metabolite

quantitation, 577 578

5 Fluoro pyrimidinone, 124

5 Fluorouracil, 124, 189

Fluoxetine, CYP2D6 inhibitor, 337

Fluvoxamine, in CYP1A2 inhibition, 504

FMO. see Flavin containing monooxygenases

(FMO)

FMO dependent oxygenation, catalytic cycle

for, 111
19F NMR spectroscopy of biofluids, 375, 376

Food and Drug Administration (FDA)

guidelines, on clincal drug metabolism,

571 573

Formation rate limited (FRL) metabolism,

20 22, 30, 35, 37, 43, 50, 55

Fourier transform ion cyclotron resonance

(FT ICR), 360

FTICR. see Fourier transform ion cyclotron

resonance (FT ICR)

Furafylline, in CYP1A2 inhibition, 504

Furans, in irreversible CYP MBI, 544

b Galactosidase gene, 648

g aminobutytic acid (GABA) type A receptor,

in brain, 331

Gas chromatography, 5

Gastrointestinal (GI) wall

drug metabolizing enzymes in, 257 269

phase I enzymes, 258 267

phase II enzymes, 267 269

drug movement through, 274 275

Gastroprokinetic agent, 232

Gemfibrozil glucuronide, 159

Gene regulation, enzyme induction,

523 524

AhR, 524 525

CAR, 524

polymorphisms in, 526

PXR, 524, 525, 526

Genetic knockout models, 662

Genetic regulation, by XOD, 122

Genotoxicity, 599

Gestodene, 217 218

Gilbert’s syndrome, 139, 190

GI wall. see Gastrointestinal (GI) wall

b Glucuronidase, 137, 138

Glucuronidation

17a ethinylestradiol (EE), by recombinant

human UGT, 410

inhibition of, 159

in kidney, 307 309

metabolic switching, 159

of oxazepam, stereoselective, 417

Glutathione (GSH), 366

LC MS with, 601 604

Glutathione S transferases (GST)

characteristics, 446

drug metabolism

in GI wall, 289

in kidney, 310 312

in lungs, 257 259

enzymes inhibitors, 215 217

Glutathione transferase (GST), 644 647

Gray baby syndrome, 237

GSH. see Glutathione (GSH)

GSH conjugation

in kidney, 310 314

of Perc and TRI, 317 318

GST. see Glutathione S transferases (GST);

Glutathione transferase (GST)

GST alpha, 644

GST omega, 646

GST pi, 644 646

GST sigma, 647

GST theta, 647

Gst zeta, 647

Guidance for Industry on Safety Testing of

Drug Metabolites, 620

Hecogenin, 141

HEK293 cells, 148

HepaRG cells

in enzyme induction, 531

line, immortalized hepatocytes, 482
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Hepatic architecture. See also Liver

lobule and acinar view of, 62 63

morphofunctional aspects of, 61 77

Hepatic clearance assessment

hepatocellularity and scaling factors for, 478

using hepatocytes, 477 479

Hepatic extraction, 660

Hepatic parenchymal cells, 63 64. See also

Hepatocytes

Hepatic reductase null (HRN), 643

Hepatocytes

clearance, LC MS for, 364

drug metabolism related studies using,

476 481

for enzyme induction, 527, 529 531

human, 142

immortalized, 481 483

life cycle for renewal of, 63

organelle pathology, 69 77

phenotypic and morphological

heterogeneity, 69

stem cell derived, 483

subcellular organization, 69 77

blood cytoplasm interface, 70 71

correlating organelle integrity, 76 77

endoplasmic reticulum, 71 73

lysosomes and cellular waste, 75

membrane based reactor, 71 73

mitochondria, 73 74

multiprobe fluorescence analysis, 76 77

peroxisomes, 75 76

plasma membrane, 70 71

in vitro metabolism studies, 465 483

isolation, 466 476

in primary culture, isolated, 474 476

in suspension, isolated, 474 476

viability and functional assessment, after

isolation, 473 474

Hepatotoxicity study using hepatocytes,

480 481

HepG2, in enzyme induction, 531

Herb drug interactions, 140

20 HETE. see 20 hydroxyeicosatetraenoic acid

(20 HETE)

Heteroatom hydroxylation, by P450

enzymes, 96 97

Heteroatom oxidation

nitrogen oxidation, 101 102

by P450 enzymes, 101 102

sulfur oxidation, 102

High performance liquid chromatography

(HPLC), 667

for clinical drug metabolism, 587

High throughput inhibition assays, 417 418

HLM. see Human liver microsomes (HLM)
1H NMR spectroscopy

of urine metabolites, 385, 386, 387

Hormonal regulation, by XOD, 121 122

HPLC. see High performance liquid

chromatography (HPLC)

HPLC NMR spectroscopy, 381 382

HRN. see Hepatic reductase null (HRN)

Human DME. see Drug metabolizing enzymes

(DME), human

Human drug metabolism

microsomal FMOs relevance to, 116

XOD relevance, 124 126

anticancer and antiviral prodrug oxidative

metabolism, 124 125

CNS drug oxidative metabolism, 125

iminium ion oxidation, 125 126

reductive metabolism, 126

Human FMO genes, 110 113

Human hepatocytes

drug metabolism related studies, 476 481

isolation of, 470 471

Humanization, in drug metabolism,

648 649

Human liver microsomes (HLM), 142, 562

Human P450 enzymes, 85 87

complement of, 86

diagnostic inhibitors of, 207

isoforms and substrates, 87

Hydralazine, 124, 600

Hydrazines, 556 557

Hydrogen deuterium (H D), exchange and

derivatization of, 365

Hydrogen peroxide (H2O2), in CYP self

inactivation, 546

4 Hydroxyatomoxetine, 577

20 Hydroxyeicosatetraenoic acid (20 HETE)

catalyzed by CYP4A family, 338

Hydroxylation

carbon hydroxylation, 93 96

by P450 enzymes, 93 97

4’ hydroxylation of (S) mephenytoin, in

CYP2C19, 506

Hyperbilirubinemia, 139

Hyperforin, 532

Hyperpipecolic academia, 76

Hypothalamus pituitary system, 122

Idiosyncratic toxicity, 598

Imaging techniques, in CNS distribution

model, 670

Imatinib, 580

Imidazomethide, formation of, 544
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Iminium ion oxidation, XOD relevance to,

125 126

Iminium species (reactive), 366

Immobilized enzyme based (IEB) bioreactors,

424, 426

Immortalized cell lines

renal cellular model, 302

Immortalized hepatocytes, 481 483

Indinavir, 139

Indomethacin biliary exposure and toxicity,

species differences in, 47

INH. see Isoniazid (INH)

Inhibition of glucuronidation, 159

Inhibition screening, of UGT, 155 157

Inhibitor enzyme interactions, 418 419

Insect cells, 155

Integrated approach, in vitro metabolism

studies, 395 396

examples of CYP reaction phenotype, 405

Interspecies differences, in metabolism, 608

In vitro in vivo pharmacokinetic predictions

subcellular fractions uses, 455 457

In vitro metabolism studies

ABT 418 metabolism, 398 399

17a ethinylestradiol (EE) metabolism,

396 397

comparisons with subcellular fractions from

multiple organs, 455

dasatinib metabolism, 400 402

hepatocytes, 465 483

integrated approach, 395 396

examples of CYP reaction phenotype,

405

models for, 394

muraglitazar metabolism, 399 400

subcellular fractions, 445 458

In vitro methods, for drug development.

see Drug development, in vitro

methods for

In vitro studies, CYP3A enzymes, 278 279

In vivo studies, CYP3A enzymes, 279 280

Iodoactemide (IA), 551

Ion exchange chromatography, 356

Ionization, for LC MS

APCI, 357

APLI, 357

APPI, 357

ESI, 356 357

2D Ion trap. see Linear ion trap (LIT)

Ion trap mass analyzers, 358 359

conventional ion traps, 358

LIT, 358 359

Ipomeanine, 601

Irinotecan, 140

Irreversible CYP MBI

acetylenes in, 545 546

alkylation for, 551

biotin linked electrophiles for, 551

covalent binding assays for, 546 547

cyanogen bromide, 551 552

furans in, 544

imidazoles in, 544

lysyl endopeptidase for, 552

mass spectrometry, 547 550

photoaffinity labels for, 551

radiolabel drug for, 546

and thiophenes, 544 545

Isolated metabolites

NMR spectroscopy of, 373 374

Isoniazid (INH), 8, 556 557

Isovanillin, 124

Ito cells, 65 66

Itopride, 232

JRES NMR spectroscopy, 387 388

1 D and 2 D J resolved NMR spectroscopy.

see JRES NRM spectroscopy

Kaempferol, 141

Ketene, 545 546

Ketoconazole, 4, 217, 661

in CYP3A inhibition, 508

(S) ketoprofen b 1 O acyl glucuronide
1H NMR spectroscopy of, 385, 387

Kidney

drug metabolism

experimental models for, 301 302

functions in, 314 318

membrane transport, 302 304

phase II metabolism in, 307 314

phase I metabolism in, 304 307

Kidney, mammals

CYP enzymes expressed in rodent and

human, 304

structure, 299 300

Kinetic behavior, of metabolites

acetaminophen, 625

acyl glucuronides, 629 630

aglycones, 629 630

chemical stability in, 621 622

dopamine, 626

drug transporters in, 622 623

enalapril, 626

enalaprilat, 626

L dopa, 626

lipophilicity in, 621
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[Kinetic behavior, of metabolites]

metabolizing enzymes, 623 624

morphine, 628 629

nucleotides, 626 627

phenacetin, 625

simvastatin, 627 628

statins, 627 628

theoretical consideration

for, 620 621

Knockout mouse project, 638

Kupffer cells, 65

b Lactam antibiotics, 153

Lactones, kinetic behavior of, 627 628

LacZ gene, 648

LacZ reporter, 648

Lamotrigine, 139, 141

Lapachenole, in CYP3A4 alkylation, 551

LC MS. see Liquid chromatography mass

spectrometry (LC MS)

LCN. see Liver specific Cprnull

(LCN) mouse

L dopa, kinetic behavior of, 626

Linear ion trap (LIT), 358 359

Linear regression models, 228

Lipophilic compounds, 362, 621

Lipophilicity, in metabolite kinetics, 621

Liquid chromatography (LC) NMR

spectroscopy, 381 385

for drug metabolite reactivity, 385 388

Liquid chromatography mass spectrometry

(LC MS)

advancement and future of, 366 369

for CYP isoforms, 364 365

for CYP mediated metabolism,

361 362

FT ICR for, 360

for hepatocyte clearance, 364

ionization methods for. see Ionization, for

LC MS

ion trap for

LCQ, 358

LIT, 358 359

LTQ Orbitrap for, 359

for metabolite structure, 365

for plasma protein binding, 364

QTOF MS, 359 360

quadrupole mass analyzer for

SSQ, 357 358

TSQ, 357, 358

for toxicity, 365 366

Liquid chromatography mass spectrometry

(LC MS), 662

Liquid chromatography mass spectrometry

(LC MS), for minimizing metabolic

activation, 601 605

with cyanide, 604

with GSH, 601 604

Liquid liquid partition chromatography, 5

LIT. see Linear ion trap (LIT)

Liver

acinar architecture, 62 63

bile pathway, 66 67

biliary system, 67

blood circulation, 66 67

hepatic vasculature, 66

microcirculation, 66 67

cell types, 63 66

cell cytoplasm, 64, 72

hepatic parenchymal cells, 63 64

Ito cells, 65 66

Kupffer cells, 65

sinusoidal endothelial cells, 65

hepatic architecture, 62 63

hepatocytes

phenotypic and morphological

heterogeneity, 69

subcellular organization, 69 77

lobular architecture, 62 63

lobular gradients, 67 69

hepatocytes heterogeneity, 69

oxygen gradients, 68

lobule anatomical structure, 62

Liver in situ perfusion, rat hepatocytes

isolation, 468 470

Liver microsomes, rodents

subcellular fractionation, 448 449

Liver specific Cpr null (LCN) mouse, 662

Liver weight gain, and enzyme induction, 525

LnCAP cells, 151

Localization, CYP3A4 enzyme, 281

Long Evans rat, 667

Lorazepam, 139

Lovostatin, cytochrome P450 catalyzed

desaturation of, 103

LTQ orbitrap mass analyzer, 359

Luteolin, 141

Lymphocytes, 155

Lysosomes and cellular waste, 75

Lysyl endopeptidase, 552

MAAI. see Maleylacetoacetate isomerase

(MAAI)

Magic bullet, concept of, 3

Maleylacetoacetate isomerase (MAAI), 647

Mammalian cells, 155
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Mammalian kidney. see Kidney, mammals

Mammalian P450 enzymes, 87 89

Manhattan Project, 5

MAPEG (membrane associated proteins in

eicosanoid and glutathione metabolism)

proteins, 311

Maribavir, 576, 577

Mass analyzers, for LC MS

FT ICR, 360

ion trap. see Ion trap mass analyzers

LTQ orbitrap, 359

QTOF MS, 359 360

quadrupole. see Quadrupole mass analyzers

Mass balance, of drugs, 580 583

dose administration in, 580

Maxipost

bioactivation of, 582 583

CYP mediated O demethylation of, 582

MDR1 gene, 664

Mechanism based inhibition (MBI), of

cytochrome P450, 599

criteria for, 542 544

irreversible MBI. see Irreversible P450 MBI

kinetics of, 557 561

prediction of, 562

pseudo irreversible

amine compounds, 555 556

hydrazines, 556 557

MDP compounds, 552 555

Medicinal chemistry, enzymes inhibition in,

218

Membrane based reactor, 71 73

Membrane transport, kidney, 302 304

Menadione, 124

Mephenytoin N demethylation, for CYP2B6

inhibition, 504

6 Mercaptopurine, 189

Mercapturate pathway, 310 312

Metabolic reactions, 1 2

Metabolic stability, assessment using

hepatocytes, 477 479

Metabolic switching of glucuronidation, 159

Metabolic turnover, in drug discovery, 607 608

Metabolism

assessment of renal, 44 45

of dextromethorphan, 39 40

elimination rate limited, 22 23

enzymology, 7 8

enzymology mechanisms, 6 7

conjugation, 6

oxidation, 7

reduction, 6 7

formation rate limited, 20 22, 24, 27

measures of reversibility in drug, 52

[Metabolism]

reversible systems, 48 54

bioavailability in, 52

clearance parameters in, 50 51

half life in, 49 50

pharmacokinetic parameters, 49 52

volume of distribution in, 51 52

in vitro methodology, 7 8, 10

Metabolites. See also Metabolite kinetics

biliary clearance of, 45 48

biliary secretion of, 575

clearance mechanism of, 574

clearances

influence on disposition of parent drug,

53 54

and volume of distribution for, 24 27

disproportionate metabolite. see

Disproportionate metabolite

elimination and Michaelis Menton

formation, 54 55

enterohepatic recycling, 46 48

excretion rates to assess

formation clearance of metabolite,

43 44

profile of parent drug, 43

excretion to assess disposition of drug and

metabolite, 43 44

kinetics of. see Kinetic behavior, of

metabolites

MRT measurements, 27 28, 33 34

renal clearance, 41 45

toxicology, 572 573

Metabolite concentrations levels

single dose AUC values to predict, 37 38

at steady state

after continuous administration of parent

drug, 36 37

from single dose, 37 38

superposition principle to estimate at steady

state, 37

Metabolite disposition

after chronic administration of parent drugs,

34 38

time to achieve steady state, 35 36

after single extravascular dose of parent drug

with limited metabolite formation during

absorption, 29 31

metabolite disposition with metabolite

formation during absorption, 31 32

following single intravenous dose of parent

drug, 18 20

with metabolite formation during absorption,

31 32

nonlinear processes and, 54 55
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Metabolite identification

subcellular fractions uses, 453 454

using hepatocytes, 476 477

Metabolite kinetics, 17

after single extravascular dose of parent drug

fraction of metabolite formed and forma

tion clearance, 32 33

metabolite disposition with limited

metabolite formation during absorption,

29 31

metabolite disposition with metabolite

formation during absorption, 31 32

MRT for metabolite, 33 34

following single intravenous dose of parent

drug, 18 28

clearance and volume of distribution for

metabolites, 24 27

ERL metabolism, 22 23

FRL metabolism, 20 22

metabolite disposition, 18 20

rates of metabolite elimination and rates

of elimination of parent drug, 23 24

residence time for metabolites after, 27 28

metabolite disposition with, 18 20

limited metabolite formation during

absorption, 29 31

metabolite formation during absorption,

31 32

Methadone

CYP2B6 role in metabolism of, 331

in enzyme induction, 534

Methimazole, 111, 116

Methoxylamine, 604, 611

3 Methylcholanthrene (3 MC), 143

Methylenedioxyphenyl (MDP) compounds,

552 555

metabolite intermediate (MI) complex

formation, 553

fluorine, 553 554

piperonyl butoxide, 552

pyrethrin, 552

4 (methylnitrosamino) l (3 pyridyl) l butanone

(NNK), bioactivation, 250

3 Methyloxindole (3MI)

bioactivated by CYP enzymes, 348 349

1 Methyl 4 phenyl 1,2,3,6 tetrahydropyridine

(MPTP)

CYP2D6 metabolism, in brain, 332 333

detoxification of, 125

Methyltransferases, 192 193

characteristics, 446

Metoprolo oxidations, 96

3MI. see 3 methyloxindole (3MI)

Michaelis Menton formation, 54 55

Microarrays, for enzyme induction, 535

Microdialysis, 667 668

Microsomal flavin monooxygenase, 110 116

catalytic mechanism, 110

enzyme regulation, 112 113

developmental expression, 113

genetic polymorphism, 113

hormonal regulation, 113

multiplicity, 110 112

relevance to human drug metabolism, 116

species differences, 112

tissue distribution, 112

transformation reactions, 113 116

diagnostic substrates and inhibitors,

114 116

oxidation at nitrogen centers, 114 115

oxidation at sulfur centers, 114 115

Microsome preparation, subcellular

fractionation, 448 449

Midazolam, 188

in CYP3A inhibition, 508

Mitochondria, 73 74

Mixed function oxidases, 7

MMA. see Monomethylarsenate (MMA)

Monoamine oxidases, 109

characteristics, 446

enzymes inhibitors, 209 210

Monomethylarsenate (MMA), 646

Monooxygenases, 7

Morphine, 141, 147, 191

kinetic behavior of

M3G, 628, 629

M6G, 628, 629

Morphine 3 glucuronide (M3G), 628

Morphine 6 glucuronide (M6G), 148, 150, 629

Morphology, of human small intestine,

274 275

Mouse model, for enzyme induction, 531

Mouse models, 662

MPA. see Mycophenolic acid (MPA)

MRL111, 627

MRM. see Multiple reaction monitoring

(MRM)

Mrp2. see Multidrug resistance protein 2

(Mrp2)

Multidrug resistance protein 2 (Mrp2), 664

Multiple reaction monitoring (MRM), 358

Multiplexed inlet system, 363 364, 366 367

Multiprobe fluorescence analysis, 76 77

Muraglitazar, 586

metabolism in vitro studies, 399 400

Mutagenicity, human DME, 420

MUX system. see Multiplexed inlet system

Mycophenolic acid (MPA), 144
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N acetylbenzoquinoneimine, 159

N acetyl pbenzoquinone imine (NAPQI), 625

N acetyltransferase (NAT)

characteristics, 446

in GI wall, 288 289

N acetyltransferase 1 (NAT1), 191

N acetyltransferase 2 (NAT2), 192 193

NADPH. see Nicotinamide adenine

dinucleotide phosphate (NADPH)

NADPH CYP reductase, 244 245

NADPH P450 reductase, enzymes inhibitors,

213 214

b Naltrexol, 159

Naltrexone, 141

Naphthalene, bioactivation by CYP enzymes,

247

b Naphthoflavone, 142

NAT. see N acetyltransferase (NAT)

N dealkylated metabolite, 576 577

N demethylation, 229

N desmethylatomoxetine, 577

Nefazodone, CYP2D6 inhibitor, 337

Neomycin, 647

Neonatal adrenoleukodystrophy, 76

Nephron segments, of mammalian kidney

biochemical properties, 300

functional properties, 300

morphological properties, 300

Nephrotoxicity, 598 599

NHP. see Nonhuman primate (NHP)

Nicotinamide, 553

Nicotinamide adenine dinucleotide phosphate

(NADPH), 643

S Nicotine, 604

Nifedipine, 508

NIH shift mechanism, for aromatic

hydroxylation, 98 100

Nitrene, 557

Nitrogen oxidation, by P450 enzymes, 101 102

NMDA. see N methyl D aspartic acid (NMDA)

N methyl D aspartic acid (NMDA), 669

NMR spectroscopy. see Nuclear magnetic

resonance (NMR) spectroscopy

2 D NMR spectroscopy of biofluids, 374 375

NNK. see 4 (methylnitrosamino) l (3 pyridyl)

l butanone (NNK)

Non cytochrome P450 polymorphisms, 189

Nonhuman primate (NHP), 660

Nonlinear processes and metabolite

disposition, 54 55

Non P450 oxidative enzymes, 109

Nonsteroidal anti inflammatory drugs

(NSAID), 141, 147

Norbuprenorphine, 141, 150

Norethisterone, 546

Normorphine, 150

NR. see Nuclear receptors (NR)

NSAID. see Nonsteroidal anti inflammatory

drugs (NSAID)

Nuclear magnetic resonance (NMR)

spectroscopy

of biofluids, 374 375

in drug metabolism studies, 373 388

for drug metabolite reactivity, 385 388

of isolated metabolites, 373 374

statistical total correlation spectroscopy

(STOCSY), 375 380

Nuclear receptors (NR), 647 648

Nuclear receptors (NR), and enzyme induction,

523 524

AhR, 524 525

CAR, 524

cross talks in, 525

polymorphisms in, 526

PXR, 524, 525, 526

reporter gene assays for, 526 527

Nucleophiles, 601, 602

Nucleotides, 626 627

OCS. see Oral contraceptive steroids (OCS)

3 OH benzodiazepines, 147

Olanzapine, 116, 156

Olefins, cytochrome P450 catalyzed oxidation

of, 98

Olopatidine, 232

Oltipraz, 143

Omeprazole, in CYP1A2 induction, 534

Ontogeny

DME, 228 232

flavin containing monooxygenase, 232 235

sulfotransferase, 235 236

Oral bioavailability (Foral), 276 277

Oral contraceptive steroids (OCSs), 158

Oral exposure, in absorption, 663 664

Organelle

integrity, 76 77

pathology, 69 77

Organic anion transporters (OAT), 622, 623

Organic anion transporting polypeptides

(OATP), 622

Organic cation transporters (OCT), 622, 623

(R) oxazepam, 148, 149, 150

(S) oxazepam, 148, 149, 150

stereoselective glucuronidation of, 417

Oxidative metabolism, 604 605

by XOD, 117

Oxygen gradients, of liver, 68 69
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Paclitaxel 6a hydroxylase, for CYP2C8

inhibition, 505

PAH. see Polycyclic aromatic hydrocarbons

(PAH)

Paper chromatography, 5

Pargluva1. see Muraglitazar

Parkinson’s disease

CYP2D6 activity, 333

Pathophysiologic conditions, CYP3A,

282 283

PBREM. see Phenobarbital response enhancer

module (PBREM)

Pentafluorophenol oxidation, 100

P450 enzymes. see Cytochrome P450

Perc. see Perchloroethylene (Perc)

Perchloroethylene (Perc), GSH conjugates of,

317 318

Percoll isolation procedure, hepatocytes, 472

Perfusion method, 466

human hepatocytes isolation using, 470 471

rat hepatocytes isolation using, 466 470

Peroxisome proliferator activated receptor

(PPAR), 9, 76, 116

Peroxisome proliferator activated receptor

(PPAR) a agonists, 142

Peroxisome proliferator activated receptor

(PPAR)XOD regulation by, 116

Peroxisomes, 75 76

P Glycoprotein (pgp), 9

P glycoprotein (Pgp) inhibitor, 661, 664

Pgp. see P glycoprotein (Pgp) inhibitor

Pharmacogenetic polymorphisms, 179 193

acetyltransferases, 191 192

cytochrome P450 polymorphisms, 180 189

methyltransferases, 192 193

non cytochrome P450 polymorphisms, 189

phase I, 180 189

phase II, 190

UDP glucuronosyltransferases, 190 191

Pharmacogenetics, defined, 179 180

Pharmacokinetics and drug metabolism

(PKDM), 659

Pharmacological targets, human DME as, 426

Phase I enzymes

characteristics, 446

drug metabolism

in GI wall, 278 287

in kidney, 304 307

Phase II enzymes

characteristics, 446

drug metabolism

in GI wall, 287 289

in kidney, 307 314

Phenacetin, kinetic behavior of, 625

Phenacetin O deethylase assay, for CYP1A2

inhibition, 503

Phenobarbital, 141

Phenobarbital response enhancer module

(PBREM), 139

Phenytoin, 141

30 phosphoadenosine 50 phosphosulfate, 235
P450 inhibition study, 455 456

Piperaquine (PQ), 575

Piperonyl butoxide, 552, 553, 554

metabolism of, 552

PKDM. see Pharmacokinetics and drug

metabolism (PKDM)

PK models. see Absorption

PK/PD concentration effect, in

absorption, 665

PK screening, in absorption, 662 663

Planar phenols, 142

Plasma membrane, 70 71

Plasma metabolite, quantitation of, 576

Plasma protein binding, LC MS for, 364

Pneumotoxic furans, bioactivation, 246

Polar surface area (PSA), 668

Polychlorinated biphenyls, 642

Polycyclic aromatic hydrocarbons (PAH), 142

Polymorphic drug metabolism, CYP

genes and, 180

Polymorphisms. See Pharmacogenetic

polymorphisms

Potassium ferricyanide, 553

PPAR. see Peroxisome proliferator activated

receptor (PPAR) a agonists

Prasugrel, 582

Praziquantel, 216

Pregnane X receptor (PXR), 9

gene regulation by, 524, 525, 526

Pregnenolone 16a carbonitrile (PCN), 532

Pregnenolone 16a nitrile X receptor, 140

Primary active transporters, renal, 303

Probenecid interaction, 152 153

Prodrugs synthesis

from GSH conjugates, 313 314, 315

Progestin, 141

Prolintane, 125

Prontosil, 3 4

Propofol, 144

Propranolol, 661

Proscar1, 206

Prostaglandin synthases (PGHS), drug

metabolism

in kidney, 306 307

in lungs, 252 253

Prostate cells, 151

Proteinase K, 552
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Proximal tubule, renal

organic anion and cation transport in, 303

PSA. see Polar surface area (PSA)

Pulegone, 604

Purified human DME applications, 393 430

PXR. see Pregnane X receptor (PXR)

PXR null mice, 648

QTOF MS. see Quadrupole time of flight mass

spectrometers (QTOF MS)

QT syndrome, 232

Quadrupole mass analyzers, for LC MS

SSQ, 357 358

TSQ, 357, 358

Quadrupole time of flight mass spectrometers

(QTOF MS), 359 360

Quantitative whole body autoradiography

(QWBA), 667

Quercetin, 141

Quinidine, 361

Quinine, 125, 188

Quinone methide, 582

QWBA. see Quantitative whole body

autoradiography (QWBA)

Rabbit hepatic microsomes, fractionation, 449

Radioisotopes
14C, 578

dosing of, 579

for drug candidates labeling, 578 579
3H, 578

quantitation of, 578

Radiolabel ADME studies

for circulating metabolites, 586 587

for drug clearance characterization, 583 586

for mass balance of drugs. see Mass balance,

of drugs

radioisotopes in. see Radioisotopes

Radiolabel dose, 578

Radiolabel drugs, for irreversible MBI, 546

Radiolabeled ADME studies, in distribution

model, 666 667

RAF. see Relative activity factor (RAF)

Raloxifene, 124, 147

Ranitidine, 116

Rank order approach, 512

Rat hepatocytes

isolation of, 466 477

buffers preparation, 467

equipment and supplies, 468

equipment setup for, 468

surgical procedure, 468 470

Rat liver microsomes

subcellular fractionation, 449

Rat portal vein cannulation, 469

Reactive intermediates, in drug

metabolism, 5

Reactive metabolites, 4 5

Recombinant human DME applications,

393 430

Recombinase mediated cassette exchange

(RMCE), 638

Redox enzymes, in lungs, 244 254

CVP, 245 252

FMO, 253 254

NADPH CYP reductase, 244 245

prostaglandin synthases/cyclooxygenases,

252 253

Reductases characteristics, 446

Reduction reaction, by P450 enzymes, 91

Reductive metabolism
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Relative activity factor (RAF), 155

Renal clearance of metabolites, 41 45
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Renal impairment models, 665
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526 527
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Ritonavir, 218
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exchange (RMCE)
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Rosiglitazone N demethylation, for CYP2C8
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peroxisomes, 75 76
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differentiating enzymes, 406 408

enzyme kinetics, 414

enzymes inhibitors, 217
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in kidney, 309 310
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SULT. see Sulfotransferases (SULT);

Sulfotransferase (SULT), human DME
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Tamoxifen, 116, 141, 187, 232
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Toxic metabolites, 4 5
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quantitative recovery, 584
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CYP2D6 metabolism of, 421 422

TRI. see Trichloroethylene (TRI)
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GSH conjugates of, 317 318
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depletion of, 157

UDP glucuronosyl transferases (UGT), 137,

190 191. see also Uridine diphosphate
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enzymes inhibitors, 217
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use in Muraglitazar metabolism in vitro

studies, 399 400

UDP glucuronyltransferases (UGT), 623, 624

UGT. see UDP glucuronosyltransferases

(UGT); Uridine diphosphate
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Uridine diphosphate (UDP)

glycosyltransferases, 137

Urine metabolites
1H NMR spectroscopy of, 385, 386, 387

Uroporphyria, 642

Valdecoxib, metabolism of, 580
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