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Model inaccuracies, parameter variations and parasitic influ-
ences of the voltage source inverter can cause significant torque
error and detuning in field-oriented induction machine drives.

This thesis describes an analytical minimization approach for
the sensitivity of flux-linkage observers to parameter variations,
measurement feedback deviation and higher-order harmonics.
An extended model of the induction machine, which takes into
account magnetic saturation, iron losses, rotor deep-bar effect,
and temperature drift of the rotor and stator resistances is intro-
duced. Based on an analytical sensitivity analysis, the flux-link-
age observer is designed with respect to minimal sensitivity to
uncertain parameters.

The low-speed accuracy is improved by an instantaneous phase
voltage sensing circuit integrated with the bottom gate driver of
each inverter leg. The method is based on oversampling and
digital integration. A high-bandwidth low-pass filter is introduced
and optimized to minimize the instantaneous measuring error. A
novel sensor-offset compensation method is developed, which
allows independent offset calibration for all phase voltage and
current sensors during operation. The method is fully decoupled
from the control algorithm.

Another very important aspect is the dynamics of efficiency-en-
hanced IM drives. A model-predictive approach for optimal dy-
namic current sharing of the flux-producing and torque-produc-
ing current is proposed. The results are transferred into a lookup
table for implementation on a low-cost microcontroller.
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1 Introduction

Even though the internal combustion engine has dominated the market for individual
road transportation throughout the last 100 years, electric vehicles (EVs) have always been
around. From the early beginnings of electrically powered mobility in the 19th century,
the major restriction that held EVs off the mass market was – and still is – the lack of
affordable electrical energy storage with sufficiently high energy density to achieve an
acceptable driving range.

In the meantime, driven by the electrification of railways and the increasing automation
in industry, electrical drive systems have undergone several evolutionary developments.
In the last decades, the availability of power-electronic converters [Sti+17] and the devel-
opment of dynamic torque-control algorithms, such as field-oriented control (FOC) [Bla74]
and dead-beat direct torque and flux control (DB-DTFC) [Ken01], made highly-dynamic
electric propulsion with efficiencies above 95 % possible.

With the recent achievements in high-energy-density batteries, electric mobility be-
comes more and more suitable for the mass market of individual road transportation.
Pushed by the political goals of exhaust emission reduction and a more sustainable energy
supply, EVs have lately gained considerable importance in research and industry. While in
terms of energy storage and charging infrastructure enormous technical challenges still
exist, electrical traction drives already fulfill the ordinary requirements for automotive
propulsion. Research and development therefore focus mainly on vehicle integration and
the reduction of manufacturing costs, for example, by increasing the power density. Espe-
cially in terms of power consumption only marginal improvements of the driving range
can be expected, as the aforementioned evolutionary developments have already pushed
the efficiency of electrical drives to a very high level.

Nevertheless, electrical drive systems are currently undergoing important innovations.
As a participant of the internet of things (IoT), the electrical drive becomes an intelligent
device that communicates with its environment to support higher-level features. For
example, in the scope of Industry 4.0, the drive can act as a sensor for monitoring the
condition of connected mechanical systems such as the load or a gear box, or even the
condition of the drive components, itself. With the concept of predictive maintenance and
multi-sensor data fusion this offers substantial ecological and economic benefits.

In addition to that, in EVs, electrical drives offer regenerative braking and enable straight-
forward implementation of new advanced driver-assistance systems (ADAS) that make
EVs more attractive than their conventional counterparts. Besides comfort functions, such
as adaptive cruise control (ACC), this also includes safety-relevant features. By selective
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induction machine machine shaft
machine rotor

rim

wheel hub

tire tread
gearsgearbox

side shaft

tire

Fig. 1.1: Drive train of the electric vehicle with two independent electrical drives at the rear axle.

distribution of the propulsion force to the individual wheels, solutions like electronic stabil-
ity control (ESC) can be implemented using only the electrical traction drives – mechanical
braking is not required. This can be realized by application of multiple single-wheel drives
instead of a single high-power drive, which is also advantageous in terms of an increased
reliability and the generation of economies of scale.

The modular concept has been addressed at the Institute for Power Electronics and Elec-
trical Drives (ISEA)(i) in the collaborative research project modular drive train: stability
with multiple drives (MAs:Stab)(ii) which was funded by the German Federal Ministry for
Economic Affairs and Energy. The majority of the research presented in this work has
been conducted in the course of the MAs:Stab project.

1.1 The MAs:Stab Electric Vehicle

The goal of the MAs:Stab project was to investigate and demonstrate novel torque vectoring
(TV) functions for EVs with a modular drive train consisting of multiple independent
traction drives. Therefore, a two-seats EV – the StreetScooter C16 – was constructed and
built by the project partners(iii). Two independent single-wheel drives were mounted to
the rear axle, as illustrated in Fig. 1.1. By dynamic torque distribution between the left and
the right drive, a dynamic yawing moment can be applied to the vehicle. Photographs of
the C16, taken at an electric mobility event and during a test drive, are shown in Fig. 1.2.

An overview of the TV functions developed and implemented by FEV is given in Fig. 1.3.
By precisely controlling the torque difference of the left and right drive, the function
of an electronic differential (a) is achieved. This way, the agility is increased, and the
vehicle stability is significantly improved (b), for example during fast steering maneuvers.
It also includes the compensation of disturbing forces on the chassis (c), such as wind,
road banking or uneven road surfaces. Furthermore, the active stability control allows
(i)German name: Institut für Stromrichtertechnik und Elektrische Antriebe

(ii)original German title: Modularer Antriebsstrang: Stabilität bei Mehrfachantrieben
(iii)namely: RWTH Aachen University, StreetScooter, FEV, CP autosport, ABM Greiffenberger
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(a) C16 at Aachen goes electro 2014 (b) test drive at project completion

Fig. 1.2: StreetScooter C16 with two independent single-wheel drives at the rear axle. During the test
drive, the 3D-printed body parts were dismantled.

(a) Electronic differential
with dynamic torque
distribution between
left and right rear
wheel.

(b) Agility enhancement
through a supporting
yaw moment during
fast steering
maneuvers.

Wind

(c) Compensation of
disturbing forces such
as side wind and road
banking by application
of a yaw moment.

(d) Increased efficiency
through enhanced
regenerative braking
with active control of
the vehicle stability.

Fig. 1.3: New torque vectoring functions developed in the project MAs:Stab [Kra+17]. Blue trace with
and red trace without torque vectoring.

right
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le!
drive
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Driver
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Fig. 1.4: Configuration of the drive system with higher-level torque-vectoring and stability control.
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Fig. 1.5: Torque accuracy and dynamics requirement for the electrical traction drives.

to increase the regenerative braking force in curves, which notably decreases the overall
power consumption [Kra+17].

Fig. 1.4 shows the top view of the C16 with the structural configuration of the drive com-
ponents and the higher-level control units. The vehicle stability control is implemented
on a dSPACE MicroAutoBox (MABX). It receives the acceleration request and the steering
angle, set by the driver, via controller area network (CAN) from the vehicle control unit
(VCU). Based on the driver request and the information collected from sensors for accelera-
tion, yaw rate and orientation, the MABX calculates individual torque requests for the left
and right traction drive. The task of RWTH Aachen University(iv), was to design the traction
drives according to the torque accuracy and dynamics requirements defined by the outer
stability control loop. While the Institute of Electrical Machines (IEM)(v) investigated the
production influences of the electrical machine on the torque accuracy [PHH15], the focus
at ISEA was on the development of a voltage-source inverter (VSI) and control algorithms
for maximum torque accuracy and dynamics.

1.2 Objective and Outline of this Work

For sufficient dynamic performance of the outer vehicle-stability control loop, the require-
ments given in Fig. 1.5 were identified for both single-wheel drives:

• Maximum torque deviation of ±2.5 Nm in all operating points.

• Step response with full torque after 100 ms.

• Maximum additional propagation delay of 10 ms.
(iv)German name: Rheinisch-Westfälische Technische Hochschule (RWTH) Aachen
(v)German name: Institut für Elektrische Maschinen
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induction
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mechanical
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measurement
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Fig. 1.6: System overview of an induction machine (IM) drive train with functional components.

The objective of this work is the development, implementation and experimental verifi-
cation of a torque-control algorithm for induction machine (IM) drives that fulfills these
requirements. To improve the torque accuracy, an analytical approach for the systematic
minimization of the flux-linkage observer sensitivity to uncertain parameters and mea-
surement error is proposed. The low-speed performance is enhanced by a gate-driver
integrated voltage-sensing circuit, that not only allows instantaneous detection of the
switching-period average value of the VSI output voltage, but also the implementation of
new features for online sensor-offset calibration and VSI condition monitoring. A structural
overview of the outline is given in Fig. 1.7.

Chapter 2: Modeling of Induction Machine Drives

Due to parameter drift and modeling error, precise torque control requires a deep insight
into the modeling of IM drives and their components shown in Fig. 1.6. In this chapter,
a detailed IM model considering nonlinear effects is introduced. The parameters are
evaluated according to their degree of uncertainty. Furthermore, a brief overview of
FOC with efficiency optimization and constraints handling is given. Based on a detailed
metal–oxide–semiconductor field-effect transistor (MOSFET) model, an expression for the
current-dependent voltage distortion caused by the six-pulse bridge (B6) VSI is derived.

Chapter 3: Stator Flux-Linkage Observers

To obtain a torque accuracy within the given limits, a flux-observer with minimal sensitivity
to variations of uncertain parameters must be found. In this chapter, common open
and closed-loop observers are presented, and analytical expressions for the sensitivity to
parameter variations, voltage and current-sensor error are derived. Furthermore, details
on the observer gain selection and the time-discrete implementation are given.

Chapter 4: The Torque Accuracy of the IM Drive – Analysis and Optimization

Based on the analytically expressions derived in Chapter 3, the influence of parameter
variations, measurement error and inverter dead-time on the torque accuracy and controller
detuning is analyzed. The results lead to the choice of an observer with low sensitivity
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to measurement error and magnetic saturation. The remaining parameters – the stator
and rotor resistance – are adapted using a spatially-resolved thermal model. Experimental
results demonstrate the feasibility of this approach.

Chapter 5: Instantaneous Phase-Voltage Measurement

During low-speed operation, the precise detection of the IM stator voltage becomes increas-
ingly important. In this chapter, estimation and sensing methods for the switching-period
average value of the VSI output voltage are discussed. A gate-driver integrated voltage-
sensing circuit is proposed, that is based on digital integration of the drain–source voltage
across the bottom switch. To minimize the instantaneous measurement error, an analog
low-pass filter (LPF) before digital integration is introduced and analytically optimized.

A novel online sensor-offset calibration method is proposed, that is based on the instan-
taneous sensing of the VSI distortion voltage. It allows fully decoupled offset compensation
for all current and phase-voltage sensors, simultaneously. At the same time, the circuit
is used for monitoring of the ‘on’-state voltage drop of all switches. This way, individual
junction-temperature and semiconductor failure detection is possible.

The performance of the sensing circuit is validated in extensive experiments. Stable
torque control without dedicated speed transducer is demonstrated – even at standstill.

Chapter 6: Torque Dynamics of the Efficiency-Optimized IM Drive

Even though electrical drives are generally able to meet the torque dynamics requirements,
for IM operated at maximum efficiency, this is quite challenging. As the flux-linkage is
reduced during partial load, it must be increased before a higher torque can be produced.
The dynamic response of this process is limited by the rotor time constant which is often
in the range of 100 ms and more. In this chapter, an approach for the maximization of the
dynamic torque response without violating the maximum current constraint is presented.
Based on a model-predictive control (MPC) algorithm, a lookup-table-based trajectory
planner for optimal dynamic current sharing is derived.

Chapter 7: Conclusions and Future Work

In the conclusions, the findings of the previous chapters are summarized, and the essential
contributions are pointed out. Further steps and topics for future research are identified.



1.2 Objective and Outline of this Work 7

Chapter 3: Stator Flux-Linkage Observers

Chapter 4: !e Torque Accuracy of the IM Drive – Analysis and Optimization

Chapter 5: Instantaneous Phase-Voltage Measurement

Chapter 6: Torque Dynamics of Efficiency-Optimized Induction Machine Drives

Voltage-Source Inverter

IM parameter
sensitivity

sensitivity to
measurements

inverter
dead time

Chapter 2: Modeling of Induction Machine Drives

Online Parameter Adaption

magnetic saturation
resistance thermal dri$
remagnetization losses
rotor deep-bar effect

Induction Machine Model

efficiency optimization
field weakening
constraints handling

Field-Oriented Control

MOSFET model
thermal characteristics
dead-time modeling
voltage-distortion curve

Analytical Expressions for the
Flux-Linkage Parameter Sensitivity

Open-Loop Models and
Closed-Loop Observers

dimensioning of feedback gains
discrete-time implementation

IM parameter deviation
voltage and current sensor error

Torque Accuracy Analysis and Observer Selection

higher-order
harmonics

model-reference adaptive system
thermal-model resistance estimation

Experimental Evaluation

steady-state torque error
thermal dri$

Chapter 7: Conclusions and Future Work

Online Sensor-Offset Calibration

based on inverter voltage distortion

PWM-Switching-Period Average

driver-integrated sensing circuit
analytical filter optimization
experimental evaluation

Online Semiconductor Condition Monitoring

MOSFET junction-temperature measurement
detection of bond-wire li$-off

Chapter 1: Introduction and Motivation

MPC-based current trajectory plannerFOC with input-trajectory filter

Improved Dynamic Torque Response

Fig. 1.7: Structure of the main contents of this work. Main contributions in light green.



8



2 Modeling of Induction Machine Drives

The performance of a speed-variable IM drive depends on many factors. Each component
of the drive has an influence on the torque accuracy and the achievable dynamics. To
analyze the system with respect to these criteria a deep understanding of each component
and its impact is essential.

In this chapter, a detailed nonlinear model of the IM is derived, which is based on the
fundamental IM equations. Special attention is given to the degree of uncertainty with
that the model parameters are determined during initial parameterization measurements
and during operation. This information serves as a basis for the choice and development
of an appropriate torque-control algorithm. Therefore, a brief overview of state-of-the-art
field-oriented controllers and their parameter dependency is given.

Furthermore, a detailed model of the VSI is introduced, which is fundamental for the
linearization of the nonlinear inverter transfer function. This model is the basis for a novel
online sensor-offset calibration scheme that is introduced in Chapter 5.3.

2.1 The Dynamic Model of the Induction Machine

The IM with squirrel-cage rotor is a rotating-field electrical machine with symmetrically-
distributed stator windings. The cross-sectional view in Fig. 2.1 shows the common con-
figuration with delta- or star-connected three-phase windings. The stator current ®is in the
windings produces a rotating magnetic field with the stator flux linkage ®ψs, which consists
of a mutual component ®ψm penetrating stator and rotor, and a leakage component ®isLσs
only penetrating the stator. The field rotates at the stator angular frequencyωs and induces
a rotor current ®ir into the short-circuited rotor bars of the squirrel cage. The Lorenz force
acting on the rotor bars then creates a mechanical air-gap torque, which is equal to

Tm =
3
2p · ®ψm |×| ®ir, or Tm =

3
2p · ®ψm |×| ®is (2.1)

with respect to the stator. The operator |×| is the cross-product of two-dimensional space
vectors according to the mathematical conventions introduced in Appendix A.1. p is the
number of pole pairs of the machine and the link between the mechanical quantities air-gap
torque Tm, rotor angular frequency Ωm and their electrically-related counterparts

Te =
1
p
·Tm and ωm = p · Ωm. (2.2)

9



10 2 Modeling of Induction Machine Drives

squirrel cage-
rotor bars

leakage flux
of the rotor

leakage flux
of the stator

β-axis

α-axis

β-axis

α-axis

stator

rotor
phase winding a

phase winding b

phase winding c

sha"

Fig. 2.1: Cross section of an IM with squirrel-cage rotor and two pole pairs p = 2 [DPV11].

To produce torque, rotor currents must be present in the machine. These are only induced
if the magnetic field and the rotor rotate asynchronously to each other, with a non-zero
slip frequency

ωsl = ωs − ωm and the slip sslip =
ωsl
ωs
. (2.3)

In the past, the IM has been studied extensively and a variety of modeling concepts
exist. A very descriptive approach is the single-phase ideal rotating transformer (IRTF)
representation, introduced by Veltman et al. in [Vv91], which is followed in this work.
The IM is assumed to be perfectly symmetric, so that all quantities can be described as
space vectors. Space vectors and reference frames are indicated corresponding to the
notation conventions introduced in [DPV11]. Details about the notation and single-phase
space-vector representation are summarized in Appendix A.1.

In the following, the fundamental IM models in IRTF and state-space representation are
presented. They are essential for the synthesis of field-oriented controllers and flux-linkage
observers. For torque accuracy and sensitivity analysis, a more realistic machine model
is derived that takes into account nonlinear effects such as thermal parameter drift, iron
losses and saturation.

2.1.1 The Ideal Rotating Transformer Model

The stator voltage equation of a rotating-field electrical machine is composed of a resistive
term and the voltage induced into the stator windings as

®us = Rs®is + d ®ψs
dt (2.4)
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IRTF

Fig. 2.2: Equivalent circuit of the induction machine with ideal rotating transformer (IRTF). The super-
script ‘xy’ denotes the reference to the rotor-aligned coordinate system.

with the stator resistance Rs and the stator flux linkage ®ψs. Equation (2.4) is often referred
to as the stator or voltage model of the IM.

Analogously to the stator, the voltage equation of the short-circuited rotor is given by

0 = −Rr®i xy
r +

d ®ψ xy
r

dt (2.5)

with the rotor resistance Rr and the rotor flux linkage ®ψr. The space-vector superscript ‘xy’
denotes the reference to the rotor-aligned coordinate system.

Stator and rotor are coupled by the mutual flux linkage ®ψm. With the stator and rotor
leakage inductances Lσs, Lσr and the mutual inductance Lm, the flux-linkage equations

®ψs = ®ψm + Lσs®is, (2.6a)
®ψr = ®ψm − Lσr®ir, (2.6b)

and ®ψm = Lm
(
®is − ®ir

)
(2.6c)

are obtained. (2.5) and (2.6) are often referred to as the rotor or current model of the IM.
The IM equations (2.4) to (2.6) can be expressed by the electrical equivalent circuit with

IRTF depicted in Fig. 2.2. The IRTF is the electro-mechanical link between electrical and
magnetic quantities of the stator and the rotor, and offers a descriptive representation of
the electro-mechanical energy conversion within the circuit diagram [Vv91]. The IRTF is
defined by the equations

®i xy
r = ®ire−jθm, (2.7a)
®ψ xy
r = ®ψre−jθm, (2.7b)

and Te =
3
2 · ®ψr |×| ®ir = 3

2 Im
{
®ψ>r ®ir

}
. (2.7c)

θm is the mechanical rotor angle and serves as a mechanical input into the IRTF. Te is the
mechanical air-gap torque and the output to a mechanical system. Both are electrically
related quantities and must be scaled by the number of pole pairs, according to (2.2), to
determine the actual torque and rotor angle of the machine.
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IRTF

mechanical
system

p

Fig. 2.3: Signal-flow diagram of the induction machine with ideal rotating transformer (IRTF).

The IM model equations (2.4) to (2.7) can be represented by the signal-flow diagram
derived in Fig. 2.3. It is the basis for the MATLAB/Simulink model used in this work
and will be extended by nonlinear effects, such as magnetic saturation, remagnetization
losses, rotor deep-bar effect and thermal parameter drift in Section 2.1.3.

2.1.2 State-Space Representation of the Induction Machine Model

Just like any linear time-invariant system, the IM can be represented by a state-space
model

d
dt xim = Aimxim + Bimuim (2.8a)

and yim = Cimxim + Dimuim. (2.8b)

This general mathematical system representation allows the application of a wide range
of control-theory tools, which will be advantageous for observer synthesis and analysis.
The system is described by the system matrix Aim, the input matrix Bim, the output matrix
Cim and the feedthrough matrix Dim, according to the diagram given in Fig. 2.4. With the
stator and rotor flux linkages ®ψs and ®ψr chosen as state variables, the input vector uim, the
state vector xim and the output vector yim are defined as

uim = ®us, xim =

[ ®ψs
®ψr

]
and yim = ®is. (2.9)

With the help of (2.6), the stator current space vector ®is can be expressed as a function
of the state variables, which yields

®is = 1
σLsLr

(
®ψsLr − ®ψrLm

)
. (2.10)

The leakage inductances have been combined into the leakage factor σ = 1−L2
m/LsLr with

the stator inductance Ls = Lm + Lσs and the rotor inductance Lr = Lm + Lσr. With (2.10)
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Fig. 2.4: Generel state-space representation of a linear time-invariant system.

inserted in (2.4), and (2.5) transformed to the stator side, the state equations for ®ψs and ®ψr
are derived as

d ®ψs
dt = − Rs

σLs
®ψs +

RsLm
σLsLr

®ψr + ®us (2.11a)

and d ®ψr
dt =

RrLm
σLsLr

®ψs −
(
Rr
σLr

− jωm

)
®ψr. (2.11b)

To find the matrices of the state-space model, the state equations (2.11) are rewritten in
matrix notation as

d
dt

[ ®ψs
®ψr

]
=


− Rs
σLs

I RsLm
σLrLs

I
RrLm
σLsLr

I − Rr
σLr

I + ωmJ


[ ®ψs
®ψr

]
+

[
I
0

]
®us (2.12a)

and ®is =
[

1
σLs

I − Lm
σLsLr

I
] [ ®ψs

®ψr

]
with I =

[
1 0
0 1

]
, J =

[
0 −1
1 0

]
. (2.12b)

J is the imaginary number in matrix notation, I the identity matrix and 0 the zero matrix.
The system matrix, input matrix and output matrix are now found by comparison with
(2.8) as

Aim =



− Rs
σLs

0 RsLm
σLsLr

0

0 − Rs
σLs

0 RsLm
σLsLr

RrLm
σLsLr

0 − Rr
σLr

−ωm

0 RrLm
σLsLr

ωm − Rr
σLr



, Bim =



1 0
0 1
0 0
0 0


,

Cim =



1
σLs

0 − Lm
σLsLr

0

0 1
σLs

0 − Lm
σLsLr


and Dim =

[
0 0
0 0

]
.

(2.13)

To analyze the stability of the IM, the placement of the system poles spn in the complex
s-plane can be derived. With the state-space model, the poles are conveniently found as
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Fig. 2.5: Root locus diagrams of the IM with two poles ‘×’ and one zero ‘ ’, according to (2.15). Parame-
ters of the 26 kW machine IM26kA and the 750 W machine IM750 are given in Appendix A.2.

the roots of the characteristic polynomial [DB11, pp. 386–442]

det
(
spnI −Aim

) !
= 0. (2.14)

By solving (2.14), two complex poles sp1 and sp2 are identified which are a function of the
mechanical rotor frequency. They can be calculated by

sp1 = −RsLr + RrLs
2σLsLr

± j12ωm +

√
RsRrL2

m
σ 2L2

sL
2
r
+

(
RsLr − RrLs

2σLsLr
± j12ωm

)2

and sp2 = −RsLr + RrLs
2σLsLr

± j12ωm −
√
RsRrL2

m
σ 2L2

sL
2
r
+

(
RsLr − RrLs

2σLsLr
± j12ωm

)2
.

(2.15)

Another advantage of the state-space representation is that the IM model can directly
be analyzed using the MATLAB Control System Toolbox. In Fig. 2.5, the characteristic
root locus diagram of the IM is plotted for a 26 kW machine IM26kA and a 750 W machine
IM750, using the pzmap command on the matrices in (2.13). It illustrates the position of the
two poles (2.15) within the complex s-plane and their dependency on the mechanical rotor
frequency ωm. In addition to the poles, the IM has one zero which is located close to the



2.1 The Dynamic Model of the Induction Machine 15

IRTF

Fig. 2.6: Extended nonlinear induction machine model with IRTF.

imaginary axis. For increasing speed, sp1 and the zero travel in direction of the imaginary
axis, whereas sp2 approaches the real axis. The root locus diagram will later be useful to
define the flux-linkage observer gains.

2.1.3 Extended Nonlinear IM Model

The previously introduced IM model must be considered as an idealized model. In reality,
additional effects exist that cause the IM parameters to vary during operation. The most
relevant influences are magnetic saturation, temperature drift, iron losses and the rotor
deep-bar effect. To analyze the torque accuracy and to investigate the robustness of the
control algorithm and flux-linkage observers on parameter variations, a more realistic
model must be used which takes these effects into account. To do so, the previous IM
model is modified and an extended nonlinear model of the IM is introduced. Based on
this model, a block diagram is derived and implemented in MATLAB/Simulink. It is
used for dynamic simulations and steady-state calculations in this work. The resulting
equivalent circuit is depicted in Fig. 2.6 and comprises additional components and nonlinear
parameters, which will be explained in the following.

2.1.3.1 Magnetic Saturation

To optimize the power density and material consumption, the IM is generally designed to
operate under magnetically saturated conditions. It causes the magnetic flux linkage to
saturate with increasing magnetizing current. In the IM model, this is reflected by current-
dependent parameter variations of the inductance values Lm, Lσs and Lσr. However, precise
identification of these parameters and their dependency on saturation is problematic
because they are mutually coupled and not separately measurable.

A common approach is to only consider the saturation of the main flux path [LN90].
The dependency of the main inductance Lm is usually obtained by no-load tests. The
rotor current then becomes zero and the inductance can be measured in conjunction with
the stator leakage inductance. In Fig. 2.7a, this has been done for IM26kA with current
magnitudes from 10 to 270 A in steps of 20 A, and with stator frequencies from 20 to 200 Hz
in steps of 30 Hz. The stator inductance is plotted as a function of the stator flux linkage
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Fig. 2.7: The influence of magnetic saturation on the stator inductance, obtained for IM26kA through
no-load tests and fitted using an exponential function. The dependency of the stray inductances
on the current magnitude and the frequency was measured during locked-rotor tests.

which is calculated from voltage measurements using the voltage model according to
(2.4). Ls is basically only dependent on the stator flux-linkage magnitude and decreases at
rated flux linkage to half of its unsaturated value. The stator frequency has no noticeable
influence on the inductance value.

The saturation dependent stator inductance can be described using the exponential
function

Ls(ψs) = Ls1 − ls2 ·ψ es2
s , (2.16)

which leads to a very close fit, as illustrated in Fig. 2.7a. In this work, the saturation of
the main flux linkage is described using the stator quantities, because they are directly
determinable from measurements. Ls can be obtained from the reactive power or the
imaginary impedance component acquired during no-load tests without the influence of
other model parameters. This makes (2.16) a reliable representation.

To identify the mutual inductance Lm, the stator leakage inductance Lσs must be sub-
tracted from (2.16). However, explicit measurement of Lσs is not possible. It is usually
determined by locked-rotor tests as the sum of both leakage inductances which are not
clearly separable. Common practice is to assume both parameters to be equal. A better
solution is to utilize the data generated by finite element method (FEM), if available. In
this work, the ratio of both leakage inductances is taken from FEM data and is used to
separate the stray inductance value obtained by locked-rotor tests. This leads to a more
reasonable distribution, but is still a factor of uncertainty.

Another problem is the saturation of the leakage flux linkages. The locked rotor test
implies almost zero magnetizing current. Thus, Lσs and Lσr are usually parameterized
under unsaturated conditions. This is confirmed by the test results shown in Fig. 2.7b. For
better comparison, in Fig. 2.7 the ordinates are proportionally scaled. Only slight saturation
with an inductance reduction of only 7 % from zero to rated current is noticeable. It is
almost negligible when compared to the stator inductance reduction of 50 % in Fig. 2.7a.
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Fig. 2.8: Measured sum of leakage inductances as a function of the magnetizing current and field angle.
Detected with IM750 by signal injection of an alternating voltage space vector with a sinusoidal
magnitude of 2 V and 600 Hz, rotating at 1 Hz.

However, since the mutual and the leakage flux linkages share the same flux path,
a saturation cross coupling exists which also decreases the leakage inductances in the
presence of magnetizing current. In Fig. 2.8, this effect is experimentally investigated
by injecting an alternating voltage at standstill using IM750. The direct current (DC)
magnetizing current is varied from 10 % to 100 % of the rated current. At the same time, the
sum of spatial leakage inductances is measured as a function of the angle to the magnetizing-
current vector by superimposing a high-frequency voltage signal. The procedure can be
understood as a spatial locked rotor test under saturated conditions. As expected, the
leakage inductances are significantly reduced by about 20 %. Furthermore, the main flux
linkage introduces a saliency which can be used for speed or flux angle estimation [JL96].

To include the impact of cross saturation, more complex models can be found in the ref-
erences of [Lev97]. However, they introduce new uncertainties due to additional coupling
parameters and have been subject of controversy. In [Ger+07], the cross saturation has
been analyzed using a reluctance mesh modeling approach. Results show, that the effect
of cross saturation is greatly enhanced by the skewing of the rotor.

One should note that the inductance values in Fig. 2.8 are much smaller than the param-
eters given in Table A.3. At 600 Hz, the overall leakage inductance is decreased to 65 % of
its actual value. This and the frequency-dependent reduction of the leakage inductances
in Fig. 2.7b are caused by the rotor deep-bar effect described in Section 2.1.3.4.
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Fig. 2.9: Temperature drift of the stator and rotor resistance for IM26kA. Stator temperature measured
at the end winding and rotor temperature measured at the end ring using a rotor telemetry.

In this work, saturation is only considered in the main inductance Lm and is only defined
for the stator inductance according to (2.16), because of the aforementioned parameter-
ization uncertainties. Lσs and Lσr are assumed to be constant but may differ from the
real values. Thus, the torque-control algorithm must be insensitive to leakage inductance
variations and cross saturation to achieve precise torque production.

2.1.3.2 Thermal Drift of the Stator and Rotor Resistance

The major reason for stator and rotor resistance drift is temperature variation. For a limited
temperature range, the electrical resistance of metals increases nearly linearly with the
temperature [Gia14]. Thus, with changing temperature ϑs of the stator windings, the stator
resistance may be described as

Rs(ϑs) = Rs(ϑs = 20 ◦C) · (1 + α20 · (ϑs − 20 ◦C)). (2.17)

Rs(ϑs = 20 ◦C) is the stator resistance at 20 ◦C and α20 is the corresponding temperature
coefficient for copper. α20 is a material constant and only valid for a specific temperature.

The stator winding temperature usually changes with a time constant of several tens of
minutes. Since this is very slow compared to all other dynamic processes of the IM drive,
terms describing the dynamic change of stator resistance can be neglected and Rs(ϑs) can
be considered as a steady-state quantity within all equations. Thus, no modification of the
aforementioned model equations is necessary and Rs is simply updated as a function of
the winding temperature.

The stator resistance and its dependency on the winding temperature can be determined
by simple DC current measurements. In Fig. 2.9a this has been done during a cooling
process from 104 to 30 ◦C. A current of 150 A has been applied to the stator windings
while the voltage drop was captured along with the stator end-winding temperature. Since
the temperature sensor is not equally coupled to each of the three phase-windings, and
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TABLE 2.1
Stator and Rotor Resistance Temperature Coefficients

unit stator rotor

measured resistances at 20 ◦C mΩ 6.25 6
measured temperature coefficients α20 10−3 K−1 3.5 4.4

literature values α20 [CD03] 10−3 K−1 3.95 4.2
material copper aluminum

since the sensing current introduces an unequally distributed temperature increase, the
stator-current space vector was rotated slowly at 0.1 Hz. The results reflect the linear
relationship according to (2.17). Fitting with a linear function leads to the temperature
coefficient given in Table 2.1, which is similar to the literature value for pure copper.

The same relationship also applies to the rotor resistance. However, the parameterization
is difficult because usually neither the resistance value nor the rotor temperature can be
measured. In contrast to common setups, IM26kA is equipped with four thermal sensors
of the type PT100 located at the end ring of the squirrel cage and a corresponding rotor
telemetry. The rotor resistance can be indirectly determined using a flux-linkage observer
and the IM model. From equations (2.5) and (2.6) an expression for the rotor resistance
can be derived as

Rr =
ωsl
isq

(
ψs

Lr
Ls

− isd

(
Lr −

L2
m
Ls

))
. (2.18)

isd and isq are the direct and quadrature stator current components of the stator field
oriented ‘dq’-reference frame and are measured quantities. At sufficiently high speed,
the stator flux linkage is accurately obtained from voltage measurements and the voltage
equation (2.4) [SSD16]. However, since (2.18) is a function of the inductance values, small
deviations might be introduced by the saturation related parameter uncertainties described
in the previous section.

In Fig. 2.9b, Rr has been captured at an operating point of 60 Nm and 4000 rpm. The
rotor was warmed-up from 26 to 118 ◦C. The results show the same linear relationship
as in (2.17). With a least square fit, the corresponding coefficients of the rotor resistance
can be found as given in Table 2.1. The temperature dependency of Rr is represented in
the IM model analogously to the stator resistance. But since the characterization of Rr is
more sensitive to errors and the rotor temperature is usually not measurable, the control
algorithm should be rather insensitive to this parameter.

2.1.3.3 Remagnetization Losses in the Ferromagnetic Material

Remagnetization losses within the ferromagnetic material is a wide and active field of
research itself. Many modeling concepts have been developed and discussed. Some of
them try to emulate the physical mechanisms in detail, others are rather based on empirical
studies. A common descriptive approach is to split the losses in magnetic hysteresis and
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Fig. 2.10: Iron core losses of IM26kA measured by no-load tests and fitted using Steinmetz’s equation.

eddy-currents losses. However, in material sciences and physics this conception is not
accepted. A brief overview on the modeling of remagnetization losses and its physical
origins can be found in [RBD01]. In the field of electrical drives, usually the alternative
term iron losses is used when referring to these losses.

In this work, an empirical model for the iron losses is used. In the 19th century, Steinmetz
conducted experimental studies and found an expression for the remagnetization losses.
It is a function of the magnetic flux density and the frequency of a sinusoidal excitation
voltage [Ste92]. Translated to the stator quantities of the IM, the Steinmetz equation

Pfe
steady state
=

3
2 · kfe · |ωs |afe ·ψbfe

s (2.19)

is obtained with the material constants kfe, afe and bfe. Since the IM is a rotating-field
machine with sinusoidal phase currents, (2.19) is applicable.
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The iron losses are generally determined by measuring the active power consumption
during no-load tests. After subtracting the stator copper losses, Pfe is obtained as a function
of the estimated stator flux linkage ψ̂s and the stator angular frequency ωs. To eliminate
the influence of friction losses, the machine under test is driven by a second load machine.

Corresponding measurement results for IM26kA are given in Fig. 2.10. An estimate
P̂fe for the iron losses is found by fitting the measured data points using the Steinmetz
equation (2.19). The estimate P̂fe is in good agreement with the measurements. Only at
low frequency when the signal-to-noise ratio is low, a notable relative error exists. The
iron losses are then small compared to the stator copper losses which – due to temperature
drift – cause a measurement error.

In the equivalent circuit of the IM, the iron losses are often represented by a frequency
and flux-linkage dependent resistanceRfe in parallel to the mutual inductance. An approach
for combined modeling of iron losses and saturation is given in [SL96]. However, the
iron-loss resistor is not a physically precise representation and the positioning parallel
to Lm is unfavorable because it interferes with other modeling concepts. Especially the
transformation of the equivalent circuit to the stator-oriented Γ-model or the rotor-oriented
inverse Γ-model becomes more complicated.

A better and not less accurate approach is the placement of Rfe parallel to the stator
inductance Ls, as proposed in [Dit98]. The iron losses are then related to the stator
quantities, according to Fig. 2.6. With (2.19), the steady-state iron-loss resistance can be
calculated as

Rfe
steady state
=

ω2
sψ

2
s

Pfe
= k−1

fe · |ωs |2−afe ·ψ 2−bfe
s . (2.20)

The additional stator current component throughRfe is orthogonal to the stator flux linkage
and has therefore an influence on the torque production. It can be calculated by

®ife =
1

Rfe(ωs,ψs) ·
d ®ψs
dt

steady state
= jωs ®ψs · kfe · |ωs |afe−2 ·ψbfe−2

s . (2.21)

One should note that the iron-loss model is an empirical model that has been param-
eterized by no-load tests under steady-state conditions. Thus, it does not include any
information about transient processes and only describes losses occurring in the stator ma-
terial. Although the magnetic field rotates slowly in relation to the rotor, notable additional
iron losses can occur when torque is produced. In [vPSH17], the iron losses of IM26kA
have been analyzed at IEM using FEM. The iron losses have been calculated for the entire
operating range of the drive considering the application of an efficiency-optimized control
strategy. Results in Fig. 2.11a show, that the calculated iron losses in the field-weakening
region are notably higher than the measured data from no-load tests. Fig. 2.11b shows the
discrepancy between the Steinmetz model and FEM. Equation (2.19) seems to be accurate
for a wide operating range, but close to the maximum voltage limit in the field-weakening
region the FEM results show a deviation of up to 800 W. As stated in [vPSH17], this is
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Fig. 2.11: Comparison of calculated iron losses using FEM in [vPSH17], and iron-loss model using fitted
data from no-load tests, according to Fig. 2.10. Results for the entire operating range of the
efficiency-optimized drive using IM26kA.

caused by slot harmonics which are drastically increased at high slip frequencies. They
introduce additional iron losses close to the air gap, especially on the rotor surface.

In this work, the additional slot-harmonics-related rotor iron losses are neglected. Basi-
cally, additional components in the rotor circuit could be introduced, but reliable informa-
tion about the correlation to the electrical quantities of the fundamental frequency model
in Fig. 2.6 is missing. Furthermore, the additional losses will not lead to wrong results when
the model is used for efficiency optimization, since they only occur in the field-weakening
region where the choice of flux linkage is no longer a degree of freedom. Additional rotor
losses could be modeled as an additional resistive component in the rotor circuit on the
right-hand side of the IRTF in the fundamental model. Thus, it can be assumed that they
do not provoke torque deviation, in case a voltage-model observer based controller is used.
The additional losses can then rather be seen as a distortion of the rotor-resistance value.

2.1.3.4 Rotor Deep-Bar Effect

At high slip frequency, the current in the rotor bars is no longer uniformly distributed
across the rotor bar cross-sectional area. Due to the skin effect, the current is displaced in
radial direction to the rotor surface. This leads to a higher effective rotor resistance and a
reduced rotor leakage inductance. Consequently, both quantities alter with changing slip,
especially during transients.

The rotor deep-bar effect is highly dependent on the shape of the rotor-bar cross section
and is more pronounced for deeper rotor bars. It is often utilized to improve the starting
torque of grid-connected IM. As illustrated in Fig. 2.12, the starting torque at sslip = 1 is
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Fig. 2.12: Influence of the rotor bar shape on the torque production [HVB99].

significantly increased by the deep rotor bars [HVB99]. However, in vector-controlled
drives, the deep-bar effect is a parasitic effect that increases the rotor losses and can cause
higher torque ripple.

A systematic approach to represent the rotor deep-bar effect in the IM model can be
found in [DVG86a; De 92] and the supplementary of [DPV11]. An additional parallel
network consisting of an inductance Lσr1 and a resistance Rp1 is added to the rotor circuit
in Fig. 2.6. By matching the resulting complex rotor admittance to the admittance locus
described by the skin-effect theory, a set of parameters for the rotor deep-bar effect can be
found as

Lσr0 = 0.29 · Lσr, Lσr1 = 0.71 · Lσr and Rp1 = 2.53 · Rr. (2.22)

The so found parameters are a good representation of the rotor deep-bar effect. However,
even better results can be achieved by matching the admittance to measured data. Since
the IM in this work is only operated at moderate slip frequencies this step can be omitted
without notable deviation of the model. Furthermore, the rotor deep-bar effect can often be
considered as a parameter distortion of the rotor resistance and rotor leakage inductance.
Therefore, no additional components are necessary.

2.1.3.5 Extended Nonlinear Simulation Model

The signal-flow diagram used for the implementation of the extended IM model in MAT-
LAB/Simulink is given in Fig. 2.13. The magnetic saturation is modeled using a lookup
table for the magnetization current in polar coordinates, as proposed in the supplementary
chapter of [DPV11]. To find an expression for the stator and rotor current, with the stator
and rotor flux linkage as inputs, (2.6) can be rewritten as

®ψm =
Leq

Lσs
®ψs +

Leq

Lσr0
®ψr︸             ︷︷             ︸

ψmo

−Leq®im with Leq =
LσsLσr0

Lσs + Lσr0
and ®im = ®is − ®ir. (2.23)
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Fig. 2.13: Signal-flow diagram of the extended IM model with ideal rotating transformer (IRTF).

The magnetization current ®im can now be determined using a lookup table with the auxil-
iary flux linkageψmo as input. It is a fundamental component model without consideration
of saturation or other higher-order harmonics caused by the rotor or stator slots and wind-
ing distribution. For the simulation model, the Ls saturation model in (2.16) needs to be
transformed to the mutual inductance Lm by subtraction of the stator leakage inductance.

The thermal drift of the stator and rotor resistance is represented by time-varying
resistance values. Since the dynamic temperature change is much slower than the other
IM time constants, dynamic terms related to the temperature can be neglected and the
resistance values can be considered as steady state.

Iron losses are included in the dynamic model by implementation of the current-related
Steinmetz equation (2.21). Since the stator angular frequency is not a signal in the dynamic
IM model, it must be extracted from the stator flux linkage. This can be done by calculation
of the cross-product magnitude of ®ψs with its derivative according to

ωs =
1
ψ 2

s

(
®ψs |×| jωs ®ψs

)
. (2.24)

To avoid problems in the case that ®us is a switched voltage signal, the factors of (2.24) can
be low-pass filtered before multiplication. Although it reduces the dynamic response, the
overall quality of the iron-loss model is not affected, since it is an empirical steady-state
model without proper representation of the dynamic behavior.

It should be noted that the model is built for a skewed rotor IM with open rotor slots.
With closed rotor slots, leakage flux saturation is more pronounced and must be considered.
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Fig. 2.14: Space-vector diagram with stator (αβ), rotor (xy) and field-oriented (dq) reference frame.

2.2 Field-Oriented Torque Controllers

FOC, introduced by Blaschke in [Bla74], has become one of the major algorithms for
dynamic torque control in IM drives. By orientation of a synchronously-rotating ‘dq’-
reference frame with the flux-linkage space vector, separate control of the flux linkage and
the torque is achieved. Therefore, the electrical quantities are rotated by the field angle θs.
Fig. 2.14 shows the resulting vector diagrams for the two most common cases – rotor field
orientation (RFO) and stator field orientation (SFO). The torque produced by the IM is then
only defined by the flux-linkage magnitude and the quadrature stator current component.
Since in the field-oriented reference frame the flux linkage has only a real component, the
torque equation (2.7c) can be expressed with the help of (2.6) as

Te =
3
2 · Lm

Lr
ψrisq for RFO and Te =

3
2 ·ψsisq for SFO, respectively. (2.25)

isq is also referred to as the torque-producing stator current component.
The relationship between the flux-producing stator current component isd and the flux

linkage can be found using the current model of the IM. With (2.5) transformed to a
‘dq’-reference frame rotating with the stator frequency ωs, the current model of the IM is
obtained as

d ®ψ dq
r

dt = Rr®i dq
r − jωsl ®ψ dq

r . (2.26)

With the help of the flux-linkage equations (2.6), the rotor flux linkage can be expressed
as a function of the stator current and the rotor time constant τr as

d ®ψ dq
r

dt =
Lm
τr

®i dq
s −

(
1
τr
+ jωsl

)
®ψ dq
r , with τr =

Lr
Rr
. (2.27)

In RFO the reference frame is oriented to the rotor flux linkage and ®ψ dq
r becomes real
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Fig. 2.15: Structure of field-oriented control (FOC) with current regulators and reference frame trans-
formations. Superscripts and diacritical marks according to Appendix A.1.1.

with ®ψ dq
r = ψr. The current model (2.27) may then be rewritten as

dψr
dt = − 1

τr
ψr +

Lm
τr

isd ❞ tL
ψ
∼ r
=

Lm
1 + τrs

i
∼sd (2.28)

and can be expressed in the complex frequency domain using the Laplace transformation.
It contains a first-order lag element with the rotor time constant τr, which limits the
dynamic change of the flux linkage. This limitation determines the torque dynamics of
the efficiency-optimized drive and will be analyzed in Chapter 6. In RFO, the torque and
the rotor flux linkage are fully decoupled as long as the ‘dq’-reference frame is accurately
oriented with ®ψr.

To find the relationship for SFO, the current model (2.27) must be expressed as a func-
tion of the stator flux linkage and the stator current. Substitution with (2.6) and some
mathematics lead to

d ®ψ dq
s

dt +
(

1
τr
+ jωsl

)
®ψ dq
s = σLs

d®i dq
s

dt +
(
Ls
τr
+ jωslσLs

)
®i dq
s . (2.29)

After orientation with the stator flux linkage, (2.29) can be expressed as

dψs
dt +

ψs
τr
= σLs

disd
dt +

Ls
τr
isd − ωslσLsisq ❞ tL

ψ
∼s
=
Ls(1 + στrs)

1 + τrs
i
∼sd

− ωslσLsτr
1 + τrs

i
∼sq.

(2.30)

In SFO, a cross coupling with the torque-producing current component isq exists in the
flux-linkage term. A universal field-orientation approach that covers both cases can be
found in [DN88; DN94; DPV11]. However, for better illustration this work focuses on RFO
and SFO, only.

The FOC controller is basically a current regulator that allows independent control of
the flux-producing and the torque-producing current as shown in Fig. 2.15. Both current
components are DC quantities in the field-oriented reference frame. Therefore, the mea-
sured stator current ®i♦s and the resulting reference voltage vector ®u⋆s must be rotated by
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Fig. 2.16: Structure of the indirect RFO and direct SFO decoupling networks.

the field angle θ̂s. There are two major methods to obtain the stator current reference ®i dq
s
⋆

and the field-angle estimate θ̂s:

Indirect FOC is an open-loop solution where i⋆sd and i⋆sq are calculated from the IM current
model. For RFO this is done by inverting (2.28). The field angle is obtained by solving
the imaginary component of (2.27) for the slip angular frequency. With the help of
the measured rotor angular frequency ω♦m the estimated field angle is defined by

θ̂s =

∫ (
ω⋆sl + ω

♦
m
)

dt with ω⋆sl =
Lmi
⋆
sq

τrψ
⋆
r
. (2.31)

The resulting signal-flow diagram of the decoupling network for indirect RFO is
given in Fig. 2.16a. It includes a derivative in the flux-producing current reference,
which compensates the first-order lag element. To limit the output of the derivative,
a trajectory filter – e.g. a rate limiter – can be applied to the flux-linkage reference.

Direct FOC uses an estimate or measurement of the flux linkage as a closed-loop feedback.
A controller is used to regulate the flux linkage with i⋆sd as the manipulated variable.
For SFO a decoupling term can be included to improve the dynamic performance as
given in Fig. 2.16b. The field angle is directly taken from the feedback flux-linkage.

Table 2.2 gives a brief overview of the parameter dependencies of the basic FOC con-
trollers. The open-loop nature of the indirect FOC makes it sensitive to parameter vari-
ations of the IM current model. For example magnetic saturation causes a significant
flux-linkage error in indirect RFO and SFO [De 91]. Parameter-adaption schemes, such
as (2.16), or improved decoupling equations, as proposed in [De 92], which take the rotor
deep-bar effect into account, improve the torque control performance. However, according
to Section 2.1.3.2, especially the rotor resistance is not certainly detectable and causes
controller detuning and torque error.

The sensitivity of the direct FOC to parameter variations is directly dependent on the
method used to determine the feedback flux linkage. Direct flux-linkage measurement
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TABLE 2.2
Parameter Dependencies of Basic Field Oriented IM Controllers

indirect FOC based on the IM current model direct FOC with voltage-model observer

ro
to

rfi
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n
(R

FO
)

The rotor flux linkage magnitude is highly
dependent on magnetic saturation:

ψr = Lr(ψr) · 1
1 + τrs

isd

and the flux angle is highly dependent on
rotor temperature:

] ®ψr =

∫ (
Rr(ϑr) ·

Lmisq

Lrψr
+ ωm

)
dt .

The controller tuning and the produced torque
are very sensitive to temperature drift of the
rotor resistance and magnetic saturation.

The rotor flux linkage magnitude and angle
are estimated using the stator voltage
equation and are mainly a function of the
stator resistance but additional inductance
related terms exist:

®ψr =
Lr
Lm

(∫ (
®us − Rs(ϑs) · ®is

)
dt −

f (ψs)︷︸︸︷
σLs®is

)
.

However, the observer becomes unstable at
very low speed and has an offset integration
problem.
The controller tuning and the produced torque
are mainly sensitive to temperature drift of the
stator resistance. A minor dependency on
magnetic saturation is present.

st
at

or
fie

ld
or
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nt

at
io

n
(S

FO
)

The stator flux linkage magnitude shows the
same dependency as the indirect RFO, but
includes an additional cross-coupling term:

ψs = Ls(ψs) · 1 + στrs

1 + τrs
isd −

f (ψs ,ϑr)︷        ︸︸        ︷
Ls
ωslστr
1 + τrs

isq .

The same applies to the stator flux angle:

] ®ψs =

∫ (
Rr(ϑr) · Lsisq + σLsLr

disq
dt

Lr(ψs − σLsisd)
+ ωm

)
dt .

The controller tuning and the produced torque
are very sensitive to temperature drift of the
rotor resistance and magnetic saturation.

The stator flux linkage magnitude and angle
are determined by estimation using the stator
voltage model and are only dependent on the
stator resistance:

®ψs =

∫ (
®us − Rs(ϑs) · ®is

)
dt .

However, the observer becomes unstable at
very low speed and has an offset integration
problem.
The produced torque is only sensitive to stator
resistance temperature drift but requires
additional measures at low speeds.

involves considerable effort and is usually not applied to drive systems that are taken into
consideration in this work. Instead, observers are used to determine the flux-linkage from
the electrical terminal quantities of the IM. While a direct FOC with current-model-based
observer would produce results similar to those of the indirect FOC, the parameter sensi-
tivity can be significantly reduced by using a voltage-model observer [JLN94]. The direct
SFO controller then only depends on the stator resistance [XDN88a] which – according to
Section 2.1.3.2 – can be easily determined. This fact makes the direct SFO the controller
of choice in this work. However, the voltage-model observer becomes unstable at very
low speed since the induced stator-voltage magnitude decreases linearly with the stator
frequency and the stator flux linkage. At standstill the flux linkage is not observable. Be-
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Fig. 2.17: Steady-state current locus diagram in RFO with current and voltage constraints for IM26kA
at fs = 60 Hz stator frequency and T⋆

m = 50 Nm torque reference.

sides this signal-to-noise ratio problem at low speed, the observer also has a sensor-offset
integration problem, which requires additional measures. Approaches to compensate these
disadvantages and alternative stator flux-linkage observers will be introduced in Chapter 3,
followed by a detailed parameter sensitivity and torque accuracy analysis in Chapter 4.

2.2.1 Efficiency Optimization – Field Weakening at Light Loads

The torque referenceT⋆m is usually defined by the user or an outer control loop, according to
the application – for example adaptive cruise control (ACC). The flux-linkage magnitude,
however, offers a control degree of freedom. It can be freely chosen within the boundaries
defined by the torque reference and the machine or inverter operating constraints. The
available operating points can be illustrated by the steady-state current-locus diagram in
RFO, as given in Fig. 2.17. With (2.28) substituted in Equation (2.25), the torque reference
can be represented by a hyperbola in the current diagram. Any operating point on this
hyperbola produces the requested torque. However, the operating range is limited by the
maximum current is,max that can be delivered by the inverter and the maximum inverter
voltage us,max defined by the DC-link voltage. The current constraint is,max is a circle in the
current diagram and the latter boundary is an ellipse that shrinks with increasing stator
frequency or decreasing DC-link voltage.
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In efficiency-optimized IM drives, this degree of freedom – the choice of the flux-linkage
magnitude – is utilized to choose the operating point with minimum system losses. Meth-
ods to achieve this can be divided into three general categories [Abr02]:

Simple state control is an approach where a single quantity is controlled in a simple way,
for example by keeping the slip frequency or the power factor constant. The method
is usually not applied to FOC. It offers poor dynamic performance and does not lead
to the proper efficiency-optimal solution [VL03b].

Search control is a closed-loop method which continuously adjusts the flux-linkage to
track the efficiency-optimal point of operation. For example in [KNL85; KNL87]
the measured electrical power is used as a feedback which is minimized by the
algorithm. It requires accurate torque control to keep the mechanical power constant.
This is not trivial and makes the algorithm sensitive to IM parameter variations.
Fast convergence can be obtained using fuzzy logic [SBC95] or artificial neuronal
networks [CJR97].

Loss-model-based control utilizes a loss model of the IM or of the overall drive system,
as the one described in [Sou+92], to find the optimal flux-linkage magnitude. Opti-
mization can be performed online using an analytical model [SK11; RT97], or based
on a lookup table [FO93] which is calculated offline. The latter allows efficiency
optimization on low-cost microcontrollers using a high-complexity loss model which
takes nonlinear effects into account [SKD13].

A hybrid solution which combines the advantages of search control and loss-model-
based methods has been proposed in [VL03b]. However, for this work an offline efficiency-
optimization approach based on that in [SKD13] is sufficient. Using the extended nonlinear
IM model given in Section 2.1.3, a lookup table for the optimal stator flux-linkage can be
calculated as a function of the stator angular frequency and the torque reference. The
problem is solved numerically to take into account nonlinear effects such as rotor deep-bar
effect, iron losses and magnetic saturation.

In the first step, the stator inductance is determined using Equation (2.16). Then, the
slip-frequency dependent rotor impedance is calculated based on the rotor deep-bar model
introduced in Section 2.1.3.4. Therefore, an expression for the slip angular frequency must
be found. With the SFO current model (2.29) separated to real and imaginary parts, the
two steady-state equations

ψs
τr

steady state
=

Ls
τr
isd + ωslσLsisq (2.32)

and ωslψs
steady state
=

Ls
τr
isq + ωslσLsisd (2.33)

are obtained. Eliminating isd by inserting (2.33) in (2.32) and substitution of isq with (2.25)
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Fig. 2.18: Equivalent slip-frequency-dependent rotor parameters due to rotor deep-bar effect for IM26kA
at fs = 60 Hz stator frequency and T⋆
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leads to the quadratic expression

0 steady state
= ω2

sl − ωsl
ψ 2

s
2
3TeτrLs

· 1 − σ
σ 2︸             ︷︷             ︸

−p

+
1

σ 2τ 2
r︸︷︷︸

q

. (2.34)

The slip angular frequency can now be found using the ‘pq’-formula as

ωsl = −p2 −
√(p

2

)2
− q. (2.35)

The resulting equivalent rotor quantities can now be calculated based on the rotor deep-bar
model with

Rnew
r

steady state
= Rr +

ω2
slL

2
σr1Rp1

ω2
slL

2
σr1 + R

2
p1

(2.36)

and Lnew
σr

steady state
= Lσr0 +

Lσr1R
2
p1

ω2
slL

2
σr1 + R

2
p1
. (2.37)

Since ωsl has been previously calculated without considering the rotor deep-bar effect, ωsl,
Rnew

r and Lnew
σr are inaccurate. It can be proven, that an iterative process repeating (2.34)

to (2.37) with updated rotor parameters converges to the correct solution. As termination
criterion, ∆ωsl < 10−6 is used, which is typically fulfilled after less than 10 iterations.

Taking into account the rotor deep-bar effect is recommendable as the rotor parameters
vary significantly with the stator flux-linkage magnitude. In Fig. 2.18, Rr and Lσr have
been calculated for the operating point at fs = 60 Hz andT⋆m = 50 Nm. The rotor resistance
increases by up to 20 %. Consequently, the rotor deep-bar effect causes increased rotor
losses in addition to the increased rotor current at low stator flux-linkage magnitude.
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The flux-linkage dependent steady-state rotor losses Pr, iron losses Pfe and stator losses
Ps are found using

Pr = Rr |®ir |2 with ®ir steady state
=

Lm
Ls

· jωsl ®ψs
Rr + jωslσLr

, (2.38)

Pfe = Rfe |®ife |2 with (2.21) (2.39)

and Ps = Rs |®is |2 with ®is steady state
=

Lm
Ls

(
®ife + ®ir +

®ψs
Lm

)
. (2.40)

The losses have been calculated for IM26kA at fs = 60 Hz andT⋆m = 50 Nm and are given in
Fig. 2.19. As expected, the iron losses increase with increasing stator flux-linkage, whereas
the rotor losses decrease due to the reduced slip and rotor current. The ohmic stator losses
and the total losses Ploss = Ps + Pr + Pfe are convex functions.

The minimum of Ploss defines the efficiency-optimal stator flux linkageψ opt
s which can

be found for each operating point using numerical optimization. The resulting stator flux-
linkage lookup table is given in Fig. 2.20. The efficiency optimization requires continuous
adaption of the stator flux linkage during changes of the operating point. Due to the rotor
time constant, this causes limitations in the dynamic performance of the drive system –
especially if a torque step from zero to rated torque is required. The area of the orthogonal
contour lines indicate the field-weakening region where the degree of freedom is lost and
the flux-linkage is defined by the maximum inverter voltage. A comparison with Fig. 2.11b
proves, that the iron-loss model deviation described in Section 2.1.3.3 does not affect the
efficiency optimization because the error only occurs in the field-weakening region where
no optimization is possible.
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Fig. 2.20: Efficiency optimal stator flux linkage as a function of stator frequency and torque reference.
Lookup table calculated offline for IM26kA using the extended nonlinear IM model.

2.2.2 The Direct Stator Field-Oriented Torque Controller

The structure of the SFO controller used in this work is given in Fig. 2.21a. The current
PI-controller gains have been chosen to obtain a bandwidth of 500 Hz. Regulation of the
flux-linkage is achieved using a PI controller with a bandwidth of 10 Hz. The decoupling
of the stator flux linkage requires a derivative of the torque-producing current to obtain
the slip frequency, according to the model given in Fig. 2.21b. To avoid problematic
behavior due to differentiation of measured quantities, the slip frequency is calculated
using an estimate of the stator frequency ω̂s according to (2.24), and the measured rotor
frequency ω♦m. Another advantage of this approach is the reduced parameter sensitivity of
the decoupler.

To compensate the torque error caused by the iron-losses, the controller is extended by
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the steady-state iron-loss model introduced in Section 2.1.3.3. According to (2.21), in SFO,
the equivalent iron-loss current ®ife has only a quadrature component and can be added
to the torque-producing current. The resulting controller structure is given in Fig. 2.22.
Since the stator current is a measured and regulated quantity, the SFO torque controller
produces zero torque error if the iron loss model and the estimated flux linkage are correct.

2.2.3 Operational Constraints and the Field-Weakening Region

In the field-weakening region the maximum stator voltage constraint is satisfied by limit-
ing the stator flux-linkage magnitude. Neglecting the stator resistance voltage drop the
maximum stator flux linkage is given by

ψ⋆s ≤ us,max
ω̂s

with us,max =
udc√

3
. (2.41)

To ensure safe operation under this constraint an additional voltage margin should be
reserved to take account for the stator resistance voltage drop and the inverter voltage
distortion. The latter is caused by the semiconductor voltage drop and the dead-time effect,
as described in Section 2.3.

During operation of the drive, the maximum current limit with is ≤ is,max must be
satisfied at all times. With priority given to the flux-producing current, this is achieved by
limiting the torque-producing current according to

i⋆sq ≤
√
i2s,max − i⋆2

sd . (2.42)

In SFO another constraint is defined by the pull-out torque [XDN88a; XDN88b]. The slip
frequency in (2.34) only has a real solution if

Te ≤ 3
4ψ̂

2
s

1 − σ
σLs

with |ωsl | ≤
1
στr

(2.43)

being the stability limit for the SFO controller. Substituting (2.25) leads to the second
constraint for the torque-producing current, which is proportional to the present stator
flux-linkage magnitude with

i⋆sq ≤ 1
2ψ̂s

1 − σ
σLs
. (2.44)

By applying both current constraints to the torque-producing current, field-weakening
is fully implemented. The constraint (2.42) limits the torque within the constant power
region, whereas (2.44) is equivalent to maximum torque per flux linkage (MTPF) conditions.
Fig. 2.23 shows the resulting SFO controller structure with implemented constraints han-
dling and the calculation of the flux-linkage reference. ψ⋆s is obtained from the efficiency
optimization lookup table in Fig. 2.20 as a function of the estimated stator frequency ω̂s and
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Fig. 2.21: Implementation of the direct SFO controller with decoupling using the estimated stator fre-
quency.
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Fig. 2.22: Signal-flow diagram of the steady-state iron-loss compensation implementation within the
direct SFO controller.
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Fig. 2.23: Constraints handling of the direct SFO controller with input trajectory filter.
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Fig. 2.24: The inverter as nonlinear actuator within the drive control loop according to Fig. 1.6 with
disturbance caused by dead time and semiconductor voltage drop. Feedback not shown.

the reference torqueT⋆m. The limited dynamics of the flux linkage must be considered when
calculating i⋆sq to obtain sufficient dynamic current sharing between i⋆sd and i⋆sq. The current
sharing can be influenced by an input trajectory filter applied to the torque reference. For
IM26kA, a rate limiter is used, which only limits the rising torque magnitude to 2 Nm ms−1.
A deeper insight and a novel approach for further optimization of the dynamic response
is given in Chapter 6.

2.3 Output Voltage Distortion of Voltage-Source Inverters

In the control loop of the drive system, the VSI acts as an actuator that applies the reference
phase voltage ū⋆ph – which is determined by the controller – to the electrical machine, as
illustrated in Fig. 2.24. The phase outputuph of the VSI is a rectangular-shaped voltage wave
generated by pulse-width modulation (PWM). However, in terms of the control algorithm,
the major quantities of interest are the PWM-period average values ūph and ū⋆ph which
are denoted by the ‘bar’-diacritic. Due to the inverter dead-time that prevents the system
from a half-bridge short circuit and the voltage drop across the semiconductor, the VSI
introduces a nonlinear voltage disturbance ūdist which degrades the control performance,
introduces a torque ripple, and can reduce the torque accuracy of the drive system.

In the following, a model of the inverter half-bridge is derived, that is used as feed-
forward to linearize the actuator within the control loop of the drive system. The inverter
used in this work is based on MOSFET switches. Consequently, a detailed MOSFET model
is derived, which takes into account parasitic capacitances to obtain the resulting distortion
voltage as a function of the phase current for each half bridge, individually.

2.3.1 Dead Time and Inverter Voltage-Drop Model

In order to derive the model for the inverter half-bridges, the MOSFET switch and its
structure is analyzed in detail. Fig. 2.25a shows the cross section of a common power
MOSFET. The doped silicon chip is covered by the drain metalization at the bottom
surface and by the source metalization at the top surface, which also covers the gate. This
layered structure introduces the parasitic capacitances Cds between drain and source, Cgs
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Fig. 2.25: Parasitic capacitances of a power metal–oxide–semiconductor field-effect transistor (MOSFET)
and simplified inverter half-bridge model with parasitic drain-source capacitance.
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Fig. 2.26: Simplified waveforms of the inverter half bridge output voltage with dead time and parasitic
capacitor effect. Rds,on and body diode voltage drop are neglected.

from gate to source and Cgd from gate to drain. Furthermore, an inherent body diode is
formed between source and drain. This leads to the equivalent-circuit shown in Fig. 2.25b.
The switch can be modeled as a resistance Rds,on for the ‘on’-state and as open terminals
for the ‘off’-state, respectively. Each inverter phase leg consists of two MOSFETs which are
connected in series to form an inverter half bridge, as depicted in Fig. 2.25c. The equivalent
drain–source capacitance measurable across the MOSFET is a combination of Cds, Cgs and
Cgd, and is defined as Cout/2. The total half-bridge output capacitance considered in the
following is then equal to Cout.

To derive the voltage distortion caused by the dead time, the switches and diodes are
assumed to be ideal with Rds,on = 0 and zero diode forward voltage. In the following,
the PWM switching pattern of a single half bridge is analyzed. In Fig. 2.26a 1 , the
phase current is negative, the top switch S1 is open, and the bottom switch S2 is closed.
Consequently, the phase voltage uph is zero. During the dead time Tdt 2 , both switches
are opened and the phase voltage is mainly defined by the phase current iph and the
output capacitance Cout. Due to the relatively high IM inductance, iph can be considered
to be constant during the dead time. As illustrated in Fig. 2.26, Cout must be recharged
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TABLE 2.3
MOSFET Voltage Drop Datasheet Values

Values @ 25 ◦C Inverter 1 Inverter 2

MOSFET type Semikron SKAI 120V 2× IRFP4668 (parallel)
‘on’-state resistance Rds,on 2.4 mΩ 4 mΩ

MOSFET voltage drop 0.58 V @ 240 A 0.32 V @ 81 A
body-diode voltage drop 0.88 V @ 240 A 1.3 V @ 81 A

maximum system phase current 410 A 21 A

before the phase current commutates to the free-wheeling diode of the top-switch. If the
current magnitude |iph | exceeds Coutudc/Tdt, the commutation process is completed before
the dead time is over and before the top switch S1 is closed. For low current magnitudes
|iph | < Coutudc/Tdt, Cout is not fully recharged before S1 is closed. Then, the phase voltage
nearly instantly changes to the DC-link voltage udc after the dead time. During 3 , the top
switch S1 is closed and the phase voltage is forced to udc. At the falling edge of the phase
voltage 4 , S1 is opened again and the current commutates to the diode of the top-switch.
The phase voltage remains equal to udc for the entire dead time. In step 5 , the bottom
switch is closed and Cout is recharged instantaneously. The conditions are identical to 1 .
If the phase current is positive (Fig. 2.26b), the phase voltage remains zero during 2 , and
the recharge process only occurs at the falling-edge 4 .

The dead-time related PWM-period average value of the distortion voltage ūdist is equal
to the red-shaded area highlighted in Fig. 2.26. It is positive for negative phase current
and negative for positive phase current.

The semiconductor voltage drop is superimposed on the dead-time voltage distortion.
It depends on the current magnitude, the current direction, and the switching state of the
conducting device. Fig. 2.27 shows the measured voltage drop uds across a single power
MOSFET of the type Infineon IRFP4668 which is used in Inverter 2. In regions 1 , 3 and
5 , the conducting switch is always in the ‘on’-state. If the drain–source current ids is

positive, the MOSFET behaves like a resistor Rds,on with a positive temperature coefficient
and can be modeled analogously to (2.17). In negative current direction an alternative
current path through the body diode exists that becomes relevant once the voltage drop
across Rds,on exceeds the diode voltage drop. During the dead time in regions 2 and 4 ,
the body diode conducts after the recharging process of Cout is completed.

The behavior of the inverter half bridge can efficiently be modeled by the signal-flow
diagram developed in Fig. 2.28. It has been implemented in MATLAB/Simulink and
is used for dynamic simulations in this work. The dead time is dependent on the turn-
on and turn-off delays of the drivers, and the switches and have been parameterized by
experiments at a high positive and negative current magnitude. Cout can be determined
by manipulating iph until the recharging process occupies the entire dead time according
to the case |iph | = Cout

udc
Tdt

in Fig. 2.26, where Cout is uniquely defined.
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Fig. 2.27: Power MOSFET and body diode voltage drop as a function of the current ids and the semicon-
ductor temperature ϑsc. Measured with a single device, type: Infineon IRFP4668 in TO-247.

2.3.2 The Inverter Voltage Distortion Curve

To linearize the VSI transfer function, a dead-time compensation scheme is developed in
the following. Therefore, an expression for the PWM-period average distortion voltage
ūdist as a function of the phase current iph must be found.

As long as the voltage drop remains lower than the forward voltage of the body diode in
reverse current direction, the diode is blocking and the ‘on’-state semiconductor voltage
drop is symmetrical. According to the datasheet values given in Table 2.3, this is the case for
a large current range [Int08; Sem13]. For Inverter 2, it applies to the entire system operating
range – even at high semiconductor temperatures ϑsc, as illustrated in Fig. 2.29. Because
of the positive temperature coefficient of Rds,on and the negative temperature coefficient of
the diode voltage drop, the margin between both voltages increases at lower temperatures.
Thus, the body diode only conducts during the dead time. The measurements in Section 5.4
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Fig. 2.28: Signal-flow diagram of the inverter half-bridge model with semiconductor voltage drop and
dead-time effect implemented in MATLAB/Simulink.

show, that this also applies to Inverter 1.
Since the dead time Tdt is small compared to the PWM period-time Tsw, and since the

body diode voltage drop is small compared to the dead-time related voltage distortion, the
diode can be neglected in ūdist. Instead, the voltage drop is simplified by assuming resistive
behavior at all times. ūdist is then derived according to the consideration in Fig. 2.26 as

ūdist ≈




−iph ·
T 2

dt
2CoutTsw

− Rds,oniph, if |iph | < Cout
udc
Tdt

,

udc ·
(
Coutudc
2iphTsw

− sgn
(
iph

) Tdt
Tsw

)
− Rds,oniph, otherwise.

(2.45)

An analog modeling approach for insulated-gate bipolar transistor (IGBT) inverter systems
can be found in [BCP14].

The distortion voltage ūdist has been plotted in Fig. 2.30. At high current magnitude
it is nearly linear with the gradient −Rds,on. In the region of the current zero crossing,
the gradient is dominated by the parasitic drain–source capacitance. Due to the recharge
process of Cout, the distortion voltage changes continuously with a finite slope. This is
advantageous if (2.45) is used for open-loop dead-time compensation. Taking Cout into
account not only increases the accuracy of the model, it also makes the algorithm less
sensitive to current-sensor noise in the region of the current zero crossing.
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2.4 Summary

In this chapter, the primary components of variable-speed IM drive systems have been
introduced. Mathematical models of the components were derived, focusing on their
contribution to FOC detuning and torque deviation.

Each parameter of the fundamental IM model was analyzed with respect to its de-
pendency on nonlinear external influences and its accessibility for parameterization and
adaption during operation. Generally, none of the IM model parameters remains constant
during operation. However, some of them are sufficiently determinable by measurements
and can be adapted online, such as the stator resistance or the stator inductance. The others
can only be obtained with rather high uncertainty, which applies to the rotor resistance
and leakage inductances. Furthermore, additional effects exist, that are not holistically
represented by the model, such as cross saturation or slip-related iron losses.

Table 2.4 gives a summarized overview of the IM model parameter uncertainties de-
scribed in this chapter. Each of them affects the torque accuracy of the IM drive and must
be considered when designing a precise torque control algorithm. Preferably, the controller
should be insensitive to uncertain model parameters. It has been pointed out, that the
direct SFO controller with voltage-model flux-linkage observer satisfies this requirement,
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TABLE 2.4
Overview of the IM Model Parameter Uncertainties

parameter uncertainty description

Rs

initially low,
high during
operation

The stator resistance can accurately be measured at standstill. However,
thermal drift causes up to 50 % parameter deviation during operation. Pre-
cise parameter adaption can be achieved using signal injection [MVZ15].

Rfe
low at base

speed

The Steinmetz equation model is a good representation of the iron losses
in the base speed region. During field weakening at high slip frequency,
additional losses are introduced by slot harmonics which are not repre-
sented by the fundamental frequency model [vPSH17].

Lm medium

The magnetic saturation of the mutual flux linkage can accurately be deter-
mined during no-load tests. However, the model does not consider cross
saturation caused by the torque-producing current component through
the leakage inductances. It cannot be measured by no-load tests.

Lσs and Lσr0 very high
The leakage inductances are measured during locked rotor tests at low
flux magnitude. They cannot accurately be separated and are subject to
cross saturation.

Lσr1 and Rp1 low

Rotor deep-bar effect becomes notable only during transients and in the
field-weakening region. At base speed, it can be neglected for the steady-
state analysis, otherwise it is considered as a deviation of the rotor resis-
tance. The influence on the rotor leakage inductance is negligible.

Rr very high
Detection of the rotor resistance is associated with high uncertainty since
no direct measurement of this parameter is possible. Furthermore, thermal
drift causes a deviation of up to 50 %. Adaption schemes are usually
sensitive to other parameter variations.

since the produced torque is only dependent on the stator resistance. However, the voltage
model observer is based on open-loop integration of the back electromotive force (EMF),
which comes along with a low signal-to-noise ratio at standstill and carries the risk of open
integration of sensor offsets. Both causes instability and make the observer not applicable
in non-ideal conditions. Besides the IM parameters, the torque accuracy also depends on
the measured current and voltage feedback signals. Measured quantities are subject to
offset and gain errors and can be distorted by nonlinearity or hysteresis.

Another common source of torque deviation is the voltage distortion caused by the
nonlinear VSI transfer function. A precise physical model of the VSI was derived and
implemented in MATLAB/Simulink. It includes the resistive voltage drop of the MOS-
FET switches and considers the recharge process of the parasitic drain–source capacitance
during the dead time. The VSI transfer function, derived in this chapter, allows precise
open-loop feed-forward compensation of the nonlinear inverter distortion.

Improved voltage-model-based closed-loop observers without zero-speed instability or
offset-integration problem are introduced in Chapter 3. Their sensitivity to IM parameter
deviation and sensor feedback distortion is evaluated using analytical expressions for the
FOC detuning and torque deviation, derived from the fundamental IM equations.
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The stator flux-linkage observer is the most critical component of the direct SFO controlled
IM drive in terms of parameter dependency of the produced torque and the sensitivity
to sensor errors. In this chapter, the basic open-loop and three promising closed-loop
observers are discussed. Based on the observer transfer functions, expressions for the
relative steady-state stator flux-linkage deviation

F (jωs) =
ψ̂

s
ψ

s
, (3.1)

caused by given parameter estimation errors, are derived. Therefore, the analytical ap-
proach used in [JL94] is applied to another group of observers and is extended to take into
account the stator iron losses. Furthermore, corresponding expressions are derived which
allow to also apply this method to balanced sensor-gain errors. The resulting frequency-
response functions are the basis for the analysis of the steady-state torque error caused by
parameter deviation and balanced sensor-gain errors in Chapter 4.

3.1 Open-Loop Observers

The two fundamental open-loop stator flux-linkage observers can be derived directly from
the current and the voltage model of the IM and are the basis for the development of
closed-loop observers in the following.

3.1.1 Current Model

The transfer function of the open-loop current-model observer can be found by trans-
forming (2.29) to the stator-aligned reference frame and then to the frequency domain
with

d ®̂ψs
dt +

(
1
τ̂r

− jωm

)
®̂ψs = σ̂ L̂s

(
d®i♦s
dt +

(
1
σ̂ τ̂r

− jωm

)
®i♦s

) ❞ tF
ψ̂

s
= L̂s

1 + jωslσ̂ τ̂r
1 + jωslτ̂r

i♦s . (3.2)

The parameters of the observer are estimated quantities and are denoted with the ‘hat’-
diacritic. i♦s is the measured value of the stator current, which is the observer input. The
current model is implemented as a low-pass filter (LPF) in the rotor reference frame with

43
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Fig. 3.1: Structure of the open-loop current-model stator flux-linkage observer.

the rotor time constant τ̂r, as illustrated in Fig. 3.1. Therefore, the quantities need to
be rotated by the measured rotor angle θ♦m which is considered to be ideal. Since the
current-model observer only compromises an LPF, it is inherently stable.

The iron-loss model introduced in Section 2.1.3.3 is only valid in the steady state. Thus,
iron losses are neglected in the dynamic observer models. However, to calculate the
actual flux linkage for the parameter sensitivity analysis, they must be taken into account.
Therefore, (3.2) is extended by substituting i♦s = is − jωsψ s/Rfe, which gives

ψ
s
= Ls

1 + jωslστr

1 + jωslτr + jωs
Ls
Rfe

(1 + jωslστr)
is. (3.3)

The relative error caused by parameter deviation is then found with the division of (3.2)
by (3.3) and assuming an ideal current measurement as

FC(jωs) = L̂s
Ls

· 1 + jωslσ̂ τ̂r
1 + jωslστr

·
(
1 + jωslτr
1 + jωslτ̂r

+ jωs
Ls
Rfe

· 1 + jωslστr
1 + jωslτ̂r

)
. (3.4)

It includes the deviation resulting from the fact that iron losses are not taken into account.
The sensitivity to balanced current-sensor-gain error is calculated in the same way

assuming ideal parameters, which gives

F∆i
C (jωs) =

i♦s
is

(
1 + jωs

Ls
Rfe

· 1 + jωslστr
1 + jωslτr

)
. (3.5)

Since the current model is not a function of the stator voltage, voltage-sensor error has no
impact on the estimated stator flux linkage.

3.1.2 Voltage Model

The transfer function of the open-loop voltage-model observer can be found by transform-
ing Equation (2.4) to the frequency domain with

d ®̂ψs
dt = ®u♦s − R̂s®i♦s ❞ tF

ψ̂
s
=

1
jωs

(
u♦s − R̂si

♦
s

)
, (3.6)
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Fig. 3.2: Structure of the open-loop voltage-model stator flux-linkage observer with open integration.

where ®u♦s is the measured voltage input. The resulting observer structure is given in Fig. 3.2,
with R̂s being the only IM model parameter. To calculate the parameter sensitivity, u♦s is
considered to be ideal and can be substituted by Equation (2.4), which gives

ψ̂
s
= ψ

s
+

1
jωs

(
Rsis − R̂si

♦
s

)
. (3.7)

With ideal current measurement and substituting is with (3.3), the relative stator flux-
linkage error caused by stator-resistance drift is obtained as

FV(jωs) = 1 +
(

Rs
jωsLs

· 1 + jωslτr
1 + jωslστr

+
Rs
Rfe

) (
1 − R̂s

Rs

)
. (3.8)

The sensitivity to current-sensor error is determined assuming R̂s = Rs and substituting
(3.3) in Equation (3.7) as

F∆i
V (jωs) = 1 +

(
Rs

jωsLs
· 1 + jωslτr

1 + jωslστr
+

Rs
Rfe

) (
1 − i♦s

is

)
. (3.9)

The sensitivity to voltage-sensor error is derived from Equation (3.6) using

F∆u
V (jωs) =

u♦s − Rsis
us − Rsis

= 1 +
u♦s − us
us − Rsis

(3.6)
= 1 +

(
1 − u♦s

us

) jωsψ s
+ Rsis

jωsψ s
. (3.10)

With substituting (3.3), the frequency-response function is analogously obtained as

F∆u
V (jωs) = 1 −

(
1 + Rs

jωsLs
· 1 + jωslτr

1 + jωslστr
+

Rs
Rfe

) (
1 − u♦s

us

)
. (3.11)

Even though the voltage-model stator flux-linkage observer seems to have a very low
parameter sensitivity, it is not a feasible solution, because zero back EMF at standstill and
the open integration make the observer unstable.

3.2 Closed-Loop Observers

The low parameter sensitivity of the voltage-model observer and the stability of the current
model can be combined by a closed-loop observer. An error feedback is generated from
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Fig. 3.3: Structure of the closed-loop voltage-model observer with open-loop current-model corrective
feedback [JLN94].

both models to correct the estimation errors and ensure the stability of the flux-linkage
observer. A reduced-order and a full-order closed-loop stator flux-linkage observer are
presented below. Both were implemented in this work and evaluated during measurements.

3.2.1 Voltage-Model Observer with Current-Model Feedback

A simple closed-loop observer can be constructed in the stationary reference frame based
on both open-loop observers. The difference of the observer outputs is used as corrective
feedback and is applied to the voltage-model integrator input using a PI-controller, as
shown in Fig. 3.3. The observer has been proposed in [JLN94] and is loosely based on
Gopinath’s minimal-order observer theory [Gop71]. It is also referred to as the Gopinath-
style stator flux-linkage observer [JL94].

Since the observer is implemented in the stationary reference frame, the input and output
of the PI-controller are sinusoidal quantities. At a stator frequency below the controller
bandwidth, the open-loop current-model observer overwrites the voltage-model output
and eliminates its stability problem. At a frequency above the controller bandwidth, the
current-model output is suppressed by the PI-controller and the observer becomes equal to
the voltage model. The feedback loop then only eliminates the DC offset, which solves the
open-integration problem. This way, the PI-controller offers a smooth transition between
the current and the voltage model with the transition frequency equal to its bandwidth.

The observer has been extended by an estimator for the stator angular frequency, which
is based on Equation (2.24). ω̂s is required for the decoupling of the flux-producing current
and the iron losses, the calculation of the efficiency-optimal flux-linkage magnitude and
the implementation of field-weakening.

The stator flux-linkage observer is described by the differential equation

®̂ψs =

∫ (
®u♦s − R̂s®i♦s + KP

(
®̂ψs,C − ®̂ψs

)
+ KI

∫ (
®̂ψs,C − ®̂ψs

)
dt

)
dt . (3.12)
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observer

Fig. 3.4: General structure of a Luenberger observer in state-space representation with feedback gain
matrix K [Lue64].

After transformation to the frequency domain, the estimated flux linkage is obtained as

ψ̂
s
=
u♦s − R̂si

♦
s +GPI(jωs) · ®̂ψs,C

jωs +GPI(jωs) with GPI(jωs) = KP +
KI
jωs
. (3.13)

By substituting the voltage-model term using (3.6) and division byψ
s
, the relative stator

flux-linkage error can be described as a function of the open-loop observer expressions as

FG(jωs) =
jωs · FV(jωs) +GPI(jωs) · FC(jωs)

jωs +GPI(jωs) . (3.14)

The expression for the sensitivity to current- or voltage-sensor deviation is determined
the same way using Equation (3.14) with the corresponding open-loop model functions.

In this work, the observer transition bandwidth has been chosen to 2.5 Hz. It can be
optimized based on the parameter sensitivity analysis in Chapter 4 and Equation (3.14).

3.2.2 Full-Order Luenberger-Type Observer

A full-order observer can be constructed based on the state observer introduced by Luen-
berger in [Lue64]. The general structure of the observer in state-space representation is
shown in Fig. 3.4, with the feedback-gain matrix

K =

[
k1I + k2J
k3I + k4J

]
. (3.15)

According to the state-space representation of the IM introduced in Section 2.1.2, the
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state equations of the Luenberger observer in space-vector notation are given by

d ®̂ψs
dt = − R̂s

σ̂ L̂s
®̂ψs +

R̂sL̂m

σ̂ L̂sL̂r
®̂ψr + ®u♦s + K s

(
®i♦s − ®̂is

)
with K s = k1 + jk2 (3.16a)

and d ®̂ψr
dt =

L̂m

σ̂ L̂sτ̂r
®̂ψs −

(
1
σ̂ τ̂r

− jωm

)
®̂ψr + K r

(
®i♦s − ®̂is

)
with K r = k3 + jk4. (3.16b)

®̂ψs and ®̂ψr have been chosen as state variables with the estimated stator current

®̂is = 1
σ̂ L̂sL̂r

(
®̂ψsL̂r − ®̂ψrL̂m

)
=

1
σ̂ L̂s

®̂ψs − L̂m

σ̂ L̂sL̂r
®̂ψr (3.17)

as output, according to (2.10). Comparison with the measured current gives the error
feedback ®εi = ®i♦s − ®̂is.

3.2.2.1 Observer Feedback-Gain Selection

The feedback-gain matrix K must be selected so that the observer converges faster than
the IM dynamics. This is achieved by placing the observer poles in the complex s-plane
to the left of those of the IM. The observer poles are found by solving the characteristic
polynomial [DB11, pp. 847–856]

det
(
spnI −

(
Âim −KĈim

))
!
= 0. (3.18)

The solution can be simplified using the substitutions

KRs = R̂s + K s and KRr = R̂r − L̂m

L̂s
K r. (3.19)

After some mathematical operations, the poles are obtained as

ŝp1 = −KRsL̂r + KRrL̂s

2σ̂ L̂sL̂r
± j12ωm +

√√√√
KRs

(
KRr − R̂rσ̂

)
σ̂ 2L̂sL̂r

+

(
KRsL̂r − KRrL̂s

2σ̂ L̂sL̂r
± j12ωm

)2

,

ŝp2 = −KRsL̂r + KRrL̂s

2σ̂ L̂sL̂r
± j12ωm −

√√√√
KRs

(
KRr − R̂rσ̂

)
σ̂ 2L̂sL̂r

+

(
KRsL̂r − KRrL̂s

2σ̂ L̂sL̂r
± j12ωm

)2

.

(3.20)

The common approach is to place the observer poles proportional to the poles of the
IM [KMN93]. As derived in Appendix A.5.1, k1, k3 are then constant coefficients and k2,
k4 are proportional to ωm. At high angular speed this leads to poles with large imaginary



3.2 Closed-Loop Observers 49

−250 −200 −150 −100 −50 0
0

50

100

150

200

250

300

350

0.9

0.8

0.7

0.6

0.5 0.4 0.3 0.2 0.1

1350 rpm

1350 rpm

750 rpm750 rpm

left shift

Re {s} in rad s−1

Im
{ s
} i

n
ra

ds
−1

IM poles
left shift

(a) left-shifted poles with д = 0.3

−250 −200 −150 −100 −50 0
0

50

100

150

200

250

300

350

0.9

0.8

0.7

0.6

0.5 0.4 0.3 0.2 0.1
1350 rpm

1350 rpm

750 rpm

750 rpm

proportional
rotation

Re {s} in rad s−1

Im
{ s
} i

n
ra

ds
−1

IM poles
proportional
with rotation

(b) proportional poles with rotation, |д | = 1.3

Fig. 3.5: Root-locus diagrams of the full-order observer poles for IM26kA, using different pole placement
methods. Calculated using the equations derived in Appendix A.5.

part, which can cause instability in digital implementation. In [MM00] this problem is
solved by shifting the observer poles to the left in the s-plane, according to Fig. 3.5a. The
resulting rotor-speed-dependent coefficients are given in Appendix A.5.2. Alternatively,
in [Gri+01], the proportional poles are additionally rotated to improve the high-speed
behaviour. However, this leads to undesired poles at low frequencies, which can be avoided
using a speed-dependent rotation angle [GŽ10]. The pole placement for the latter two is
derived in Appendix A.5.3. In Fig. 3.5b, the rotation angle has been chosen to be 75 % of the
angle between the real axis and its closest pole. But this requires additional computational
effort for the original pole angle and leads to a negligible rotation angle at high speed.

An optimal solution can be derived based on the theory of robust design byH∞ optimiza-
tion [GKP05]. The approach optimizes the feedback-gain matrix K , taking into account
system parameter uncertainties. However, the solution for the flux-linkage observer is
rotor-speed dependent [Dav+12] and requires offline calculation and storage in a lookup
table. Furthermore, the optimization aims at the stability of the observer and does not
necessarily lead to a minimized estimation error of the observed system states.

In this work, the proportional placement without rotation and the left-shift pole place-
ments are examined more closely. In Chapter 4, the torque accuracy of the full-order
observer is analyzed for both placement methods. The degree of left or proportional shift
is chosen based on the resulting sensitivity of the estimation error to parameter variations.
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Fig. 3.6: Structure of the closed-loop Luenberger-type stator flux-linkage observer with modified voltage
model. Instead of the current estimate, the measured current is used for calculating the stator-
resistance voltage drop.

3.2.2.2 Voltage-Model Modification

A comparison of (3.17) with (3.16a) indicates that (3.16a) is equal to the voltage model with
the estimated stator current ®̂is used to calculate the stator resistance voltage drop. In this
work, the measured current ®i♦s is used instead, which leads to the modified state equations

d ®̂ψs
dt = ®u♦s − R̂s®i♦s + K s

(
®i♦s − ®̂is

)
(3.21a)

and d ®̂ψr
dt =

L̂m

σ̂ L̂sτ̂r
®̂ψs −

(
1
σ̂ τ̂r

− jωm

)
®̂ψr + K r

(
®i♦s − ®̂is

)
. (3.21b)

The resulting observer structure is given in Fig. 3.6 and consists of the voltage model
to calculate the estimated stator flux linkage from the measured quantities. An inverse
current model is applied in the rotor reference frame to calculate a stator-current estimate
from the estimated flux linkage. The current estimate is then compared to the measured
current and used as a corrective feedback to the inputs of both models.

To derive the steady-state stator flux-linkage error, (3.21) is transformed to the frequency
domain as

ψ̂
s
=

1
jωs

(
u♦s − R̂si

♦
s + K sε i

)
(3.22a)

and ψ̂
r
=
L̂m

L̂s
· 1

1 + jωslσ̂ τ̂r︸              ︷︷              ︸
ĜC(jωs)

(
ψ̂

s
+ KRε i

)
with KR =

σ̂ L̂sτ̂r

L̂m
K r. (3.22b)

With the help of Fig. 3.6 or substituting the estimated current in ®εi = ®i♦s − ®̂is with Equa-
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tion (3.17) and replacing ψ̂
r

by (3.22b), an expression for the current error feedback is found
with

ε i = i
♦
s −

1
σ̂ L̂s

(
ψ̂

s
− L̂m

L̂r
· ĜC(jωs) ·

(
KRε i + ψ̂ s

))
. (3.23)

Solving for ε i leads to

ε i =
R̂r

R̂r − K rĜC(jωs)
i♦s +

R̂r

σ̂ L̂sL̂r
· L̂mĜC(jωs) − L̂r

R̂r − K rĜC(jωs)
ψ̂

s
. (3.24)

Inserted in (3.22a) and substituting the voltage-model term with the results of the open-
loop voltage-model observer in Section 3.1.2, an expression for the relative steady-state
flux-linkage error is obtained as

F F(jωs) = FV(jωs) + K s
ε i

jωsψ s

= FV(jωs) +
K s
jωs

(
R̂r

R̂r − K rĜC(jωs)
· i
♦
s
ψ

s
+

R̂r

σ̂ L̂sL̂r
· L̂mĜC(jωs) − L̂r

R̂r − K rĜC(jωs)
F F(jωs)

)
.

(3.25)

With the solutions of Section 3.1.1 and with (3.2), the steady-state flux-linkage error of the
modified full-order Luenberger-type stator flux-linkage observer can be calculated as a
function of the corresponding open-loop observer expressions with

F F(jωs) =
FV(jωs) ·

(
R̂r − K rĜC(jωs)

)
+ FC(jωs) · R̂r + jωslL̂r

jωsL̂m
K sĜC(jωs)

R̂r − K rĜC(jωs) +
L̂r − L̂mĜC(jωs)

jωsτ̂rσ̂ L̂s
K s

. (3.26)

Equation (3.26) is also used to calculate the balanced current- and voltage-sensor-gain-
dependent flux-linkage error. Therefore, the corresponding open-loop model functions
must be inserted.

3.2.2.3 Sliding-Mode Inherently Speed-Sensorless Observer

With a further modification of the full-order observer, the current model can be made
independent from the measured rotor angular frequency. Instead of the rotor angle, Lascu et
al. proposed to use the angle of the rotor flux linkage for the reference frame transformation
within the current model [LBB05]. The differential equation for the rotor flux linkage
(3.21b) in the RFO reference frame then becomes equal to

d ®̂ψr
dt =

L̂m

σ̂ L̂sτ̂r
®̂ψse−jθs −

(
1
σ̂ τ̂r
+ jωsl

)
®̂ψr + K rε ie

−jθs . (3.27)
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Fig. 3.7: Structure of the sliding-mode inherently speed-sensorless flux-linkage observer with modified
voltage and current models.

Since in RFO the rotor flux linkage only has a real part (ψ̂rq = 0), the differential equation
can be simplified and the slip-angular-frequency term disappears with

dψ̂rd
dt =

L̂m

σ̂ L̂sτ̂r
ψ̂sd −

(
1
σ̂ τ̂r

)
ψ̂rd + Re

{
K rε ie

−jθs
} ❞ tF

ψ̂rd =

L̂m

L̂s
ψ̂sd + Re

{
K rε ie

−jθs
}

1 + jωslσ̂ τ̂r
.

(3.28)
The angle of the RFO reference frame is determined using a second estimate for the rotor
flux-linkage space vector from the voltage model and the measured current with (2.10) as

®̂ψr,V =
L̂r

L̂m

(
®̂ψs − σ̂ L̂s®i♦s

)
. (3.29)

The rotor speed can be obtained from the estimated stator angular frequency and a slip
frequency estimate according to (2.31) with

ω̂m = ω̂s −
2
3T̂eR̂r

τ̂rψ̂ 2
r
. (3.30)

It should be noted, that the low-speed stability is affected by this modification. Espe-
cially at zero speed, offsets or parameter mismatch can cause improper alignment of the
RFO reference frame, which leads to similar problems as the model-reference adaptive
system (MRAS) with adaptive mechanism to determine the rotor speed [Sch92] or the
corresponding full-order sensorless observer in [MM00].

In [LBB05], an additional modification concerns the feedback loop. In case of parameter
uncertainty, the Luenberger observer with linear feedback is generally not able to force the
output estimation error to zero and the observer states cannot converge to the system states
[Sht+14]. By using sgn(®εi) as feedback, a sliding-mode observer is obtained [Utk77; DU95],
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calculate

Fig. 3.8: Discrete-time representation of measured currents and voltages in the inverter system with
sampled and switching-period average quantities.

which resolves that issue. The resulting structure of the sliding-mode inherently speed-
sensorless observer is shown in Fig. 3.7. The pole placement is determined analogously to
Section 3.2.2.1. A comparison of this modification to the full-order observer with adaptive
rotor-speed estimator has been reported to show superior performance in speed-sensorless
applications [LBB06].

With the sliding-mode feedback, the voltage-model feedback gain K s must be chosen
higher than the worst-case sensor offset to avoid the offset-integration problem. In [LA06]
and [LBB09], an additional PI-controller in parallel to K s is suggested to compensate these
sensor offsets. However, this workaround adds another state variable to the system, which
can cause undesired effects, such as integration of parameter errors during standstill.

3.3 Discrete-Time Implementation

The control algorithm and the flux-linkage observers have been implemented on a digital
signal processor (DSP) in C++. As described in Appendix A.2.2, the system operates at
a constant switching frequency of fsw = 10 kHz and performs sequential calculations at
discrete time instants nTsw withTsw = 100 µs. Since the flux-linkage observer is crucial for
the stability and accuracy of the torque controller, this section pays special attention to
the discrete-time implementation of the aforementioned observers.

For optimal performance, the measurement-data acquisition within the inverter system
must be considered. The DSP used in this work is not equipped with integrated analog-to-
digital (A/D) converters. Instead, separate A/D converters are used which are attached to
a field-programmable gate array (FPGA) via serial peripheral interface (SPI). The FPGA
processes all measured quantities of the inverter system and includes the PWM unit. It
communicates with the DSP via an asynchronous memory interface (AMI) bus and has been
programmed using very high speed integrated hardware description language (VHDL).
This configuration with FPGA processed A/D conversion allows operation at a sampling
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(a) voltage model (b) single-step flux-linkage prediction

Fig. 3.9: Optimal discrete-time voltage model of the IM using the backward-Euler method on switching-
period average quantities and prediction of the next flux-linkage sample based on the reference
voltage. The future stator-current switching-period average is obtained from a current predictor
and first-order approximation.

rate much higher than the switching frequency. In this work, current and voltages are
sampled at fs = 1 MHz and are digitally integrated to obtain the switching-period average
signal, as illustrated in Fig. 3.8.

Since the sampling frequency is much higher than the controller update frequency, the
switching-period average stator current can be approximated with negligible error by the
continuous-time integral

®̄i♦s (tk−1) = 1
Tsw

tk∫
tk−1

®i♦s dt . (3.31)

The same approximation is applied to the voltage measurement in this section. However,
due to the switching nature of the PWM voltage signal, some additional considerations
are required to ensure accurate voltage measurement. The optimization of the voltage
measurement is adressed in Chapter 5.

3.3.1 Discrete-Time Voltage and Current Model of the IM

With the switching-period average measurements, the ideal integral of the voltage model
can be formed using

®̂ψs(tk) =
tk∫

tk−1

(
®u♦s − R̂s®i♦s

)
dt + ®̂ψs(tk−1) = Tsw

(
®̄u♦s (tk−1) − R̂s®̄i♦s (tk−1)

)
+ ®̂ψs(tk−1), (3.32)

which leads to the structure of the discrete voltage model with backward-Euler integration,
given in Fig. 3.9a. ®̂ψs(tk) is the stator flux linkage at the time instant of the last sample
before the actual calculation step. However, for optimal dynamic control the quantities
at time instant tk+1 are desired. They can be determined based on the reference voltage
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xy

xy

Fig. 3.10: Optimal discrete-time current model of the IM using the zero-order hold (ZOH) method for
switching-period average input quantities.

®̄u⋆s (tk) calculated during the previous time step. With the result of (3.32) it is obtained as

®̂ψs(tk+1) = Tsw

(
®̄u⋆s (tk) − R̂s

¯̂®is(tk)
)
+ ®̂ψs(tk), with

¯̂®is(tk) =
®̂is(tk) + ®̂is(tk+1)

2 (3.33)

being the first-order approximate of the future stator-current switching-period average.
The resulting block diagram is given in Fig. 3.9b. To obtain the future stator-current
estimate, a current predictor as described in Section 3.3.2 is required.

The current model in Section 3.1.1 contains an LPF with the rotor time constant, which
needs to be discretized. According to the dashed line in Fig. 3.8, the measured current is a
staircase input signal. An exact match from the continuous to the discrete-time system
for such an input signal is provided by the zero-order hold (ZOH) discretization method
[FPW02, pp. 187–210]. The ZOH equivalent of the LPF is given by

(
1 − z−1) · Z {

1
s
· 1

1 + τ̂rs

}
=

1 − e
Tsw
τ̂r

1 − e
Tsw
τ̂r z−1

z−1. (3.34)

It leads to the block diagram in Fig. 3.10. By omitting the one-step delay in the transfer
function, the flux linkage at the time instant tk is obtained from the switching-period
average quantities at tk−1. Another important detail are the rotor angles used for the
reference frame transformations. The switching-period average signals on the left side of
the LPF must be rotated by the corresponding switching-period average angle which is
obtained by first-order approximation, analogously to the current in (3.33), whereas right
of the LPF the sampled angle must be used. This leads to slightly different angles for both
rotation transformations and avoids misalignment, especially at high rotational speed.

When the current-model observer is used for the error feedback of the Gopinath-style
observer in Fig. 3.3, the rotor or stator flux-linkage at the time instant tk is compared
to the corresponding signal of the voltage model in Fig. 3.9a. Prediction of the current-
model flux linkage at tk+1 is not necessary, since the desired PI-controller bandwidth is
much lower than the switching frequency. The PI-controller can be discretized using the
backward-Euler method.
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Fig. 3.11: Discrete-time inverse current model of the full-order observer using the first-order hold (FOH)
method.

The full-order observer is implemented using the discrete-time voltage model in Fig. 3.9
and an inverse current model, which includes another LPF with the time constant σ̂ τ̂r. The
input of the LPF is now equivalent to a sampled continuous signal. It can be considered as
a piecewise linear input, which is a good first-order approximation. An exact discrete-time
equivalent to the continuous LPF is then found using the first-order hold (FOH) method
[FPW02, pp. 187–210] as

(z − 1)2
Tswz

· Z
{

1
s2 · 1

1 + τ̂rs

}
=

1 − σ̂ τ̂r
Tsw
+
σ̂ τ̂r
Tsw

e−
Tsw
σ̂ τ̂r +

(
σ̂ τ̂r
Tsw

− σ̂ τ̂r
Tsw

e−
Tsw
σ̂ τ̂r − e−

Tsw
σ̂ τ̂r

)
z−1

1 − e−
Tsw
σ̂ τ̂r z−1

. (3.35)

The resulting structure of the discrete-time inverse current model is shown in Fig. 3.11.

3.3.2 Stator-Current Predictor

To obtain the future estimate of the flux linkage in Fig. 3.9b, a future estimate of the
stator current at time instant tk+1 is required. It can be determined using a stator-current
predictor, that utilizes the stator-voltage reference value calculated in the previous step.
Such a predictor has been proposed in [WL09] and has been implemented in this work.

Starting from Equation (3.2) with substitution of ®̂ψs using (2.10) and replacing d ®̂ψs/dt by
(2.4), a differential equation for the estimated stator current is derived as

d®̂is
dt =

1
σ̂ L̂s

·
(
®u⋆s −

(
R̂s + R̂r

L̂2
m

L̂2
r︸      ︷︷      ︸

R̂eq

)
®̂is + L̂m

L̂r

(
1
τ̂r

− jω♦m
)
®̂ψr

)
. (3.36)

After substituting the resistive term by an equivalent resistance R̂eq, and with the equivalent
time constant τ̂eq, the differential equation can be expressed in the complex frequency
domain with

î
∼s =

1
R̂eq

· 1
1 + τ̂eqs

·
(
u
∼
⋆
s +

L̂m

L̂r

(
1
τ̂r

− jω♦m
)
ψ̂
∼ r

)
and τ̂eq =

σ̂ L̂s

R̂eq
. (3.37)
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Fig. 3.12: Discrete-time single-step current predictor using the stator voltage reference [WL09].

The transfer function of the LPF can be discretized analogously to the current model in
Fig. 3.10 using the ZOH equivalent. The resulting block diagram of the current predictor
is given in Fig. 3.12.

The structure is comparable to that of a Smith predictor, but has a PI-controller in its
feedback loop. The inputs of the LPF should ideally be switching-period average quantities
like the stator-voltage reference. However, for the back EMF feed-forward term ω♦m(tk)
and ®̂ψr(tk) are used, because more recent data is not available. The distortion caused by
these unsynchronized inputs and parameter deviation can effectively be compensated by
the PI-controller feedback, which has been chosen at a bandwidth between 0.5 and 2 kHz,
in this work.

3.4 Summary

Starting from the fundamental open-loop current and voltage model of the IM, three closed-
loop observers for the stator flux linkage have been presented. Inspired by the approach of
Jansen et al. in [JL94], frequency-response functions for the relative steady-state estimation
error were derived. They are the basis for an analytical parameter-sensitivity analysis in
Chapter 4.

Beyond the state-of-the-art, the calculated frequency-response functions for the flux-
linkage estimation error take into account the distortion of the measured current and
voltage feedback and consider iron losses. Furthermore, the method has been applied to a
class of full-order Luenberger-type observers.

Another contribution is the discrete-time implementation using switching-period aver-
age input signals. With the oversampling current- and voltage-sensing method, introduced
in Chapter 5 and with proper selection of the hold equivalents, nearly zero discretization
error is achieved. Using switching-period average quantities not only reduces measure-
ment noise but also allows nearly ideal integration inside the voltage model and the LPF
of the current model. Thus, no linear first-order approximation is required, except for the
full-order observer current-model section.
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4 The Torque Accuracy of the IM Drive – Analysis
and Optimization

The torque generated by the IM drive relies on the functional interaction of its components
presented in the previous chapters. The key requirements for precise torque production
of the FOC-controlled IM drive are:

• Precise control of the stator current in the FOC reference frame and compensation
of the stator iron losses.

• Accurate estimation of the stator flux-linkage magnitude and angle.

• Precise sensing of the stator current and determination of the stator terminal voltage.

The first has already been discussed in Chapter 2. By using a direct SFO controller, the
parameter sensitivity of the torque controller is minimized. Stator iron losses are compen-
sated by an additional quadrature current obtained by the steady-state model introduced
in Section 2.1.3.3. Assuming ideal current measurement and an ideal estimation of the
stator flux linkage, the stationary torque error is driven to zero by the current controller.
Consequently, the torque accuracy can be analyzed based on the estimation error of the
flux-linkage observer and the distortion of the measurement feedback.

With the analytical expressions for the stationary flux-linkage error derived in Chap-
ter 3, the torque accuracy is analyzed for each parameter and balanced sensor-gain error,
individually. The results are the basis for selecting the stator flux-linkage observer and
suitable feedback gains. This approach was published in the course of this work under
[SSD16] and is further developed in the following. Additionally, the effect of imbalanced
sensor gains and offsets, and the influence of inverter voltage distortion is discussed.

Different methods for adaptive compensation of parameter faults and sensor offsets are
presented and evaluated in dynamic simulations. The steady-state torque accuracy of the
IM drive with and without parameter adaption is experimentally evaluated on the test
bench.

4.1 Sensitivity of the Controller to Nonlinear Effects

The steady-state error expressions derived in Chapter 3 allow the calculation of the flux-
linkage error as a function of the stator angular frequency ωs for a given parameter devia-
tion, e.g. R̂s , Rs, at a given slip angular frequency ωsl. For the following considerations,
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the operating points used for the worst-case torque accuracy analysis. Numerically calculated
for IM26kA using the nonlinear extended IM model.
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β
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q

d

Fig. 4.3: Definition of the flux-linkage estimation error angle δ .

only a single parameter or sensor is assumed to be distorted at a time. The resulting
flux-linkage magnitude and angle deviation are plotted as a function of the rotor rotational
speed nm = 60 · (ωs − ωsl)/2πp. This allows better comparability to the measurements.

The slip frequency is chosen according to the operating points of maximum power,
highlighted in Fig. 4.1. It has been calculated for the efficiency-optimized IM drive using
the extended nonlinear IM model introduced in Section 2.1.3 and using Equation (2.34)
on page 31 with the values given in Table A.3. The resulting slip frequency profile is
plotted in Fig. 4.2 as a function of the stator electrical frequency along with the reference
air-gap torque. It is about 3.75 Hz in the base-speed region and rises up to 13.5 Hz in the
field-weakening region above 2460 rpm.

To calculate the torque deviation resulting from the flux-linkage estimation error, the
FOC current controller is assumed to be ideal and may be considered as an ideal current
source. With the torque equation (2.1) rewritten as

Tm =
3
2 · p ·ψs · is · sinϕ, (4.1)

an expression for the steady-state torque error can be derived as

FT(jωs) = T̂m
Tm
=
ψ̂s
ψs

· i
♦
s
is

· sin(ϕ − δ )
sinϕ =

ψ̂s
ψs

· i
♦
s
is

· (cosδ − sinδ cotϕ). (4.2)

i♦s/is represents the balanced current-sensor-gain error contributed by the current controller.
δ is the angle from the stator flux-linkage space vector to its estimated value, according to
the definition in Fig. 4.3. The angle between the flux linkage and the stator-current space
vector ϕ can by calculated with the help of Equation (3.3) as

ϕ = arctan
Im

{
is/ψ s

}
Re

{
is/ψ s

} = arctan
ωslτr(1 − σ ) + ωs

Ls
Rfe

(
1 + ω2

slσ
2τ 2

r

)
1 + ω2

slστ
2
r

. (4.3)
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TABLE 4.1
Assumed Worst-Case Parameter Deviation

parameter Rs Rr Lm Lσs Lσr

uncertainty low to medium very high medium very high very high
max. deviation ratio 1.2 1.5 1.2 1.5 1.5

(4.3) inserted in (4.2) gives the frequency-response function of the resulting torque error

FT(jωs) = ψ̂s
ψs

· i
♦
s
is

·
©­­­«
cosδ − sinδ ·

1 + ω2
slστ

2
r

ωslτr(1 − σ ) + ωs
Ls
Rfe

(
1 + ω2

slσ
2τ 2

r

) ª®®®¬
. (4.4)

4.1.1 Induction Machine Parameter Deviation

Due to magnetic saturation, thermal drift and the frequency-dependent rotor deep-bar
effect, the machine parameters of the fundamental IM model used for the FOC vary with
operating point and time. The worst-case torque error caused by a particular parameter is
calculated based on its assumed maximum deviation.

In this work, the parameter deviation is defined as the ratio of the estimated to the actual
parameter. Based on the parameter-uncertainty considerations summarized in Table 2.4,
the maximum parameter deviation has been defined according to Table 4.1. Since the
stator resistance and the main inductance can be determined with sufficient accuracy
during parameterization, they are classified as rather certain with a maximum error ratio
of 1.2. Even though both vary significantly during operation, they can be easily adapted
based on temperature sensing at the end winding and using the saturation model given
in Section 2.1.3.1. However, the rotor resistance and leakage inductances are difficult to
parameterize, and reliable adaption algorithms do not exist. Therefore, they are classified
as rather uncertain with a maximum error ratio of 1.5.

4.1.1.1 Open-Loop Observers

Fig. 4.4 shows the resulting estimation error of the open-loop flux-linkage observers. The
stator-resistance curve in blue belongs to the voltage model (3.8) and the others to the
current model (3.4). The results are specific for a particular machine which is IM26kA in
this case. The flux-linkage observers do not take into account the iron losses. However,
the torque deviation caused by the stator iron losses is very small for this machine. Rfe
causes only 0.3 % torque deviation and 0.3° angle error at its maximum point in the field-
weakening region and will therefore not be plotted for the following cases.

Since the current model in Equation (3.4) is independent from the mechanical rotor
frequency and the slip frequency is nearly constant, the resulting curves in Fig. 4.4 are
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Fig. 4.4: Steady-state error of the open-loop flux-linkage observers and resulting torque error as a
function of the IM parameter for IM26kA with X = Rs,Rr, Lm, . . . .
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Fig. 4.5: Steady-state torque error caused by stator- and rotor-resistance drift as a function of the observer
PI controller bandwidth for IM26kA.

almost straight lines, except for the field-weakening region indicated by the shaded area.
The current model is very sensitive to rotor-resistance deviation which causes up to 32 %
torque error at base speed and even more during field weakening. The sensitivity to the
main inductance and the rotor leakage inductance is also notable with up to 10 % torque
error. Even though the flux-linkage magnitude error caused by Lσs is similar to that caused
by Lm, the resulting torque error is lower because it is partially compensated by the angle
error. For the other parameters, the angle error leads to higher torque deviation.

The voltage model is only sensitive to the stator resistance. Due to the stator frequency
in the denominator of Equation (3.8), the influence of Rs decreases significantly with
increasing rotational speed. However, at very low speed it causes up to 18 % torque error
and an angular detuning of more than 10°.

4.1.1.2 Closed-Loop Voltage-Model Observer with Current-Model Feedback

According to the results of the open-loop models, it is advantageous to combine the
low-frequency characteristics of the current model with the characteristics of the voltage
model at high speeds. This can be achieved using the Gopinath-style observer introduced
in [JLN94] and described in Section 3.2.1. The PI-controller in the stationary reference
frame offers a smooth transition between both models and eliminates the open-integration
problem of the voltage model.

The transition frequency is equal to the bandwidth of the PI-controller and is chosen
based on the torque deviation caused by stator- and rotor-resistance drift in Fig. 4.5. Above
200 rpm, the influence of the bandwidth on the sensitivity to Rs in Fig. 4.5a is very limited,



4.1 Sensitivity of the Controller to Nonlinear Effects 65

100 101 102 103 104
0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

R̂s = 1.2Rs

L̂σr = 1.5Lσr
L̂σs = 1.5Lσs

L̂m = 1.2Lm

R̂r = 1.5Rr

flu
x-

lin
ka

ge
m

ag
ni

tu
de

er
ro

rψ̂
s /ψ

s

100 101 102 103 104

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

R̂s = 0.83Rs

L̂σr = 0.67Lσr L̂σs = 0.67Lσs

L̂m = 0.83Lm

R̂r = 0.67Rr

flu
x-

lin
ka

ge
m

ag
ni

tu
de

er
ro

rψ̂
s /ψ

s

100 101 102 103 104

−6

−4

−2

0

2

4

6

R̂s = 1.2Rs

L̂σr = 1.5Lσr

L̂σs = 1.5Lσs

L̂m = 1.2Lm R̂r = 1.5Rr

flu
x-

lin
ka

ge
an

gl
e

er
ro

rδ
in

°

100 101 102 103 104

−6

−4

−2

0

2

4

6

R̂s = 0.83RsL̂σr = 0.67Lσr

L̂σs = 0.67Lσs

L̂m = 0.83Lm

R̂r = 0.67Rrflu
x-

lin
ka

ge
an

gl
e

er
ro

rδ
in

°

100 101 102 103 104

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

R̂s = 1.2Rs

L̂σr = 1.5Lσr
L̂σs = 1.5Lσs

L̂m = 1.2Lm

R̂r = 1.5Rr

rotor rotational speed nm in rpm

to
rq

ue
er

ro
rT̂

m
/T

m

(a) X̂ > X

100 101 102 103 104

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2 R̂s = 0.83Rs

L̂σr = 0.67Lσr
L̂σs = 0.67Lσs

L̂m = 0.83Lm

R̂r = 0.67Rr

rotor rotational speed nm in rpm

to
rq

ue
er

ro
rT̂

m
/T

m

(b) X̂ < X

Fig. 4.6: Steady-state error of the Gopinath-style flux-linkage observer and resulting torque error as a
function of the IM parameter for IM26kA.
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Fig. 4.7: Steady-state torque error caused by stator- and rotor-resistance drift as a function of the observer
proportional pole-placement design factor д for IM26kA.

whereas a lower bandwidth significantly reduces the sensitivity to Rr in Fig. 4.5b. Thus,
above 200 rpm a low bandwidth is desirable. At lower speeds, a low bandwidth suppresses
the rotor-resistance-induced error but increases the sensitivity to stator-resistance drift.
The PI-controller bandwidth also defines the dynamic response to sensor offsets. In this
work, the bandwidth is chosen at 2.5 Hz which is a good compromise and ensures sufficient
dynamics for the compensation of offsets.

The resulting steady-state parameter sensitivity is analyzed using Equation (3.14) and
leads to the curves plotted in Fig. 4.6. Because the PI-controller bandwidth is lower than the
slip frequency, the stator-resistance-induced torque error is nearly unchanged compared
to the open-loop voltage model. However, the angular detuning is improved by more than
70 % at low speed. The sensitivity to the current-model parameters is significantly reduced,
especially above 100 rpm.

4.1.1.3 Full-Order Luenberger-Type Closed-Loop Observer

The parameter sensitivity of the full-order Luenberger-type flux-linkage observer is in-
vestigated using Equation (3.26) with (3.8) and (3.4). The feedback gains are again chosen
based on the stator- and rotor-resistance-induced torque error for the proportional pole
placement method in Fig. 4.7, and the left-shift method in Fig. 4.8.

The influence of the proportional design factor д in Equation (A.10) on the stator-
resistance induced torque error in Fig. 4.7a is limited. Above д = 5 the resulting maximum
error below 100 rpm stays relatively constant, but higher values shift the error curve
towards lower speeds, which increases the region of low error at higher speeds. The
sensitivity to rotor-resistance deviation in Fig. 4.7b decreases with increasing design factor
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Fig. 4.8: Steady-state torque error caused by stator- and rotor-resistance drift as a function of the observer
left-shift pole-placement design factor д for IM26kA.

д, except for the area of a local maximum between 50 and 500 rpm. In the following, д = 10
is chosen for the proportional design factor.

In the case of left-shift pole placement, the design factor д in Equation (A.12) has no
significant influence on the sensitivity to stator-resistance drift, as shown in Fig. 4.8a.
The torque error caused by rotor-resistance deviation is given in Fig. 4.8b and has a local
maximum at around 100 rpm, which is similar to the proportional case. The local maximum
reduces with decreasing design factor at the cost of a higher torque error below 20 rpm.
With д = 0.3 a relatively low value is chosen for the following considerations.

A major difference of both placement methods is the dynamic behavior at different
rotational speeds. Due to the proportional placement, at low speed in Fig. 3.5, the poles
of the first method are very close to the IM poles, which leads to a comparably slow
convergence rate. Thus, a rather high design factor must be chosen to ensure sufficient
convergence at very low speed. With increasing rotor speed, the observer with proportional
poles converges increasingly fast, which can cause stability issues. In contrast, the left-shift
pole placement offers a rather constant convergence rate at all speeds. Both characteristics
can be beneficial depending on the design goals.

The steady-state flux-linkage magnitude error, the angle deviation and the resulting
torque error are given in Fig. 4.9 for the proportional poles and in Fig. 4.10 for the left-
shifted poles, respectively. Both lead to qualitatively similar results with a high sensitivity
to rotor-resistance mismatch and a considerable angular misalignment which is about five
times higher than with the Gopinath-style observer. In the low-speed region, the full-order
observer is also more sensitive to main-inductance and leakage-inductance deviation but
performs slightly better in terms of stator-resistance drift. Above 1000 rpm, the full-order
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Fig. 4.9: Steady-state error of the full-order flux-linkage observer with proportional pole placement
(д = 10) and resulting torque error as a function of the IM parameter for IM26kA.
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Fig. 4.10: Steady-state error of the full-order flux-linkage observer with left-shift pole placement (д = 0.3)
and resulting torque error as a function of the IM parameter for IM26kA.
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Fig. 4.11: Steady-state torque error caused by stator- and rotor-resistance drift as a function of the
sliding-mode observer proportional pole-placement design factor д for IM26kA.

observer is not able to suppress the rotor-resistance induced torque error to a value below
5 %, which is about three times more when compared to the Gopinath-style observer. The
sensitivity to inductance and stator resistance deviation is similar, though. Compared
to the proportional-pole approach, the left-shift pole placement method leads to slightly
better results in the whole operating range.

4.1.1.4 Full-Order Closed-Loop Observer with Sliding-Mode Feedback

Due to the nonlinear feedback, the sliding-mode observer cannot be analyzed analytically.
Instead, the observer is implemented in discrete time, according to Section 3.3, and is
analyzed in simulation using MATLAB/Simulink with the simulation model described
in Appendix A.4. Each curve consists of 50 simulation runs at different rotational speed
for a given distorted parameter and observer-gain design factor д. To obtain steady-state
results, the model is simulated for 10 s at a given stator and rotor frequency. The result is
taken from the mean value of the last simulated second.

For the sliding-mode observer, the same pole-placement methods as in the previous
cases are used. The torque error resulting from stator- and rotor-resistance deviation with
different proportional poles is shown in Fig. 4.11. Compared to the linear case, a lower
design factor is advantageous. The influence of Rs is minimal between д = 5 and д = 6.5.
Since the sensitivity to Rr reduces with decreasing design factor, д = 5 is selected. The
left-shifted poles are chosen to the benefit of a reduced sensitivity to rotor-resistance drift
with д = 0.3, according to Fig. 4.12. Therefore, a higher sensitivity to stator-resistance
drift must be accepted.

The sensitivity plots for all observer parameters are given in Fig. 4.13 for the proportional
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Fig. 4.12: Steady-state torque error caused by stator- and rotor-resistance drift as a function of the
sliding-mode observer left-shift pole-placement design factor д for IM26kA.

poles and in Fig. 4.14 for the left-shifted poles. The first is more sensitive to the current-
model parameters, whereas the latter is more sensitive to the stator resistance of the
voltage model. Compared to the linear-feedback Luenberger-type observer, the overall
sensitivity is significantly reduced by the switching-function feedback. Especially the
angular deviation is improved by a factor of seven. The local maximum for Rr at around
100 rpm is fully eliminated.

At very low speed, the torque deviation caused by thermal drift of the resistances is
below 14 %, which is about four percentage points lower than with the Gopinath-style
observer in Fig. 4.6. However, the sliding-mode observer is more sensitive to deviations in
the inductance values, especially in case of the main inductance which causes a four times
higher torque deviation of up to 11 % with proportional poles and 4 % with left-shifted
poles. With up to 5 %, the sensitivity to the rotor leakage inductance is five times higher
than with the Gopinath-style observer.

Above 1000 rpm, the stator resistance still causes a torque error of up to 2 % which is
equal to the Gopinath-style observer. The sensitivity to the other parameters is very low,
but higher than with the Gopinath-style observer, especially in the case of proportional
pole placement.

Even though the sensitivity to the stator resistance is higher, the left-shifted observer
poles are preferable because adaption of Rs is simpler than for the highly uncertain current-
model parameters. With left-shifted poles, the influence of the current-model parameters –
including the rotor resistance – is effectively suppressed above 200 rpm, which is a notable
improvement over the Gopinath-style observer. However, in the presence of a sufficient
adaption algorithm for both resistances, the Gopinath-style observer is preferable due to
its insensitivity to main- and leakage-inductance saturation.
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Fig. 4.13: Steady-state error of the sliding-mode flux-linkage observer with proportional pole placement
(д = 5) and resulting torque error as a function of the IM parameter for IM26kA.
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Fig. 4.14: Steady-state error of the sliding-mode flux-linkage observer with left-shift pole placement
(д = 0.3) and resulting torque error as a function of the IM parameter for IM26kA.
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4.1.2 Measurement-Feedback Distortion

Besides the model parameter sensitivity, the robustness of the observer against deviations in
the current- and voltage-sensor signals is important to achieve an optimal torque accuracy
of the drive system. The inverter used in this work is equipped with three current and three
output-terminal voltage sensors. Due to parasitic effects, such as temperature dependency
of analog-circuit components, each sensor is subject to individual offset iph,off and gain
errors дph , 1, which are analyzed in the following. The sensors are assumed to be
perfectly linear and without hysteresis. The latter will be addressed later in Chapter 5.
The considerations below are valid for using three sensors. However, the common special
case with only two current sensors leads to analogous results, as shown in Appendix A.6.

Assuming sinusoidal currents during steady-state with ]®is(t = 0) = 0, the three mea-
sured phase currents can be described as

i♦ph1 = дph1 · is cos(ωst) + iph1,off, (4.5a)

i♦ph2 = дph2 · is cos
(
ωst − 2π

3

)
+ iph2,off (4.5b)

and i♦ph3 = дph3 · is cos
(
ωst +

2π
3

)
+ iph3,off . (4.5c)

Using the Clarke transformation (A.1) and with the help of the addition theorems for
trigonometric functions, the real and imaginary parts of the measured stator-current space
vector are found as

i♦sα =
4дph1 + дph2 + дph3

6 is cos(ωst) −
дph2 − дph3

2
√

3
is sin(ωst)

+
2iph1,off − iph2,off − iph3,off

3

and i♦sβ =
дph2 + дph3

2 is sin(ωst) −
дph2 − дph3

2
√

3
is cos(ωst) +

iph2,off − iph3,off√
3

.

(4.6)

By expanding the trigonometric terms and after some rearrangements, the measured
current can be written in polar form as

®i♦s =
дph1 + дph2 + дph3

3︸                ︷︷                ︸
balanced error ®i♦s,pos/®is

isejωst︸︷︷︸
®is

+

(2дph1 − дph2 − дph3

6 − j
дph2 − дph3

2
√

3

)
ise−jωst

︸                                                   ︷︷                                                   ︸
imbalanced sensor-gain error ®i♦s,neg

+
2iph1,off − iph2,off − iph3,off

3 + j
iph2,off − iph3,off√

3︸                                                     ︷︷                                                     ︸
sensor-offset error ®i♦s,off

.

(4.7)
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β

α

Fig. 4.15: Offset, positive and negative-sequence components of the measured stator-current space
vector, caused by sensor offset and imbalanced sensor-gain errors. The resulting measured
current space vector follows an ellipse at steady-state, shifted by the offset error.

Consequently, the measured current can be represented by a constant offset component
®i♦s,off , a positive-sequence component ®i♦s,pos and a negative-sequence component ®i♦s,neg, as
illustrated in Fig. 4.15. The error caused by the voltage sensors can be derived analogously
by repeating (4.5) to (4.7) using the stator voltage in place of the stator current.

4.1.2.1 Balanced Sensor-Gain Error

The positive-sequence component compromises the original signal which is scaled by a
real factor of balanced sensor-gain errors with дph1 = дph2 = дph3 , 1. Therefore, this
signal component does not experience any phase shift. When transformed to the field-
oriented reference frame, it appears as a stationary current or voltage-sensor error in
the steady-state. The resulting stationary flux-linkage and torque error can be calculated
using the same approach applied to the model parameter deviation in the previous section.
Both are dependent on the IM parameters and the flux-linkage observer used for the
direct FOC. Fig. 4.16 shows the results for the Gopinath-style, Fig. 4.17 for the full-order
Luenberger-type and Fig. 4.18 for the sliding-mode observer. The latter has been obtained
from simulations and the other two from Equation (3.14) and (3.26), respectively. The
required expressions for the open-loop current model (3.5) and the voltage model (3.9) and
(3.11) have been derived in Section 3.1.

According to Fig. 4.16a, above 1000 rpm, the Gopinath-style observer is insensitive to
balanced current-sensor errors. The torque error is only caused by the current controller
with a magnitude equal to the sensor error. At lower speeds, the influence of the current
model increases and causes a flux-linkage estimation error with comparably low angular
detuning. The error magnitude is lower and inverted compared to the current-sensor error.
This leads to a reduction of the superimposed torque error at low speeds.

The flux-linkage estimation error caused by voltage-sensor error is given in Fig. 4.16b.
Above 1000 rpm, the estimation error is equal to the sensor deviation with zero angle error.
At lower speeds, the error increases to up to 1.75 times the sensor deviation. Due to the
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Fig. 4.16: Steady-state error of the Gopinath-style flux-linkage observer and the resulting torque de-
viation caused by balanced current- and voltage-sensor deviation. Results for IM26kA with
PI-controller bandwidth of 2.5 Hz.
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Fig. 4.17: Steady-state error of the full-order flux-linkage observer and the resulting torque deviation
caused by balanced current- and voltage-sensor deviation. Results for IM26kA with propor-
tional pole placement (solid, д = 10) and left-shift pole placement (dashed, д = 0.3).
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Fig. 4.18: Steady-state error of the sliding-mode flux-linkage observer and the resulting torque devi-
ation caused by balanced current- and voltage-sensor deviation. Results for IM26kA with
proportional pole placement (solid, д = 5) and left-shift pole placement (dashed, д = 0.3).
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negligible angular detuning, the torque error remains equal to the flux-linkage magnitude
error. The deviation at 0 % sensor error is caused by the stator iron losses, which are not
considered in the flux-linkage observer.

The full-order Luenberger-type observer is more sensitive to current-sensor deviation.
Above 1000 rpm, the results in Fig. 4.17a are comparable to those of the Gopinath-style
observer. But at lower speeds, the torque error is up to six times higher with notable
angular detuning. The dependency on voltage-sensor deviation is plotted in Fig. 4.17b. At
high speeds, it is similar to that of the Gopinath-style observer. With decreasing speed,
the error changes sign and remains slightly lower. However, the angle error is still up to
3.5°, which is ten times higher than with the Gopinath-style observer. The choice of the
observer pole-placement method shows only minor influence.

The simulation results for the sliding-mode observer are plotted in Fig. 4.18 and show
similar sensitivity to sensor errors as the previous case with linear observer feedback.
The angle deviation is reduced but still significant. With proportional observer poles, the
error is slightly increased and shows discontinuities above 100 rpm, which are caused by
the nonlinear feedback. The left-shifted poles lead to a similar torque error as the linear
feedback case with continuous results.

In terms of the sensitivity to balanced sensor-gain errors, the Gopinath-style observer
is advantageous. It generally produces a significantly lower angle error and a lower de-
pendency on current-sensor faults compared to the full-order observers. Only the torque
error caused by voltage-sensor deviation in the low-speed region is increased by up to one
percentage point.

4.1.2.2 Imbalanced Sensor-Gain Error

The negative-sequence component ®i♦s,neg is rotating at the stator frequency in reverse
direction and is caused by unequal gains of the three current sensors. Together with ®i♦s,pos,
it forms an ellipse in the stationary reference frame. Its influence on the torque production
becomes clear after transformation to the field-oriented reference frame. The negative-
sequence component is then rotating at twice the stator frequency, which superimposes
a ripple onto the estimated flux-linkage and torque. Since the estimated flux-linkage is
regulated and used to calculate the torque-producing current reference, the imbalanced
voltage- or current-sensor gains superimpose a ripple of twice the stator frequency onto
the actual torque. For imbalanced current-sensor gains, a second feedback loop exists
through the current controller, which also superimposes a torque ripple.

The magnitude of the torque ripple depends on the filtering characteristics of the ob-
server and the bandwidths of the flux-linkage and the current controllers. Especially at
low speeds when the ripple is not filtered off, it introduces undesired effects, such as low
frequency speed ripple [CS98], or degrades the low-speed performance of speed-sensorless
drives. To overcome these problems, differential-gain compensation algorithms have been
proposed. A simple approach is the spectral separation of the negative-sequence com-
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ponent, for example by filtering in a synchronous reference frame. However, for this
method a minimum stator electrical frequency is required, which limits its applicability to
higher speeds. To deploy this method at low speeds, signal injection is required [Har+08].
In [CS98] a ripple compensator is proposed that is based on a mechanical model and
the feed-forward of the speed ripple. A similar approach is presented in [CS08], where a
voltage-model-based measurement-disturbance observer is utilized to compensate the gain
imbalance. However, both methods require additional information about the mechanical
or IM model parameters and do not adapt the sensor gains.

Parameter independent methods are usually based on the elimination of harmonic
content present in the voltage reference. In [Jun+06], an error feedback is generated by
piece-wise integration of the direct-axis current-regulator integral output. The algorithm
introduced in [HL08] is based on the isolation of the positive-sequence component and the
imbalanced distortion, which are then used for the decoupling and adaption of the sensor
gains through a regulator.

The compensation algorithms found in literature are mostly related and limited to the
current sensors, as stator-voltage sensing is not very common in drive systems. A simple
approach for the adaption of imbalanced voltage-sensor gains is the comparison of the
measured negative-sequence component to that of the reference-voltage signal. However,
it requires accurate separation of the inverter dead-time effect and can be influenced
by imbalanced semiconductor voltage drop, as caused by inhomogeneous temperature
distribution. Alternatively, an adaption algorithm as the one in [HL08] can be used, which
is applicable to current and voltage sensors.

Since the negative-sequence component does not contribute to the average stationary
torque error, compensation algorithms for imbalanced sensor gains are not further dis-
cussed. Instead, reference is made to the existing methods. In Section 4.1.4, the damping
characteristics of the flux-linkage observers for the higher harmonics are investigated.

4.1.2.3 Sensor-Offset Error

In the field-oriented reference frame, the offset component ®i♦s,neg is rotating at the stator
electrical frequency. Analogously to the negative-sequence component, it superimposes a
ripple onto the estimated flux-linkage and the produced torque. Due to the pure integrator
in the IM voltage model, sensor offsets can have a significant influence on the flux-linkage
observer and can even cause instability. With the Gopinath-style flux-linkage observer,
this issue is eliminated by the integral component of the feedback PI-controller. However,
the Luenberger-type observer is sensitive to offset integration. Especially with sliding-
mode feedback, the offset compensation capabilities are reduced, as the magnitude of the
voltage-model feedback is limited by the feedback gain K s. Consequently, the offset error
at the integrator input must remain lower than |K s | to avoid open offset integration.

According to Fig. 4.19, |K s | decreases by more than 90 % with increasing rotational
speed when the left-shifted pole-placement is used, whereas it remains constant with
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Fig. 4.19: Absolute value of the voltage-model feedback gain K s for proportional (д = 5) and left-shifted
(д = 0.3) pole placement as a function of the rotor rotational speed.

proportional poles. That makes the proportional pole-placement method more attractive
for the sliding-mode observer. The problem can be eliminated by adding an integrator to
the feedback loop [LA06]. But, the integrator introduces an additional state variable and
also integrates errors caused by parameter deviations, which is problematic at low speeds.

Sensor offsets are usually recalibrated during the initialization of the drive system. The
offsets are determined by measurement of the currents and voltages when no current is
present, with additional filtering using an LPF. However, temperature drift of the analog
circuit components can cause offset variations during operation, which can require addi-
tional compensation. In [CS08; USO10] this is achieved using a measurement disturbance
observer and offset estimator. Both methods require knowledge of the load parameters. In
[TAN13; Tam+14; TIN15] the DC component is extracted from the voltage reference using
a discrete Fourier-transformation approach. In [KSL14] the current offset is separated
from a positive- and negative-sequence component present in the voltage reference of a
permanent-magnet synchronous machine (PMSM) drive. All these compensation methods
are sensitive to model parameters, interference with the control algorithm, phase coupling
or harmonics caused by load ripple, machine saliencies or other external influences.

In Section 5.3, a novel online offset-calibration method is introduced, which utilizes
the inverter voltage distortion curve described in Section 2.3.2. The algorithm is applied
to each phase, individually, and is completely decoupled from the control algorithm and
disturbances caused by torque ripple or machine saliencies.

4.1.3 Nonlinear Inverter Voltage Distortion

In this work, the inverter voltage distortion caused by the dead-time effect and the semi-
conductor voltage drop is compensated using the open-loop nonlinear inverter model
introduced in Section 2.3.1. However, because of temperature drift or parameterization
error, a fractional voltage error remains and superimposes additional harmonic content to
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the currents and voltages. This causes additional torque ripple and can disturb compen-
sation schemes as those mentioned previously. Thus, the harmonic content induced by
the MOSFET inverter voltage distortion is of considerable importance, especially if the
reference voltage is used instead of a voltage measurement.

The VSI voltage error is derived using Equation (2.45). Since the drain–source resistance
is in series with the stator resistance of the IM, thermal drift of Rds,on may be considered as
an estimation error in R̂s. By neglecting the inverter output capacitanceCout, the simplified
voltage error of a single phase is then rectangular with

∆uph = −udc ·
∆Tdt
Tsw

sgn
(
iph

)
, (4.8)

where ∆Tdt is the dead-time estimation error. With ]®is(t = 0) = 0, the resulting voltage
errors for the three phases can be described by the Fourier series

∆uph1 = −4udc
π

· ∆Tdt
Tsw

·
∞∑
n=1

cos((2n − 1) · ωst)
2n − 1 , (4.9a)

∆uph2 = −4udc
π

· ∆Tdt
Tsw

·
∞∑
n=1

cos
(
(2n − 1) ·

(
ωst − 2π

3

))
2n − 1 (4.9b)

and ∆uph3 = −4udc
π

· ∆Tdt
Tsw

·
∞∑
n=1

cos
(
(2n − 1) ·

(
ωst +

2π
3

))
2n − 1 with n ∈ �. (4.9c)

They only consist of odd frequency components. With the Clarke transformation (A.1)
and the addition theorems, third-order harmonics get cancelled out and the voltage error
can be expressed as a space vector in the stationary reference frame with

®us,dist = −4udc
π

· ∆Tdt
Tsw

·
∞∑
n=1

(
ej(6n−5)ωst

6n − 5 +
e−j(6n−1)ωst

6n − 1

)
with n ∈ �

= −4udc
π

· ∆Tdt
Tsw

·
(
ejωst +

1
5 · e−j5ωst +

1
7 · ej7ωst +

1
11 · e−j11ωst + . . .

)
.

(4.10)

Consequently, in the field-oriented reference frame, the dead-time effect creates a sta-
tionary voltage error and higher-order harmonics with a multiple of the sixfold stator
frequency, which also get superimposed on the torque.

4.1.4 Rejection of Higher-Order Harmonics by the Flux Observer

The impact of higher-order harmonics on the estimated flux-linkage can be analyzed by
modifying the observer transfer functions derived in Chapter 3. The current and the stator
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flux-linkage are normalized with respect to the condition ωs = ωm, which leads to

ψ
s
= Lsis. (4.11)

The frequency-response function of the open-loop current model is derived by dividing
Equation (3.2) by (4.11), and replacing ωsl by the k th-order harmonic term, according to

F∆i
C,h(jkωs) = 1 + j(kωs − ωm)σ̂ τ̂r

1 + j(kωs − ωm)τ̂r
. (4.12)

It describes the relative damping of harmonic content in the stator current by the current
model low-pass filtering characteristics. Since the current model is not a function of the
stator voltage, the corresponding expression for the voltage harmonics is equal to zero.

The frequency-response functions of the open-loop voltage model are adapted from
Equation (3.6). For the current and voltage harmonics, the expressions are obtained as

F∆i
V,h(jkωs) = − R̂s

jkωsLs
and F∆u

V,h(jkωs) = jωmLs + Rs
jkωsLs

. (4.13)

The latter is normalized using the voltage model at the condition ωs = ωm and substituting
is using (4.11) with

ψ
s
=

us
jωmLs + Rs

. (4.14)

The damping characteristics of the Gopinath-style observer can be obtained using Equa-
tion (3.14) with the frequency-response functions of the open-loop models (4.12) and (4.13).
Therefore, ωs is replaced by kωs in (3.14) and in GPI(jωs). The damping characteristic of
the Luenberger-type observer is found analogously by modifying Equation (3.26).

Fig. 4.20 shows the resulting frequency response of the Gopinath-style and Luenberger-
type observers for harmonics present in the current and voltage input signals. As per
Fig. 4.20a, current offsets are damped by the Gopinath-style observer above 20 rpm. At
high speeds the offset harmonic is reduced to about 10 %. The Luenberger-type observer
behaves similarly, however at low speeds, the current offset harmonic appears magnified
in the flux-linkage signal.

Because of the integrator of the PI-controller, the voltage offset in Fig. 4.20b gets com-
pletely filtered off using the Gopinath-style observer. The Luenberger-type observer damps
the voltage offset by 20 % below 100 rpm and magnifies it at higher speeds. However, since
the offset-to-signal ratio decreases linearly with increasing stator frequency, the actual
influence of the voltage offset converges to zero at higher speeds.

The negative sequence first-order harmonic caused by imbalanced current-sensor gains
is damped by the flux-linkage observers similarly to the current offsets, as illustrated in
Fig. 4.20c. But at low speeds, the Gopinath-style observer already reduces the harmonic by
60 %. This is about four times lower than with the full-order observers. Above 1000 rpm, the
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(a) current offset harmonic, k = 0
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(c) current differential gain harmonic, k = −1
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(d) voltage differential gain harmonic, k = −1
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(e) current dead-time harmonics
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Fig. 4.20: Normalized flux-linkage frequency response of the Gopinath-style and Luenberger-type ob-
servers with proportional and left-shifted poles for harmonics in the voltage and current signal
caused by offset, differential gain error and dead-time effect.
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proportional pole placement full-order observer offers less damping compared to the other
observers. As shown in Fig. 4.20d, the first-order negative sequence harmonic caused by
differential voltage-sensor gains is damped by up to 50 %. At very low speed, the Gopinath-
style observer is advantageous, but above 100 rpm the proportional-pole Luenberger-type
observer performs best.

The frequency response function for the first two higher-order current harmonics caused
by inverter dead time is plotted in Fig. 4.20e. Both are significantly damped by the Gopinath-
style observer to less than 11 %. The full-order observer with left-shifted poles offers
good damping above 100 rpm. However, it is still poorer than with the Gopinath-style
observer. The proportional-pole solution shows significant influence of the harmonics
above 1000 rpm. For improved readability, higher-order harmonics with k > 7 have not
been plotted, as they are generally damped sufficiently.

In Fig. 4.20f, the frequency response shows similar behavior for the dead-time harmonics
present in the voltage signal. The Gopinath-style observer leads to a damping of more
than 80 % at all speeds. It should be noted, that again the dead-time induced harmonic
magnitude does not scale with the stator frequency, which drives the relative harmonic
magnitude to zero at higher speeds.

Taken as a whole, out of the three observers considered in this work, the Gopinath-style
stator flux-linkage observer offers the best rejection of higher-order current- or voltage-
signal harmonics for IM26kA. Only in the case of differential voltage-sensor gains, the
Luenberger-type observer with proportional pole placement performs slightly better.

4.2 Adaptive Compensation of Parameter Faults

As proven is the previous section, the accuracy of the estimated flux-linkage is crucial for
accurate torque control. The analysis of the flux-linkage observers has shown, that for the
system used in this work, the Gopinath-style observer is advantageous over conventional
open-loop and full-order closed-loop observers in terms of the sensitivity to parameter and
sensor errors, as well as the rejection of higher harmonics. The Gopinath-style observer
leads to comparably low flux-linkage magnitude error and low angular detuning. However,
full suppression of parameter and sensor faults is not possible, particularly in the low-
speed region. An improvement can be achieved by estimating the faulty parameters,
offsets and differential gains in combination with online adaption of the observer and
sensor parameters. The problem is closely related to that of stable low-speed operation in
speed-sensorless drives. Thus, various parameter adaption algorithms have been studied
related to that topic. An overview can be found in [Hol06] and [BM07].

As seen in Fig. 4.6, the Gopinath-style observer effectively suppresses estimation errors
of the main-inductance and the leakage-inductance values. Along with the open-loop
compensation schemes for stator flux-linkage saturation in (2.16) and stator iron losses
according to Section 2.2.2, the controller can be considered as sufficiently insensitive to
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Fig. 4.21: Model-based open-loop resistance estimation and adaption using the measured stator-winding
temperature and the measured slip frequency.
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Fig. 4.22: Simulation results of the model-based open-loop rotor-resistance estimation using Equa-
tion (2.18) without stator-resistance adaption. Simulated using the software-in-the-loop simu-
lation model in Appendix A.4 for IM26kA.

saturation and iron losses. However, Fig. 4.6 reveals a strong dependency on the stator
and rotor resistances, which can lead to an unacceptable torque deviation that violates the
objectives of the MAs:Stab project. Thus, adaption of both resistances is recommendable
to further improve the torque accuracy of the drive system.

4.2.1 Stator- and Rotor-Resistance Estimation Methods

Online resistance-estimation and adaption schemes can be divided into four categories:

• Model-based open-loop estimation

• Model-reference adaptive system (MRAS) using IM voltage and current model

• Signal-injection-based resistance measurement

• Thermal-model-based resistance estimation with IM loss model

Similar to the stator-inductance adaption using (2.16), the stator resistance can be obtained
by model-based open-loop estimation. Since the IM is equipped with a temperature sensor
at the stator end-winding, the resistance can be adapted using its thermal relationship
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Fig. 4.23: MRAS-based parameter adaption. The two-dimensional stator flux linkage offers two linear-
independent feedback signals, which can be used for simultaneous adaption of two parameters.

(2.17), as shown in Fig. 4.21a. One should note, that the thermal sensor is located at the
end-winding to monitor the winding hot-spot temperature, which is the most critical
temperature due to the poor thermal coupling to the cooling system. Consequently, the
measured temperature does not necessarily represent the average winding temperature in
the stator slots, which leads to an incorrect stator-resistance estimate, especially at high
currents and during transients.

As the rotor temperature is not measured in common drive systems, online estimation
of the rotor resistance is generally more problematic. However, even though thermal rotor-
resistance estimation is not directly possible, the resistance can be estimated from the
measured slip frequency in a model-based open-loop manner by using (2.18), as illustrated
in Fig. 4.21b. Fig. 4.22 shows simulation results of the rotor-resistance estimation at low
and high speed. First, the estimator is switched off. After 3 s, the estimation is activated
and at 8 s, the rotor resistance of the IM model is increased to 120 % of its initial value
to evaluate the adaption process. After 14 s, also the stator resistance is increased by
20 % to analyze the sensitivity to the stator resistance. It can be seen in Fig. 4.22b, that
during high-speed operation the rotor resistance is precisely estimated and the torque
deviation remains below 1 Nm. The slight deviation is caused by small deviations in the
stator inductance, as – according to Chapter 2 – the magnetic saturation in the controller
is differently modeled from the simulation model. At low speed, the estimation and the
torque error are acceptable before the deviation of the stator resistance is introduced at
14 s. This indicates, that the adaption scheme is very sensitive to stator-resistance drift,
which makes this approach only applicable in the high-speed region.

In general, rotor-resistance estimation based on electrical quantities can only be applied
when current is present in the rotor, and thus, torque is produced. Another limitation of
the scheme described above is, that it requires a speed sensor to obtain the slip frequency.
Adaption schemes suitable for sensorless drives are often based on MRAS where the
output of an adjustable model is compared to a reference model and the error is driven



88 4 The Torque Accuracy of the IM Drive – Analysis and Optimization

to zero by parameter adaption, as illustrated in Fig. 4.23a. In the case of IM drives, the
MRAS is usually constructed using the voltage model as the reference model and the
current model as adjustable model, and vice versa. Since the flux-linkage estimate is a
two-dimensional quantity, two linear-independent error feedbacks can be obtained which
allow simultaneous adaption of two parameters. For example in [VVL03], the IM voltage
model serves as the reference model for the adaption of the rotor speed in the current
model, using the angular difference of both observer outputs as error feedback. At the
same time, the current model is used as the reference model to adapt the stator resistance
in the voltage model. In this case, the models exchange their roles and the deviation of
the flux-linkage magnitude is used as error feedback.

To estimate the rotor resistance with the Gopinath-style observer, an MRAS can be
formed using the current-model submodel as the adjustable model. Either the flux-linkage
magnitude error or the angular error can be used as adaptive feedback. The simplified
adaption schemes are given in Fig. 4.23b and Fig. 4.23c. In Fig. 4.24, the flux-linkage
magnitude error of both models has been calculated for different operating points, based
on the equations derived in Chapter 3. The rotor resistance is the dominant parameter,
especially at higher speeds. To be suitable for parameter adaption, the error must be of
equal sign in all operating points, which is the case. Furthermore, the influence of other
parameters should be sufficiently low as the cross-coupling can cause adaption of the rotor
resistance to a wrong value. For example, from Equation (3.3) it can be deduced, that
at zero slip the flux-linkage is no longer a function of the rotor resistance and adaption
must be suspended. If not, even a small stator-inductance deviation causes a misleading
adaption of the rotor resistance and thus, even worse controller detuning and torque error.

In Fig. 4.26a and Fig. 4.26b the simulation in Fig. 4.22 has been repeated using the
magnitude-error-based MRAS approach. The error is effectively driven to zero. But the
cross-coupling to the inductances leads to a wrong estimate and a torque error, worse than
without adaption. At higher speeds, the accuracy is better, but an offset of 0.5 mΩ remains.

Rotor-resistance adaption based on the angular flux-linkage deviation, according to
Fig. 4.23c, can become unstable, as the error in Fig. 4.25d changes sign in the field-
weakening region. Other than that, in Fig. 4.25, the influence of other parameters seems
to be higher compared to the previous case. However, at partial load, the rotor resistance
becomes more dominant, which implies a more accurate parameter estimation. The simu-
lation results in Fig. 4.26c are considerably better than in the previous case. The estimation
error is much smaller and the torque error is within the acceptable range of 2.5 Nm even
though the estimated rotor resistance is notably distorted by the stator-resistance error. At
higher speeds, the accuracy is similar to the magnitude-error-based approach. However,
the estimation error is of inverse sign, which according to Fig. 4.24 and Fig. 4.25 confirms
that a small deviation is present in the main-inductance value.

The main inductance can be simultaneously adapted using the flux-linkage magnitude
error. The corresponding simulation results have also been plotted in Fig. 4.26. The rotor-
resistance estimation is now significantly improved. At low speeds, however, the stator
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Fig. 4.24: Parameter sensitivity of the stator flux-linkage magnitude ψ̂s/ψs − 1 in %.
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Fig. 4.25: Parameter sensitivity of the stator flux-linkage angle δ in electrical degrees (°).
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(a) flux-linkage error, 100 rpm
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(b) flux-linkage error, 2000 rpm

0 5 10 15 20
6

7

8

9

10

11

off Rs: 120 %

Rr: 120 %

with L̂s
adaption

es
t.

re
sis

ta
nc

eR̂
r

in
m
Ω

60

65

70

75

80

85

to
rq

ue
T̄

m
in

N
m

0 5 10 15 20
6

7

8

9

10

11

off Rs: 120 %

Rr: 120 %
with L̂s
adaption

es
t.

re
sis

ta
nc

eR̂
r

in
m
Ω

60

65

70

75

80

85

to
rq

ue
T̄

m
in

N
m

0 5 10 15 20
−24
−18
−12
−6

0
6

12
18
24

time t in s

flu
x

er
ro

rε
ψ
/ψ̂

s
in

%

−4
−3
−2
−1
0
1
2
3
4

an
gl

e
er

ro
rε
]

in
°

(c) flux-linkage angle error, 100 rpm
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(d) flux-linkage angle error, 2000 rpm

Fig. 4.26: Simulation results of the MRAS-based rotor-resistance adaption as a function of the error
feedback and speed. Simulated using the simulation model in Appendix A.4 for IM26kA.



4.2 Adaptive Compensation of Parameter Faults 91

resistance error is now compensated by incorrect adaption of the main inductance, which
causes increased torque error. At higher speeds, the influence of the stator resistance is
almost negligible, and the estimation is accurate.

It can be concluded, that the MRAS rotor-resistance adaption with the Gopinath-style
observer is very sensitive to parameter mismatch of the other model parameters. This
is why at higher speed, the model-based open-loop approach in Fig. 4.22b leads to more
accurate results. Even though the angular-deviation-based MRAS shows acceptable torque
error, the method comes along with numerous limitations:

• In the field-weakening region the estimator can become unstable.

• Decoupling from other parameter errors is not sufficiently possible.

• Rotor-resistance estimation is not possible at zero slip frequency.

• Simultaneous stator-resistance adaption is not or only possible at low speed [KLM15].

Direct measurement of the resistance value can only be applied to the stator resistance
during standstill. To measure the resistance during operation, an additional test signal can
be injected. Whereas for PMSMs the frequency of the injected signal can be chosen freely
[MVZ15], the stator resistance of the IM can only be separated from the other parameters
by injecting a DC current. This leads to additional losses and an undesirable low-frequency
torque ripple at low speeds [KLM16]. An isolated measurement of the rotor resistance is
not possible.

4.2.2 Thermal Model Feedback Approach

Since the major cause for stator- and rotor-resistance drift is the thermal dependency of the
electric conductivity of copper and aluminum, knowledge about the temperature distribu-
tion within the IM is the key for decoupled and simultaneous estimation of the stator and
rotor resistances [DBG85; DVG86b]. This is why in the following, a 3D spatially-resolved
thermal model is used for the adaption of the resistance values. The work presented in this
section was conducted in collaboration with Fang Qi, whose doctoral research on thermal
modeling of electrical machines at ISEA was completed at the same time this work was
written. The results have been partially published under [Qi+17].

The thermal model consists of a multitude of spatial units with a single thermal capacity,
which are thermally interconnected. To do so, the IM is divided into multiple cylindrical
volume elements which reflect its structural assembly, as shown in Fig. 4.27. Due to
symmetry, only a small arc segment needs to be modeled. To obtain accurate results,
the geometric resolution of the thermal model must be sufficiently high to also represent
local temperature differences. This especially applies to the stator winding and the end
winding. The resulting model geometry is described by Fig. 4.27b. For better illustration,
air segments – which are modeled similarly – are not shown. The structural segments can



92 4 The Torque Accuracy of the IM Drive – Analysis and Optimization

stator lamination

rotor
laminationsha!

rotor bar

stator
winding

(a) cross section of IM26kA and IM26kB

stator
tooth

rotor
tooth

rotor bar

end ring

stator yoke

stator winding

sha!

rotor yoke

end
winding

pole shoe

housing

location of thermal sensors

(b) 3D spatially-segmented IM

Fig. 4.27: Geometric structure of the lumped-parameter thermal network (LPTN). The IM is described
by the smallest unit of symmetry which is approximated by cylindrical volume elements. The
resolution can be increased by subdivision of the elements into smaller units [Qi+17].
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Fig. 4.29: LPTN unit with heat input, consisting of
thermal lumped parameters [Qi+17].
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Fig. 4.30: Structure of the LPTN thermal-mod-
el-based resistance-adaption scheme.

be further divided into smaller subunits as indicated for the stator winding. For the model
used in this work a total of 46 units – including the air gap – are used.

Each unit is represented by lumped-parameter thermal elements as illustrated in Fig. 4.29.
Therefore, the analogy to electrical lumped-parameter models is used, with Cth being
the thermal capacitance, Rth the thermal resistance and Qth the thermal power dissipated
within the volume element. This way, a 3D spatially-resolved LPTN is constructed [QSD14;
Qi+14]. Compared to FEM analysis, the LPTN requires significantly lower computational
effort, ehich makes it suitable for real-time online estimation [Qi+16a]. For efficient im-
plementation on a microcontroller, the model complexity can be further reduced by the
model-order-reduction approach presented in [BS10; Qi+16b].

The LPTN is experimentally parameterized by a series of alternating heating and cooling
cycles, as given in Fig. 4.28. The model parameters are fitted so that the temperatures
measured at various locations match those calculated by the thermal model. Here, a
deviation in the range of ±5 ◦C could be achieved with overshoots of up to ±10 ◦C during
transients. Since a higher temperature leads to an increased heat transfer to the ambient,
the temperature model consisting of thermal resistances, capacitances and heat sources is
generally stable. However, the open-loop model can drift to incorrect temperatures, due to
model or parameter errors in the LPTN or in the loss-distribution model. Thus, using the
end-winding temperature sensor and an ambient or housing sensor as corrective feedback
is generally recommendable. It should be noted, that for precise parameterization and
corrective feedback, the spatial resolution at the sensor locations must be sufficiently high.
If this requirement is fulfilled at the potential locations of temperature hot-spots, the LPTN
can simultaneously be used for adaptive overload control, which leads to an improved
performance and higher thermal utilization [Qi+15].
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The general structure of the resistance-adaption scheme is given in Fig. 4.30. Before the
temperature distribution is calculated, the heatQth dissipated into the thermal model must
be determined. In a first step, the ohmic losses in the stator and rotor are obtained from
the FOC controller using

Ps = R̂s
(
i♦2sd + i

♦2
sq

)
and Pr = R̂r

L̂2
s

L̂2
m

©­«
(
i♦sd −

ψ̂s

L̂s

)2

+
(
i♦sq − îfe

)2ª®¬
. (4.15)

The losses are distributed between stator slots and end winding or rotor bars and end ring,
based on the relative resistance share which is a function of the stator and rotor geometry.
The iron losses are obtained from the Steinmetz equation (2.19) and are distributed across
the stator lamination and the rotor surface. For high-speed machines, also the friction
losses in the air gap and the bearings should be considered.

With the temperature distribution resulting from the LPTN, the stator and rotor resis-
tances can now be calculated using the same geometric relationship. Since the thermal time
constants of the LPTN are generally higher by several orders of magnitude, the resistances
can be considered as constant quantities within the dynamic equations of the FOC.

4.3 Measurement Results and Conclusions

To verify the torque accuracy of the IM drive, the torque deviation was measured over
the entire torque and speed range. Fig. 4.31 shows the torque-deviation maps of the first-
generation series drive of the StreetScooter along with the direct SFO controller using
the Gopinath-style observer without rotor-resistance adaption and with spatially-resolved
LPTN-based resistance adaption.

The initial series drive in Fig. 4.31a had a torque deviation in the range of −5 Nm in the
base-speed region and up to 5 Nm during field weakening. The shaded areas indicate the
operating points where the ±2.5 Nm requirement is not fulfilled. This almost applies to
the entire base-speed region.

The direct SFO controller is inherently less parameter sensitive. Especially above
1500 rpm where the voltage model is dominant and the stator-resistance voltage drop
is small compared to the back EMF, the torque accuracy is significantly improved. In this
operating region, the absolute error remains below 2 Nm and the requirement is fulfilled.
Only at high torque and low speeds, the torque deviation exceeds the desired limit. This is
caused by the increasing influence of the current model in the stator flux-linkage observer.
Since the rotor resistance is not adapted, significant estimation error occurs.

In Fig. 4.31c the LPTN-based adaption of the stator and rotor resistances was activated.
The LPTN is executed with low priority in the main loop of the DSP. Together with the
Gopinath-style stator flux-linkage observer, the absolute torque error remains below 1 Nm
for the entire operating range.
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(a) first-generation series IM drive of the StreetScooter

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000
0

10
20
30
40
50
60
70
80
90

100

−5
−4 −3

−2
−2

−2 −1.5

−1.5

−1.5−1.5

−1.5

−1.5

−1

−1

−1

−1

−1

−0.5

−0.5

−0.5
−0.5

−0.5

0

0
0

0

mechanical rotor speed nm in rpm

to
rq

ue
re

qu
es

tT
⋆ m

in
N

m

torque deviation T ♦m −T⋆
m in Nm

(b) direct SFO with Gopinath-style observer and without rotor-resistance adaption
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Fig. 4.31: Measured absolute torque deviation of the IM drive with IM26kA.
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4.4 Summary

Based on the frequency-response functions of the stator flux-linkage observers derived in
Chapter 3, in Chapter 4, the open-loop and closed-loop observers were analyzed in terms of
IM model parameter sensitivity, measurement distortion and inverter dead-time distortion.
The introduced method allows a systematic analytical assessment of the resulting torque
error and controller detuning caused by parameter deviations or balanced sensor-gain
errors over the whole speed range. It is also supportive during dimensioning of the observer
feedback gains with respect to parameter sensitivity. Furthermore, analytical expressions
for the rejection of higher-order harmonics caused by imbalanced sensor gains, sensor
offsets and inverter dead-time effect were derived.

The comparison between the Gopinath-style and Luenberger-type closed-loop observers
revealed, that the Gopinath-style observer is generally less parameter sensitive. Torque
deviation is mainly caused by thermal drift of the stator and rotor resistances. The influence
of the inductances is relatively low. Especially the angular detuning using the Luenberger-
type observer is much higher. Even though its parameter sensitivity could be significantly
reduced using a sliding-mode feedback, the Gopinath-style observer still performs better –
especially in terms of the inductance values. The same applies to the sensitivity to sensor
errors and the rejection of higher harmonics, which makes the Gopinath-style observer
the preferable option to achieve a high torque accuracy.

Experimental results show that the torque error using the Gopinath-style observer
remains below 2 % of the nominal torque for a large operating range. Only at low speed and
high torque, the deviation exceeds the target value of 2.5 %. This is a drastic improvement
over the standard drive used in the first-generation StreetScooter.

For further improvement, adaptive compensation of parameter faults becomes necessary.
As the torque error – with the Gopinath-style observer – is mainly caused by thermal resis-
tance drift, only the stator and the rotor resistances need to be focused on. In this chapter,
a spatially-resolved LPTN-based thermal model is proposed to determine the temperature
distribution of the conductors, and thus estimate the resistance values. The thermal model
approach has several advantages compared to MRAS and other electromagnetic-model-
based methods. It is sufficiently decoupled from deviating inductance values, which – with
MRAS – can lead to wrong estimation of the resistances and thus considerably increases
the parameter sensitivity to inductance deviations. It allows simultaneous adaption of both
resistances under all operating conditions, even during standstill. Since it describes the
actual cause of the resistance drift, it inherently leads to physically reasonable values, and
the thermal model can simultaneously be used for the monitoring of hot spots and dynamic
overload control to increase the thermal utilization of the IM. Experimental results show a
maximum torque deviation of 1 % of the maximum torque for the entire operating range.



5 Instantaneous Phase-Voltage Measurement

As discussed in the previous chapters, flux-linkage estimation using the IM voltage model
requires precise information about the instantaneous stator voltage. This is especially
critical at low speeds when the induced back EMF and thus the resulting signal-to-noise
ratio are very low. Conventional stator flux-estimators which use the reference voltage ®u⋆s
may then fail or produce a high estimation error. This leads to considerable torque error
and causes speed-sensorless control algorithms to malfunction at low speeds.

The main reason for voltage disturbances are the dead-time effect and the semiconductor
voltage drop of the VSI, as described in Section 2.3 and illustrated in Fig. 5.1. At low speed,
they can become significant in relation to the back EMF. Direct voltage measurement at
the converter outputs can reduce or solve this problem and enables additional features,
which makes it a main aspect of this work. In the following, an improved instantaneous
stator-voltage sensing circuit is proposed, which is closely integrated with the gate-driver
circuit. The method is applicable to PWM based VSI systems with constant switching
frequency, which is the most common setup in speed-variable electrical drives today. The
components of the measurement circuit are dimensioned based on an analytical worst-case
error assessment. The proposed voltage-sensing method is the prerequisite for a novel
current- and voltage-sensor-offset calibration technique, which is independent from the
control algorithm and the load of the VSI. Furthermore, an approach for online semicon-
ductor condition monitoring, such as temperature detection, using the voltage-sensing
circuit is presented. All features are implemented and experimentally evaluated. Partial
contents of this chapter were published in the course of this work in [SJD16; SD18; Sch+17].

Instantaneous measurement of the VSI output voltages is not a trivial exercise. As
illustrated in Fig. 5.1, in addition to the dead-time effect and semiconductor voltage drop,

induction
machine

voltage-source
inverter

torque-control
algorithm

disturbance

instantaneous
voltage sensing

Fig. 5.1: Scheme of the drive system with instantaneous voltage sensing. Measurement of the switched
PWM output voltage of the voltage-source inverter (VSI) requires additional effort.
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Fig. 5.2: Definition of the switching-period average voltage and notation of the voltage quantities.

the disturbances introduced by the inverter include higher-order switching harmonics.
Due to the switching nature of this PWM modulated voltage, simple sampling – once
per PWM switching period Tsw – is not sufficient. Instead, the switching-period average
voltage must be obtained, which requires additional preconditioning of the voltage to be
measured. It is defined by the integral

ūph(tk) =
1

Tsw

tk+1∫
tk

uph dt, (5.1)

as illustrated in Fig. 5.2. Equation (5.1) is considered as the ideal solution. However,
implementation in a real VSI system which operates at switching frequencies of a few kHz
to some MHz, accurate detection is challenging.

5.1 State-of-the-Art Methods for Stator Voltage Detection

In the past, only few publications have been written on the problem of instantaneous
PWM inverter output voltage measurement. The most important ones and the common
alternative solution are briefly described below. For consistent illustration, the voltage is
considered to be detected from the VSI phase output to the DC-link ground potential.

5.1.1 Reference Voltage with Feed-Forward Disturbance Compensator

Since voltage sensing requires additional hardware circuitry and signal processing, ded-
icated measurement of the stator voltage has not been very attractive in the past. The
improved low-speed performance – compared to using reference quantity available in the
controller – did not justify the extra cost which comes along with the measuring circuit.
As a result, the reference voltage ®̄u⋆s is usually used as the observer input.

To improve the accuracy and the low-speed performance, a feed-forward disturbance
compensator as shown in Fig. 5.3 can be used. After inverse Clarke transformation and
superposition of a zero-sequence voltage defined by the modulation strategy, the refer-
ence phase voltage ū⋆ph is equal to the product of the PWM duty cycle and the DC-link
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Fig. 5.3: Feed-forward dead time and semiconductor voltage drop compensation scheme by open-loop
linearization of the inverter transfer function.
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Fig. 5.4: Voltage measurement using the integrating behavior of a low-cutoff-frequency low-pass filter
(LPF) and center-aligned sampling.

voltage udc. Its only difference from the IM terminal phase-to-ground voltage ūph is the
inverter distortion voltage ūdist which has been derived in Section 2.3. With the measured
phase current ī♦ph and the DC-link voltage it can be calculated using (2.45) on page 40.

The distortion voltage calculated this way is subtracted from the reference voltage and
compensates the VSI distortion voltage in a feed-forward manner. ®̄u⋆s is then decoupled
from the disturbance and can be used for flux-linkage estimation. However, (2.45) is an
open-loop model and thus sensitive to parameter drift which causes a compensation error.
Furthermore, the measured current is delayed by two switching periods, which is why in
this work the current reference is used instead. Even though the remaining absolute error
is low, the relative error at low speed becomes significant and has a considerable effect on
the flux-linkage estimation, according to Section 4.1.2.

5.1.2 Phase Voltage Measurement Techniques

With the availability and cost reduction of powerful electronic components, the use of
additional components for output-voltage sensing becomes more and more attractive. A
common solution found in commercial products utilizes the integrating behavior of a
low-cutoff-frequency LPF which suppresses the switching harmonic content [Tex13]. The
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Fig. 5.5: Pulse-width detection and calculation us-
ing the measured DC-link voltage.
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Fig. 5.6: Switching-period average voltage mea-
surement using an analog integrator.

switching-period average voltage can then be determined by center-aligned sampling of the
filtered phase voltageufph, as shown in Fig. 5.4a. The method allows accurate measurement
in DC conditions. For AC signals, it leads to a constant magnitude error and phase-shift

ū♦s = ūs · 1√
1 + ω2

sτ
2
f

(5.2a)

and φf = − arctan(ωsτf ) (5.2b)

in steady-state conditions. Equation (5.2) can be used for compensation, however, the
dynamic performance is drastically degraded by the LPF, as illustrated in Fig. 5.4b. Conse-
quently, this solution may not be considered as instantaneous voltage sensing.

In [YC90], only the PWM pulse width and the DC-link voltage are measured. The
switching-period average is then determined by multiplication of both and division by the
switching period time Tsw. As illustrated in Fig. 5.5, this approach ignores the semicon-
ductor voltage drop, which has been reported to cause an error of several tens of percent
at low speeds [CNH97].

The most promising approaches are based on periodical integration over the switching
period, according to Fig. 5.2. The problem with analog integration in a real system is, that
it requires a nonzero settling time for proper reset, as shown in Fig. 5.6. The resulting error
can be minimized when the integrator is reset during the low output state. In [CNH97]
this problem is omitted by using two alternating integrators. However, this solution
requires considerable effort, since eight switches must be controlled for signal routing and
reset triggering per phase. In [SBS02] and [BC07], only a single integrator is used. The
latter utilizes a storage capacitor to continue integration during A/D conversion and reset.
Experimental results in [SBS02] show stable sensorless operation of a PMSM drive at 1 %
of the rated speed.

With newer publications, the method of digital integration is gaining in importance. It
promises a fixed accuracy, excellent linearity and less sensitivity to component tolerances
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Fig. 5.7: Detection of the switching-period average by oversampling and digital integration. Worst-case
situation of the duty-cycle dependent error with slightly different duty cycle 0 < ε ≪ 1.

and aging when compared to the analog method [PZ10]. However, a comparably high
sampling frequency fa is required to obtain sufficient accuracy. As demonstrated in Fig. 5.7,
the measurement error depends on the location of the voltage edges between two adjacent
sampling points. In the worst-case, a slightly different duty cycle can cause the sampling
points next to the edges to be located on the low or high voltage potential, which causes
maximum negative or positive error. The integration error is equal to the shaded area in
the figure. The maximum error magnitude is defined by number of samples per PWM
periodma = fa/fsw as

max
(
∆ū♦ph

)
=
udc
ma
. (5.3)

In [PZ10] a measurement error below 2 % of the peak voltage was achieved using a sampling
frequency of 1.28 MHz at 10 kHz switching frequency. With fa = 20 MHz the maximum
error was reduced to 0.5 %. The values differ from the theoretical maximum in (5.3) because
the voltage in [PZ10] is measured from phase to phase and due to the presence of a
superimposed first-harmonic error, which is probably caused by improper gains in relation
to the reference measurement. The digital integration error typically manifests itself in
a high-frequency noise with a magnitude defined by (5.3), which in [PZ10] meets the
theoretical maximum.

The digital integration method is commonly used for example in high precision voltage
and power meters which use high resolution A/D converters with sampling rates above
some MHz [ZES12]. Oscilloscopes even achieve sampling rates above 10 GHz. However,
very high sampling rate A/D converters usually come along with a reduced resolution, or
they are very expensive and thus not suitable for low-cost inverter systems [SD18].

An alternative low-cost solution, that does not require dedicated A/D converters is pro-
posed in [WL16; Wan+17]. The switching-period average voltage is obtained by counting
the number of pulses produced by a voltage-controlled oscillator (VCO) that is applied to
the VSI terminals. This way, only one digital signal per measurement is required. Experi-
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Fig. 5.8: Significant reduction of the digital integration error using a first-order high-cutoff-frequency
LPF. Error at rising and falling edge are canceled out.

ments show precise voltage sensing at a switching frequency of 1.5 kHz using a 4.16 MHz
VCO. However, the resolution is limited. In order to achieve results comparable to the
solution presented below, a linear VCO with a minimum frequency range of 0 to 170 MHz
is required, which implies corresponding demands on the evaluation logic.

5.2 Instantaneous Measurement of the PWM

Switching-Period Average Voltage

In this work, the digital integration method is followed and improved by an analog first-
order LPF. With a cutoff-frequency higher than the switching frequency fsw and lower
than the sampling frequency fa, the worst-case sampling error in (5.3) can be significantly
reduced. In contrast to the low-cutoff-frequency LPF solution in Section 5.1.2, this approach
does not utilize the integrating behavior, but the rate-limiting characteristics of the LPF.
This way the slope of the rectangular PWM voltage is reduced and the position of the
voltage edge contributes to the measurement. As shown in Fig. 5.8, the problem present in
Fig. 5.7 without LPF is reduced. Due to the high cutoff frequency, only a minimal distortion
occurs, whereas the area under the filtered voltage remains the same. In other words, the
filter suppresses higher harmonic content above the Nyquist frequency but allows the
fundamental frequency to pass without notable distortion.

This approach promises an accuracy comparable to that of the high-sampling-rate digital
method using a low-cost lower-sampling-rate A/D converter, less sensitivity to noise and
all other advantages of the digital integration method. A similar approach was also followed
and patented by Tallam et al. at the same time as this work was created [Tal+16].

As the digital integration error reduces with decreasing LPF cutoff frequency and the
filter distortion increases, there is an optimum filter time constant which minimizes the
total measurement error. To derive the error optimal filter time constant, the worst-case
measurement error is analyzed analytically in the following.
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Fig. 5.9: Digital integration error at the rising and falling PWM voltage edge using the backward Euler
method.

5.2.1 Theoretical Worst-Case Measurement Error Analysis

The worst-case measurement error can be understood as the superposition of the maximum
remaining digital integration error after filtering and the LPF induced distortion caused
by (5.2) at the maximum stator electrical frequency fs with

max
(
∆ū♦ph

)
= max

(
∆ū♦fph

)
︸        ︷︷        ︸
dig. integration

+max
(
∆ūfph

)
︸        ︷︷        ︸
LPF distortion

. (5.4)

Both can be analyzed individually and form a convex function when superimposed and
described as a function of the LPF time constant τf .

5.2.1.1 Digital Integration Error with LPF

The following assumptions are beneficial for the calculation of the sampling-related error.

• The VSI output voltage is assumed to be perfectly rectangular. Then, only the edges
of the voltage signal contribute to the measurement error.

• The LPF time constant τf is assumed to be much smaller than the switching period
Tsw and the PWM pulse width. The error contribution of the rising and falling edge
may then be analyzed separately with an infinite bound of integration.

The general validity of these assumptions is proven by experimental and numerical verifi-
cation in Section 5.2.4.1.

The digital integration error at the falling edge is calculated according to the illustration
in Fig. 5.9a. The dashed line shows the maximum voltage slope which is limited by the LPF
to ±udc/τf . The yellow curve represents the sampled signal of the filtered phase voltage
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Fig. 5.10: Digital integration error at the rising and falling edge as a function of the edge position τd (a)
and total integration error as a function of τd and τf (b). The number of samples per switching
period is set toma = 100.

u♦fph, which is integrated using the backward Euler method. The digital integration error
is then equal to the area between u♦fph and ufph and can be calculated using

∆ū♦fph,FE =
udc
Tsw

·
∞∑
n=0

Tae−
(n+1)Ta−τd

τf

︸                     ︷︷                     ︸
area below u♦fph

− udc
Tsw

·
∞∫

0

e−
t
τf dt − τd

Tsw
udc

︸                          ︷︷                          ︸
area below ufph

=
Ta
Tsw

udce
−Ta−τd

τf ·
∞∑
n=0

(
e−

Ta
τf

)n
︸       ︷︷       ︸

geometric series

− Ta + τf
Tsw

udc with n ∈ �.
(5.5)

With the help of the geometric series, a compact expression is found as

∆ū♦fph,FE =
Ta
Tsw

udc ·
e−

Ta
τf

1 − e−
Ta
τf

e
τd
τf − Ta + τf

Tsw
udc with 0 ≤ τd < Ta. (5.6)

The digital integration error at the rising edge can be calculated using the same approach,
which leads to

∆ū♦fph,RE = − Ta
Tsw

udc ·
e−

Ta
τf

1 − e−
Ta
τf

e
τd
τf +

Ta + τf
Tsw

udc with 0 ≤ τd < Ta. (5.7)

The resulting integration error at both edges is plotted in Fig. 5.10a as a function of τd
forma = 100 and τf = 0.88Ta. The error at the rising edge is partially compensated at the
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Fig. 5.11: Switching period average of the original and the filtered voltage signal (a). The LPF phase
delay causes an angle dependent error (b). Simulation result with fs = 250 Hz and τf = 42 µs.

falling edge. However, since τd – induced by dead-time effects, unequal propagation delays
and other nonlinearities – varies independently for both edges, a small error according to
the shaded area in Fig. 5.10b remains. The worst-case positive error is found by choosing
τd = 0 at the falling edge, as marked in Fig. 5.10a. The maximum error at the rising edge is
then obtained by finding the root of the derivative of (5.7) as

τd = Ta + τf ln
(
τf
Ta

(
1 − e−

Ta
τf

))
. (5.8)

With τd = 0 in (5.6) and (5.8) in (5.7), the worst-case digital integration error is derived as

max
(
∆ū♦fph

)
=

τf
Tsw

udc ·
(
ln

(
τf
Ta

(
1 − e−

Ta
τf

))
− 1

)
+

Ta
Tsw

· udc

1 − e−
Ta
τf

. (5.9)

5.2.1.2 Measurement Error caused by LPF distortion

The LPF cutoff frequency is chosen higher than the switching frequency and lower than
the sampling frequency. If the value is at least 2 · fsw, and assuming that the fundamental
frequency is 20 times lower than fsw, the relative magnitude error (5.2a) introduced by the
LPF is as low as 0.03 % and may therefore be neglected.

However, the phase shift (5.2b) of the filter produces an instantaneous error in the
filtered switching-period average voltage, which has a maximum in the region of the
voltage first harmonic zero crossing, as illustrated in Fig. 5.11. Since the relevant frequency
components of ūph – which are the first and the third harmonic – are much lower than the
LPF cutoff frequency the group delay can be simplified as

− dφf (ωs)
dωs

=
d

dωs
arctan(ωsτf ) =

τf
1 + ω2

sτ
2
f
≈ τf . (5.10)
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In the case of space-vector modulation (SVM), ūph consists of a sinusoidal component
with a maximum magnitude of udc/

√
3, which is shifted by half the DC-link voltage, and a

superimposed triangular component of three times the fundamental frequency, as given
in Fig. 5.11a [vSS88; Rei96]. The magnitude of the latter is typically a fourth of the fun-
damental wave. With sin(x) ≈ x at the first harmonic zero crossing, the worst-case LPF
distortion error can be calculated from the slopes of both voltage components multiplied
by the group delay as

max
(
∆ūfph

)
=

2π + 3√
3

udc fs · τf (5.11)

According to Fig. 5.11b, the analytical calculation matches the simulation result very well,
even for the relatively low filter cutoff frequency of only 15· fs, chosen for better illustration.

It should be noted, that the rate-limiting nature of the LPF is of major interest to reduce
the digital integration error. It is sufficient to use an easy-to-implement first-order LPF,
since higher-order filters, such as bessel filters, have very similar rate-limiting characteris-
tics. Higher-order filters even have negative effect on the accuracy as they generally cause
a higher group delay.

5.2.2 Dimensioning of the Filter Time Constant

The resulting filter-dependent worst-case error components (5.9) and (5.11) are plotted
along with the total error (5.4) in Fig. 5.12a. As expected, the digital integration error
decreases strictly monotonously with increasing LPF time constant, whereas the LPF dis-
tortion increases linearly. Consequently, a filter time constant exists, which minimizes the
maximum instantaneous measurement error. For the VSI configuration used in this work
– which is fsw = 10 kHz and fa = 1 MHz as given in Appendix A.2.2 – the optimal filter
cutoff frequency is equal to 169 kHz. It is calculated for a maximum fundamental frequency
of fs = 250 Hz. Designing the filter for a lower stator frequency can be advantageous, as it
leads to an improved low-speed accuracy. However, a higher error at frequencies above the
design frequency must be tolerated, which can be compensated in steady-state conditions.

It should be emphasized, that the resulting measurement error – here 0.26 % of udc –
is a worst-case error magnitude. The actual measurement error alternates quickly as a
function of the duty-cycle and the slope of the fundamental signal and must rather be seen
as a high-frequency noise within this error limit.

Since the derivative of Equation (5.9) contains terms with nested logarithms, a numerical
solution for determining the error-optimal LPF time constant is preferred. Fig. 5.12b shows
the resulting cutoff frequency and error as a function of the sampling rate. To limit the
measurement error to 1 % of udc, a minimum of ma = 25 samples must be taken per
switching period.

With the filter time constant expressed as a ratio with the sampling time τf/Ta and the fun-
damental frequency as a ratio with the switching frequency fs/fsw, a general configuration-
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Fig. 5.14: Circuit diagram of the voltage measurement circuit with inverting LPF and A/D conversion
on the high-voltage side. The phase voltage is measured across the low-side switch S2.

independent solution can be found which is given in Fig. 5.13. With the help of the graphs,
the LPF can be dimensioned for any constant-switching-frequency PWM based VSI system
by the following design procedure:

Step 1: Selection of a suitable stator fundamental frequency for which the LPF is optimized.
During operation below that frequency, the resulting worst-case measurement
error is lower and above it is higher, according to (5.4). Afterwards, the abscissa is
calculated as

fs
fsw
=

design stator fundamental frequency
PWM switching frequency .

Step 2: The optimal time-constant-to-sampling-period ratio is taken from the left ordinate
and multiplied with Ta to obtain the error optimal LPF time constant τf .

Step 3: Reading of the error ratio from the right ordinate and division by the number of
samples per switching period ma = fa/fsw to obtain the theoretical worst-case
measurement error in p.u. of the DC-link voltage.

It should be noted, that this optimization approach is not limited to two-level VSI systems.
The phase output voltage of a three-level neutral-point clamped (NPC) inverter, for example,
can be described as two superimposed rectangular waveforms of half the DC-link voltage,
which leads to exactly the same worst-case digital integration error. This also applies to
higher-order multi-level VSI systems.

5.2.3 Gate-Driver Integrated Hardware Implementation

As depicted in Fig. 5.14, the VSI output voltage is measured across the inverter-leg bottom
switch S2, for each phase output individually. The LPF and A/D conversion are imple-
mented on the high-voltage side, which is beneficial in terms of measuring noise. Galvanic
isolation is provided on the digital side through an isolated SPI bus. Even though for most
applications the differential voltage between the phases is of major interest, using three
independent measurement circuits from the phase outputs to the DC-link ground – instead
of only two differential measurements – has some important advantages:
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TABLE 5.1
Voltage Measurement Circuit Parameters of Inverter 2

(a) System Parameters

Parameter Value

DC-link voltage udc 75 V
switching frequency fsw 10 kHz
sampling frequency fa 1 MHz

design frequency fs 250 Hz
LPF cutoff frequency 1/(2πτf ) 169 kHz

samples per PWM period ma 100
A/D converter resolution 14 bit

(b) LPF Parameters

Parameter Value

reference voltage uref 4.5 V
input resistor Rf1 56 kΩ

LPF resistor Rf2 1.5 kΩ
offset resistor Rf3 330Ω
offset resistor Rf4 9.1 kΩ

filter capacitor Cf1 100 nF
LPF capacitor Cf2 570 pF

• It is an inherently modular solution and can be easily applied to multi-phase systems.
Furthermore, a full integration into the gate-driver integrated circuit (IC) of the
bottom switch is possible.

• Simple implementation of the analog LPF circuit using a single-ended operational
amplifier with a single supply and a single-ended A/D converter – no need for analog
subtraction or additional components that could be affected by temperature drift.

• Low measuring noise due to positioning close to the gate driver and common DC-link
ground potential as demonstrated in Section 5.2.4.

• Implementation of additional features, such as detection of the inverter voltage
distortion for online current and voltage sensor offset calibration as demonstrated in
Section 5.3 or individual monitoring of the semiconductor condition as demonstrated
in Section 5.4.

Due to the semiconductor voltage drop across the MOSFETs and diodes, uph ranges from
a few volts negative to slightly more than the DC-link voltage udc. This measuring range
can be provided by a single-supply operational amplifier and single-ended A/D converter
using an inverting LPF as illustrated in Fig. 5.14. The transfer function of the filter is then
given by

u
∼fph =

Rf4(Rf1 + Rf2)
Rf1(Rf3 + Rf4)

uref︸                ︷︷                ︸
offset

− Rf2
Rf1

u
∼ph

1
1 + sτf︸           ︷︷           ︸

gain and LPF

with τf = Rf2Cf2. (5.12)

uref is a constant low-noise reference voltage which is simultaneously used for A/D con-
version and offset adjustment. The input resistor Rf1 must be chosen carefully to limit the
current into the analog circuit. Rf2 and Cf2 are then used to set the amplifier gain and LPF
time constant, respectively. With Rf3 and Rf4 the offset can be adjusted to meet the desired
measuring range. For the following considerations, Inverter 2 is used with the system
properties given in Table 5.1a. With the measurement circuit parameters in Table 5.1b
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Fig. 5.15: Gate-driver integrated implementation of the measurement circuit on a six-layer printed circuit
board (PCB) with dedicated grounds and voltage supplies for high-voltage, analog and digital
sections.

the A/D converter input range of 0 to 4.5 V corresponds to a measuring range of −1.5 to
166.5 V. The resolution of 10 mV is defined by the 14 bit A/D converter. Inverter 1 is oper-
ated at a higher DC-link voltage of udc = 120 V with otherwise identical parameters and
properties. Inverter 3 is a 400 V IGBT system, which is used for higher voltage validation.
Further details on the hardware properties can be found in Appendix A.2.2.

Fig. 5.15a shows a photograph of the gate-driver section of the produced printed circuit
board (PCB) including inverter control and drivers with the component descriptions given
in Fig. 5.15b. The left upper half shows the low- and high-side gate-drivers of a single
half bridge. The gold-plated pads are the gate, source and drain contacts to the MOSFETs,
which are connected via springs (Inverter 1) or pogo pins (Inverter 2). The phase voltage
sensing circuit is positioned close to the gate driver. It is separated from the driver circuit
by a surrounding ground shield (red line) to suppress noise and contains dedicated grounds
and voltage supplies for the analog and digital components. The A/D converted signals
are transmitted to the FPGA via a galvanically isolated SPI bus.

5.2.4 Experimental Verification and Conclusions

The accuracy of the voltage sensing circuit is experimentally verified using Inverter 2. In
a first step, the analytical solution for the digital integration error is verified. Then, the
sampling of the filtered rectangular PWM voltage signal is examined and the measurement
accuracy is proven for different fundamental voltage waveforms. The validity for higher
voltages is proven by a comparative measurement with Inverter 3.
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Fig. 5.16: Numerical and experimental validation of the digital integration error at very low duty cycle.
Illustration according to Fig. 5.10a with τd = 0 at the rising edge and variable at the falling
edge. LPF cutoff frequency set to 322 kHz.
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Fig. 5.17: Comparison of the ideal rectangular voltage waveform used for numerical calculation and the
measured voltage signal. Due to the finite voltage slope of the measured signal, the maximum
deviation between the ufph and uph is generally lower.

5.2.4.1 Validation of the Analytical Solution for the Digital Integration Error

In Section 5.2.1.1 assumption were made to derive the worst-case integration error. To ver-
ify the generality of the analytical approach, the worst-case integration error according to
Fig. 5.12a on page 107 has been compared to a more time-consuming numerical simulation
approach. The results show a negligible absolute deviation of less than 0.001 % [SD18].

At very low duty cycle, the LPF time constant is no longer small compared to the PWM
pulse width and the assumptions on page 103 are violated. However, the error at the rising
edge caused by a too small pulse width is fully compensated by the error at the falling
edge due to a lower voltage magnitude. The validity of the analytical solution can be
experimentally verified, as shown in Fig. 5.16. Therefore, the position of the rising edge
is set to τd = 0 and the duty cycle is manipulated by moving the falling edge. For better
illustration, the LPF time constant has been reduced. The figure shows, that the digital
integration error periodically follows the theoretical minimum calculated in Fig. 5.10b
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down to zero duty cycle. Consequently, the analytical solution is generally valid.
Furthermore, the measured error magnitude in Fig. 5.16 is always lower than the the-

oretically calculated error. This is caused by the limited slope of the actual VSI output
voltage as depicted in Fig. 5.17a. A finite voltage slope generally leads to lower measure-
ment error. This becomes particularly clear when considering the voltage difference in
Fig. 5.17b. Due to the reduced voltage slope, the maximum instantaneous deviation of the
filtered signal from the original is decreased, as well. The perfectly rectangular voltage
waveform assumed for the calculation can thus be seen as the worst case.

5.2.4.2 Sampling of the LPF filtered PWM Voltage Signal

For accurate measurement of the switching-period average voltage, precise sampling of the
filtered PWM waveform before digital integration is crucial. For experimental verification,
in Fig. 5.18a, the captured voltage waveformu♦fph – which was digitally read from the FPGA
buffer using XILINX Chip Scope Pro [XIL13] – is compared to the original phase voltageuph
recorded by an oscilloscope. The filtered signal is precisely captured including the voltage
drop of the free-wheeling diode during dead time. The magnified view proves very low
measuring noise of the driver-integrated analog circuit, which is below the least-significant
bit (LSB) or 10 mV, respectively. The steady-state value is reached after 9 µs.

The LPF time constant can be modified by only changing the LPF capacitor Cf2, which
keeps offset and gain unchanged. In Fig. 5.18b this has been done for an LPF cutoff
frequency of 27 kHz. As expected, the voltage slope at the edges is further reduced which
decreases the digital integration error but increases the fundamental signal distortion.

To demonstrate the functionality at higher voltages the experiment was repeated with
Inverter 3 at udc = 400 V. The measurement resolution has been set to 80 mV which
allows a voltage range from −10 to 1300 V. The target application is an 800 V DC-link
voltage VSI with IGBT-based NPC and silicon carbide MOSFET-based B6 configuration.
The results show identical behavior and precise sampling with noise below the LSB. The
increased noise in uph is caused by the additional differential probe which was used for
the oscilloscope measurement and was not required with Inverter 2.

Since the acquisition of the raw voltage data is performed with identical accuracy and
quality for both VSI systems, the following experimental results produced using Inverter
2 may be considered to be valid in general.

5.2.4.3 Verification of the Switching-Period Average Voltage Measurement

For experimental verification of the switching-period average measurement, the captured
and digitally integrated FPGA internal signal is compared to a synchronized reference
measurement recorded with a 12 bit oscilloscope (type LeCroy HDO6104) at a sampling
rate of 100 MS s−1 using a 350 MHz passive probe. The switching-period average of the
oscilloscope measurement is obtained by piece-wise integration during post-processing.
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Fig. 5.18: Experimental results of the sampled phase voltageu♦fph with different LPF time-constant before
digital integration.
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To benchmark the dynamic performance and accuracy of the measurement circuit, in
Fig. 5.19, a fundamental voltage signal with the shape of Aachen Cathedral has been gen-
erated, which contains significant transients. The three outputs of the VSI were connected
to IM750 and operated to generate a 10 A DC current through the investigated phase. The
switching-period average of the original phase voltage signal uph is accurately captured
by the measurement circuit. It precisely reproduces the voltage signal given to the PWM
modulator from the phase voltage. The comparison with the reference measurement in-
dicates an instantaneous error of less than 0.1 % of udc, except during transients where
the error increases to a maximum of 0.25 %. This is within the limits of the theoretical
worst-case analysis presented in Fig. 5.12a on page 107.

Fig. 5.20 shows experimental results of the voltage-sensing circuit under realistic oper-
ating conditions. IM750 is driven by a 50 Hz alternating three-phase system generated by
Inverter 2. To demonstrate the instantaneous sensing of the inverter distortion voltage, the
dead-time compensation has been switched off. It appears in the measurement as a voltage
distortion at the current zero crossing at 8 and 18 ms and is precisely captured. In the case
of sine-triangle modulation according to Fig. 5.20a, the maximum deviation from the refer-
ence measurement is below 0.15 % of udc and shows a fundamental frequency component,
which is correlated with the slope of the captured voltage signal. This observation is in
perfect agreement with the considerations made in Section 5.2.1.2 and is caused by the
LPF group delay. The results for SVM are given in Fig. 5.20b and show a slightly increased
deviation in the region of the first harmonic zero crossing. This is related to the increased
voltage slope due to the superimposed triangular wave that is applied for better voltage
utilization in conjunction with the LPF group delay.

It should be noted, that the digitally-integrated signal is a sum ofma = 100 14 bit samples
and thus a 21 bit signal. However, since the noise is lower than the LSB, the measurement
resolution of 10 mV remains unchanged [LWV92]. The quantization error of the integrated
measurement circuit is in the range of ±5 mV and ±20 mV for the reference measurement,
which is about 0.03 % of udc and is thus partially responsible for the noise present in ∆ū♦ph.

5.2.4.4 Conclusions

The maximum instantaneous measurement error of the digital integration PWM inverter
output voltage sensing method can be significantly reduced by a high-cutoff-frequency
analog LPF before A/D conversion. The introduced analytical worst-case error assessment
provides a sufficient approach for optimal dimensioning of the LPF time constant. It resulted
in a generalized easy-to-use graphical solution for first-order LPF parameterization and can
be applied to two-level and multi-level VSI systems. Because the rate-limiting properties
of the LPF are of major interest, a first-order filter is preferable. It is easy to implement
and leads to a low distortion due to its lower group delay compared to higher-order filters.

Close integration to the gate driver in conjunction with phase to DC ground measure-
ment leads to very low measuring noise and enables additional features as described below.
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Fig. 5.19: Experimental verification of the instantaneous switching-period average voltage measurement
using an Aachen-Cathedral-shaped fundamental voltage signal which contains high transients.
The measurement error is less than 0.25 % ofudc and only exceeds 0.1 % during high transients.
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Fig. 5.20: Experimental results for a 50 Hz sinusoidal voltage reference signal. The measured voltage
signal is distorted at the current zero crossing at 8 and 18 ms due to dead-time effect. The
measurement error has a fundamental frequency component caused by the LPF group delay.
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Fig. 5.21: The influence of current and voltage sensor offsets on the measured inverter voltage distortion
curve for a single phase.

5.3 Online Current and Voltage Sensor Offset Calibration

based on Inverter Voltage Distortion

In Section 4.1.2, the influence of sensor errors on the flux-linkage estimation and torque
production has been discussed. Sensor-offset errors are critical especially when using the
voltage-model flux-linkage observer, since they cause high relative errors at low speeds
when the back-EMF magnitude is small. This is why sensor offsets are usually calibrated
during startup of the VSI. However, sensors – including the one introduced in the previous
chapter – are sensitive to thermal offset drift during operation. Online sensor offset
calibration methods are an active field of research. Existing solutions have been discussed
in Section 4.1.2, but they usually interfere with the machine control algorithm, are sensitive
to load parameter variations or require signal injection.

In the following, a novel sensor calibration method is introduced, which is fully decou-
pled from the control algorithm and load parameters. It allows individual offset calibration
of each phase voltage and current sensor during operation and is based on the instanta-
neous measurement of the inverter distortion voltage which can be obtained from the
previously described sensing circuit and the reference voltage as

ū♦dist = ū
♦
ph − ū⋆ph. (5.13)

As described in Section 2.3.2, the inverter voltage distortion curve is point-symmetric
with respect to the origin. However, if the curve is measured with a phase current and
voltage sensor, in the presence of sensor offsets it is shifted along the current axis by the
current offset and along the voltage axis by the voltage offset, as illustrated in Fig. 5.21.
This effect can be utilized for direct sensor offset detection and calibration. The online
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Fig. 5.22: Regression lines for measured voltage distortion data, captured during a single period of a
sinusoidal current wave with 6 A amplitude and 20 Hz stator fundamental frequency.

offset calibration algorithm is applicable to systems which meet certain requirements:

• Each inverter leg must be equipped with instantaneous voltage and current sensing.

• The voltage must be measured from the phase terminal output to the DC ground in
order to be comparable to the phase reference voltage and to calculate (5.13).

• The output phase current must be an alternating signal with repetitive zero crossings
for the detection of the inverter voltage distortion curve.

The former two are satisfied by the voltage sensing circuit in Section 5.2 and the latter is
particularly fulfilled for most three-phase drive systems as those considered in this work.

5.3.1 Theoretical Approach for the Offset Calibration Algorithm

To determine the current and voltage sensor offsets, detection of the entire inverter voltage
distortion curve is required. Since in real-time implementation only a single data point
of the voltage distortion curve can be obtained during each PWM cycle, an effective
mathematical representation and acquisition process must be found. As described in
Section 2.3.2, the inverter voltage distortion curve comprises three nearly linear regions
which are now utilized for this purpose. Linear approximation by three lines as illustrated
in Fig. 5.22 promises a simple mathematical representation with a small number of variables.
It significantly reduces the memory consumption in the microcontroller and offers effective
suppression of measuring noise.

In the following, a sequential algorithm for adding sampled data information to the
regression lines lreg,h1, lreg,v and lreg,h2 of the linearized curve and the adaptive mechanism
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for offset calibration is introduced. The algorithm is executed for each phase individually
and is divided into three major steps:

Step 1: Real-time detection and linear approximation of the inverter voltage distortion
curve.

Step 2: Determination of the point of symmetry of the inverter voltage distortion curve
to calculate the current and voltage sensor offsets.

Step 3: Adaptive calibration of the sensor offsets during operation.

5.3.1.1 Real-Time Detection of the Voltage Distortion Curve and Offsets

For the linear approximation of the inverter voltage distortion curve, only the sampled
data points that are located within the linear regions may be used. The three regions are
illustrated by the shaded areas in Fig. 5.22 and are referred to as the data windows of the
lines lreg,h1, lreg,v and lreg,h2. If a data point is sampled within one of these windows it is
considered to contribute to the corresponding line. Otherwise, it is discarded.

With the k th data point that is sampled within a window, the corresponding regression
line lreg : ū♦dist = rregī

♦
ph+ureg can be calculated using the least square method by minimizing

k∑
j=1

(
rregī

♦
ph

(
tj
)
+ ureg − ū♦dist

(
tj
) )2

with k, j ∈ �. (5.14)

According to [Ler12, pp. 474–476], the coefficients rreg and ureg can be identified by a
simple calculation scheme in k steps. It is described below and has been modified to allow
a step-wise calculation on a microcontroller. To determine the coefficients for the k th

sampling point, first, the arithmetic mean of the data points is calculated as

ī♦ph(tk) =
1
k

k∑
j=1

ī♦ph
(
tj
)
=

1
k

(
(k − 1)ī♦ph(tk−1) + ī♦ph(tk)

)
with k ∈ � (5.15a)

and ū♦dist(tk) =
1
k

k∑
j=1

ū♦dist
(
tj
)
=

1
k

(
(k − 1)ū♦dist(tk−1) + ū♦dist(tk)

)
, (5.15b)

which are based on the results of the previous step. With the help of the mean of squares

ī♦2ph(tk) =
1
k

k∑
j=1

ī♦2ph
(
tj
)

=
1
k

(
(k − 1)ī♦2ph(tk−1) + ī♦2ph(tk)

)
and (5.16a)

ī♦phū
♦
dist(tk) =

1
k

k∑
j=1

ī♦ph
(
tj
)
ū♦dist

(
tj
)
=

1
k

(
(k − 1)ī♦phū

♦
dist(tk−1) + ī♦ph(tk)ū♦dist(tk)

)
, (5.16b)
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Fig. 5.23: Determination of the current and voltage sensor offsets and the calibration path.

and with the Steiner translation theorem, the sample variance of the measured current
and the covariance

σ 2
i (tk) =

1
k

k∑
j=1

(
ī♦ph

(
tj
) − ī♦ph(tk)

)2
= ī♦2ph(tk) − ī♦ph

2
(tk) and (5.17)

qiu(tk) = 1
k

k∑
j=1

(
ī♦ph

(
tj
) − ī♦ph(tk)

) (
ū♦dist

(
tj
) − ū♦dist(tk)

)
= ī♦phū

♦
dist(tk) − ī♦ph(tk)ū♦dist(tk) (5.18)

can be found. The coefficients of the regression line after capturing the k th sampling point
are then determined by

rreg(tk) =
qiu(tk)
σ 2

i (tk)
(5.19)

and ureg = ū
♦
dist(tk) − rreg(tk) · ī♦ph(tk). (5.20)

The three regression lines are determined in real time by executing (5.15) to (5.20) once
per PWM period. Only the line corresponding to the last sampled data point is updated.
This way, the computational effort remains low and deterministic for each PWM cycle.

To calculate the sensor offsets, a sufficient number of data points within each data
window is required. This is usually fulfilled after one electrical period, provided that the
stator current magnitude is high enough. However, most of the data points are generally
located on the horizontal regression lines. With increasing current and fundamental
frequency the number of samples available to determine lreg,v decreases significantly. The
density of sampling points at the current zero crossing is reduced especially if a dead-time
compensation scheme is applied. In the case that only a few data points are captured, the
calculation of a regression line is not recommended. Instead, (5.19) can be replaced by the
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Fig. 5.24: Structure of the online sensor offset calibration algorithm.

constant gradient

rreg,v = −
T 2

dt
2CoutTsw

− Rds,on (5.21)

which is taken from the inverter model according to Equation (2.45) on page 40. This way,
only one data point is required to determine lreg,v.

After capturing the regression lines, the sensor offsets can be obtained from the point
of symmetry of the linearized voltage distortion curve. Therefore, lreg,h1 and lreg,h2 are
combined to a new horizontal line lreg,h with

rreg,h =
rreg,h1 + rreg,h2

2 and ureg,h =
ureg,h1 + ureg,h2

2 . (5.22)

The offsets are then conveniently defined by the intersection of lreg,h and lreg,v, as illustrated
in Fig. 5.23, and are calculated as

iph,off =
ureg,h − ureg,v

rreg,v − rreg,h
and uph,off =

ureg,hrreg,v − ureg,vrreg,h

rreg,v − rreg,h
. (5.23)

5.3.1.2 Adaptive Mechanism for the Sensor Offsets Calibration

Before the continuous calibration process can be started, the sensor offsets must be accu-
rately determined. This requires a sufficient number of samples and robust continuous
detection of the regression lines. In this work, the proof of concept is provided using a
discontinuous regression-line calculation method with the structure given in Fig. 5.24.
(5.15) and (5.16) are executed for all consecutive data points within the corresponding
data window. If a point outside the window is captured, the detection is completed, and
a regression line is calculated using (5.17) to (5.20). With the first consecutive data point
within a data window, k is reset to one and the previous regression line is discarded. To
ensure stability and robustness, only those horizontal lines which are based on a minimum
of 20 data points and have reached a certain current magnitude are considered. The vertical
line is determined analogously with a reduced minimum number of data points.

The coefficients of the three lines are filtered by an LPF before they are used for calcula-
tion of the sensor offsets. The discrete LPF is updated after each successful line detection.
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A weighting factor, proportional to the time between two successful detected lines, en-
sures a constant and deterministic dynamic response. To increase the robustness of the
regression line filters, the ordinates of the horizontal regression lines are shifted to half
the corresponding minimum current magnitude.

After filtering, the offsets can directly be used for offset adaption. If a PI-controller is used
to drive the offsets to zero, an additional filter is not required. However, special attention
must be given to the choice of the adaption gains. The dynamics of the adaptive mechanism
must be chosen sufficiently lower than those of the previous LPFs. Since the lines lreg,h
and lreg,v are not exactly orthogonal, a cross coupling between current and voltage sensor
offsets exists. Even though current and voltage should be fully decoupled by (5.23), slight
deviations of the line gradients can introduce small coupling effects. Nevertheless, if the
adaption process is sufficiently slow, the resulting coupling is negligible.

An alternative continuous approach is the continuous calculation of (5.15) and (5.16)
with simply limiting the number of samples k . This way, k is counted up during startup
until it reaches its target value. Then, the calibration process is started, and k remains
constant which results in a first-order LPF characteristic. However, the last sampled value
is always weighted higher, which differs from the least square method in Equation (5.14).
Furthermore, a sufficient distribution of the samples along the regression line cannot be
guaranteed. This particularly becomes a problem at low electrical frequency when many
samples are taken for the same current value. The latter problem can be solved by only
considering data points after a certain minimum change of ī♦ph. However, this alternative
solution requires further investigation and is beyond the scope of this work.

5.3.2 Experimental Results and Discussion

To verify the novel offset calibration approach, first, the instantaneous detection of the
inverter voltage distortion curve is experimentally investigated. For better illustration,
measurements were carried out at a low current magnitude using Inverter 2. The results
of the adaptive calibration process in Section 5.3.2.3 were measured using Inverter 1.

All experimental results were captured and processed by the inverter-integrated mea-
surement circuit and the microcontroller. The presented data has been provided by CAN
communication or by the inverter-integrated digital-to-analog (D/A) converters and were
recorded using a data logger or oscilloscope.

5.3.2.1 Detection of the Inverter Voltage Distortion Curve and Sensor Offsets

The acquired inverter distortion voltage ū♦dist and the phase current ī♦ph are plotted in
Fig. 5.25 for three different stator frequencies over time. The experiments prove precise
capturing of the distortion voltage using the instantaneous output voltage sensing circuit
introduced in Section 5.2.

In Fig. 5.26, the first electrical period of the measured data for 25 Hz and 99 Hz are plotted
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(c) fs = 99 Hz

Fig. 5.25: Experimental results for the inverter integrated measurement of the phase current and the
inverter distortion voltage at different stator electrical frequencies using Inverter 2 with enabled
dead-time compensation.
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Fig. 5.26: Experimental results for the inverter integrated measurement of the voltage distortion curve.
The data points are identical to the first electrical period in Fig. 5.25.

again as current dependent voltage distortion curve. Data points measured during the
rising half period are illustrated in red and those captured during the falling half period are
blue. The curve is precisely detected by the inverter integrated measurement. Compared
to Fig. 5.22, the number of data points in the data window of lreg,v is significantly reduced
by the dead-time compensation scheme. As expected, the number further decreases with
increasing frequency or current magnitude. At 25 Hz, only six samples are available per
zero crossing. However, with at least one sample present at 99 Hz, detection of the vertical
regression line is still possible using the simplification according to (5.21). At 99 Hz, a
slight hysteresis is noticeable which is caused by the LPF group delay of the voltage
measurement circuit. With sufficiently slow offset adaption and filtering of the regression
line coefficients, this effect may be neglected.

It should be noted that especially at low frequency and low current magnitude – when
offset errors are mainly critical and other calibration methods fail – the conditions for the
inverter voltage distortion based offset calibration algorithm are ideal.

5.3.2.2 Special Constraints and Characteristics of the Offset Detection Method

With the proposed approach, the detection of the inverter voltage distortion curve and
offsets is reliable and stable. However, certain constraints exist that must be considered to
avoid unexpected behavior:

Current sensor offset detection at high frequency and current magnitude becomes in-
creasingly difficult. With enabled dead-time compensation scheme, there are elec-
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Fig. 5.27: The effect of PWM overmodulation near maximum and minimum duty cycle.
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Fig. 5.28: The effect of current sensor delay on the inverter voltage distortion curve. The current sensor
signal is delayed by 300 µs.

trical periods in which no measure data point for lreg,v is available. In this case, the
algorithm will automatically suspend the detection of the vertical line and thus the
calibration of the current sensor offset without any risk of instability.

Overmodulation of the PWM modulator occurs at very high or low duty cycle. The
PWM modulator then becomes nonlinear and Equation (5.13) leads to a wrong volt-
age, as illustrated in Fig. 5.27. The effect can be compensated by taking this effect in
(5.13) into account. But, the linearization is dependent on the dead time Tdt and is
sensitive to model deviations. A simpler solution is to discard data points below and
above a certain duty cycle. Since the current zero crossing is of major interest, this
typically does not affect the offset detection as long as the power factor cosφ is suffi-
ciently high. This is because for cosφ = 1 the nonlinear influence of overmodulation



126 5 Instantaneous Phase-Voltage Measurement

−60 0 60 120 180 240 300 360 420 480 540 600
−0.2

0

0.2

0.4

0.6

0.8

1

0.005 % of the current measuring range

filter time constant after line detection τ1 = 10 s

time constant of the adaptive process τ2 = 100 s

time t in s

cu
rr

en
ts

en
so

ro
ffs

et
i p

h,
off

in
A

−0.1

0

0.1

0.2

0.3

0.4

0.5

vo
lta

ge
se

ns
or

off
se

tu
ph

,o
ff

in
V

(a) introduced current sensor offset of 1 A, sensing range ±900 A

−60 0 60 120 180 240 300 360 420 480 540 600
−0.2

0

0.2

0.4

0.6

0.8

1

voltage sensor resolution

time t in s

cu
rr

en
ts

en
so

ro
ffs

et
i p

h,
off

in
A

−0.1

0

0.1

0.2

0.3

0.4

0.5

vo
lta

ge
se

ns
or

off
se

tu
ph

,o
ff

in
V

(b) introduced voltage sensor offset of 0.5 V, sensing range −1.5 to 166.5 V

Fig. 5.29: Experimental results for the adaptive calibration process after artificially introduced sensor
offsets. Constant operating point at 23.5 Hz and 100 A.

present in Fig. 5.27 is located at the current peaks at zero and 7.5 µs. The captured
data during the current zero crossing is then undisturbed.

Current sensor delay causes a deterministic hysteresis in the voltage distortion curve,
as illustrated in Fig. 5.28. Synchronous sensing of voltage and current is crucial for
proper functionality of the calibration algorithm. In the presence of current sensor
delay, synchronization can be restored by applying the same delay to the measured
voltage distortion.

5.3.2.3 Experimental Results for the Online Offset Calibration and Discussion

The adaptive calibration process is experimentally investigated by the step-response mea-
surements shown in Fig. 5.29. In Fig. 5.29a, a current sensor offset of 1 A is introduced
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(a) online detected sensor offsets after the first LPF in Fig. 5.24
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(b) adjustment of the calibration offsets

Fig. 5.30: Experimental results of the detected sensor offsets and adjusted calibration offsets as a function
of the stator current magnitude at a constant frequency of 12.75 Hz.

at time instant zero. The offset is precisely detected with a time constant of 10 s, which
is defined by the regression line LPFs. The adaption time constant is set to 100 s. After
330 s, the current sensor offset is driven below 45 mA which is 0.005 % of the current mea-
suring range. A cross coupling to the voltage sensor offset is not present. In Fig. 5.29b
the experiment is repeated for the voltage sensor with an offset of 0.5 V. The results are
comparable to those of the current sensor. After 500 s the offset decreases to less than the
sensor resolution of 10 mV. The cross coupling to the current sensor is negligible.

The verification was performed at a constant fundamental frequency and current mag-
nitude of 23.5 Hz and 100 A. To validate the algorithm for all operating points, in Fig. 5.30
and Fig. 5.31, the detected sensor offsets and adjusted calibration values were logged as a
function of the stator current magnitude and the fundamental frequency. Fig. 5.30a shows
that the current magnitude has negligible influence on the detected sensor offsets which
remain below 60 mA and 3 mV. The resulting adaption of the calibration values is given in
Fig. 5.30b. Compared to the measuring ranges of ±900 A and -1.5 to 166.5 V, the offset drift
is very low. The sensitivity of the offset detection algorithm to the stator frequency is given
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(b) adjustment of the calibration offsets

Fig. 5.31: Experimental results of the detected sensor offsets and adjusted calibration offsets as a function
of the stator fudamental frequency at a constant current magnitude of 100 A.

in Fig. 5.31a. Below 20 Hz and at 30 and 60 Hz, the detection of the sensor offsets is accurate
and smooth. At 20, 40 and 50 Hz, small oscillations occur, which are caused by aliasing
effects during the detection of the vertical line lreg,v. Since in these cases the fundamental
frequency is an integer divider of the switching frequency, the locations of the sampling
points remain constant. If the number of available samples for the detection of lreg,v is
limited, the sampling points are statistically not evenly distributed and the detection of the
vertical regression line is inaccurate. The aliasing effect is mostly filtered out by the large
time constant of the adaptive calibration process. However, low frequency disturbance can
cause deviations of up to 0.5 A. The influence on the voltage sensor is below its resolution
and therefore negligible.

In conclusion, the experimental results prove the feasibility of the proposed sensor-
offset calibration approach, which is based on the continuous detection of the inverter
voltage distortion curve. It allows individual sensor offset calibration during operation
and is fully decoupled from the drive control algorithm. The stability of the algorithm
is ensured at any time due to the definite shape of the inverter voltage distortion curve.
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Limitations exist at high fundamental frequency, when the number of sampling points for
the vertical regression line is limited. If the fundamental frequency is an integer divider
of the switching frequency, aliasing effects can then cause an alternating current offset
deviation. However, the maximum error is limited to about 0.5 % of the measuring range
and only occurs at a constant fundamental frequency. In variable speed drives this case
can be considered as extremely unlikely.

5.4 Online Semiconductor Condition Monitoring

High efficiency requirements and the demand for increased power density are stimulating
the use of power electronics in general [Sti+17]. This development usually comes along
with an increased system complexity and a higher susceptibility to failures. Condition
monitoring can counteract this issue and improves the reliability of the system [Ave+15].
On the one hand, it can be used to collect data on the sources of failures, on the other hand,
it allows to monitor the state of health, such that components can be replaced before they
fail [HCB18]. This so-called predictive maintenance is also beneficial from an economical
point of view, since maintenance can be carried out as required instead of regularly, and
breakdowns can be prevented.

One of the major aging effects in power electronic systems is bond-wire lift-off caused by
mechanical stress due to thermal cycling. In [Bab+14; Ped+17] an ‘on’-state voltage-drop
measurement was proposed to detect the increased resistance due to bond-wire failure
during operation. Experimental results in [DBS16] showed, that the health state of the
devices can also be extracted from the temperature profile at low fundamental frequency
of the phase current. In [FKP05], a thermal model is used to estimate the junction tem-
perature. The model is in good agreement with measurements obtained using an infrared
camera. The idea is improved in [vCD15; van+17], where a 3D spatial LPTN similar to
Section 4.2.2 is proposed using a real-time finite differential approach. Consequently, it is
shown in [vLD18] how this 3D thermal model can be combined with a junction tempera-
ture measurement in a thermal observer structure. The model offers accurate real-time
monitoring of the spatial temperature distribution within power electronic modules and
can be used for thermal control of power devices [van+18]. Accurate junction temperature
sensing is required in most thermal monitoring solutions and various techniques have
been proposed [ADK12; Bak+14; vGD18]. However, most of these approaches require
additional sensor circuitry.

The instantaneous phase voltage measurement circuit presented in this chapter can be
utilized for ‘on’-state voltage-drop measurement and temperature sensing. Thus, condition
monitoring can be implemented without extra circuitry. The additional functionality can
be used simultaneously with stator voltage sensing and sensor offset calibration. This
section describes the required modifications which are only related to the FPGA and DSP
software. Experimental results demonstrate the feasibility of this solution.
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Fig. 5.32: Circuit diagram of the voltage measurement circuit with DC-link voltage measurement.
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Fig. 5.34: Experimentally captured 2nd phase bottom
switch ‘on’-state voltage drop and current.

5.4.1 Implementation Details and Experimental Evaluation

As described in Section 5.2, the proposed phase-voltage measurement circuit is based on
digital integration of the voltage across the bottom switch. Thus, the ‘on’-state voltage
drop of the switch S2 can be directly obtained by taking a single sample when the switch
is conducting. The voltage drop across the top switch can be determined with the help of
the DC-link voltage measurement. According to Fig. 5.32, the sensing circuit introduced in
Fig. 5.14 is equipped with a two-channel A/D converter per phase. At phase 1, the second
channel is used to measure the DC-link voltage, and at phase 3, the direct bonded copper
(DBC) substrate temperature at phase 2 is captured. Consequently, the voltage drop and
current through each MOSFET is obtained using only existing sensors with

u♦ds =

{
u♦fph at the bot. switch,

u♦fdc − u♦fph at the top switch,
and i♦ds =

{−i♦ph at the bot. switch,

i♦ph at the top switch.
(5.24)
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Fig. 5.35: Measured MOSFET ‘on’-state voltage drop plotted over current for an operating point of 100 A
and 30 Hz using the internal measuring circuit of Inverter 1.

The voltage drop across the top switch and the current are obtained by simultaneously
sampling ufdc, ufph and iph at the center of the high potential, as illustrated in Fig. 5.33. u♦fdc
is only measured at the driver circuit of phase 1. The LPF time constants should be chosen
equally. This is achieved with Rf5 = Rf1,Cf3 = Cf1 and Rf6 ≈ Rf2 in Fig. 5.32, since Rf1 ≫ Rf2.
The quantities of the bottom switch are obtained during the low potential, accordingly.
Both is realized by software modification on the FPGA. Due to the LPF and the dead time,
the voltage signal can be distorted at duty cycles near zero and 100 %. Thus, sampling
points at these duty cycles must be discarded. However, since the proposed circuit uses a
high-cutoff-frequency LPF, this limitation is minimal.

Experimental results of the sampled voltage drop and current of the bottom switch are
given in Fig. 5.34. Since the measuring range has to cover the full output-voltage span of
the VSI from -1.5 to 166.5 V, the quantization steps of 10 mV become visible in u♦ds. This is
also the case when the voltage drop is plotted over current in Fig. 5.35a. At the top switch
in Fig. 5.35b, the quantization error of the DC-link voltage measurement is superimposed
on that of u♦fdc, which results in quantization noise. However, the resistive nature of the
MOSFET can clearly be recognized although the current magnitude is comparably low.

The limited resolution of the A/D converter makes the detection of the ‘on’-state re-
sistance rather difficult. However, with (5.15) to (5.20) on page 119, the voltage drop in
Fig. 5.35 can be described by a regression line, which makes the detection more robust.
R♦ds,on is then equal to the gradient rreg. According to Section 2.3.1, the anti-parallel body
diode is not conducting in reverse direction during the ‘on’ state, because the voltage
drop across the MOSFET is always lower. Thus, Fig. 5.35 is only defined by the ‘on’-state
resistance, which makes the linear approximation a valid representation.
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Fig. 5.36: Measurement of the ‘on’-state resistance and the DBC temperature over time using the VSI-
integrated measurement circuit of Inverter 1 at 10 Hz fundamental frequency.

5.4.2 Monitoring of the MOSFET Junction Temperature and Resistance

It was shown in Fig. 2.27 on page 39, that the ‘on’-state resistance is temperature dependent
with a positive temperature coefficient. Rds,on is directly related to the MOSFET junction
temperature and can thus be used for temperature monitoring. Fig. 5.36 demonstrates the
temperature dependency of Rds,on. Therefore, the DBC temperature and all six MOSFET
resistances have been captured simultaneously by the VSI integrated circuit as previously
described. The drive was operated at 150 A and 10 Hz. At time instant zero, the water
cooling was switched off and the temperature started to rise. At ϑ ♦dbc = 60 ◦C, the current
was reduced in two steps before the cooling was switched on again. It can be seen, that
the resistances R♦ds,on change proportionally with the DBC temperature. The results of the
bottom switches are very close to each other, which proves a homogeneous temperature
distribution on the mutual cooling plate. The top switches show more dispersion, which
can be explained by the fact, that the DC-link voltage is only captured at phase 1 and the
sampled voltage includes the measuring and quantization errors of two measurements.
Overall, the relative resistance deviation remains within an acceptable range of ±3 %.

It is noted, that the measured resistance is about 0.9 mΩ lower than the datasheet value
given in Table 2.3 on page 38. This is because the voltage is measured directly at the gate
driver and thus the resistance of the bus bars and terminal is not included. Furthermore,
the datasheet value includes a safety margin and is considered as the worst case.
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at phase 2.

Temperature Coefficient and Operating-Point Dependency

To determine the Rds,on temperature coefficients, in Fig. 5.37a the resistances are plotted
as a function of the DBC temperature. Therefore, the data recorded in Fig. 5.36 between
120 and 1000 s is used. In this interval the temperature is increased slowly compared to
the thermal time constant between the semiconductor and the DBC. Thus, steady-state
conditions may be assumed. The resistances show a linear dependency on the measured
DBC temperature ϑ ♦dbc, which can be described using Equation (2.17) on page 18.

The resulting temperature coefficient with respect to 25 ◦C is given in Fig. 5.37b. For
phases 1 and 2 the coefficient is about 7.5 · 10−3 K−1 and 7 · 10−3 K−1 for the 3rd phase.
The deviation of the latter might be caused by the spatial distance to the DC-link voltage
detection at phase 1 and the temperature sensor being located at phase 2. Furthermore,
at higher temperature, the coefficient increases slightly. However, the deviation is within
±5 % which is low for the internal measuring circuit. In the following the value α25 =
7.5 · 10−3 K−1 is used.

The dependency of the ‘on’-state resistance detection on the operating point is evaluated
based on the experiments conducted in Fig. 5.38. In Fig. 5.38a, the drive is operated at 10 Hz
fundamental frequency. The current is increased to 300 A in steps of 50 A. Above 100 A
the resistance in smoothly captured, whereas below it is slightly distorted. This is caused
by the low signal-to-noise ratio at low current magnitude due to the limited A/D-converter
resolution. The temperature rises due to the quadratically increasing losses. Overall, the
influence of the current magnitude is marginal and can be neglected.
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Fig. 5.38: Experimental evaluation of the influence of current magnitude and fundamental frequency on
the detection of R♦ds,on. All data captured using the VSI internal sensing circuit of Inverter 1.

In Fig. 5.38b, the sensitivity to the fundamental frequency is investigated. For this
purpose, a current magnitude of 100 A is applied and the frequency is varied from 10
to 60 Hz in steps of 10 Hz. The DBC temperature at phase 2 remains relatively constant
during the entire procedure, so the resistance values are expected to remain constant, too.
However, the captured resistances vary slightly. At the bottom switches the maximum
drift is <1.4 %, which can be neglected. But at the top switches the resistances change by
up to 6 %. It is noted, that phase 1 – where the DC-link voltage measurement is located –
is almost not affected by this. Thus, the drift is most likely caused by the physical distance
of the other two phases to the DC-link voltage measurement and the resulting voltage
drop across the bus bar. Overall, compared to the temperature dependency, the influence
of the current magnitude and fundamental frequency on R♦ds,on is sufficiently low.

Online Detection of Bond-Wire Faults

The effect of bond-wire fault is demonstrated using a modified MOSFET module with
Inverter 1. As illustrated in Fig. 5.39, each switch of the B6 circuit consists of seven parallel
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Fig. 5.39: Photograph of the opened power MOSFET module of Inverter 1. Each phase has an individual
DBC on a common water cooling plate. The top and bottom switches consist of 7 parallel
MOSFETs. At phase 2, one MOSFET is defective and the bond wires have been removed.
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Fig. 5.40: Measurement of the ‘on’-state resistance and the DBC temperature over time with removed
defective MOSFET at phase 2 of Inverter 1. Captured using the VSI-integrated measurement
circuit at 10 Hz fundamental frequency.
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Fig. 5.41: Estimation of thermal micro cycles of twice the fundamental frequency using the internal
measuring circuit of Inverter 1 at 0.05 Hz and 250 A.

MOSFET chips. In this experiment, one of the parallel switches at the bottom side of
phase 2 is defective and has been disconnected by removing the bond wires. This has
direct influence on the ‘on’-state resistance as demonstrated by the measurements in
Fig. 5.40. Compared to the results in Fig. 5.36, the corresponding R♦ds,on of phase 2 is now
significantly increased. It is about 16 % higher than for the other switches. This way, the
missing bond-wire connection can be detected as an abnormal resistance increase and the
module can be changed before complete failure.

Detection of Fundamental-Frequency Thermal Cycles

As the current through the MOSFETs is alternating with the fundamental frequency, the
switches experience two thermal micro cycles per electrical period. This becomes notable
especially at very low speed and is demonstrated in Fig. 5.41. In Fig. 5.41a, a current of 250 A
and 0.05 Hz fundamental frequency is applied. It can be seen, that the voltage sine wave
captured across the 2nd phase bottom switch is slightly distorted by the transient change
of Rds,on. This causes a nonlinearity in Fig. 5.41b. In Fig. 5.41c, the resistance is piece-wise
calculated in averaged intervals of 50 A. The junction temperature is determined from
the resistance using the temperature coefficient α25. As expected, two thermal cycles per
electrical period occur. The first cycle is significantly higher because the bottom switch
experiences increased switching losses caused by hard switching during the negative half-
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wave. This effect becomes particularly clear when plotted as a function of the current, as
in Fig. 5.41d. The thermal micro cycle follows a temperature hysteresis, which is defined
by the thermal time constants of the module.

At higher fundamental frequencies, the detection of thermal micro cycle becomes more
difficult due to the limited voltage measurement resolution. However, as previously men-
tioned, the measurement circuit can be combined with a real-time thermal observer and
used as a closed-loop feedback [vLD18]. Furthermore, the measurement circuit can be
utilized for the detection of thermal time constants and thermal model parameterization.

The online sensor-offset calibration and the ‘on’-state resistance monitoring are simul-
taneously executed along with the instantaneous phase-voltage sensing. The adaption of
the three sensor-offset pairs took 7.75 µs and the simultaneous detection of the six R♦ds,on
values consumed 1.88 µs computation time of the control interrupt on the DSP.

5.5 Torque Control without dedicated Speed Transducer

Even though torque control without speed transducer is out of focus of this work, it
is a good benchmark for the instantaneous voltage-sensing circuit and is thus used for
experimental evaluation. The measurement results in Fig. 5.42 demonstrate the problem of
detecting the stator terminal voltage at low stator frequencies. A constant stator-current
magnitude of 55 A and 1 Hz stator frequency is applied to IM26kA. At this frequency, the
induced EMF is very low and the signal-to-noise ratio can become too small for stable
voltage-model-based flux-linkage estimation. The figure shows a comparison between
the stator voltage obtained from the reference voltage ®̄u⋆s – with and without dead-time
compensation – and from the previously introduced measuring circuit. The measured
stator voltages and currents are given as space vectors in the ‘αβ’-reference frame and
should consequently form a circle.

Without dead-time compensation, the voltage ®̄u⋆s follows a hexagonal trajectory, as
shown in Fig. 5.42a. When compared to the measurement in Fig. 5.42d, its magnitude is
about ten times higher and is dominated by the dead-time-related voltage error. In Fig. 5.42b
a simple dead-time compensation scheme is activated, but Cout and Rds,on are neglected.
The average magnitude is now closer to the measurement but significant distortion occurs
during the current zero crossing. As shown in Fig. 5.42c, consideringCout andRds,on notably
improves the stator voltage estimation. However, the signal is still deformed and distorted
by modeling errors and asymmetries. The voltage signal provided by the instantaneous
voltage-sensing circuit is given in Fig. 5.42d. It is a smooth circle as expected. Only slight
distortion occurs, which is mainly caused by the quantization noise of the A/D conversion.
Therefore, it can be expected that the region of stable operation without dedicated speed
transducer is extended by the voltage measurement towards lower speeds.

Fig. 5.43 demonstrates the low-speed operation of the IM drive without speed transducer
but with the proposed voltage-sensing circuit. The torque is controlled in motoring mode
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Fig. 5.42: Comparison between the instantaneous stator-voltage sensing circuit and reference-voltage-
based detection in the complex ‘αβ’-reference frame. Experimental results at 55 A and 1 Hz.

by direct FOC using the inherently sensorless stator flux-linkage oberserver introduced in
Section 3.2.2.3. The observer poles are chosen according to the proportional pole-placement
method described in Appendix A.5.1, with д = 5. Starting from zero torque and 300 rpm,
the torque is first increased in steps of 10 Nm. The controller precisely sets the requested
torque. At 50 Nm, the torque command is kept constant, whereas the speed is reduced in
steps of 50 rpm. With decreasing speed, the influence of parameter mismatch increases
and causes a torque deviation of up to 5 Nm. At standstill, the torque is decreased again in
steps of 10 Nm. Throughout the whole experiment, with the voltage-sensing circuit, the
controller does not lose its field orientation and the torque is stably applied – even at zero
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Fig. 5.43: Low-speed motoring operation of the IM drive without dedicated speed tranducer using the
sliding-mode inherently sensorless stator flux-linkage observer. Experiment performed using
IM26kA and Inverter 1 with the torque captured by TS200.
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Fig. 5.44: Speed reversals using the sliding-mode inherently sensorless stator flux-linkage observer with
a torque reference of ±3 Nm. Experiment done with IM26kA and Inverter 1.

rotor speed and even though all online parameter adaption schemes are deactivated.
It should however be noted, that the stable operation region does not cover the generating

mode at zero stator frequency, as the induced voltage then becomes zero. In this case,
other techniques, such as exploiting artificially introduced rotor saliencies [JL95; LM17] or
saturation and slot effects [JL96; LKM16] must be applied. Since control without dedicated
speed transducer is out of focus of this work, such methods are not further investigated.

A common experiment to evaluate the low-speed generating-mode performance of the
controller are speed reversals as conducted in Fig. 5.44. Between ±1000 rpm, an alternating
torque request of ±3 Nm is applied. The rotor speed smoothly crosses the zero stator
frequency point and the controller maintains its field orientation.
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5.6 Summary

In the previous chapters it was pointed out, that the back-EMF-based voltage-model flux-
linkage observer shows substantial advantages over the current model in terms of param-
eter independence. To extend its stable operating region to low or zero speed, precise
detection of the stator terminal voltage is required. In this chapter, various approaches
for instantaneous detection of the PWM-period average voltage were discussed. A gate-
driver-integrated voltage-measurement circuit was proposed, that allows to capture the
drain–source voltage of each low-side MOSFET at a high sampling rate of 1 MHz. The
PWM-period average is obtained by digital integration performed on an FPGA. To improve
the measurement accuracy, an analog high-cutoff-frequency LPF (169 kHz) was introduced
before A/D conversion. The LPF was analytically optimized with respect to maximum
measurement accuracy. A general solution for two and multi-level PWM-based VSIs was
given. For the 120 V system used in this work, a measurement resolution of 10 mV was
achieved. Experimental results showed a maximum instantaneous measurement error of
less than 0.25 % of the DC-link voltage, which is a notable improvement over common
solutions without additional high-cutoff-frequency LPF. The analog noise of the circuit is
lower than 10 mV. Thus, the measuring noise is only defined by the quantization error.

Experiments with FOC without dedicated speed transducer demonstrated the benefit of
using the instantaneous stator-voltage sensing. Stable torque control at low speed, and
even at zero rotor speed, was achieved.

The proposed instantaneous phase-voltage measurement offers precise online detection
of the inverter distortion voltage for each phase, individually. In this chapter, this feature
was utilized for a novel sensor-offset calibration technique that allows decoupled online
calibration of all phase-voltage and current sensor offsets. The method is independent
of the control and is based on parallel zero-crossing detection using the inverter voltage-
distortion curve. Experimental results prove the feasibility of the new method and show
outstanding precision. Especially at low speed, when other offset calibration techniques
fail, the proposed scheme performs reliably.

Since the voltage measuring circuit captures the voltages across the low-side switch, to-
gether with the measurement of the DC-link voltage, direct detection of the semiconductor
voltage drop is possible. In this chapter, simultaneous online monitoring of the ‘on’-state
resistance of all six MOSFETs was experimentally demonstrated. Due to the nearly lin-
ear temperature dependency of Rds,on, this enables individual monitoring of the MOSFET
junction temperatures. Furthermore, detection of an abnormal resistance increase due to
bond-wire lift-off is possible and has been experimentally verified.



6 Torque Dynamics of the Efficiency-Optimized
Induction Machine Drive

As described in Section 2.2.1, the efficiency of the IM drive is improved by the operating-
point-dependent adjustment of the flux-linkage magnitude. For this purpose, a lookup table
was derived in Fig. 2.20, which assigns an efficiency-optimized flux-linkage magnitude to
each combination of torque reference and stator frequency.

This chapter focuses on the dynamic limitations associated with the efficiency-enhancing
reduction of the flux-linkage magnitude at light loads. As illustrated in Fig. 6.1a, then, a
change of the operating point not only requires a different torque-producing current isq but
also a modification of the flux-linkage magnitude. However, due to the rotor time constant,
the flux-linkage reacts relatively slowly to changes in the flux-producing current isd. If a
straight current trajectory – such as 1 in Fig. 6.1b – is used, the LPF-type link between
current and flux linkage limits the dynamic performance of the drive system and leads to
violations of the dynamic requirements stated in Fig. 1.5. By correct decoupling according
to Section 2.2.2 and application of a closed-loop flux-linkage regulator, this negative effect
can be eliminated. However, the decoupler or regulator can cause a high flux-producing
current during transients 2 , that violates the maximum current constraint of the VSI.

In the following, control approaches for improved torque dynamics are investigated
that ensure a dynamic torque response within the requirements of the MAs:Stab project
while not violating the defined constraints. The desired current trajectory in the RFO

operating

point 1

operating

point 2

const.

(a) operating point trajectory

①

②

③

(b) different stator current trajectories

Fig. 6.1: Trajectories of the operating point and stator current in RFO coordinates.
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reference frame is supposed to touch and travel along the maximum current circle as long
as the reference torque is not reached 3 . To achieve this, in Section 2.2.3, the direct SFO
controller was extended by an input trajectory filter and a current limiter. In conjunction
with the flux-linkage PI regulator, they can be utilized to manipulate the dynamic current
sharing during transients. In Section 6.1, this approach is implemented in C++ and analyzed
in simulations using the software-in-the-loop simulation model given in Appendix A.4.
Experimental results show the feasibility of this solution on the test bench using IM26kA.

Even though the dynamic requirements are fulfilled, the resulting current trajectory of
the direct FOC controller may not be considered as an optimal solution. This also applies
to the few publications that are available on this topic. In [Mat+99], the maximum avail-
able stator current is utilized by the flux-producing current component during transients.
This way, the flux-linkage build-up is accelerated. However, since the maximum current
is,max is a mutual constraint for flux-producing and torque-producing current, the latter
is suspended and an optimal dynamic distribution between both is not achieved. Instead,
[VL03a] proposes an analytical approach to minimize the resulting speed error after a
sudden load step, which is equivalent to maximum torque dynamics. The current share is
described by the current space-vector angle ]®i dq

s which is calculated during each sampling
time step. Even though the dynamic response is improved, the future trajectory and con-
trol actions are not taken into account, which leads to a solution different from the global
optimum. Furthermore, operating-point-dependent parameter variations such as magnetic
saturation cannot be considered. In [SK13; SDK13], the trajectory is calculated offline
by numerically solving a second-order nonlinear time-varying boundary value problem.
However, the optimization goal is the minimization of dynamic losses, which is different
from the objective in this work.

To find the theoretical optimum with respect to dynamic torque response, in Section 6.2,
a current trajectory optimizer is developed which finds a dynamically optimized solution
based on the theory of model-predictive control (MPC). The offline-computed results are
used to derive a lookup-table-based trajectory planner which can be implemented on a
low-cost microcontroller. The basic principle has been published in the course of this work
under [SGD17] and is further developed in this chapter including magnetic saturation.

For better visualization and comparability, in the following, all quantities and figures
are referred to the RFO reference frame. Results obtained from the direct SFO controller
are transformed to RFO coordinates, accordingly.

6.1 Dynamics of the Direct SFO controller

The decoupler and the closed-loop flux-linkage regulator enable a fast torque response
of the SFO controller, even with efficiency-optimized flux manipulation. Fig. 6.2 shows
the simulated step response from zero to 100 Nm with an input rate limiter of 4 Nm ms−1.
Without constraints handling, a stator current overshoot of up to 750 A occurs. With
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Fig. 6.2: Decoupling and flux-linkage regulation
without considering the maximum cur-
rent constraint. Case 2 in Fig. 6.1b.
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Fig. 6.3: Step response as a function of the torque
reference input trajectory filter with a
10 Hz flux-linkage PI-controller.
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the constraints handling of Fig. 2.23 enabled, this current overshoot is prevented at the
cost of degraded torque dynamics. However, the dynamic response can be influenced by
sufficient selection of the input trajectory filter, the flux-linkage controller bandwidth and
an additional flux-producing current constraint:

The torque-reference rate limiter defines the maximum slope of the torque-producing
current component. Since in Fig. 2.23 the torque-reference rate limiter is placed
behind the flux-linkage lookup table, the flux-producing current isd is almost not
affected by the rate limiter. As illustrated by the simulation results in Fig. 6.3, with
a slope of 1 or 1.33 Nm ms−1, the flux-production is sufficiently fast compared to
the torque slope and the maximum stator-current magnitude is not reached. At a
higher slope, the torque-producing current isq is limited by the current constraint
which reduces the torque slope. Since the flux-producing current – according to
Section 2.2.3 – is prioritized, the rate limiter does not influence the current sharing.
However, it can be used to ensure that sufficient flux-linkage magnitude is present
before torque is produced, which leads to a smoother torque response. A reasonable
choice for the case shown in Fig. 6.3 is 2 Nm ms−1.

The flux-linkage controller bandwidth defines the dynamic response of the flux-produc-
ing current on the flux-linkage reference. As shown in Fig. 6.4, the PI-controller
bandwidth is directly related to the stator current sharing. A higher bandwidth leads
to an increased flux-producing current isd and reduced torque-producing current isq
during transients. This influences the torque dynamics. The simulation results show,
that a bandwidth between 5 and 10 Hz leads to smooth and fast torque production.

The additional flux-producing current constraint offers a second way of influencing the
stator-current sharing during transients and can be implemented as output limitation
of the flux-linkage PI controller in conjunction with an anti-windup mechanism.
Since the controller is implemented in SFO, the simulation results in Fig. 6.5 – which
have been transformed to RFO – do not show a constant additional current constraint.
Instead, it manifests itself in a negative slope in isd between 0 and 0.04 s. The results
show, that with max(isd) = 300 A a further improvement is possible. Then, in isd a
second local maximum becomes present, which boosts the flux-production after the
desired torque has been reached.

The simulation results with IM26kA proof, that the dynamic torque requirements defined
in Fig. 1.5 can be fulfilled with the direct SFO controller and the proposed constraints han-
dling without violating the maximum stator-current constraint. The simulations have been
conducted using the software-in-the-loop simulation model described in Appendix A.4.
Thus, the control algorithm – which has been implemented in C++ – can directly be down-
loaded to the DSP of the VSI. The experimental results are presented in the following
section.
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Fig. 6.4: Step response as a function of the flux-
linkage PI-controller bandwidth with a
2 Nm ms−1 torque-reference rate limiter.
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Fig. 6.6: Experimental step-response results of the efficiency-optimized direct SFO controller with input
trajectory filter. Data recorded from CAN with 20 ms update rate using IM26kA.

6.1.1 Experimental Results and Conclusions

To obtain realistic experimental results, the hardware setup and the communication inter-
face are chosen identical to the final EV setup which is described in Fig. 1.4. The MABX
sends a torque requestT⋆m via CAN to the drive and receives an estimated torque feedback
T̂m. The messages are exchanged at a constant update rate of 20 ms. The torque T ♦m is
measured using the torque sensor TS290 with the specifications given in Appendix A.2.3.
All signals are recorded using a CAN data logger.

Fig. 6.6a shows the experimental step response of the efficiency-enhanced IM26kA drive
for a reference T⋆m from zero to maximum torque. The flux controller bandwidth has been
set to 10 Hz and the trajectory filter was set to 0.15 Nm ms−1. The direct SFO controller
meets the requirements of the MAs:Stab project, which are represented by the shaded area.
Until 0.05 s the torque follows the input reference ramp. Between 0.05 and 0.1 s the current
is limited and the slope is reduced. The request of 50 Nm (c) is fulfilled faster because less
flux is required. Due to the reference rate limiter, the flux-linkage magnitude is always
sufficiently high to produce the desired torque. A step to zero torque - as depicted in (b)
and (d) - is always instantly possible, because isq can be set to zero only limited by the
current controller bandwidth which has been chosen to 500 Hz. A negative flux-producing
current to accelerate the flux adaption is not required. Instead, a lower boundary of zero
or more should be applied to isd in order to improve the transient efficiency.

It is concluded, that the direct SFO controller meets the dynamic requirements stated
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Fig. 6.7: Simulated RFO current locus diagram. Step response from zero torque to 100 Nm with a rate
limiter of 0.2 Nm ms−1, 10 Hz flux-controller bandwidth and max(isd) = 400 A.

in Fig. 1.5. The major limitation is caused by the CAN communication which is part of
the higher-level TV control loop, implemented on the MABX. The constant refresh rate of
20 ms causes a feedback delay of up to 40 ms and is thus in the same order of magnitude as
the delay caused by the flux-linkage build-up. However, from a theoretical point of view,
there is still a margin for dynamic improvement of the torque controller. The simulation
results show, that during build-up of the flux-linkage, the maximum stator current is not
fully utilized. Thus, in the current locus diagram of Fig. 6.7a, the constraint is not reached.
An improved solution for optimal dynamic response is derived in Section 6.2.

6.2 Dynamically-Optimized Current Sharing in FOC drives

To find the optimal current trajectory for a maximum dynamic response, a two-dimensional
nonlinear optimization problem with mutual constraint must be solved. This exceeds
the capabilities of conventional linear control theory. Instead, a control algorithm is
required, which optimizes the current trajectory taking future control actions and the
maximum current constraint into account. An effective, systematic approach for this type
of optimization problem is described by the theory of MPC [Ros04].

In this section, an MPC-based trajectory planner is developed. Therefore, the decoupling
equations and the constraints handling of the direct SFO controller are replaced according
to Fig. 6.8 and the reference current ®i dq

s is obtained from the trajectory planner.
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Fig. 6.8: Signal-flow diagram of the modified FOC controller with stator current trajectory planner.

6.2.1 RFO Current Model of the IM in State-Space Representation

In a first step, a linearized state-space current model of the IM is derived. This way, the
future system states and outputs can be predicted using the prediction matrices (A.20) and
(A.21) in Appendix A.7 [Ros04, p. 32]. By choosing the RFO reference frame, the system
reduces to only a single state variable and the results can be illustrated more intuitively.

Based on (2.28), the rotor flux linkageψR = Lm/Lrψr is chosen as the only state variable
of the RFO state-space model. ψR is also chosen as the output of the model, along with the
air-gap torque Tm. As system input, the stator current space vector ®i dq

s is selected, which
will later be the output of the MPC-based trajectory planner. To ensure integral action
with zero steady-state error, the state-space representation with steady-state estimates –
which are denoted by the superscript ‘ss’ – is used [MR93]. The system variables are then
given by

urfo =

[
isd − iss

sd
isq − iss

sq

]
, xrfo = ψR −ψ ss

R and yrfo =

[
ψR −ψ ss

R
Tm −T ss

m

]
. (6.1)

Since in (2.25) the torque is defined as the product of a state variable ψR and an input
variable isq, the system is nonlinear. However, for model representation, the torque can be
linearized with

Tm −T ss
m =

3p
2

(
iss
sq

(
ψR −ψ ss

R
)
+ ψ̂R

(
isq − iss

sq

))
, (6.2)

where ψ̂R is the estimated rotor flux linkage calculated during the previous calculation
step. The system matrices are then derived from (2.28) and (6.2) as

Arfo = − 1
τr
, Brfo =

[
RR 0

]
, Crfo =

[
1

3p
2 i

ss
sq

]
and Drfo =

3p
2

[
0 0
0 ψ̂R

]
. (6.3)

The system matrix Arfo and the feed-through matrix Drfo are time-varying and need
to be updated each prediction time step to consider magnetic saturation and to linearize
the torque equation according to (6.2). It can be shown, that since ψ̂R changes relatively
slowly, the optimizer remains stable and converges to the correct solution.
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(a) three constraints (b) five constraints (c) seven constraints

Fig. 6.9: Linearized maximum current constraint as a function of the number of constraints.

6.2.2 MPC-based Trajectory-Optimization Algorithm

The MPC algorithm optimizes the manipulated variable – urfo in this case – based on
the minimization of a performance index(i) which considers future system outputs over a
prediction horizon Np and future control actions over a control horizon Nc.

Formulation of the Performance Index

The performance index is formulated to penalize the quadratic output error and the
quadratic steady-state input error [Di 97] as

Jp(tk) =
Np∑
k=1

ŷᵀrfo(tk)Qyŷrfo(tk) +
Nc∑
k=1

ûᵀrfo(tk−1)Quûrfo(tk−1). (6.4)

ŷrfo and ûrfo are predicted future values of the system output and input errors. Qy and Qu
are the output and input error weighting matrices, which define the dynamic response and
the optimization goals. It can be seen, that Jp becomes zero only when the input reaches
its steady-state value and the output reaches the reference setpoint.

Equation (6.4) is a quadratic programming problem which can be solved numerically us-
ing MATLAB/Simulink and the predefined quadratic programming function quadprog

[Mat16]. With the matrices and quantities defined in Appendix A.7, (6.4) can be written
in a compact form

min
up

Jp =
1
2u
ᵀ
pHup + f ᵀup,

with H = 2 ·Hᵀp Q′
yHp + 2 ·Q′

u

and f = 2 ·Hᵀp Q′
yPpx̂rfoup,

(6.5)

which is suitable for the quadprog function [Di 13].
(i)also referred to as cost function
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TABLE 6.1
MPC Optimization Parameters

parameter symbol unit value

prediction horizon Np 50
control horizon Nc 50
number of constraints 50
input weighting matrix Qu A−2 diag(0.5, 0.1)(ψ ss

R −ψR(t = 0))
output weighting matrix Qy diag

(
V−2 s−2,N−2 m−2) diag

(
107, 103)

sampling period ms 1

Definition of the Maximum Current Constraint

The maximum current that can be delivered by the VSI is defined as
√
i2sd + i

2
sq ≤ is,max, (6.6)

which represents a circle in the ‘dq’-reference frame. The constraint is quadratic in nature
and cannot be formulated into a general form of the quadratic programming problem.
However, the circle can be linearized as a multitude of linear constraints according to
Fig. 6.9, which can directly be given as a parameter to the quadprog function.

6.2.3 Simulation Results and Trajectory-Planner Synthesis

The output of the optimizer for a requested step from zero to 50 Nm and 100 Nm is depicted
in Fig. 6.10. The parameters of the MPC algorithm are given in Table 6.1. The number
of constrains is selected comparably high to obtain a precise circle approximation. The
prediction and control horizons are chosen to cover half the rotor time constant. It can be
seen, that in both cases the maximum stator-current magnitude is immediately fully utilized.
First, the majority of the current is used for flux production, then, the torque-producing
share is increased until the torque reaches its setpoint. Finally, the flux-producing current
is increased again until the desired flux-linkage magnitude is obtained.

Compared to the direct SFO controller with input trajectory filter discussed in Section 6.1,
the MPC algorithm generates the desired torque in about half the time. In the flux-linkage
magnitude, no overshoot occurs. Instead, the flux linkage is only raised until just enough
magnetization is available to generate the requested torque. This way, the desired torque
is reached earlier, even before the flux linkage is raised to the optimum value.

Simulation-based Parameter-Sensitivity Analysis

For a deeper understanding of the dynamically optimized stator-current trajectory, the
optimizer results are further investigated as a function of the flux linkage and torque refer-
ences, and the flux linkage and torque initial values. By only varying a single parameter at
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Fig. 6.10: Simultaneous torque and flux-linkage step response with MPC based optimal current sharing.
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a time, the influence of each parameter can be analyzed separately. The resulting current
trajectories are plotted in the RFO reference frame, which offers a more insightful illustra-
tion of the trajectory and the current sharing. However, time-related information is lost.
As a single quantity for the current share, the current space vector angle ]®i dq

s is plotted as
a function of the estimated rotor flux linkage ψ̂R. Since the torque is only limited when
the current travels along the maximum current constraint, only the points located on the
is,max circle need to be considered.

The flux-linkage-reference dependency of the current trajectory is studied using Fig. 6.11.
The target value has been varied from 0.04 to 0.09 Vs, while a torque reference step
from zero to 40 Nm is applied. It is observed, that the initial current share or space-
vector angle on the current-constraint circle is identical for each case. All trajectories
travel along the circle, first in counterclockwise and afterwards in clockwise direc-
tion, before they leave the circle at an individual angle. When described as a function
of ψ̂R, the current angle is very similar for all cases. Notable difference only occurs at
the point of reversal. Since a lower flux linkage leads to a higher torque-producing
current, the maximum angle increases with decreasing reference flux-linkage. How-
ever, it should be noted that the trajectory is a result of the selection of the weighting
factors and thus a compromise between torque and flux-linkage dynamics. With
shifting the priority further towards torque dynamics, the curves of the space-vector
angle become closer to each other. But, the flux-linkage dynamics degrade signifi-
cantly, whereas the improvement in torque dynamics is disproportionately small or
even negligible.

The torque-reference influence is shown in Fig. 6.12. The requested torque has been
varied between 20 and 100 Nm with a target flux linkage of 0.09 Vs. As in the previous
case, the trajectories start with an identical current share and move along the is,max
circle. It can be seen in the angle plot, that for a higher torque reference, the current
angle increases more slowly. Thus, for a longer time a larger share is given to the
flux-producing current. This is explained by the higher flux-linkage magnitude
that is required to produce the desired torque. For a lower torque reference, less
magnetization is required, and it is beneficial to increase isq earlier. Compared to the
previous case in Fig. 6.11, the torque reference has a considerably higher influence
on the dynamic current sharing.

The initial flux-linkage influence on the stator current trajectory is given in Fig. 6.13. The
initial value is varied from 0 to 0.08 Vs for the target operating point of 100 Nm and
0.09 Vs. The initial angle in the maximum current circle increases with increasing
initial flux linkage. Other than that, the trajectories are very similar. When described
as a function of the estimated rotor flux linkage, the current angle is identical. Thus,
the angle is not a function of the initial flux-linkage magnitude. However, for a



6.2 Dynamically-Optimized Current Sharing in FOC drives 153

0 50 100 150 200 250 300 350 400 450
0

50

100

150

200

250

300

350

400

450

flux-producing current isd in A

to
rq

ue
-p

ro
du

ci
ng

cu
rr

en
ti

sq
in

A

0.04 Vs
0.05 Vs
0.06 Vs
0.07 Vs
0.08 Vs
0.09 Vs

(a) current locus

0 0.02 0.04 0.06 0.08 0.1
0

10

20

30

40

50

60

70

ψ ss
R ↑

flux-linkage estimate ψ̂R in Vs
cu

rr
en

ts
pa

ce
ve

ct
or

an
gl

e
]® i

dq s
in

°

0.04 Vs
0.05 Vs
0.06 Vs
0.07 Vs
0.08 Vs
0.09 Vs

(b) current vector angle

Fig. 6.11: RFO current locus diagram as a function of the reference flux-linkage magnitude. Step response
from zero flux and zero torque to 40 Nm.
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Fig. 6.12: RFO current locus diagram as a function of the reference air-gap torque. Step response from
zero torque and zero flux and 0.09 Vs.
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Fig. 6.13: RFO current locus diagram as a function of the initial flux-linkage magnitude. Step response
from zero torque to 80 Nm and 0.09 Vs.
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Fig. 6.14: RFO current locus diagram as a function of the initial flux-linkage magnitude. Step response
from 0.05 Vs to 80 Nm and 0.09 Vs.
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Fig. 6.15: Simulation results of the stator current space-vector angle as a function of reference torque
and estimated rotor flux linkage. Only points on the maximum current constraint is = is,max
are considered. Step-response data of 403 different operating-point changes.

higher initial flux, the movement along the maximum current circle starts and ends
at a higher estimated flux linkage.

The initial torque is varied from 0 to 60 Nm in Fig. 6.14. It can be seen, that – except for
the first sampling step – the current trajectory is identical. The initial torque has
no effect on the future current trajectory. This behavior is natural, since the initial
torque value has no influence on the state variableψR.

Synthesis of a Lookup-Table-based Trajectory Planner and Implementation

From the parameter sensitivity analysis, it is concluded that the current sharing during
transients with limited stator current can be described by the RFO current space-vector
angle as a function of the estimated rotor flux linkage. Only the flux-linkage and torque
reference values have an influence on the optimal current sharing. The space-vector angle
is not affected by the initial values.

Compared to the torque reference, the flux-linkage reference has only minor influence on
the optimal current sharing. Thus, a lookup table can be created, which describes the angle
as a function of the reference torque and the estimated rotor flux linkage. Fig. 6.15 shows
the resulting data taken from 403 calculated trajectories which cover all possible initial and
reference value combinations. As expected, a representation by a two-dimensional lookup
table is possible. As previously mentioned, ambiguous data only occurs at the maximum
angle point and at reduced torque where the dynamic response is less critical.
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Fig. 6.16: Lookup table for the current vector angle generated from Fig. 6.15 using thin-plate spline
interpolation and resulting lookup table for the dynamic flux-producing current constraint.

Fig. 6.16a shows the created lookup table for the reference current angle using a thin-
plate spline interpolation. A trajectory planner according to Fig. 6.8 can be implemented
by minor modification of the direct FOC algorithm. Since i⋆sd is already prioritized by the
constraints handling, the desired behavior is obtained by applying a time-varying current
limit to i⋆sd, which is obtained by conversion of the lookup table as given in Fig. 6.16b.

6.3 Summary

In this chapter, the constraints handling of the direct SFO controller has been improved
to enhance the dynamic torque response of efficiency-optimized IM drives while not
violating the maximum VSI current constraint. Experimental results show that the dynamic
requirements of the higher-level torque vectoring (TV) controller can be fulfilled. A further
contribution of this chapter is the dynamic optimization of a direct RFO controller. Based on
an MPC algorithm, the controller finds an optimal current trajectory during load transients,
which considers future control actions and magnetic saturation. A lookup-table based
solution was proposed that allows simple implementation on low-cost microcontrollers.

The proposed algorithm improves the dynamic torque response significantly. Even
though EV traction drives usually have moderate dynamic requirements, for implementa-
tion of TV functions and modern safety features such as ESC and other ADAS, fast torque
response is essential [Kra+17]. Furthermore, with the proposed solution, active damping
of torsional drive-train oscillations as described in [MD00; GD04; SD15] can be applied
using efficiency-optimized IM drives.



7 Conclusions and Future Work

This work presented a systematic approach to improve the torque accuracy and the dy-
namics of an efficiency-enhanced IM traction drive for EVs. A gate-driver-integrated
phase-voltage-sensing circuit was proposed and novel sensor-offset compensation and
condition-monitoring schemes were developed and experimentally demonstrated.

Parameter Uncertainty in the Component Models of the Drive System

The torque deviation of the IM drive is mainly caused by parameter uncertainty of its
component models. When considering the common T-type transformer model of the IM,
all parameters are time-varying quantities that change with magnetic saturation, thermal
drift, rotor deep-bar effect, iron losses and other influences. Some of them can be precisely
identified during parameterization and adapted during operation, others remain uncertain.
The rotor resistance and the leakage inductances, for example, are not accessible for
independent detection. Consequently, the control algorithm should be rather insensitive
to these uncertain parameters. The main inductance, however, can be precisely determined
by no-load tests and can be adapted as a function of the flux-linkage. With a temperature
sensor at the stator-winding, also stator resistance adaption is possible.

Sensitivity of the Flux-Linkage Observer to Parameter Drift and Sensor Error

Analytical assessment of the sensitivity of the flux-linkage observer to parameter variations
gives an insightful prognosis for the resulting torque deviation. The analysis is based on
the frequency-response function approach introduced by Jansen et al. in [JL94], which
has been extended in this work to investigate the influence of current and voltage sensor
errors, of iron losses, and the rejection of higher-order harmonics. The latter is caused by
sensor offset, imbalanced sensor gains and inverter dead-time effect.

The analysis reveals that the voltage-model observer with current-model corrective
feedback – also referred to as Gopinath-style observer – outperforms the Luenberger-type
and sliding-mode full-order observers. The torque deviation caused by current-sensor error
is less then half of that resulting from the other observers. The sensitivity to higher-order
harmonics and parameter drift is also lower. Especially for main and leakage inductance
variations, the influence on the torque error using the Gopinath-style observer remains
sufficiently small. Thus, for further improvement, only the stator and rotor resistances
must be focused.

157
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Since the resistance drift is mainly caused by temperature variations, adaption using a
thermal model is most suitable. The advantage compared to other electromagnetic-model-
based methods, such as the common MRAS, is, that the resistance adaption is decoupled
from magnetic saturation and other non-thermal effects. It is inherently stable and leads
to physically reasonable values – even at standstill. Using a spatially-resolved LPTN,
the temperature distribution in the stator slots and the end-winding, as well as the rotor
bars and the end ring, can be accurately determined. This results in a better resistance
estimation than using only a single temperature sensor at the end-winding.

Experimental results using direct FOC with the Gopinath-style stator flux-linkage ob-
server and the LPTN-based thermal resistance adaption resulted in a torque error below
1 % of the maximum torque for the entire operating range.

Gate-Driver-Integrated Sensing of the Inverter Output Voltage

The voltage-model-based stator flux-linkage observer is only dependent on the stator
resistance and does not require rotor speed information. This makes it the favored observer
for direct FOC. However, with decreasing speed, the back EMF reduces and the signal-
to-noise ratio becomes insufficiently small. To extend the stable operating range of the
observer to low and zero speed, precise sensing of the stator voltage is necessary.

Since the voltage is a switched, rectangular-shaped quantity, its PWM-period average
value is of major interest. This makes instantaneous sensing quite challenging. A gate-
driver-integrated voltage sensing circuit was proposed, that measures the drain–source
voltage across the bottom switch of each inverter leg. The PWM-period average is obtained
by digital integration using a sampling rate of 1 MHz. This solution offers:

• Possible integration into the gate-driver ICs.

• Simple implementation with single-ended analog components.

• Instantaneous measurement with low measuring noise.

• Additional features, such as online sensor-offset calibration and semiconductor con-
dition monitoring without additional hardware effort.

The instantaneous measuring error is reduced by means of an analog LPF with a cutoff
frequency higher than the switching frequency and lower than the sampling rate. By ana-
lytical error minimization, a general optimal solution for dimensioning the LPF was found,
that can be applied to any PWM-based VSI, including multi-level systems. Experimental
results show a maximum instantaneous voltage error of 0.25 % of the DC-link voltage.

Decoupled Online Sensor-Offset Calibration

Instantaneous output-voltage sensing across the bottom switches of each inverter leg
allows precise measurement of the dead-time and semiconductor voltage-drop-related
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voltage distortion. The distinctive S-shaped curve – when described as a function of the
phase current – is used for continuous zero-crossing detection of the measured currents
and the voltages. A sensor-offset drift is recognized as a displacement of the S-shaped
distortion curve and is driven to zero by the adaption algorithm proposed in this work.

The method is applied to each pair of phase current and voltage sensors, individually.
It only requires consecutive zero-crossings of the phase current and is otherwise fully
decoupled from the control algorithm or application. Experimental verification shows the
feasibility of the proposed method.

Limitations exist at high fundamental frequency and high current magnitude, as then,
the detection of current zero-crossings becomes more difficult. However, the method is
always stable and performs increasingly well at low frequencies where offset compensation
is most important and other methods fail.

Online Semiconductor Condition Monitoring

Besides instantaneous phase-voltage sensing and online sensor-offset calibration, the
voltage-sensing circuit is simultaneously used for monitoring the ‘on’-state resistance of
each B6 MOSFET switch. Based on this, individual junction-temperature sensing was
experimentally demonstrated. Furthermore, the effect bond-wire lift-off was tested. It can
be recognized during operation as an abnormal resistance increase.

The measuring range of the voltage-sensing circuit has to cover the full output-voltage
span of the VSI from below zero to above the DC-link voltage. This is not optimal for the
semiconductor voltage-drop sensing, as the measurement resolution is limited to 10 mV
for the considered system. This problem is resolved using an online least-square fitting
algorithm. By piece-wise linear regression thermal micro cycles can be detected.

Current-Trajectory Planner for Improved Torque Dynamics

With flux present in the electrical machine, the dynamic torque response using FOC is
only limited by the bandwidth of the current regulator. However, to achieve maximum
efficiency, in partial load, IM drives are operated with reduced flux-linkage. Consequently,
after a suddenly increased torque demand, the flux linkage must first be built-up, before
the increased torque can be generated. This process is limited by the rotor time constant
which can be in the range of 100 ms and more. By applying a higher flux-producing current
for a short time, the process can be accelerated. However, the current is limited by the
maximum current that can be delivered by the VSI. Since it is a mutual constraint for
flux- and torque-producing current, an optimum current trajectory exists that leads to
maximum torque dynamics.

By appropriate dimensioning of the flux-controller bandwidth and the torque-reference
rate limiter, the dynamic torque response can be significantly improved. Experimental
results from zero to full torque meet the requirements for the TV controller, as initially
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formulated in Section 1.2. 75 % of the full torque is reached after 50 ms, 100 % after 100 ms.
To find the current trajectory of maximum torque dynamics, a complex optimization

problem with nonlinear constraint must be solved. An MPC-based trajectory optimizer
was developed, that takes into account future control actions and magnetic saturation. The
trajectories have been calculated offline and were analyzed in terms of their dependency
on the initial and target operating points. It was found, that the optimal current share
is almost only dependent on the reference torque and the actual flux-linkage. Based on
these results, a two-dimensional lookup table was generated, and a trajectory planner
was designed that can be implemented on low-cost microcontrollers. Simulation results
promise an improved dynamic response with 75 % of the full torque after 18 ms and 100 %
after 40 ms from zero.

7.1 Open Issues and Future Work

As the scope of this work is limited, naturally, some aspects remain open. Moreover, new
topics were identified, that require further investigation. Some of them are listed below.

Modeling of Induction Machine Drives

Accurate model representation of the leakage inductances remains problematic. Due to
the low parameter sensitivity of the Gopinath-style observer, it was not a serious issue in
this work. But for IMs with closed rotor slots, the cross saturation can lead to fluctuations
by a factor of ten. Then, saturation of the leakage path may not be neglected. This also
includes proper division between the stator and rotor leakage inductance.

Another aspect is the modeling of increased iron losses caused by slot harmonics in the
field-weakening region. They are not represented by the fundamental-frequency lumped-
parameter model, yet. Since it does not affect the efficiency enhancement, this was a
negligible issue in this work. But the losses can become significant in other machines and
then contribute to the torque deviation.

Precise Torque Control of Induction Machine Drives

The torque-accuracy analysis was performed for a limited number of open and closed-loop
observers. The analytic methodology is generally applicable to any linear time-invariant
observer structure and should thus be used for further investigation of alternative observers.

Thermal resistance adaption was implemented using a spatially-resolved LPTN with 46
thermal units in an open loop manner. In a next step, the available temperature sensor
at the end winding should be incorporated to form a closed-loop temperature observer.
Furthermore, the model was used for simultaneous hot-spot temperature estimation, which
requires a high spatial resolution. For the purpose of resistance estimation, model-order
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reduction, for example based on balanced truncation [BS10; Qi+16b], is recommended to
decrease the computational effort.

The MPC-based current-trajectory planner for maximum torque dynamics was only
analyzed in simulation. For the implementation on a microcontroller, a lookup-table-based
solution was derived. For experimental verification, a test bench is required that features
a stiff shaft that shifts the torsional resonance frequency to a sufficiently high value.

Instantaneous Phase-Voltage Sensing

The proposed phase-voltage sensing is based on oversampling and digital integration. As
the analog noise is lower than the LSB, the resolution is equal to that of the 14 bit A/D
converter. Introducing an additional dither should be investigated to further improve the
measurement resolution [LWV92]. However, this does not increase the resolution for the
‘on’-state resistance monitoring. Therefore, a higher-resolution A/D converter is required.

The voltage-sensing circuit was implemented using discrete electronic components. To
reduce the number of components and thus the total system cost, integration into the
gate-driver IC should be targeted.

The novel online sensor-offset calibration technique was successfully demonstrated in
this work but showed limitations at high fundamental frequencies. The digital filtering
during post processing plays a major role for the precise detection of the current and
voltage sensor offsets. Alternative filtering methods should be investigated to improve
the current zero crossing detection at high fundamental frequencies and high current
magnitudes, when only few sampling points are available.

Semiconductor condition monitoring using the integrated voltage-sensing was briefly
examined. The proof of concept has been provided. Further investigations should focus
on dynamic variations of the ‘on’-state resistance to detect thermal micro cycles and to
monitor the thermal impedances of power electronic modules. Therefore, the filtering
during post processing must be improved and an increased resolution of the A/D-converter
might be required.

A Final Word

The author is confident, that the methods and solutions presented in this work improve the
precision and dynamics of IM drives and make the IM a competitive option for efficient and
highly-dynamic traction applications. The proposed phase-voltage-sensing method has the
potential to significantly improve the low-speed performance of electrical drive systems,
while enabling valuable features, such as decoupled online sensor-offset calibration and
semiconductor condition monitoring, without additional hardware effort.
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A Appendix

A.1 Mathematical Conventions

For better illustration, in this work, superscripts and diacritical marks are added to physical
quantities to emphasize their type or relation to a reference frame. Space vectors are
depicted in vector and complex representation simultaneously and common simplifications
are used for mathematical space-vector operations. Details about the applied notation and
simplified calculation rules are given in the following.

A.1.1 Superscripts and Diacritical Marks

x⋆ reference value
x ss steady-state value
x♦ measured quantity
x> complex conjugate
®x space vector in stator coordinates
®xαβ space vector in stator coordinates
®xxy space vector in rotor coordinates
®xdq space vector in field coordinates
x̂ estimated quantity
x̄ switching-period average
x
∼

Laplace-transformed quantity
x phasor or Fourier-transformed quantity
X complex variable
X (jωs) transfer function in the frequency domain
X matrix
x vector

A.1.2 Space Vector Arithmetic and Reference Frame Transformations

Space vectors are widely used to describe quantities of a symmetrical three-phase system
in a more intuitive two-dimensional reference frame. Space vectors are time-domain
quantities and may not be confused with phasors in the frequency domain.

163



164 A Appendix

R L

R L

R L R

L

3R

3L

3L

3R

3R

3L

Fig. A.1: Single-phase representation of symmetrical three-phase systems using space vectors.

Space Vector Representation of Three Phase Systems

Voltages and currents of an electrical machine with 120° symmetrical arranged three-phase
windings may be transformed into two-dimensional quantities without zero-sequence
component using the simplified Clarke transformation

®us = ®uαβs =

[
usα
usβ
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=
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uph3


. (A.1)

In this work, space vectors are amplitude invariant and those without superscript refer to
the stator-aligned ‘αβ’-reference frame. Space vectors may be written as complex numbers
®uαβs = usα + jusβ. For reference-frame transformation, the multiplication with ejθs is then
equivalent to the multiplication with the rotation matrix

®uαβs ejθs =̂

[
cosθs − sinθs
sinθs cosθs

] [
usα
usβ

]
. (A.2)

The multiplication with the imaginary number is analogously defined as

j®uαβs =̂ J
[
usα
usβ

]
=

[−usβ
usα

]
with J =

[
0 −1
1 0

]
. (A.3)

Both space-vector notations, complex numbers and vectors are used interchangeably
throughout this work.

As Fig. A.1 indicates, the space-vector notation allows to describe symmetrical three-
phase systems as single-phase systems. However, this representation is not power invariant.
Power-related quantities are obtained by multiplication with a power factor as

P =
3
2 Re

{
®us®i >s

}
. (A.4)

All quantities described in this work are given as amplitude-invariant numbers.
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Cross Product of Space Vectors

According to the Lorenz force, the torque produced by the induction machine can be
defined as the cross product of magnetic flux linkage and current. When applied to the
space-vector notation, this is not mathematically precise, as the cross product is only
applicable to three-dimensional quantities. According to common practice and to the
IRTF modeling concept introduced by Veltman et al. [Vv91], the cross product of two-
dimensional space vectors is a scalar. It can be computed as the determinant of a 2 × 2
matrix formed by the four space vector coefficients. In this work, a new cross-product
operator |×| for two-dimensional space vectors is introduced which is accordingly defined
as

®ψs |×| ®is = det
[
ψsα isα
ψsβ isβ

]
=

����ψsα isα
ψsβ isβ

���� = ψsαisβ −ψsβisα, (A.5a)

or ®ψs |×| ®is = Im
{
®ψ>s ®is

}
= ψsαisβ −ψsβisα (A.5b)

in complex space-vector notation.

Fourier and Laplace Transform of Space Vectors

In steady-state conditions, the electrical quantities of the IM are sinusoidal with

®us = usejθs = usej(ωst+ρ) = us sin(ωst + ρ)︸            ︷︷            ︸
usα

+ jus cos(ωst + ρ)︸            ︷︷            ︸
usβ

. (A.6)

They can be represented by complex phasors in the frequency domain where d/dt =̂ jω
using the Fourier transformation according to

®us = usej(ωst+ρ) ❞ tF F {®us} = us = usejρ . (A.7)

The complex phasors and transfer functions in the frequency domain are notated using
the underline diacritic.

In control theory, systems are often described in the complex frequency domain with
d/dt =̂ s . Therefore, the quantities are transformed using the Laplace transformation as

®us ❞ tL L {®us} = u∼s. (A.8)

A.2 Experimental Test Setups

For the experimental verification in this work, two dedicated test benches have been
constructed and built. Test Bench 1 is shown in Fig. A.2 and consists of two air-cooled
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machine under test
IM26kA

torque sensor

load machine
IM26kB

rotor
telemetry

Fig. A.2: Test Bench 1 with two 26 kW induction machines and TS200 torque sensor. IM26kB is star-
connected and IM26kA is in delta configuration and equipped with four rotor temperature
sensors.

torque sensor

machine under test
IM750

load machine
equal to IM750

Fig. A.3: Test Bench 2 with two 750 W IMs of type IM750 and TS10 torque sensor. The left machine is
equipped with a 720 pulses incremental encoder.

automotive IMs with 15 kW rated power and 26 kW maximum power. IM26kA is delta-
connected and mostly operated as the device under test (DUT), and IM26kB is in star
connection and used as the load machine. Both machines are identical except for the
winding configuration and the additional rotor temperature sensing in IM26kA.

Test Bench 2 in Fig. A.3 is a reduced power configuration with two identical 750 W IMs.
The black machine IM750 on the left is equipped with a 720 pulses incremental encoder,
whereas the blue on the right has a fan for cooling, instead. Both test benches are equipped
with the same type of torque transducer. Further details on the test bench components are
given in the following.

A.2.1 Induction Machines under Test

The nameplate data of the three IMs used in this work are given in Fig. A.4. IM26kA is
the traction machine of the first-generation StreetScooter vehicle series production. Its
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(a) IM26kA (b) IM26kB (c) IM750

Fig. A.4: Nameplate data of the investigated IMs.

rotor telemetry
transmi!er

(a) CAD model of IM26kA with rotor telemetry

end ring

PT100

end winding

bearing

(b) locations of the PT100 rotor-temperature sensors

Fig. A.5: IM26kA is equipped with four PT100 temperature sensors screwed to the aluminum rotor end
ring in steps of 90°.

TABLE A.2
IM26kA Datasheet Values

quantity symbol unit max. torque rated power max. speed

speed nm rpm 2460 5140 8000
torque Tm N m 100 27.87 11.94
mech. power Pm kW 25.76 15 10
RMS current(i) IRMS A 293.3 161.3 111.8
power factor(i) cosφ 0.82 0.86 0.84
efficiency(i) ηim % 86 86.8 85.5
RMS voltage URMS V 72 72 72
stator frequency fs Hz 86 178 274
IEC duty cycle S2 – 5 min S2 – 30 min S2 – 30 min

datasheet values are given in Table A.2. To fit the test bench, the 30 mm shaft has been
lengthened and is exposed on both sides. Fig. A.5a shows the corresponding computer-
aided design (CAD) model with attached transmitter for the rotor-temperature measure-
ment. The IM is equipped with four PT100 temperature sensors attached to the end ring
as depicted in Fig. A.5b. The sensors have been placed in cable shoes and screwed to
the aluminum end ring by the manufacturer ABM Greiffenberger Antriebstechnik. The
datasheet values of IM26kA are given in [ABM12].

IM26kB is a modified version of IM26kA. The number of turns has been reduced from
six to four and the coils are now star-connected instead of delta-connected. The machines
(i)root mean square (RMS) current, power factor and efficiency are estimated values [ABM12].
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TABLE A.3
Induction Machine Model Parameters

parameter symbol unit IM26kA IM26kB IM750

number of pole pairs p 2 2 2
stator resistance Rs(20 ◦C) mΩ 6.25 8.3 195
stator temperature coefficient α20 10−3 K−1 3.5 3.5
rotor resistance Rr(80 ◦C) mΩ 7.5 7.5 100
stator leakage inductance Lσs µH 31.3 44.7 650
rotor leakage inductance Lσr µH 35 35 650
unsaturated stator inductance Ls1 mH 0.948 1.246 12.13
saturation model factor ls2 mH (V s)−es2 783.5 560.8 147.2
saturation model exponent es2 3.437 3.42 1.851
Steinmetz equation factor kfe W safe (V s)−bfe 1.777 0.399 0.479
Steinmetz equation exponent afe 1.305 1.43 1.168
Steinmetz equation exponent bfe 1.592 1.541 1.69
maximum stator current is,max A 420 420 20.5
number of encoder pulses 64 64 720
winding configuration delta star star

are not fully interchangeable as IM26kB requires a 15.5 % higher DC-link voltage to cover
the same operating range. Since with Test Bench 1 both drives share the same DC-link,
the maximum achievable torque in the field-weakening region of IM26kA is always higher
than with IM26kB. Other than that, both machines are identical.

IM750 is a standard 750 W IM used for both drives in Test Bench 2. The winding config-
uration has been modified to fit a DC-link voltage of 85 V. The reduced-power test bench
is beneficial for the first experimental evaluation and implementation of new control al-
gorithms. All implemented functions have been evaluated using IM750 before they were
tested on the final target IM26kA.

The components of the extended nonlinear IM model according to Section 2.1.3 have
been parameterized in experiments. The resulting parameters for the three machines are
given in Table A.3.

A.2.2 Inverters under Test

For the integration of two IM drives at the rear axle of the StreetScooter C16, in the
project MAs:Stab, a compact and sealed 40 kW VSI was required, that is compatible to the
120 V battery system. As the commercially available SKAI 120V MOSFET inverter from
Semikron fulfills these requirement, it was chosen as the basis for the inverter developed
in this work. The system is equipped with a single PCB which includes the controller, the
communication interfaces, the gate drivers and all other electronics. Since in this work
a new and more-advanced control algorithm was implemented, a freely programmable,
higher-performance microcontroller was needed. Therefore, the original PCB was replaced
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(a) main controller board, front (b) main controller board, back

(c) Inverter 1 (d) gate-driver contacts of Inverter 1

(e) Inverter 2 (f) gate-driver contacts of Inverter 2

(g) Inverter 3 (h) control rack of Inverter 3

Fig. A.6: VSIs developed and used for testing in this work. All systems are equipped with instantaneous
output voltage sensing and use the same software developed in this work.
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Fig. A.7: Simplified structure of the developed inverter control and driver PCB.

by a newly developed controller and driver board.
Fig. A.6d shows the opened SKAI 120V VSI with removed PCB. The remaining unit is

equivalent to a B6 power module with attached DC-link capacitor and current sensors.
The power MOSFETs are contacted via springs pushing on pads on the controller board, as
shown in Fig. A.6b. The structure of the developed six-layer PCB is given in Fig. A.7. Beside
communication, encoder and current sensor interfaces, it contains gate-driver-integrated
voltage measurement circuits for the instantaneous phase-voltage sensing. The central
component is the controller platform XCP3100 from AixControl, which – together with the
new PCB – fits into the original, sealed housing of the SKAI 120V inverter. The resulting
liquid-cooled VSI is depicted in Fig. A.6c and is referred to as Inverter 1. Both machines of
Test Bench 1 are driven by this system.

For software implementation and initial testing, it is often beneficial to use a test environ-
ment of reduced voltage and reduced power. This is why for Test Bench 2, the air-cooled
Inverter 2, given in Fig. A.6e, was developed. The system is based on discrete MOSFETs
and uses the same controller and driver board as Inverter 1. Instead of springs, the gate
drivers are connected via pogo pins, as shown in Fig. A.6f.

After project completion, the MAs:Stab inverter system was adapted for higher voltages
up to 800 V. In this work, it was used for verification of the voltage-sensing circuit at
400 V. It is equipped with the same controller platform and software and is referred to as
Inverter 3. Fig. A.6g shows a photograph of the system. More detailed information about
the inverters used in this work can be found in Table A.4.

A.2.3 Measuring Equipment

As this work focuses on the torque accuracy of IM drives, the accuracy of the torque
sensors used for experimental verification must be considered. Fig. A.8 shows the torque
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TABLE A.4
Inverter Data

Values @ 25 ◦C Inverter 1 Inverter 2 Inverter 3

semiconductor device SKAI 120V 2× IRFP4668 (parallel) SKM 600GB066D
device manufacturer Semikron Infineon Semikron

max. blocking voltage 200 V 200 V 600 V
max. RMS phase current 385 A 260 A 760 A

‘on’-state resistance Rds,on 2.4 mΩ (MOSFET) 4 mΩ (MOSFET) 0.9 mΩ (IGBT)
forward voltage drop 0.58 V @ 240 A 0.32 V @ 81 A 1.45 V @ 600 A

body-diode voltage drop 0.88 V @ 240 A 1.3 V @ 81 A 1.4 V @ 600 A
DC-link voltage 120 V 75 V 400 V

PWM switching frequency 10 kHz 10 kHz 10 kHz
dead time 2.5 µs 3.15 µs 3 µs

current sensor type LEM HAFS 600 CDS4015ABC LEM HO 250-P
sensor bandwidth 50 kHz (−3 dB) 400 kHz (−1 dB) 100 kHz (−3 dB)

sensor nom. RMS current 600 A 15 A 250 A
voltage sensor resolution 10 mV 10 mV 80 mV
sensor measuring range −1.5 V to 166.5 V −1.5 V to 166.5 V −10 V to 1300 V

sampling frequency 1 MHz 1 MHz 1 MHz
control platform AixControl XCP3100 AixControl XCP3100 AixControl XCP3100

(a) TS200 with couplings (b) supply and filter (c) TS290

Fig. A.8: Torque sensors used in this work. TS200 is used in Test Bench 1 and is of the same type as
TS10 used in Test Bench 2. The Experimental results given in Chapter 4 were recorded with
TS290.

TABLE A.5
Torque-Sensor Specifications

quantity unit TS290 TS200 TS10

brand GIF Lorenz Messtechnik Lorenz Messtechnik
type FLFMI1–290 DR–2477 DR–2477
nominal torque N m ±290 ±200 ±10
output signal V CAN ±10 ±10
accuracy class % 0.1 0.25 0.25
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Fig. A.9: Simplified structure of the FPGA functional components implemented in VHDL.

sensors used in this work. Detailed information is given in Table A.5. TS200 and TS10 are
cost effective torque sensors of the type DR-2477 from Lorenz Messtechnik. Both have
a ±10 V analog output. To optimize the signal quality, the dedicated noise-suppressing
voltage supply given in Fig. A.5 was developed. It offers an plug-in interface for additional
active filters. However, all experimental results given in this work were recorded using
the high-precision torque sensor TS290 shown in Fig. A.8c.

A.3 Inverter Control Framework

Introducing a new control platform, such as the AixControl XCP3100, at ISEA comes
along with a lot of necessary software development. Besides the actual control procedure,
the majority of the code belongs to measurement-data acquisition, error handling, safety
features, communication interfaces and other supporting functions. However, it also
gives the opportunity to implement new features, such as the instantaneous phase voltage
measurement, and to develop a flexible testing environment that also allows safe and
reliable operation within an electric vehicle.

The XCP3100 controller board is equipped with an Analog Devices SHARC Processor
(ADSP-21469) and a XILINX Spartan-6 (XC6SLX45) FPGA, which communicate through
an AMI-bus using memory registers implemented on the FPGA, as illustrated in Fig. A.9.
A brief description of the DSP and FPGA software structure is given in the following.
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Fig. A.10: Simplified structure of the DSP functional components implemented in C++.

A.3.1 Structure of the FPGA Framework

Since the DSP does not offer a PWM unit or analog input/outputs (I/Os), these functions
must be provided externally. Therefore, the PWM modulator has been implemented in the
FPGA. A/D and D/A converters are integrated using dedicated SPI interfaces implemented
on the FPGA. In the same unit, the switching-period averaging of the sampled signals for
the instantaneous output voltage sensing is performed. The incremental encoder of the
IM is connected to an FPGA block, where position and speed is directly calculated.

The FPGA contains a dedicated state machine, which controls the signals of the vehicle
interface described in Fig. A.7 and enables or disables the gate drivers and FPGA functional
units described above. For debugging, unused pins have been connected to 7-segment
displays and status light-emitting diodes (LEDs). 16 additional I/Os are available for
extension of the system. For example, based on Inverter 2, an NPC inverter has been built,
where six additional gate drives were connected.

A.3.2 Structure of the DSP Framework

The structure of the implemented DSP software framework is given in Fig. A.10. One of
the main components is the main loop where the communication via CAN and universal
asynchronous receiver transmitter (UART) is managed. Furthermore, the state machine
and the error map stored in the error manager are updated. During initialization, the
configuration parameters of the system are loaded from an external electrically erasable
programmable read-only memory (EEPROM) into the internal memory. Additionally, error
codes written to the EEPROM during a former system halt are loaded. This way, debugging
is possible even if the system was stopped due to a communication error.
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(a) previous time step (b) current time step

Fig. A.11: Concept of the time-resolved data container. All variables used in the control loop are stored in
the data container, which simplifies access to previous samples. It also serves as an interface
to the simulation environment and allows flexible access to internal control variables for
debugging during operation on the test bench. New values are green, invalid are red.

The major control task is performed within the interrupt routine, triggered by the
A/D converters. First the measurement samples stored in the FPGA registers are loaded
before they are checked and a warning or error is triggered if the safety current and
voltage limits are exceeded. Then the online offset-calibration algorithm is executed
and the dead time related voltage error is compensated. The actual control is executed
during a control-manager step. The control manager is a state machine that handles the
switching between different control strategies, such as FOC, DB-DTFC and direct torque
control (DTC). Furthermore, the modulation strategy can be chosen between sine-triangle
modulation, SVM and third-harmonic injection.

The majority of variables used by the control algorithm is stored in a time-resolved
data container as described in Fig. A.11. Each variable is assigned 5 values, which belong
to consecutive time steps. This allows convenient discrete-time implementation of the
observers and controllers. For example, the measured current recorded during the previous
time interval is assigned to time instant tk−1 whereas the calculated reference voltage for
the future PWM period is written to tk+1. The time assignment is realized using pointers
that are shifted each step, as illustrated in the figure.

Furthermore, the data container is used as an interface to the MATLAB/Simulink
simulation. This way each variable is accessible and can be analyzed during debugging
of the C++ code. On the test bench, a limited number of data-container variables can be
simultaneously accessed via CAN and UART by choosing from a drop down list during
operation. Alternatively, they can be routed to the D/A converters.

A.4 Software-in-the-Loop Simulation Model

For control implementation and debugging, a software-in-the-loop simulation model has
been implemented in MATLAB/Simulink, which precisely emulates the behavior of the
crucial system components. Therefore, the IM drive has been modeled using the extended
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(Fig. 2.13)

mechanical
model

inverter half-bridge
model (Fig. 2.28)

C++ implementation of
inverter control framework

SVM modulator
measurement data
acquisition model

discrete time

FPGA
emulation

DSP emulation

discrete time

continuous time
FPGA

emulation

continuous time

modulation
index

gate signals

ADC ready
trigger

ADC trigger

reference, e.g.

Fig. A.12: Simplified signal-flow diagram of the software in the loop simulation model.

IM model introduced in Section 2.1.3 and the inverter half-bridge model according to
Section 2.3.1. Both components and a simple mechanical model are simulated using a
continuous-time solver, as illustrated in Fig. A.12.

The SVM modulator and the current- and voltage-sensing circuits, including sampling
and the FPGA post-processing, are also modeled in MATLAB/Simulink. Identical
to the real system, they represent the interface between the continuous-time and the
discrete-time domain. Modeling these components is crucial for accurate simulation and
implementation of discrete-time control algorithms with proper discretization. The control
algorithm is implemented in C++ and is inserted as a MATLAB/Simulink s-function.
By including the DSP framework, the simulation model can be used for evaluation and
debugging of the microcontroller software. This way, the majority of software bugs can
be removed in a very early stage during simulation, which significantly accelerates the
software development process.

A.5 Observer Gain Selection

The observer gain matrix K of the full-order stator flux-linkage observer is selected based
on the pole placement of the observer poles ŝpn in the complex s-plane. To ensure stability,
the observer must converge faster than the IM, which means that the observer poles must
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be located to the left of the IM poles spn [DB11, pp. 847–856]. In the following, mathematical
expressions to determine the coefficients of the feedback gain matrix

K =

[
k1I + k2J
k3I + k4J

]
(A.9)

are given for the proportional and the left-shift pole-placement methods described in
Section 3.2.2.1.

A.5.1 Proportional Observer Pole Placement

A stable observer which converges faster than the IM dynamics can be achieved by placing
the observer poles proportionally to the IM poles with

ŝpn = д · spn. (A.10)

The factor д > 1 defines the scaling of the observer poles in relation to the IM poles.
The resulting observer gains for the full-order observer in Section 3.2.2, with ®̂ψs and ®̂ψr

as state variables, can be found by solving Equation (A.10) with (2.11) and (3.16) for the
observer gains. After some mathematics the coefficients of K are obtained as

k1 =
(
д2 − 1

) · R̂s, k2 = 0,

k3 = (д − 1) · д · R̂sL̂r − R̂rL̂s

L̂m
and k4 = (д − 1) · ωm

σ̂ L̂sL̂r

L̂m
.

(A.11)

A.5.2 Left Shift Observer Pole Placement

The proportional pole-placement method can lead to observer poles with large imaginary
part. This can cause instability in digital implementation. To overcome this problem,
[MM00] suggests an alternative pole placement which shifts the poles to the left according
to

ŝpn = spn − д · R̂sL̂r + R̂rL̂s

σ̂ L̂sL̂r
. (A.12)

The resulting coefficients of the feedback-gain matrix K are derived with the help the
rotor angular-frequency-dependent auxiliary variable

f =

(д + 1) · R̂sL̂r + R̂rL̂s

σ̂ L̂sL̂r
− R̂r

L̂r

ω2
m +

R̂2
r

L̂2
r

(A.13)
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and are equal to

k1 = д · R̂s

(
1 + R̂rL̂s

R̂sL̂r

) (
1 + R̂r

L̂r
f

)
, k2 = д · ωmR̂s

(
1 + R̂rL̂s

R̂sL̂r

)
f ,

k3 = −д · R̂s
L̂r

L̂m

(
1 + R̂rL̂s

R̂sL̂r

) (
1 − R̂r

L̂r
f

)
and k4 = д · ωmR̂s

L̂r

L̂m

(
1 + R̂rL̂s

R̂sL̂r

)
f .

(A.14)

Unlike the previous case, the left-shift pole placement leads to constant dynamic behavior
of the observer. All parameters are speed dependent, which requires more computational
effort.

A.5.3 Proportional Observer Pole Placement with Rotation

In addition to the proportional gain in (A.10), [Gri+01] proposes to rotate the poles by a
constant angle γ to ensure stability at higher speeds. However, this can lead to undesired
poles at low speeds. To overcome this, in [GŽ10], this approach is improved by a speed-
variable angle. The observer poles are then defined by

ŝpn = д · spn with д = дr + jдi = дejγ . (A.15)

The coefficients of the feedback-gain matrix K are derived analogously to Appendix A.5.1,
which leads to

k1 =
(
д2

r − 1
) · R̂s − д2

i · R̂s,

k2 = 2дrдi · R̂s,

k3 = (дr − 1) · дr · R̂sL̂r − R̂rL̂s

L̂m
− дi · дi · R̂sL̂r + ωmσ̂ L̂sL̂r

L̂m
,

and k4 = (дr − 1) · ωm
σ̂ L̂sL̂r

L̂m
+ дi · (2дr − 1) · R̂sL̂r − R̂rL̂s

L̂m
.

(A.16)

A.6 Special Case: Two Current Sensors

In Section 4.1.2, the robustness of the observer against measurement-feedback distortion is
analyzed assuming that each phase is equipped with its own sensors. However, in common
three-phase inverter systems, only two current sensors are available. The third current is
then calculated from the other two currents as

i♦ph3 = −
(
i♦ph1 + i

♦
ph2

)
. (A.17)

Using the Clarke transformation (A.1) and with the help of the addition theorems for
trigonometric functions, the real and imaginary parts of the measured stator-current space
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vector are now found as

i♦sα = дph1is cos(ωst)

and i♦sβ = дph2is sin(ωst) +
дph1 − дph2√

3
is cos(ωst) +

iph1,off + 2iph2,off√
3

.
(A.18)

By expanding the trigonometric terms and after some rearrangements, the measured
current can be written in polar form as

®i♦s =
(
дph1 + дph2

2 − j
дph1 − дph2

2
√

3

)
︸                              ︷︷                              ︸

balanced error ®i♦s,pos/®is

isejωst︸︷︷︸
®is

+

(
дph1 − дph2

2 + j
дph1 − дph2

2
√

3

)
ise−jωst

︸                                        ︷︷                                        ︸
imbalanced sensor-gain error ®i♦s,neg

+ iph1,off + j
iph1,off + 2iph2,off√

3︸                            ︷︷                            ︸
sensor-offset error ®i♦s,off

.

(A.19)

When comparing with (4.7), this result is similar to the three sensors case. The current
space-vector can likewise be represented by a positive sequence, a negative sequence and
an offset component. Thus, the considerations described in Section 4.1.2 are analogously
valid for the case with two current sensors. But note, the positive sequence component
experiences an additional angle error which also contributes to torque error and detuning.

A.7 MPC Prediction Matrices

In this work, the MPC algorithm is applied using the IM model in state-space representation.
This way, the future system states up to the prediction horizon Np are obtained by



x̂(tk+1)
x̂(tk+2)
...

x̂(tk+Np)


=



A
A2

...

ANp


x̂(tk) +



B 0 0 · · ·
AB B 0 · · ·
...

...
...

...

ANp−1B ANp−2B ANp−3B · · ·





û(tk)
û(tk+1)
...

û(tk+Np−1)


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[Ros04, p. 32]. The future system outputs are then calculated using



ŷ(tk+1)
ŷ(tk+2)
...

ŷ(tk+Np)

︸      ︷︷      ︸
yp

=



CA
CA2

...

CANp

︸  ︷︷  ︸
Pp

x̂(tk)+



CB D(tk+1) 0 · · ·
CAB CB D(tk+2) · · ·
...

...
...

...

CANp−1B CANp−2B CANp−3B · · ·

︸                                             ︷︷                                             ︸
Hp



û(tk)
û(tk+1)
...

û(tk+Np−1)

︸         ︷︷         ︸
up
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Hp and Pp are the corresponding prediction matrices, and up and yp the vectors of future
inputs and outputs.

The weighting factors in matrix notation are defined according to [Di 97] as

Q′
u =



Qu 0 · · · 0
0 Qu · · · 0
...
...
. . .

...

0 0 · · · Qu


and Q′

y =



Qy 0 · · · 0
0 Qy · · · 0
...
...
. . .

...

0 0 · · · Qy


. (A.22)
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ŷrfo predicted future output vector of the RFO induction machine model 149



List of Figures

1.1 Drive train of the electric vehicle with two independent electrical drives
at the rear axle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 StreetScooter C16 with two independent single-wheel drives at the rear axle. 3
1.3 New torque vectoring functions developed in the project MAs:Stab. . . . 3
1.4 Configuration of the drive system with higher-level torque-vectoring and

stability control. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 Torque accuracy and dynamics requirement for the electrical traction drives. 4
1.6 System overview of an IM drive train with functional components. . . . 5
1.7 Structure of the main contents of this work. Main contributions in light

green. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1 Cross section of an IM with squirrel-cage rotor and two pole pairs. . . . 10
2.2 Equivalent circuit of the IM with ideal rotating transformer (IRTF). . . . 11
2.3 Signal-flow diagram of the IM with ideal rotating transformer (IRTF). . . 12
2.4 Generel state-space representation of a linear time-invariant system. . . 13
2.5 Root locus diagrams of the IM with two poles and one zero. . . . . . . . 14
2.6 Extended nonlinear induction machine model with IRTF. . . . . . . . . . 15
2.7 The influence of magnetic saturation on the stator inductance and the

dependency of the stray inductances on current magnitude and frequency. 16
2.8 Measured sum of leakage inductances as a function of the magnetizing

current and field angle. Detected by signal injection. . . . . . . . . . . . . 17
2.9 Temperature drift of the stator and rotor resistance for IM26kA. . . . . . 18
2.10 Iron core losses of IM26kA measured by no-load tests and fitted using

Steinmetz’s equation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.11 Comparison of calculated iron losses using FEM and iron-loss model using

fitted data from no-load tests. . . . . . . . . . . . . . . . . . . . . . . . . 22
2.12 Influence of the rotor bar shape on the torque production [HVB99]. . . . 23
2.13 Signal-flow diagram of the extended IM model with IRTF. . . . . . . . . . 24
2.14 Space-vector diagram with stator (αβ), rotor (xy) and field-oriented (dq)

reference frame. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.15 Structure of FOC with current regulators and reference frame transforma-

tions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.16 Structure of the indirect RFO and direct SFO decoupling networks. . . . . 27
2.17 Steady-state current locus diagram in RFO with current and voltage con-

straints. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

195



196 List of Figures

2.18 Equivalent slip-frequency-dependent rotor parameters due to rotor deep-
bar effect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.19 Electromagnetic losses as a function of the stator flux-linkage. . . . . . . 32
2.20 Efficiency optimal stator flux linkage as a function of stator frequency and

torque reference. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.21 Implementation of the direct SFO controller with decoupling using the

estimated stator frequency. . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.22 Signal-flow diagram of the steady-state iron-loss compensation implemen-

tation within the direct SFO controller. . . . . . . . . . . . . . . . . . . . 35
2.23 Constraints handling of the direct SFO controller with input trajectory filter. 35
2.24 The inverter as nonlinear actuator within the drive control loop with dis-

turbance caused by dead time and semiconductor voltage drop. . . . . . . 36
2.25 Parasitic capacitances of a power MOSFET and simplified inverter half-

bridge model with parasitic drain–source capacitance. . . . . . . . . . . . 37
2.26 Simplified waveforms of the inverter half bridge output voltage with dead

time and parasitic capacitor effect. . . . . . . . . . . . . . . . . . . . . . . 37
2.27 Power MOSFET and body diode voltage drop as a function of the current

ids and the semiconductor temperature ϑsc. . . . . . . . . . . . . . . . . . 39
2.28 Signal-flow diagram of the inverter half-bridge model with semiconductor

voltage drop and dead-time effect. . . . . . . . . . . . . . . . . . . . . . . 40
2.29 Measured reverse voltage drop of two parallel ‘on’-state MOSFETs and the

body diode at ϑsc = 95 ◦C. . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
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High-Precision Torque Control of
Inverter-Fed Induction Machines with
Instantaneous Phase Voltage Sensing

Michael Schubert
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Model inaccuracies, parameter variations and parasitic influ-
ences of the voltage source inverter can cause significant torque
error and detuning in field-oriented induction machine drives.

This thesis describes an analytical minimization approach for
the sensitivity of flux-linkage observers to parameter variations,
measurement feedback deviation and higher-order harmonics.
An extended model of the induction machine, which takes into
account magnetic saturation, iron losses, rotor deep-bar effect,
and temperature drift of the rotor and stator resistances is intro-
duced. Based on an analytical sensitivity analysis, the flux-link-
age observer is designed with respect to minimal sensitivity to
uncertain parameters.

The low-speed accuracy is improved by an instantaneous phase
voltage sensing circuit integrated with the bottom gate driver of
each inverter leg. The method is based on oversampling and
digital integration. A high-bandwidth low-pass filter is introduced
and optimized to minimize the instantaneous measuring error. A
novel sensor-offset compensation method is developed, which
allows independent offset calibration for all phase voltage and
current sensors during operation. The method is fully decoupled
from the control algorithm.

Another very important aspect is the dynamics of efficiency-en-
hanced IM drives. A model-predictive approach for optimal dy-
namic current sharing of the flux-producing and torque-produc-
ing current is proposed. The results are transferred into a lookup
table for implementation on a low-cost microcontroller.
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