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About this guide

NOTE: The Lancaster firmware is used on the E5600, Titan RAID controller, only. Refer to the NetApp
to Quantum Naming Decoder section for additional information.

This section provides the following information:
* Intended audience
* Prerequisites

* NetApp to Quantum Naming Decoder

Intended audience

This guide is intended for storage customers and technicians.

Prerequisites

Prerequisites for installing and using this product include knowledge of:

* Servers and computer networks

* Network administration

* Storage system installation and configuration

e Storage area network (SAN) management and direct attach storage (DAS)

¢ Fibre Channel (FC) and Ethernet protocols
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NetApp to Quantum Naming Decoder

Use Table 1 to correlate the NetApp product nomenclature to the equivalent Quantum-storage

naming conventions.

Table 1 Product Nomenclature

E-Series NetApp Product

Quantum-Storage

Description

Controller-Drive Tray

Base System

Quantum uses Base System when referring to a
drive tray with the RAID controllers.

Drive Tray

Expansion Unit

Quantum uses Expansion Unit when referring
to a drive tray with the environmental services
modules (ESMs).

E5600 (Code Name: Titan)

RAID controller

Four 16Gb/s FC SFP+ host ports

E5500 (Code Name: Soyuz)

RAID controller

Four 16Gb/s FC SFP+ host ports

E5400 (Code Name: Pikes Peak)

RAID controller

Four 8Gb/s FC SFP+ host ports

DE6600 (Code Name: Wembley)

4U 60-drive enclosure

60 3.5 inch disk drives

E5560 or E5660

(DE6600 4U drive enclosure with
E5500 or E5600 RAID controllers)

Quantum StorNext
QD7000

E5460

(DE6600 4U drive enclosure with
E5400 RAID controllers)

Quantum StorNext
QD6000

E5424

(DE5600 24-drive 2U drive
enclosure (Code Name: Camden)
with E5400 RAID controllers)

Quantum StorNext
QS2400

E5412

(DE1600 12-drive 2U drive
enclosure (Code Name: Ebbets)
with E5400 RAID controllers)

Quantum StorNext
QS1200
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Deciding whether to use this quide

This guide contains conceptual information and best practices for cabling your storage array. It
includes the following types of procedures:

e Host Cabling

» Drive Cabling

» Ethernet Cabling for a management station
e Cabling to support mirroring features

This guide is intended for a hardware installer or system administrator who is installing or expanding
a storage array, or cabling to support mirroring features. The procedures in this guide assume that
you have installed the storage array as described in the Controller-Drive Tray and Related Drive
Trays Installation Guide for your hardware. In addition to controller-drive trays and drive trays, you
might need some or all of the following components:

* SAS cables

+ Fibre Channel cables

» InfiniBand cables

» iSCSI cables

« Small Form Factor Pluggable (SFP) or Quad SFP (QSFP) transceivers
» Switches

» Host Bus Adapters (HBAS)

e Host Channel Adapters (HCAS)

* Network Interface Cards (NICs)

This guide references the /nstallation Guides for various hardware, the SANtricity Storage Manager
Concepts Guide , E-Series and EF-Series Systems Site Preparation Guide , and the SANtricity®
Storage Manager 11.20 System Upgrade Guide .

Where to Find the Latest Information About the Product

To access the latest information about this product and other documentation for E-series and EF-
series storage arrays, go to the NetApp® support site at /mysupport.netapp.comy/eseries.


http://mysupport.netapp.com/eseries

Cabling concepts and best practices

This chapter has three sections:

» The first section, Cabling concepts on page 7, defines terms used in this document. This
section is intended primarily for reference. Read the entire section to increase your overall
understanding of the storage array and help you to optimize your storage array.

» The second section, Best practices on page 11, contains information that might affect your
choice of cabling topologies. Read this section to understand the options for cabling your storage
array.

» The third section, Common procedures on page 16, contains procedures that you will need to
perform while you are cabling the storage array. Read this section to understand tasks that might
be required to cable your storage array.

Cabling concepts

This section defines terms and concepts that are used in this document.

Fabric (switched) topologies compared to direct-attach topologies

Fabric topologies use a switch or router while direct-attach topologies do not. A fabric topology is
required if the number of hosts to connect to a controller-drive tray is greater than the number of
available host ports on the tray.

Host connections might be InfiniBand, SAS, Fibre Channel, iSCSI, or a mix of connection types.
Switches or routers must support the required connection type or types. A combination of switches or
routers of different types might be appropriate for some configurations that support a mixture of
connection types. Drive connections are always direct.

Controller-drive tray

A controller-drive tray contains controllers and drives. The controllers configure, access, and manage
the storage capacity of the drives in the controller-drive tray and the storage capacity of the drives in
any attached drive trays. The controllers also support connections to hosts. A controller-drive tray
with, optionally, any attached drive trays comprise a storage array. You manage a storage array
through an attached host, called the management station, where the SANTtricity Storage Manager
software is installed.

Drive tray

A controller-drive tray can be attached to one or more drive trays to increase the capacity of a storage
array or to increase the redundancy of volume groups or disk pools in the storage array. The
controllers in the controller-drive tray can configure, access, and manage the storage capacity of the
drives in the drive trays. Drive ports on the controllers connect to drive ports on the Environmental
Services Modules (ESMs) or the Input-Output Modules (IOMs) in the controller-drive trays.

Host channels and drive channels

In this document, the term channel refers to a path for the transfer of data and control information
between a host and a controller-drive tray, or between drive trays and an attached controller-drive
tray. A data path from a host to a controller-drive tray is a #iost channel/. A host channel might be
Fibre Channel, InfiniBand, iSCSI, or Serial Attached SCSI (SAS). A path from a drive tray to a
controller-drive tray is a drive channel . Each drive channel is defined by a series of SAS devices
connected through expanders.
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Note:

When you mix different types of drive trays, you must consider the total number of drive slots that
are available in the final configuration of the storage array. Your configuration must meet both the
limit on the total number of drive slots and the limit on the number of trays in the storage array.

Host ports and drive ports

The ports are the physical connectors on the controller-drive tray that, along with the cabling, enable
the transfer of data. If the port communicates with the host server, it is a #ost port. If the port
communicates with a drive tray, it is a drive port. The figures under Component locations on page
20 show the connectors on the rear of each model of controller-drive tray. These figures will help
you differentiate between host ports and drive ports.

Dual-ported drives

Each drive in a controller-drive tray or a drive tray is dual ported. Circuitry in the drive tray or the
controller-drive tray connects one drive port to one channel and the other port to another channel.
Therefore, if one drive port or drive channel fails, the data on the drive is accessible through the other
drive port or drive channel.

Preferred controllers and alternate controllers

A controller-drive tray might have a duplex configuration with two controllers, or a simplex
configuration with one controller. In a duplex configuration, the preferred controller is the controller
that “owns” a volume or a volume group. SANtricity Storage Manager automatically selects one
controller to be the preferred controller when a volume is created; however, you can override the
default selection.

When a failover event occurs, ownership of volumes is shifted to the alternate controller. Any one of
the following conditions might initiate a failover:

» The preferred controller is physically removed.

» The preferred controller is being updated with new firmware.

» The preferred controller has sustained a fatal event.

» A host has detected a path failure and failed over to the alternate controller.

The paths used by the preferred controller to access either the drives or the hosts are called the
preferred paths, and the redundant paths are called the alternate paths. If a controller failure occurs
that causes the preferred paths to become inaccessible, the controller-drive tray automatically
switches to the alternate path. If a path failure occurs between a host and the preferred controller, the
alternate path software on the host switches to the alternate controller.

Alternate path software

Alternate path software or an alternate path (failover) driver is a software tool that provides redundant
data path management between host adapters and controllers. This tool is installed on the host in a
system that provides redundant host bus adapters (HBAS) or host channel adapters (HCAS). The tool
discovers and identifies multiple paths to a single logical unit number (LUN) and establishes a
preferred path to that LUN. If any component in the preferred path fails, the alternate path software
automatically reroutes input/output (1/0) requests to the alternate path so that the system continues to
operate without interruption.

To learn how alternate path software works with SANtricity Storage Manager features to provide data
path protection, refer to the SANtricity Storage Manager Concepts guide.
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Failover

Failover is an automated process that takes advantage of physical redundancy in a storage area
network to maintain access to data even if a component of the network fails. Controller failover is
possible only in a controller-drive tray that contain two controllers. If one controller fails, or can no
longer perform input/output operations with the volumes it owns, the other controller takes over the
ownership of those volumes and provides input and output through an alternative drive connection.

Host connections can also be redundant. A host connected to a controller-drive tray that contains two
controllers can have independent connection to each controller. If one of the connections fails,
alternate path software installed on the host detects the failure and transfers input/output operations to
the other connection.

For more information, refer to the Multjpath Drivers Guide.

Redundant and non-redundant

The term redundant indicates the existence of something more than what is essential to accomplish a
task. In storage area network technology, redundancy means that essential services are implemented
using duplicated components in such a way that if one component fails, an alternative component
continues to provide the service. This redundancy ensures the availability of data in case a component
fails.

In most RAID systems, most of the components are redundant, but the system might not be fully
redundant. In other words, there might be one or two components whose individual failures would
cause loss of access to data. Therefore, a fully redundant system duplicates all components and is
configured to make sure that the duplicate components can be accessed in case of a failure. The
manner in which the system is cabled is an essential component of creating a successfully configured
redundant system.

Single point of failure

Any component or path that is not duplicated (redundant) or whose failure can cause loss of data
access is called a potential single point of failure. The cabling scenarios in this document note the
components that present a potential single point of failure. Choose a cabling topology that does not
create a single point of failure.

SFP transceivers, fiber-optic cables, and copper cables

Controller-drive trays might use fiber-optic cables for Fibre Channel host connections. InfiniBand
host connections are made with fiber-optic or copper cables. If your system will be connected with
Fibre Channel or InfiniBand fiber-optic cables, you must install an active SFP transceiver for Fibre
Channel or QSFP transceivers for InfiniBand into each port in which a fiber-optic cable will be
connected before plugging in the fiber-optic cable. Connections for 10-Gb/s iSCSI use copper or
optical cables with SFP transceivers. Connections for 1-Gb/s iSCSI use copper cables with RJ-45
connectors and do not require SFP transceivers. Connections for SAS use copper cables with SFF
8088 or SFF 8644 connectors and do not require SFP transceivers.

The following figures show the two types of cables that use SFP transceivers. Note that your SFP
transceivers and cables might look slightly different from the ones shown. The differences do not
affect the performance of the SFP transceivers.

Warning: (WO03) Risk of exposureto laser radiation — Do not disassemble or remove any part of
a Small Form-factor Pluggable (SFP) transceiver because you might be exposed to laser radiation.



10| E-Series and EF-Series Systems Hardware Cabling Guide

L b HiTm—
C .0 el

73006

1. Active SFP Transceiver

2. Fiber-Optic Cable

1. Copper Cable

2. Passive SFP Transceiver

Host adapters

Each connection from a host port on a controller-drive tray to a host is made through a host adapter
on the host. A host adapter can be a host bus adapter (HBA) for Fibre Channel or SAS connections, a
host channel adapter (HCA) for InfiniBand connections, or an Ethernet adapter for iSCSI
connections. The host adapter provides the interface to the internal bus of the host. For hardware
redundancy, use two host adapters in each host computer. The two host adapters must be of the same
type (HBAs, HCAs, or Ethernet adapters). For duplex controller-drive trays, connect each host
adapter to a different controller in the controller-drive tray to make sure that the server will be able to
access data even if one HBA or one controller fails.

Attention: Possibleloss of data access— Do not use a combination of HBAs from different
vendors in the same storage area network (SAN). For the HBAs to perform correctly, use HBAs
from only one manufacturer in a SAN.

You can obtain information about supported host adapters from the NetApp Interoperability Matrix
Tool (IMT). To check for current compatibility, visit the web site at: NetApp Support.

Host interface cards

A host interface card (HIC) is a component of a controller that contains host ports. A controller might
also have host ports, called base ports, that are not on a HIC. Different types of HICs are installed in
a controller depending on the types of host connections a storage array supports. A HIC is cabled to a
host adapter on a server: a host bus adapter (HBA) for Fibre Channel or SAS, a host channel adapter
(HCA) for InfiniBand, or an Ethernet adapter for iSCSI. The host connection may be direct or


http://mysupport.netapp.com
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through a switch fabric. The host adapter in the host must match the type of HIC to which it is
cabled.

Network interface cards

A network interface card (NIC) is an expansion board that is installed in the host server. Some
servers are equipped with an integrated NIC. The NIC supports Ethernet technology. The NIC is
required for network communication. Each Ethernet cable connection for out-of-band storage array
management is made through an NIC (see /n-band management and out-of-band management on
page 11).

Note: It is the responsibility of the customer to obtain the required NICs and to install them.

Switches and zoning

A switch is an intelligent device that connects multiple devices. A switch allows data transfer
between the devices, depending upon the designated source (/nitiator) and the destination (zarget) of
the data. Switches can redirect traffic to ports other than the designated destination, if necessary. A
switch provides full bandwidth per port and high-speed routing of data.

Zoning allows a single hardware switch to function as two or more virtual switches. In a zoned
configuration, communication among devices in each zone is independent of communication among
devices in another zone or zones. Zoned switches allow an administrator to restrict access to specific
areas within a storage area network (SAN).

In-band management and out-of-band management

A system administrator manages a storage array from a storage management station, which is a
workstation on which the SANTtricity Storage Manager Client is installed. Requests and status
information sent between the storage array and the storage management station are managed in one
of two ways: in-band or out-of-band. A storage array that uses out-of-band management requires a
different network topology from a storage array that uses in-band management.

For in-band management, requests and status information are communicated through the same
connection that is used to write data to and read data from volumes in the storage array. For out-of-
band management, requests and status information are communicated through a separate Ethernet
connection between the management station and the storage array.

Best practices

This section explains recommended cabling practices. To make sure that your cabling topology
results in optimal performance and reliability, familiarize yourself with these best practices.

Note: If your existing storage array cabling does not comply with the best practices described in
this section, do not re-cable your storage array unless specifically requested to do so by technical
support.

Drive tray cabling for redundancy

When you attach the drive trays, use a cabling topology that does not create a single point of failure.
A single point of failure might appear as a drive tray failure or another component failure in the
middle of a series of drive trays. If a drive tray fails, you can no longer access the drive trays beyond
the point of failure. By creating an alternate path, you make sure that the drive trays are accessible in
the event of a component failure.

The following figure shows a typical cabling scenario. In this example, each of the drive trays has
two connections to the controller-drive tray: one from ESM A to controller A and one from ESM B
to controller B. Each redundant path pair on the controller-drive tray connects to one drive tray.
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For cabling examples, ranging from simple to complex, see Drive tray cabling on page 69.

Host cabling for redundancy

To ensure that, in the event of a host channel failure, the storage array will stay accessible to the host,
establish two physical paths from each host to the controllers, and install alternate path software on
the host. This cabling topology, when used with alternate path software, makes sure that a redundant
path exists from the host to the controllers.

Attention: Possibleloss of data access— You must install alternate path software or an alternate
path (failover) driver on the host to support failover in the event of an HBA failure or a host
channel failure.

For examples of redundant topologies, see Host Cabling on page 54.

Cabling for performance

Generally speaking, performance is enhanced by maximizing bandwidth, which is the ability to
process more 1/O across more channels. Therefore, a configuration that maximizes the number of
host channels and the number of drive channels available to process 1/0 will maximize performance.
Of course, faster processing speeds also maximize performance.

In addition to planning a topology that provides maximum performance, choose a RAID level that
suits the planned applications. For information on RAID levels, refer to the SANtricity Storage
Manager Concepts guide.

How best to approach zone configuration

Some of the host cabling topologies shown in this document require the use of a zoned switch. By
default, the switch uses no zoning, which is not sufficiently robust for most applications. You must
configure the switch before you use it.

When an initiator first accesses the fabric, it queries the World Wide Identifier (WWID) name server
for all of the attached disks and drive trays and their capabilities. Zoning is like a filter that the
WWID name server applies to the query from the initiator that limits the information returned by the
WWID name server to the initiator. A zone defines the WWID of the initiator and the WWID of the
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devices that a particular zone is allowed to access. Devices that are not part of the zone are not
returned as accessible devices.

The fabric provides universal access for all initiators and targets. Any initiator can query (probe) the
fabric for all targets, which can affect performance when many targets are connected to the fabric.
The querying process also provides access to devices for which access is not needed. Use zoning to
limit the number of devices that an initiator can access. Within your storage area network, you should
zone the fabric switches so that the initiators do not “see” or communicate with each other.

Zone configuration is managed on a per-fabric basis. While you can administer zone configuration
from any switch, use the best practice of selecting one switch for all zone administration. Give
preference to the primary switches within the SAN, and choose only a switch that has the most up-to-
date storage management software and switch management software installed on it.

Host cabling for mirroring

The Synchronous Mirroring feature and the Asynchronous Mirroring feature provide online, real-
time replication of data between storage arrays in separate locations. In the event of a disaster or a
catastrophic failure at one storage array, you can promote a second storage array to take over
responsibility for computing services. See Hardware installation for Synchronous Mirroring and
Asynchronous Mirroring on page 115 for detailed information.

Note: When you use Fibre Channel connections for mirroring, the last host port on eac/ controller
must be dedicated for communications that occur between primary volumes on one storage array
and secondary volumes on the other. If you do not use the Synchronous Mirroring feature or the
Asynchronous Mirroring feature, or if you use iSCSI connection with Asynchronous Mirroring,
these host ports are available for ordinary host connections. If you use iSCSI connections for
mirroring, any one of the iSCSI ports can be used for the mirroring connection.

Single-controller topologies and dual-controller topologies

If you are creating a topology for a controller-drive tray that contains only one controller, you can
attach only drive trays that contain a single environmental services module (ESM) or a single input-
output module (IOM). Do not attach a drive tray that contains two ESMs or IOMs to a single-
controller controller-drive tray.

Adding new drive trays to an existing storage array

You can add drive trays to an existing storage array without interrupting power or data transfer to the
storage array. See Drive tray cabling on page 69 for the recommended cabling patterns for various
numbers of attached drive trays. For step-by-step instructions, see Adding a drive tray to an existing
storage array on page 108.

Copper cables and fiber-optic cables

You can use a combination of copper cables and fiber-optic cables to connect the drive trays to a
controller-drive tray. However, when a drive tray communicates with the controller-drive tray
indirectly, through another drive tray, the connections between the drive tray and the controller-drive
tray and between the two drive trays must use the same type of cable.

Cabling for in-band management and out-of-band management

When you use /in-band management , a SANTtricity Storage Manager agent running on the host
receives requests from the management station. The host agent processes the requests through the
host 1/0 interface to the storage array. The host 1/0 interface might be Fibre Channel, serial-attached
Small Computer System Interface (SAS), InfiniBand, or Internet SCSI (iSCSI).
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Ethernet Cable from the Controllers to the Ethernet Network

When using out-of-band management, a Dynamic Host Configuration Protocol (DHCP) server is
recommended for assigning Internet Protocol (1P) addresses and other network configuration settings.
A DHCP server provides the network administrators the ability to manage and automatically assign
IP addresses. If a DHCP server is not used, you must manually configure the controllers. For more
information, refer to the "Adding a Host or Storage Array" online help topic in the Enterprise
Management window.

Attention: Risk of unauthorized accessto or loss of data — If the out-of-band management
method is used, connect the Ethernet ports on the controller-drive tray to a private network
segment behind a firewall. If the Ethernet connection is not protected by a firewall, your storage
array might be at risk of being accessed from outside of your network.

Note: Where two Ethernet ports are available on each controller (four total), you can use one of the
ports on each controller for out-of-band Ethernet connections. Reserve the second Ethernet port on
each controller for access by technical support.

For information about how to create a redundant out-of-band topology, see Fabric out-of-band
Ethernet topology on page 114.

Labeling cables

Cabling is an important part of creating a robust storage array. Labeling the cables identifies system
components, drive channels, and loops. System maintenance is easier when the cables are correctly
identified. Label both ends of each cable. You can use adhesive office labels that are folded in half
over the ends of each cable. Mark the labels with the port identifiers for the ports to which the cable
is connected. You can provide additional information by using color-coded cable straps (or ties) to
group all of the cables associated with one component, drive channel, or loop.

If a component fails, you must disconnect the cables, replace the failed component, and reattach the
cables. Detailed labeling of the cables will simplify the component replacement process.

If you add a new drive tray to an existing configuration, correctly labeled cables will help you
identify where to connect the new drive tray.

Cabling information provided by SANtricity Storage Manager

After you have completed your cabling topology and installed SANTtricity Storage Manager, you can
view cabling information through the software. SANtricity Storage Manager shows a table that lists
all of the connections in the cabling topology and identifies any incorrectly cabled drive channels or
non-redundant drive channels. For more information, refer to the online help topics in SANTtricity
Storage Manager.
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Common procedures

This section provides procedures that are common to most cable installations.

Handling static-sensitive components

Static electricity can damage dual inline memory modules (DIMMs), system boards, and other static-
sensitive components. To prevent damaging the system, follow these precautions:

Move and store all components in the static-protective packaging in which they came.

Place components on a grounded surface before removing them from their static-protective
packaging. Grounded surfaces include static-dissipating mats or grounded workstations.

Always be properly grounded when touching a static-sensitive component. To properly ground
yourself, wear a wrist strap or boot strap made for this purpose.

Handle the component by its edges. Do not touch solder joints, pins, or printed circuitry.

Use conductive field service tools.

Installing an SFP transceiver and a fiber-optic cable

About this task

You must install SFP transceivers into each connector to which you will connect a fiber-optic cable.

Attention: Potential degraded performance— To prevent degraded performance, do not twist,
fold, pinch, or step on the fiber-optic cables. Many cables have a minimum bending radius. For
example, do not bend fiber-optic Fibre Channel cables tighter than a 5-cm (2-in.) radius. Check the
specifications for your cables and do not bend any cable more tightly than the minimum specified
radius.

Attention: Possible har dware damage — To prevent electrostatic discharge damage to the tray,
use proper antistatic protection when handling tray components.

Steps

1
2.

3.

Put on antistatic protection.

Make sure that your cables are fiber-optic cables by comparing them to the fiber-optic cable
shown in the following figure. Your SFP transceivers might look slightly different from the one
shown. The differences do not affect the performance of the SFP transceiver.

[ j D % <
i D Sl
] 73006
1. SFP Transceiver
2. Fiber-Optic Cable

Insert an SFP transceiver into the port in which the fiber-optic cable will be installed.

Note: Make sure that the SFP transceiver installs with an audible click.
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1. Fiber-Optic Cable
2. SFP Transceiver
3. Drive Tray Port

4. Install the fiber-optic cable.
Installing a copper cable with a passive SFP transceiver

About this task

Attention: Possible har dware damage — To prevent electrostatic discharge damage to the tray,
use proper antistatic protection when handling tray components.

Steps

1. Put on antistatic protection.

2. Verify that your cables are copper cables by comparing them to the cable shown in the following
figure.
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Your passive SFP transceivers might look slightly different from the one shown. The differences
do not affect the performance of the SFP transceiver.

1. Copper Cable

2. Passive SFP Transceiver

Note: Make sure that the passive SFP transceiver installs with an audible click.

3. Insert the passive SFP transceiver into the port in which the copper cable will be installed.
Installing an RJ-45 cable for iSCSI connections

About this task

Attention: Possible hardware damage — To prevent electrostatic discharge damage to the tray, use
proper antistatic protection when handling tray components.

Note: Some 10-Gb/s iSCSI connections use optical cables with SFP+ connectors or twin-ax
passive copper cables.

Steps

1. Puton antistatic protection.

2. Verify that you have the correct cables for your iSCSI connections by comparing them to the
cable shown in the following figure. RJ-45 cables for iSCSI connections do not require SFP
transceivers.

94001-02

1. RJ-45 Connector

2. iSCSI Cable
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3. For each cable, insert one RJ-45 connector into a host interface card port on the controller-drive
tray and the other RJ-45 connector into a port on the host’s Ethernet adapter.

Installing a SAS cable

About this task

Attention: Possible har dware damage — To prevent electrostatic discharge damage to the tray,
use proper antistatic protection when handling tray components.

Steps

1. Puton antistatic protection.

2. Verify that you have the correct cables for SAS connections by comparing them to the cable
shown in the following figure. Cables for SAS connections do not require SFP transceivers.

98021