


 

 

序 言 

 

遗传学是当代生命科学发展最快的学科之一，也是当代生命科学的核心。基

于我们教学团队对我院遗传学专业的研究生学位课《高等遗传学》（以前是《分

子遗传学》，后来修订教学方案改名为《高等遗传学》）长期的教学实践，体会到

当代遗传学的发展日新月异，新的理论、新的技术方法层出不穷，特别是基因组

学等组学的迅猛发展，更是令人目不暇接。为了学习这些新的知识、了解学科前

沿发展，我们有必要阅读英文著作。阅读英文学术文献，不仅可以提高我们的知

识理论水平，也可以提高我们的英文阅读能力，还可以以免出现歧义，忠实理解

原文。为此，我们特别收集近年来在生命科学领域，特别是遗传学领域有重要影

响的英文学术资料，汇编成册，以供本课程研究生学习阅读，作为《高等遗传学》

课程的教学内容之一。 



目录 

1. Non-coding RNA: a new frontier in regulatory biology  ..................................................... 1 

2. Long Noncoding RNAs: Cellular Address Codes in Development and Disease  ............. 16 

3. Long Noncoding RNAs in Cell-Fate Programming and Reprogramming  ...................... 26 

4. A Programmable Dual-RNA–Guided DNA Endonuclease in Adaptive  .......................... 36 

5. Programmable RNA recognition and cleavage by CRISPR/Cas9  ................................... 42 

6. Circular RNA: A new star of noncoding RNAs  ................................................................. 57 

7. Perceptions of epigenetics  .................................................................................................... 65 

8. Epigenetic inheritance in plants ............................................................................................ 68 

9. Stability and flexibility of epigenetic gene regulation in mammalian  .............................. 75 

10. HISTONE VARIANTSMEET THEIR MATCH  .............................................................. 83 

11. Cryo-EM Study of the Chromatin Fiber Reveals a Double Helix Twisted by  

Tetranucleosomal Units  ...................................................................................................... 94 

12. Transcription and RNA interference in the formation of heterochromatin  ................... 99 

13. ATMcontrolsmeiotic double-strand-break formation  .................................................... 107 

14. Identification of MIR390a precursor processing-defective mutants in Arabidopsis by 

direct genome sequencing  .................................................................................................. 112         

15. Long Noncoding RNAs: Cellular Address Codes in Development and Disease  ........... 123 

 



REVIEW National Science Review
1: 190–204, 2014

doi: 10.1093/nsr/nwu008
Advance access publication 15 May 2014

BIOLOGY & BIOCHEMISTRY

Special Topic: Frontiers in RNA Research

Non-coding RNA: a new frontier in regulatory biology
Xiang-Dong Fu

Department of
Cellular and
Molecular Medicine,
Institute of Genomic
Medicine, University
of California, San
Diego, La Jolla, CA
92093-0651, USA

E-mail: xdfu@ucsd.edu

Received 9 March
2014; Revised 1 April
2014; Accepted 2
April 2014

ABSTRACT
A striking finding in the past decade is the production of numerous non-coding RNAs (ncRNAs) from
mammalian genomes. While it is entirely possible that many of those ncRNAs are transcription noises or
by-products of RNA processing, increasing evidence suggests that a large fraction of them are functional
and provide various regulatory activities in the cell. Thus, functional genomics and proteomics are
incomplete without understanding functional ribonomics. As has been long suggested by the ‘RNA world’
hypothesis, many ncRNAs have the capacity to act like proteins in diverse biochemical processes.The
enormous amount of information residing in the primary sequences and secondary structures of ncRNAs
makes them particularly suited to function as scaffolds for molecular interactions. In addition, their
functions appear to be stringently controlled by default via abundant nucleases when not engaged in specific
interactions.This review focuses on the functional properties of regulatory ncRNAs in comparison with
proteins and emphasizes both the opportunities and challenges in future ncRNA research.

Keywords: the RNA world, non-coding RNA, biological functions, regulatory mechanisms, experimental
approaches, functional genomics

INTRODUCTION
Amajor surprise since the completion of the human
genome and subsequent sequencing of all biological
model organisms is the limited number of protein-
coding genes, which neither correlateswith the com-
plexity of organisms nor accounts for the selection
pressure during the evolution of modern organisms
[1]. In humans, the protein-coding sequences oc-
cupyonly∼1.5%of the genome, andwhenconsider-
ing intervening sequences (introns) within protein-
coding genes and 5′ and 3′ untranslated regions, this
number goes up to only ∼28%. Much of the re-
maining portion of the human genome used to be
considered ‘junk’ DNA because ∼59% are repeat
sequences; however, recent analysis by the Encyclo-
pedia of DNA Elements (ENCODE) project sug-
gests that ∼80% of the genome appears to partici-
pate in some sort of biochemical activities thatmight
be functionally important [2]. This suggests a gen-
eral paradigm for functional DNA elements embed-
ded in the non-coding part of mammalian genomes.

While initial microarray-based results met with
skepticism, the ENCODE data generated by the

latest deep sequencing technologies demonstrated
that at least 70%of thehumangenomehas the capac-
ity to produce transcripts of various sizes, many of
which are conserved in animal kingdom [2]. Besides
mRNAs already annotated, most other transcripts
do not seem to encode for proteins and are gen-
erally referred to as non-coding RNAs (ncRNAs)
[3]. Although debate continues with respect to the
possibility that some of these ncRNAs may still di-
rect synthesis of short peptides, the consensus is
that they are largely non-coding, which is supported
by the evidence from ribosome profiling [4] and
by the large-scale proteomics analysis performed on
two ENCODE cell lines [5]. While most of these
ncRNAs have yet to be biochemically characterized,
we are witnessing functional assignment to an in-
creasing number of ncRNAs, leading to birth of a
new discipline in biological research.

Like many emerging disciplines, the ncRNA
field has received great attention in recent years
from the general research community, and the
progress made has been extensively reviewed from
theperspective ofmechanistic insights [6–8] and/or

C© The Author(s) 2014. Published by Oxford University Press on behalf of China Science Publishing & Media Ltd. All rights reserved. For Permissions, please email: journals.
permissions@oup.com
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Figure 1. Production of distinct classes of ncRNAs from mammalian genomes.
Top: protein-coding (green lines) genes produce divergent PATs at the transcrip-
tion start site. Certain exonic and intronic sequences have the capacity to gen-
erate circRNAs containing either 3’–5’ or 2’–5’ phosphodiester bonds. Many in-
tronic sequences can also encode for miRNAs or snoRNAs. Genes for rRNAs, tR-
NAs, or a subfraction of snRNAs are transcribed from separate genes. Bottom: sim-
ilar to protein-coding genes, transcription enhancers also produce divergent tran-
scripts, known as eRNAs. Most of the lncRNA genes contain at least one in-
tron and are transcribed and processed in the same way as protein-coding genes
except that they do not have coding potential (yellow line). miRNAs and piRNAs can
also be derived from various intergenic regions.

biological functions [9–11]. Instead of enumerating
numerous great points that have beenmade in those
reviews, here I highlight the biochemical property of
ncRNAs in comparison with proteins to formulate
ideas for future research, the uniqueness of ncRNA
research, which calls for the great need to develop
new experimental approaches, and the potential to
exploit ncRNA as a new class of biomarkers or ther-
apeutic targets in biomedical and biotechnological
applications.

ncRNA: OLD AND NEW
ncRNAs may be new to the research community at
large, but actually ancient among RNA researchers.
Classic ncRNAs that have been intensively studied
in the past five decades since the birth of molec-
ular biology include small ncRNAs, such as trans-
fer RNAs (tRNAs) for carrying amino acids, small
nucleolus RNAs (snoRNAs) for RNA modifica-
tions, and small nuclear RNAs (snRNAs) for RNA
splicing, and large ones, such as ribosomal RNAs
(rRNAs) for protein synthesis (Box 1 and Fig. 1).
These ncRNAs may be considered ‘constitutive’,
because they are abundantly and ubiquitously ex-
pressed in all cell types and provide essential func-
tions to the organism. This class may also include
the telomere complex-associated guide RNA, which
is essential for the end formation and maintenance
of chromosomes in normal proliferating cells even
though the telomere complex and the ncRNA in it
are often compromised in cancer cells [12].

We now have extensive knowledge about ‘tiny’
ncRNAs, such as microRNAs (miRNAs), endoge-
nous siRNAs (endo-siRNAs), and PIWI-associated
small RNAs (piRNAs) that are expressed in ani-
mals and plants (Box 1). The biogenesis, target-
ing, and function of these classes of ncRNAs have
been extensively studied and reviewed [13–17] (see
also Chen et al., this issue), and are thus not fo-
cused in this review.These small RNAs are normally
processed from larger RNA precursors, either from
their own transcripts or from sequences within spe-
cific protein-coding genes (Fig. 1). In contrast to
these small RNAs, deep sequencing has identified
an increasing number of long intergenic non-coding
RNAs (lincRNAs) or simply long non-codingRNAs
(lncRNAs), now listed in various databases [18,19],
which has received great attention from the research
community.

In general, ncRNAs have been classified based
on an arbitrary size cut-off of 200 nt to separate
small ncRNAs from lncRNAs. However, many ncR-
NAs may fall into both sides of this cut-off, such
as enhancer-associated RNAs (eRNAs), promoter-
associated transcripts (PATs), and the more re-
cently emerged circular RNAs (circRNAs) (Box 1;
Fig. 1). In fact, these ncRNAs have their own struc-
tural features at each end, as eRNAs and PATs have
cap, but no poly(A) tail [20], while circRNAs ob-
viously have no ends, which add to structural char-
acteristics of other ncRNAs after processing (e.g.
snRNAs with the 5′ tri-methylated cap, miRNAs
with the 5′-phosphate, etc.). These features distin-
guish them from the class of lncRNAs (Box 1),
which are transcribed and processed in an identical
way to that of protein-coding genes (e.g. capping,Box 1.
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splicing, and polyadenylation, see Fig. 1), and as
such, their genes are also associated with character-
istic chromatin marks (e.g. H3K4me3 at promot-
ers and H3K36me3 in the gene body), which have
been exploited for their prediction, identification,
and characterization in mammalian genomes [21].

A common feature of newly identified ncRNAs
is their highly regulated expression in different cell
types or during development. Our current under-
standing of their functions, although still quite lim-
ited, suggests that these ncRNAs may have diverse
regulatory activities (Box 1). Because ncRNAs are
either transcribed from specific genomic loci or de-
rived from segments of protein-coding genes, the
question is whether all expressed ncRNAs that are
detectable by sensitive technologies are functional
or some of them may simply reflect transcriptional
noises or by-products of RNA processing [22]. A
deeper question is whether the process of producing
some of those ncRNAs, rather than the final prod-
ucts, is of biological importance because transcrip-
tion of these ncRNAs is often associated with chro-
matin remodeling activities. Despite continuous de-
bate on these valid questions, the field has experi-
enced tremendous progress in elucidating the func-
tion andmechanismof various ncRNAs, particularly
lncRNAs. Thus, for practical reasons, one may first
focus on studying ncRNAs that have already some
functional evidence, while ignoring many potential
‘junk’ RNAs, at least for the time being.

FUNCTION OF ncRNA IN COMPARISON
WITH PROTEIN
Thehypothesis of ‘the RNAworld’ proposes that the
development of life, which has to fulfill the require-
ment of having the ability to carry and replicate its
geneticmaterial, may begin with RNA [23,24]. ncR-
NAs appear to have preservedmost, if not all, of their
original features and functions inmodern organisms
that have evolved to adopt more efficient strategies
to replicate and express their genetic information
along the central dogma from DNA to RNA to pro-
tein. As a result of exploring selective advantages of
proteins and RNAduring evolution, many functions
of RNA are passed onto proteins while others are re-
tained. In this regard, itmight be informative to com-
pare the function of ncRNAs with proteins to con-
ceptualize ncRNA function and mechanism.

RNA as enzyme
One of the key functions of proteins is to catalyze
chemical reactions. Some ncRNAs have long been
known to preserve this critical function, known as

catalytic RNA, such as the RNAs associated with
RNase P required for tRNA processing [25] and
auto-catalytic introns [26]. In fact, through in vitro
selection from random sequences, one may select
RNA capable of catalyzing RNA ligation [27] or
polymerization [28]. Other ncRNAs preserve their
catalytic function only when folded correctly with
help of proteins. The best known example is rRNAs
inwhich all key catalytic reactions in reading the cod-
ing information in mRNA are provided by the so-
called RNA centers [29]. This may also be the case
in the spliceosome, which is responsible for intron
removal during pre-mRNA splicing and where the
catalytic center may form with both RNA and pro-
teins [30].Therefore, althoughmost catalytic activi-
ties of RNA have been passed onto proteins in mod-
ern organisms, at least some ncRNAs appear to have
kept such function during evolution. Even so, some
key functional properties of RNA are maintained in
many ribonucleoprotein (RNP) machines.The best
known examples are in fact miRNAs and piRNAs
in argonaute-containing complexes where these tiny
ncRNAs provide targeting information whereas the
associated proteins execute the biochemical reac-
tions [31,32]. We thus should not be surprised if
many additional ncRNAs are found to make direct
contribution to catalysis in the form of RNPs.

RNA as scaffold of molecular interactions
Amajor functionof proteins in the cell is to engage in
protein–protein, protein–DNA, and protein–RNA
interactions in diverse biochemical reactions. These
functions are mediated by specific domains, ∼600
of which have been characterized to date among
∼3000 potential ones [33–35]. In comparison,
RNA seems to have similar, if not larger, capacity to
perform such molecular interactions through their
unique sequence motifs and secondary structures,
the latter of which may adapt into different com-
binations when exposed to different environments
or interacting with different proteins. In principle,
a specific RNA moiety may interact with DNA or
RNA through base-pairingwhereas both primary se-
quences and secondary structuresmay serve asmod-
ules for interactions with specific proteins or protein
complexes. For example, specific stem-loopdomains
in the 7SK RNA are known to interact with distinct
protein components [36], and the lncRNA HO-
TAIR uses its 5′ domain to interact with Polycomb
Complex 2 (PRC2) and its 3′ domain to recruit the
histone lysine 4 demethylase LSD1, thus coordinat-
ing two separate transcription repressor complexes
to act on target genes [37]. The ability of a ncRNA
to simultaneously engage in interactions with DNA
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Figure 2. Modes of ncRNA action on genomic DNA in regulated gene expression.
lncRNAs are best characterized for their interactions with transcriptional regulators on
functional DNA elements. (a) Various antisense transcripts, which appear to be quite
widespread in humans and mice [42], may act as ncRNAs to interfere with Pol II elon-
gation [41]. (b) Repeat-derived ncRNAs to block transcription. The prototype ncRNAs
in this class are some transcribed Alu sequences, which bind to and interfere with Pol
II function at gene promoters [44]. (c) A ncRNA may function as a decoy to compete for
a specific transcription factor. The prototype for this mode is PANDA in sequestering
the transcription factor NF-YA [45]. (d) A ncRNA may also facilitate the recruitment of
a transcription regulator to a specific target site by engaging base-pairing interactions
with genomic DNA. The prototype for this mode is the rRNA gene PATs [38]. (e) A ncRNA
may bridge protein–protein interactions between transcription regulators to enhance
their activities on a common DNA target. The prototype for this mode is the ncRNA
HOTAIR in bridging PRC2 and the lysine demethylase LSD1 to mediate gene silencing
[37]. (f) A ncRNA may mediate long-distance interactions between promoter and en-
hancer during transcription activation. Both cis-acting eRNAs and lncRNAs have been
demonstrated to play such a role [40,46,47,51].

and proteins has been exemplified with the rRNA
gene-associated transcripts, which, togetherwith the
transcription factorTTF-1, recruit the DNAmethyl-
transferaseDNMT3b toCpG islands [38].These ex-
amples illustrate unique advantages of ncRNAs in
the regulation of gene expression.

The ncRNA steroid receptor RNA activator is
one of the first examples documented to function
as a transcription co-activator in gene activation
[39], and we now know that many other ncRNAs
appear to have such enhancer function [40]. Nu-
merous studies have exposed the mechanisms of

regulatory ncRNAs in transcriptional control, in-
cluding (1) transcription interference by antisense
RNA [41,42] (Fig. 2a), (2) direct inhibition of Pol
II activity by Alu repeat-derived transcripts [43,44]
(Fig. 2b), (3) sequestration of transcriptional regu-
lators [45] (Fig. 2c), (4) guiding transcription reg-
ulators to specific regulatory loci through RNA–
DNA base-pairing interactions [38] (Fig. 2d), (5)
recruitment of additional transcription regulators
[37] (Fig. 2e), and (6) mediating long-distance in-
teractions between promoter and enhancer [40,46]
(Fig. 2f). Each of these action mechanisms by spe-
cific lncRNAs on their target genes has been detailed
in multiple recent reviews [6–8,11]. Interestingly, a
recent study showed that two lncRNAs (PRNCR1
and PCGEM1) overexpressed in prostate cancer
cells interact in a consecutive fashion with the an-
drogen receptor to promote gene expression and
cell proliferation in castration-resistant prostate can-
cer [47]. These and other findings emphasize the
involvement of extensive RNA-dependent interac-
tions in transcriptional control.

Cis-acting RNA as regulatory signal
A common property associated with many regula-
tory ncRNAs is their action in cis, meaning that
they function at the genomic loci where they are
transcribed [40], which is likely due to their rapid
turnover once released from the site of synthesis. An
analogy may be made in this case with secreted pro-
teins synthesized on endoplasmic reticulum (ER),
where the signal peptide guides the protein during
translation into the lumen of ER and then removed
by peptidase [48]. Some promoter-proximal ncR-
NAs appear to interfere in cis with transcription ei-
ther through direct interaction with core compo-
nents of the transcriptionmachinery [49]or through
separate RNA-binding proteins (RBPs) [50]. Cer-
tain lncRNAs, such as HOTTIP, appear to also act
in cis because of the difficulty in restoring their func-
tional requirement with exogenous transcripts [51].
However, inactivation of most lncRNAs by RNAi
seems to invoke genome-wide responses, implying
that those lncRNAsmay function in trans tomodule
gene expression in multiple locations in the genome
[52].

One particular type of ncRNAs that function
exclusively near the site of their production is
enhancer-transcribed ncRNAs (or eRNAs) [53,54].
Recent studies demonstrated that eRNA produc-
tion is essential for activating their targeted promot-
ers [20,46,55,56]. As enhancer activities may reflect
binding and activity of Pol II, which has been shown
to induce chromatin remodeling [57] and promote
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DNA loopingbetween enhancer andpromoter [56],
the question is whether or not the process of such
transcriptional activities might be more functionally
relevant than the RNA products. A BoxB-λN teth-
ering strategy was first used to demonstrate HOT-
TIP in coordinating long-range chromatin interac-
tions [51], and a recent study also took this approach
to show that eRNAmediates DNA looping between
enhancer and promoter [46].

Another class of potential cis-acting ncRNAs is
PATs. Interestingly, most mammalian genes appear
to express divergent transcripts from their promot-
ers, a phenomenon that is not evident in yeast or
Drosophila [58,59]. Currently, little is known about
the function of these ncRNAs transcribed in the
opposite direction of the genes. Interestingly, the
antisense transcripts tend to lack U1-binding sites
whereas the sense transcripts lack the polyadenyla-
tion signals [60]. These features might be respon-
sible for the termination of antisense transcription
while allowing sense transcription to proceed, as
U1 is known to protect the genome by prevent-
ing premature transcriptional termination [61].The
sense PATs may also represent aborted transcrip-
tion products of paused Pol II immediately down-
streamofmammalian promoters [62]. Interestingly,
one such RNA signal has been well studied in
HIV-1, where it attracts the HIV tat protein to bind
and recruit additional transcription activators, par-
ticularly pTEFb, a Pol II CTD kinase, to release
pausedPol II into the genebody [63].A recent study
indicates thatmany cellular genesmay employ a sim-
ilar mechanism through the splicing factor (SRSF2)
to facilitate pause release of Pol II from gene pro-
moter into gene body [64], thus suggesting a gen-
eral role of PATs in providing signals for Pol II to
enter productive elongation. It has also beendemon-
strated that nascent RNA from the gene body near
the transcription start site may provide cis signals for
the PolycombComplexes to bind [65]. Another im-
portant message from these studies is that parts of
pre-mRNAs from protein-coding genes may also be
considered as a new class of ncRNAs in regulated
transcription.

Trans-acting RNA as molecular sink
The molecular sink mechanism is a key strategy for
proteins to function in signaling networks in mam-
malian cells. This concept has also been well docu-
mented with many RNA motifs in mRNAs as well
as in transcripts from transcribed pseudogenes in
mammalian genomes [66,67], again indicating that
some parts of mRNAs also function as ncRNAs in
nature.These RNA elements have been shown to se-

quester specific miRNAs to prevent their action on
other targetmRNAs, but the stoichiometry between
competing ncRNAs and target RNAs has to be con-
sidered in eachcase for thephysiological relevanceof
any sequestrationeffectdetected [68]. Some specific
lncRNAs have also been shown to sponge miRNA
[69] and titrate transcription activators to inhibit
cell cycle progression under starvation conditions
[70] or in response toDNAdamage [45].Therefore,
the entire repertoire of expressed RNAs, whether
they are mRNAs or ncRNAs, may participate in
diverse RNA–RNA or RNA–protein interaction
networks to regulate various cellular activities.

Interestingly, analysis of poly(A−) RNA, which
has been largely ignored in the past, revealed many
stable ncRNA species, which have been abundantly
detected in the oocyte nucleus [71]. One of the gen-
eral mechanisms for these ncRNAs to remain stable
may be that their ends are somehow sealed. Three
strategies have been elucidated for stabilization of
such ncRNAs. One is to ligate their 5′ and 3′ ends,
thus forming circRNAs (see Fig. 1) [72,73]. This
likely results from the action of the spliceosome,
leading to the ligation of the upstream 3′ splice site
to the downstream 5′ splice site of an exon, although
the precise mechanism for their production remains
to be understood. Interestingly, through character-
izing poly(A−) RNAs, another strategy to ‘seal’ the
ends was recently revealed, which is to prevent de-
branching on some released introns [74]. This type
of intron-derived circRNAs is thus sealed by the
2′–5′ phosphodiester bond formed at the branch-
point during pre-mRNA splicing (see Fig. 1). The
third strategy to protect the RNA ends is via some
stable RNA moieties, such as those found in snoR-
NAs [75] or the formation of a triple helical struc-
ture, such as that characterized at the ends of the sta-
bleMALAT-1 RNA [76,77] and some virus-derived
ncRNAs [78]. Such RNA structures, either alone
or in complex with specific RBPs, protect the RNA
fromdegradation after release from their pre-mRNA
precursors.

Functionally, one specific circRNA has been
shown to contain an array of binding sites for miR-
NAs, thus serving as a molecular sink to prevent the
miRNAs from interacting with their targets [72,73].
The snoRNA-protected intronic ncRNAs appear to
trap a critical RNA binding protein RBFox2, thus
titrating its active pool for regulated splicing in the
cell [75]. In fact, the classic RNA that serves as
a molecular sink is the very abundant 7SK RNA,
which has been well characterized to bridge pTEFb
to its inhibitor HEXIM1 in the inactive pool of the
CTD kinase in the cell [63]. It is unlikely, however,
that a molecular sink is the only function associ-
ated with various stable ncRNAs. For example, the
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intron-derived circRNAs sealed by the 2′–5′ phos-
phodiester bond appear to play a positive role in
transcription of their host genes, although themech-
anismhas remainedelusive [74].Thisfinding further
highlights the functional importance of various se-
quences in the pre-mRNA of protein-coding genes,
as they not only give rise to miRNAs and snoRNAs,
but also produce various circRNAs that appear to
have both cis and trans functions.

RNA as ligand
Both small molecules and proteins are well known
for their abilities to bind and induce conformational
changes of their protein partners, thereby invok-
ing signaling. ncRNAs appear to have a similar role
in modulating protein conformation. One such ex-
ample is a DNA damage-induced ncRNA from the
cyclin D1 promoter-proximal region. This ncRNA
binds to the RNA binding protein TLS to induce its
conformational changes to unmask another domain
in the protein for additional protein–protein inter-
actions to take place, eventually leading to transcrip-
tional repression [50].

The miRNA Let-7 appears to also act like a lig-
and in activating the Toll-like receptor 7, which ap-
pears to be a critical event inLet-7-inducedneurode-
generation [79]. Small RNAs as ligands have also
been exemplified by piRNAs, which, upon incor-
porating into the PIWI complex, induce conforma-
tional changes of the PIWI protein (MIWI in mice)
to permit its ubiquitination by a specific E3 ligase
[80]. This ncRNA-induced signaling event appears
to play a vital role in spermiogenesis by triggering
the eventual clearance of the piRNA machinery, a
pathway proven to be essential for producing ma-
ture sperms in the testis.Thesefindings illustrate that
ncRNAs can function as ligands to regulate the con-
formation of their target proteins to trigger the next
set of molecular interactions in some important bio-
logical processes. Future structural studies of RNPs
may elucidate detailedmechanisms underlying such
ncRNA-induced molecular switches.

RNA as organizer of cellular structures
Many ncRNAs are quite large in size and have been
referred to as macroRNAs. The best example is the
nuclear enriched abundant transcript 1 (NEAT-1).
NEAT-1 has two isoforms (the larger one is∼23 kb
in length and the smaller one is 3.7 kb in human, 3.2
kb in mouse), both of which are localized to a spe-
cific nuclear domain known as paraspeckles [81,82].
The function of paraspeckles is largely known, al-
though a more recent study suggests an active role

of NEAT-1 in facilitating the expression of some
antiviral genes [83]. A large number of RBPs have
been identified to be part of this nuclear structure,
although a few core factors, such as Nono, PSP1,
and PSF, appear to be selectively concentrated in
this nuclear domain [84]. Many repeat-containing
RNAs have been shown to associate with this struc-
ture, suggesting that the domain might arise from
clustering some specific classes of ncRNAs along
with their RBPs [85,86]. The larger NEAT-1 iso-
form appears to play a critical role in organizing such
clusters, as targeted degradation of this ncRNA dis-
rupted the structure [87,88], and ectopic expression
of this large, but not small, NEAT-1 isoformwas suf-
ficient to induce de novo formation of a paraspeckle-
like structure around it [89].

The name of paraspeckle is due to the spatial re-
lationship of the domain to another nuclear domain
known as speckles [90]. As numerous factors impli-
cated in the splicing reaction have been localized to
this structure, it has been a cellular hallmark for the
splicing machinery [91]. However, its primary func-
tion in pre-mRNA splicing has long been a subject of
debate. A popular view is that this domain serves as
a storage site for splicing factors; however, increas-
ing evidence points to a more active role of the do-
main in gene expression via coordinating transcrip-
tion and splicing reactions at its vicinity, thus sug-
gesting that this nuclear domain may play a larger
role in organizing the genome for concerted tran-
scription and post-transcriptional processing events
[92,93]. Interestingly, another large lncRNA, known
as NEAT-2/MALAT-1 of ∼7.5 kb in size, lies in
the heart of individual nuclear speckles. The ini-
tialMALAT-1 transcript contains a tRNA-like struc-
ture at its 3′ end, which is processed to produce
the mature MALAT-1 retained in the nucleus, re-
leasing the tRNA-like small RNA to the cytoplasm
[94]. Unlike NEAT-1, mature MALAT-1 does not
seem to be responsible for the formation or mainte-
nance of nuclear speckles [95]. However, depletion
of this large lncRNA has been shown to affect spe-
cific events associated with nuclear speckles, such as
SR protein phosphorylation [96], implying that the
lncRNA is involved in various protein–protein inter-
actions to facilitate the establishment and dynamics
of this non-membrane-bound organelle in the nu-
cleus. Interestingly, NEAT-2/MALAT-1 was orig-
inally identified as a nuclear ncRNA that was dra-
matically elevated in tumor cells [97], which appears
to be important for metastasis of lung cancer [98],
indicating that this macroRNA may have an active
role in cancer initiation and/or progression through
its function in regulated gene expression. It is how-
ever important to point out that knockout of ei-
ther NEAT-1 or NEAT-2/MALAT-1 produced no
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obvious phenotypic defects, indicating that these
ncRNAs are not essential for mouse development
[95,99].

Contrary to the nuclear structures associated
with active gene expression, other nuclear domains
are functionally linked to gene repression, such as
the Polycomb body in the nucleus, which contains
protein complexes responsible for depositing repres-
sive marks, such as H3K27me3, to chromatin. This
domain contains numerous ncRNAs, including Tug
1 [100]. While the precise role of this lncRNA has
remained unclear, its association with the Polycomb
bodymay competewith some commongene expres-
sion regulators that are partitioned between active
and repressive domains in the nucleus, and regulated
exchange between these domains appears to be a
key event in switching the functional states of many
genes [101]. Therefore, specific lncRNAs may pro-
vide signals or docking sites for regulatory proteins
or protein complexes, thereby contributing to theor-
ganization of the human genome in the 3D space of
the nucleus. More recently, repeat-derived ncRNAs
were suggested to be a key part of nuclear scaffold
for maintaining chromosome territories [102]. To-
gether, various nuclear domain-associated lncRNAs
maybe considered aspart of nuclear skeleton in anal-
ogy with the cytoskeleton in the cytoplasm.

Secreted RNA as potential hormone
ncRNAs are made in the nucleus either from their
own genes or genomic loci or processed from their
host genes. As cells have very active machineries
to degrade most transcribed RNAs, functional ncR-
NAs must have evolved some strategies to survive
various RNA surveillancemechanisms. As described
above, somencRNAs have specific structures to pro-
tect their ends to make them inaccessible to exonu-
cleases while others may gain protection by forming
specific RNPs. A fraction of ncRNAs are able to not
only survive degradation in the cell, but also make it
to the extracellular space. So far, this has been doc-
umented for miRNAs, which appear to be assem-
bled into microvesicles for secretion [103]. We are
still early in understanding how some miRNAs are
imported or assembled into microvesicles for secre-
tion, and how the specificity, if any, might be estab-
lished in such a process. In any case, the detection
of secreted miRNAs in the circulation system seems
to provide a unique set of biomarkers for disease di-
agnosis [104–106]. A more important question is
what these secreted miRNAs might do in the cir-
culation system. Do they function as hormones to
act in distal organs? Initial studies provide some evi-
dence for such a possibility [107,108]. Remarkably,

some exogenous miRNAs from food supply might
also have such a role [109], although the finding has
remained tobe substantiated [110].Overall, the idea
that RNAs can function as hormones has remained
as a hypothetic function for secreted miRNAs.

In concluding this section, I wish to make the
point that our current knowledge has significantly
expanded the function of RNAs as information car-
riers.They appear to be able to perform a large array
of cellular functions that have been ascribed to pro-
teins. Importantly, we are still glimpsing at the tip of
iceberg, despite the impression that many working
principles have been elucidatedwith specific ncRNA
examples.

STRATEGIES FOR FUNCTIONAL AND
MECHANISTIC STUDIES OF ncRNA
Small ncRNAs, particularlymiRNAs, arewell known
for their roles in diverse biological pathways.The ex-
isting examples of characterized lncRNAs have also
demonstrated their widespread participation in bi-
ological functions, ranging from dosage compen-
sation [111,112], cell cycle control [45,113], stem
cell maintenance and differentiation [52,114,115],
development [116–118], and cancer etiology and
progression [47,119,120]. Given their functional re-
semblance to proteins, essentially all experimental
strategies developed to decipher protein functions
may be applied to ncRNA research; however, be-
cause of their uniqueness as a linear chain of nucleic
acids and the ability to fold into multiple secondary
and tertiary structures, new approaches are also
needed to study their functions and action mecha-
nisms. In this section, I briefly discuss some com-
mon and unique approaches developed for ncRNA
research (Box 2).

Experimental approaches to defining
ncRNA function
As with protein-coding genes, one of the most im-
portant experimental approaches to study ncRNAs
nowadays is to determine their unique expres-
sion patterns associated with a specific biological
question under investigation and to conduct loss-
of-function studies in a particular biological setting.
Using modern genomics strategies, it has become
a routine to profile gene expression by RNA-seq in
any given biological system [121,122], which may
be combined with various affinity methods to detect
RNA (both coding and non-coding) at different
stages of gene expression [123,124]. The identifica-
tion of the entire set of expressed lncRNAs would
allow comparison under different experimental
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Box 2.

conditions or between different cell types to iden-
tify differentially expressed lncRNAs [116,125].
The challenge is to determine on which specific
lncRNA(s) to further study. Currently, most studies
focus on differentially expressed lncRNAs that
are expressed with sufficient abundance. By using
siRNA or antisense oligonucleotides (ASO), the
latter of which appear to be more efficient in deplet-
ing lncRNAs via endogenous RNase H activities
[126], one can efficiently deplete specific lncRNAs

to evaluate their functional requirement. If resources
are available or permit, this loss-of-function ap-
proach may be applied genome-wide to obtain a
comprehensive set of lncRNAs involved in some de-
fined biological processes, as exemplified on stem
cells [52].

The hard part of ncRNA research is to probe
for the mechanism and explore new regulatory con-
cepts. The cellular localization of specific ncRNAs
may be first determined to obtain an approximation
of their functional sites. As mRNAs are known to
display remarkable localization patterns in the cell
[127], the localization of ncRNAs, particularly lncR-
NAs,might be informative to their cellular functions.
To understand the function of a specific lncRNA,
it is often important to identify its protein part-
ners. Furthermore, if the lncRNA under investiga-
tion acts in the nucleus to regulate gene expression,
one will also need to determine its target genes. To
identify protein partners, antibodies are very use-
ful tools for protein research, but for lncRNA, one
has to rely on some entirely distinct approaches.
One such approach is to use affinity tagged (such
as biotin) oligos to capture specific lncRNA fol-
lowed by deep sequencing of linkedDNA and/or by
mass spectrometric analysis of associated proteins,
a method known as CHART-seq [128], which has
been applied to elucidate two-step spreading of Xist
ncRNA complexes during X-chromosome inactiva-
tion [129]. A related method called ChIRP-seq was
developed in parallel to survey lncRNA occupancy
ongenomicDNA[130].This techniquehasbeenap-
plied to probe the genomic interaction of the 7SK
complex on so-called anti-pause enhancers [131].

To efficiently use this approach, it would be help-
ful to know the exposed RNA regions in the cell
by probing RNA structure in living cells [132,133].
Two recent studies reported a more robust method
based on dimethyl sulfate modification of exposed
adenines and cytosines followed by deep sequenc-
ing of RNA containing the modified residues to
achieve high-resolution mapping of the RNA sec-
ondary structure [134,135]. These new approaches
will greatly accelerate the discovery of regulatory
events on RNA targets by both ncRNAs and specific
RBPs.

Another approach is to epitope tag an lncRNA
with an MS2 moiety, thus permitting the capture
of the lncRNA-containing RBP with an MS2 fu-
sion protein [136]. An analogous strategy is to use
an RNA tag that contains two specific hairpins,
thus allowing tandem affinity purification of RNA–
protein complexes [137]. This RNA-tagging strat-
egy, however, can be problematic if the lncRNAonly
acts in cis or the overexpressed transcript does not

 at W
uhan U

niversity L
ibrary on A

ugust 31, 2014
http://nsr.oxfordjournals.org/

D
ow

nloaded from
 

8

http://nsr.oxfordjournals.org/


National Science Review, 2014, Vol. 1, No. 2 REVIEW

effectively get assembled into its native RNP com-
plexes. This problem can be addressed by using
the latest genome editing technology to tag specific
ncRNA genes [138] (see below). Given the nucleic
acid nature of lncRNA, future studies may also pur-
sue chemical engineering methods to take advan-
tage of specific sequences or structuremoieties to in-
troduce affinity groups for lncRNA localization and
affinity purification.

Studying ncRNA from the angle of RBPs
It is conceivable that lncRNA functions are mostly
mediated by specific RBPs, and, thus, focusing on
specific RBPs of interest may be an effective route to
study lncRNA function and mechanism in general.
Recent studies indicate that mammalian genomes
may express at least 1000 RBPs [139], many of
which may not even carry annotated RNA-binding
domains [140]. As a matter of fact, we do not know
the exact distinction between DNA-binding pro-
teins and RBPs, as they have been traditionally stud-
ied based on their interactions with DNA or RNA.
As a result, some DNA-binding proteins may also
bind RNA and the converse may also be true. For
example, two recent studies demonstrated that the
PRC2, which is responsible for depositing the re-
pressive H3K27me3 mark on histone, actually has
high affinity for RNA [141], explaining its extensive
interaction with nascent RNA in the cell [65].

An important point is that the cross-linking im-
munoprecipitation (CLIP) technology and various
variants of the approach have demonstrated effec-
tiveness in identifying protein-associated RNAs and
mapping such interactions in the genome [142]. Ef-
ficient and high-throughputmethods have also been
developed to determine the RNAbinding specificity
of RBPs [143,144], and an increasing number of
RBPs have been mapped to mammalian genomes
using CLIP technologies. Although most published
studies to date have been focused on understanding
the function of RBPs in RNA metabolism, such as
pre-mRNA splicing, the available mapping data in-
dicate that many RBPs also show extensive interac-
tions with diverse lncRNAs [145]. As the CLIP data
accumulate and have been organized in the database
[146], one may mine such data to identify proteins
mapped to specific lncRNAs under investigation.
With candidate RBPs and lncRNAs in hand, loss-of-
function studies can then be performed to identify
common targets for further mechanistic dissection,
as exemplified by the study of p53-regulated gene ex-
pression that involves both an lncRNA (lincRNA-
p21) and a specific RBP (hnRNP K) [147].

Challenges in structural analysis of RNPs
A common approach in mechanistic studies of pro-
teins or protein complexes is to define specific
protein domains engaged in a particular molecular
interaction and probe a detailed interaction mech-
anism in crystal structure. Similar approaches are
clearly needed for understanding RNA–protein in-
teractions.Thechallenge indissectingRNAdomains
involved in such an interactionwith specific proteins
has been showcased withHOTAIR, an lncRNA that
interacts with two different chromatin remodeling
complexes through distinct RNA segments [37].
However, there is a great uncertainty in dissecting
domains with in vitro transcribed RNA, as RNAmay
adopt into distinct secondary structures when made
in vitro versus produced inside cells where specific
RBPs may be assembled onto the RNA during tran-
scription and/or processing, whichmay take place in
a sequential fashion.This may make it difficult to re-
constitute RNPs that contain multiple protein com-
ponents for biochemical studies.

In the protein world, ultimate mechanistic in-
sights are obtained from NMR or crystallography.
The structure of the largest RNA machine—the ri-
bosomes in complex with tRNA and mRNA—has
been resolved at the atomic levels [148,149], and
similarly, structures of miRNAs in argonaute pro-
teins have been determined [150–152]. The struc-
tural approach has also been applied to an H/ACA
box snoRNP particle [153] and a spliceosome sub-
complex [154]. In general, however, it has been
quite difficult to obtain crystals ofmany other RNPs,
such as the spliceosome, in part because of insuffi-
cient materials one can purify from the cell or the
lack of ability to preserve relatively stable structures
during the purification process for crystallization.
The common practice in protein crystallization is to
use recombinant proteins, but in light of various po-
tential problems in assembling RNPs in vitro, it will
be a major challenge to reconstitute large RBPs for
structural studies.

Genome engineering to determine
ncRNA function
Similar to investigating protein functions in biology,
the decisive information is obtained in many cases
by gene targeting, which has recently been applied
to a set of lncRNAs [155]. We are at the dawn of
applying this genetic approach to ncRNA research,
especially in light of the recent development of the
powerful TALEN and CRISPR/Cas technologies
for genome engineering [138,156]. For instance,
the CRISPR technology has been used to tag an
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lncRNA in its expression unit in the genome to allow
capture of specific RNA–protein complexes assem-
bled in vivo [157]. In this elegantly designed strat-
egy, a small RNA hairpin is first inserted in the front
of specificncRNAunder investigation in thegenome
byCRISPR.An inactive versionof theCys4nuclease
is next used to efficiently capture the hairpin as part
of RNA hybrid along with associated proteins. The
affinity-purified RNP is then released for biochemi-
cal analysis by using imidazole to activate the Csy4
nuclease. The CRISPR technology can also be used
to selectively remove specific ncRNA sequences em-
bedded in their host genes, such as those tran-
scribed as part of introns, to study their functional
requirements. Recently, a catalytic inactive form of
Cas9 was exploited to develop the CRISPRi sys-
tem[158,159],whichpermits bothpositive andneg-
ative modulation of endogenous genes [160] and
real-time imaging dynamicmovement of specific ge-
nomic loci [161]. It is anticipated that the rapidly
evolving CRISPR-based genome editing technolo-
gies will find wide applications in studying genomic
sequences encoding for both small and large ncRNA
in the near future.

ncRNA as an integral part of genomics
and proteomics
It has become increasingly evident that ncRNAspro-
vide diverse regulatory functions in the cell, and reg-
ulatory RNA networks in general represent a cru-
cial interphase between genomics and proteomics
(Fig. 3). Both small and large ncRNAs are subjected
to regulation by diversemechanisms to control their
expression, biogenesis, and degradation, all of which
have been well documented with miRNAs and piR-
NAs [15,31]. As many lncRNAs are expressed from
their own genes, a battery of transcription factors
are likely involved in the regulation of these lncR-
NAs during development or in different cell types
in a similar way to the regulation of protein-coding
genes.

Most lncRNAs have been characterized by their
functions in the nucleus, and their interactions
with various nuclear machineries may thus con-
tribute to their nuclear retention. However, many
lncRNAs are also detectable in the cytoplasm and
clearly function there, as demonstrated with the
BACE1-antisense transcript (BACE1-AS) and an
Alu-containing lncRNA in the regulation of mRNA
stability [162,163]. Because premature stop codons
in mRNA trigger the nonsense-mediated RNA de-
cay (NMD) [164], this raises the question of how
various lncRNAs escape such a pathway. One pos-

sibility is that lncRNAs are not scanned by ribo-
some beyond immediate 5′ sequences [4,165], as
the translation process is known to activate the
NMD pathway [166]. However, the key NMD ini-
tiator Upf1 appears to have the capacity to bindmR-
NAs aswell as lncRNAs in a translation-independent
manner [167]. At this point, we have little knowl-
edge about whether cytoplasmic lncRNAs are sensi-
tive toNMD,which represents an interesting subject
for future studies.

One exciting future research area is to deci-
pher the contribution of lncRNAs to local and
long-distance genomic interactions (Fig. 3a,b).
Functional studies of eRNAs and certain lncR-
NAs have exemplified the critical role of ncRNAs
in mediating enhancer–promoter interactions
[46,56,168]. Recent studies suggest that the Xist
complex explores some larger genomic domains
to help spread the transcription repressor complex
during X-chromosome inactivation [129,169].
This strategy may also be exploited for establishing
both active and repressive domains that involve
genomic segments separated by long linear distance
on the same chromosomes or even from different
chromosome, which may in turn contribute to the
organization of the genome in the 3D space of the
nucleus [170,171] (Fig. 3c). Research along this
direction may represent a new frontier of ncRNA
cell biology.

The intersection of ncRNA research with gene
networks has well been established for miRNAs
[172]. It is easily imaginable for numerous RNA-
dependent protein–protein and protein–DNA in-
teractions to exist in the cell, but systematic effort has
yet to be undertaken to study such RNA-dependent
interactions (Fig. 3d). Thus, analysis of gene net-
works would be incomplete without incorporating
regulatoryncRNAs into variousbiological pathways.
Towards this general goal, all classes of ncRNAs and
their expression patterns have been organized in an
integrated database [173]. Such a systems biology
approach will greatly accelerate research on ribo-
nomics and its integration with functional genomics
and proteomics.

CONCLUSIONS
ncRNAs have undoubtedly become one of the ‘hot’
spots in modern biological and biomedical research.
The existing data have abundantly demonstrated the
connection of ncRNAs to diverse disciplines in bi-
ology, and have illuminated regulatory paradigms
that have been largely attributed to proteins. As
ncRNAs can be efficiently targeted by stable ASO,
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Figure 3. ncRNAs as integrated parts of gene networks. (a) ncRNAs mediate promoter–enhancer interactions to regulate the
expression of various protein-coding genes. Protein-coding transcripts are also subjected to regulation by miRNAs to fine tune
protein synthesis in the cytoplasm. (b) ncRNA genes produce various regulatory ncRNAs, which then participate in regulated
expression of both protein-coding and non-coding genes. (c) ncRNAs may play a critical role in the organization of the genome
in the nucleus to coordinate the expression of gene clusters. (d) Regulated gene expression at both the transcriptional and
post-transcriptional levels determines the cell type-specific proteome and ncRNAsmay also be extensively involved in protein
interaction networks, which together contribute to gene networks in the cell.

this approach may be explored as a method to tar-
get specific regulatory ncRNAs to understand their
biological functions and action mechanisms in ba-
sic research and develop novel strategies for disease
intervention in clinical applications. The era of
ncRNA research has resulted in and benefited from
the rapid advance in genomics technologies and
informatics approaches that have been developed
in recent years. However, we are clearly facing
new challenges in dissecting the dark matter in the
genome and understanding their mechanisms. Like
many breakthroughs made in the history of life sci-
ence, both opportunities and challenges equalize,
which is up to prepared minds to seize the moment
in order to make new breakthroughs.
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In biology as in real estate, location is a cardinal organizational principle that dictates the accessi-
bility and flow of informational traffic. An essential question in nuclear organization is the nature of
the address code—how objects are placed and later searched for and retrieved. Long noncoding
RNAs (lncRNAs) have emerged as key components of the address code, allowing protein
complexes, genes, and chromosomes to be trafficked to appropriate locations and subject to
proper activation and deactivation. lncRNA-based mechanisms control cell fates during develop-
ment, and their dysregulation underlies some human disorders caused by chromosomal deletions
and translocations.

Introduction
From a single cell to an entire organism, spatial positioning is

a key problem in biology. It is well appreciated that robust

systems sort and distribute macromolecules, a property essen-

tial for the function of cells and tissues (Shevtsov and Dundr,

2011; Wolpert, 2011). A historical example illustrates the general

utility of spatial organization. As the Roman Empire expanded

and the Romans were faced with the need to construct cities

in new lands, they developed a city prototype that included

a group of answers to the many practical problems related to

the creation and maintenance of a city (Figure 1A). This was

a universal plan of simple execution. City walls protected the citi-

zens from attack and delimited the city. At the center stood the

forum, where the business and political activities of the city

were concentrated. Fountains were placed throughout the city

to supply water, and other spaces, such as amphitheaters,

temples, and baths, were dedicated to organize daily activities.

Thus, a group of structures analogous in function was always

present in an organization that follows the original prototype

(Grimal and Woloch, 1983).

Just like the Roman city, the nucleus of the eukaryotic cell is

a highly organized space (Figure 1B). Evolution gave rise to

a ‘‘nuclear’’ prototype that provides answers to the many chal-

lenges the cell has to respond to maintain homeostasis and

growth, though subject to developmental specialization (Solovei

et al., 2009). Chromosomes are not randomly organized in the

nucleus, and during interphase, each chromosome occupies

a discrete territory (reviewed in Cremer and Cremer, 2010).

Furthermore, whereas the densely compacted heterochromatin

is localized at the nuclear envelope, euchromatin localizes to the

interior regions of the nucleus. Gene expression is also localized

and occurs mostly at nuclear center. In addition, active genes

that are coregulated are often found forming clusters. During

development, individual loci such as immunoglobulin or Hox

genes are known to change position within the nucleus accord-

ing to their transcriptional status (reviewed in Misteli, 2007).

Large portions of the genome are partitioned into topological

domains of chromatin interaction ranging from hundreds of

kilobases to megabases (the resolution of current methods),

within which the genes tend to be more coregulated (Dixon

et al., 2012; Nora et al., 2012). The complex task of gene expres-

sion—ensuring the proper timing, space, and rate of expres-

sion—involves noncoding regions of the genome, chromatin

modifications, and the arrangement of chromosomes and

nuclear domains. Here, we review the evidence that lncRNAs

are a rich source of molecular addresses in the eukaryotic

nucleus.

Biogenesis and Characteristics
Efforts over the last decade revealed that a large fraction of the

noncoding genome is transcribed. Extensive annotation of

lncRNA has been performed in multiple model organisms

(reviewed in Rinn and Chang, 2012), and there is now evidence

that, whereas 2% of the genome encodes for proteins (IHGSC,

2004), primary transcripts cover 75% of the human genome,

with processed transcripts covering 62.1% of the genome

(Djebali et al., 2012). In this Review, we focus on a particular

class of noncoding transcripts known as long noncoding RNAs

(lncRNAs) and the roles that they play in nuclear organization.

lncRNAs are currently defined as transcripts of greater than

200 nucleotides without evident protein coding function (Rinn

and Chang, 2012). It is important to note that lncRNA is a broad

definition that encompasses different classes of RNA tran-

scripts, including enhancer RNAs, small nucleolar RNA (snoRNA)

hosts, intergenic transcripts, and transcripts overlapping other

transcripts in either sense or antisense orientation. lncRNAs

predominantly localize to the nucleus and have, on average,

a lower level of expression than protein coding genes, although

details vary for different classes (Djebali et al., 2012; Ravasi et al.,

2006). Multiple studies have shown that lncRNA expression is

more cell type specific than protein-coding genes (Cabili et al.,

2011; Djebali et al., 2012; Ravasi et al., 2006). At the DNA and
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chromatin level, lncRNA loci are similar to mRNA loci, but

lncRNAs show a bias for having just one intron and a trend for

less-efficient cotranscriptional splicing (Derrien et al., 2012;

Tilgner et al., 2012). Although lncRNAs are under lower selective

pressure than protein-coding genes, sequence analysis shows

that lncRNAs are under higher selective pressures than ancestral

repeat sequences, which are considered to be under neutral

selection. Interestingly, the promoters of lncRNAs are the region

of the lncRNA gene under higher selective pressure, displaying

levels of selection comparable to the promoters of protein-

coding genes (Derrien et al., 2012; Guttman et al., 2009;Marques

and Ponting, 2009; Ørom et al., 2010; Ponjavic et al., 2007). This

analysis has also revealed a high number of correlated positions

between lncRNA in sequence alignments, an observation that

fits the hypothesis that lncRNAs are under selective pressure

to maintain a functional RNA structure (Derrien et al., 2012).

Comparison between mammalian and zebrafish lncRNAs

revealed that short stretches of conserved sequence are func-

tionally important and that location and structure of lncRNAs

can be conserved, even in the absence of strong sequence

conservation. The ability to induce a loss-of-function phenotype

by blocking the short conserved motif in addition to the ability to

rescue loss of function of two lncRNAs with the addition of

human and mouse lncRNAs (Ulitsky et al., 2011) demonstrates

that these ‘‘in silico’’ observations are of biological significance.

Sequence analysis of lncRNAs, focusing on presence and

size of open reading frames as well as codon conservation

frequency, has been used to exclude protein coding potential.

Ribosome profiling, a method that enumerates transcripts asso-

ciated with ribosomes, had detected many lncRNAs, but it was

unclear whether these lncRNAs are just being scanned similarly

to 50 untranslated regions or actually are productively engaged in

translation (Ingolia et al., 2011). Comparison of RNA sequencing

(RNA-seq) data to tandem mass spectrometry data for two cell

lines suggests that�92% of the annotated lncRNAs do not yield

detectable peptides in these cell lines (Bánfai et al., 2012; Derrien

et al., 2012). Although the differences between these two studies

may stem from measuring two different endpoints, they suggest

that lncRNAs have low translational potential even when ribo-

somes attempt to decode them. Current annotations suggest

that the actual number of lncRNAs exceeds that of protein

coding genes (Derrien et al., 2012).

The repertoire of roles performed by lncRNAs is growing, as

there is now evidence that lncRNAs participate in multiple

networks regulating gene expression and function. Several char-

acteristics of lncRNAsmake them the ideal system to provide the

nucleus with a system of molecular addresses. lncRNAs, unlike

proteins, can function both in cis, at the site of transcription, or

in trans. An RNA-based address code may be deployed more

rapidly and economically than a system that relies only on

proteins. lncRNAs do not need to be translated and do not

require transport between the cytoplasm and the nucleus.

lncRNAs can also interact with multiple proteins, enabling scaf-

folding functions and combinatorial control (Wang and Chang,

2011). As such, the act of transcription can rapidly create an

anchor that will lead to the formation, or remodeling, of nuclear

domains through the recruitment or sequestration of proteins

already present in the nuclear compartment. Using lncRNAs

allows cells to create addresses that are regional-, locus- or

even allele-specific (Lee, 2009). At the regional level, lncRNAs

can influence the formation of nuclear domains and the tran-

scriptional status of an entire chromosome, and they can partic-

ipate in the interaction of two different chromosomal regions. At

a more fine-grained level, lncRNAs can control the chromatin

state and activity of a chromosomal locus or specific gene. We

explore each of these concepts below with recently published

examples.

Locus Control of Gene Regulation
Cells can use noncoding RNAs to modulate gene expression by

changing the accessibility of gene promoters. These mecha-

nisms can be used to fine-tune gene expression in response to

environmental conditions or to silence a gene as part of a devel-

opmental program.

First, the act of noncoding RNA (ncRNA) transcription itself

can be purposed for regulatory function. For example, transcrip-

tion through a regulatory sequence, such as a promoter, can

block its function, a mechanism termed transcriptional interfer-

ence (Figure 2A) first identified in yeast (Martens et al., 2004).

In such instances, the lncRNA promoter is finely tuned to receive

appropriate inputs to exert regulatory function; the lncRNA

product is typically a faithful biomarker of transcriptional interfer-

ence in action but is not required for its success. In conditions

that limit vegetative growth, diploid S. cerevisiae cells enter spor-

ulation, a differentiation program that results in the formation of

haploid daughter cells. Entry into meiosis has catastrophic

consequences in haploid cells and is therefore inhibited via

a transcriptional interference mechanism. A transcription factor

in haploid cells activates the expression of IRT1(SUT643),

Figure 1. Comparison between a Roman City and the Cell Nucleus

Reveals the Importance of Spatial Organization
(A) Depiction of the basic features of a Roman city. City walls delimit the city,
with gates at the two main roads that intersect at the center of the city. The
Forum was the business and political center of the city, and many buildings
provided specific functions that were essential for city life.
(B) Schematic representation of the typical nuclear organization during inter-
phase. Each chromosome occupies a discrete territory. Euchromatin localizes
to the interior regions of the nucleus, and the densely compacted hetero-
chromatin localizes near the nuclear envelope. Many specialized functions are
executed in distinct regions in the nucleus, known as nuclear bodies. One
example is the nucleolus, where ribosomes are assembled. Adapted from
Solovei et al., 2009.
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a noncoding RNA that overlaps the promoter of IME1, themaster

regulator of sporulation. Transcription of IRT1 establishes

a repressive chromatin state at the IME1 promoter through the

recruitment of histone methyltransferase Set2 and the histone

deacetylase Set3 (van Werven et al., 2012). The use of noncod-

ing transcription to control chromatin modification is a wide-

spread strategy. The Set3 histone deacetylase has also been

implicated in the modulation of gene induction kinetics during

changes of carbon source. Transcription of ncRNAs that overlap

the regulated genes leads to the establishment of H3K4me2,

which recruits Set3 and leads to the deacetylation of the gene

promoter. Deacetylation of the promoter results in delayed or

reduced induction of the regulated genes. This mechanism is

also involved in the inhibition of cryptic promoters (Kim et al.,

2012). Expression of GAL10-ncRNA, driven by Reb1, leads to

deacetylation across the GAL1-10 promoter, facilitating glucose

repression of GAL1-10 (Houseley et al., 2008).

In mammalian imprinting, the noncoding RNA Air (also known

as Airn) is expressed from the paternal chromosome and is

involved in silencing the paternal alleles of multiple genes. The

promoter of one of these genes, Igf2r, overlaps with the Air tran-

scriptional unit and is silenced by transcriptional interference

(Latos et al., 2012).

Transcriptional interference can also be used to activate gene

expression by inhibiting the action of repressor elements, func-

tioning as an antisilencing mechanism. In Drosophila embryo-

genesis, transcription through Polycomb response elements

(PRE) alters the function of these elements, blocking the estab-

lishment of repressive chromatin (Schmitt et al., 2005).

Second, lncRNAs can silence or activate gene expression in

cis, acting on neighboring genes of the lncRNA locus. Some of

the first studied examples of lncRNA function involve dosage

compensation and genomic imprinting, whereby lncRNAs

provide allele-specific gene regulation to differentially control

two copies of the same gene within one cell (see the Review

by Lee and Bartolomei on page 1308 of this issue; Lee and Bar-

tolomei, 2013) (Figure 2B). Several such lncRNAs are now recog-

nized to interact with and recruit histone modification

complexes, including Xist (recruits PRC2 for H3K27me3 and

RYBP-PRC1 for H2A ubiquitylation) and Kcnq1ot1 (recruits

G9a for H3K9me3 and PRC2) (Pandey et al., 2008; Tavares

et al., 2012; Zhao et al., 2010). The Air lncRNA (the transcription

of which inhibits Igfr2) targets G9a andH3K9me3 to silencemore

distantly located genes on the paternal chromosome (Nagano

et al., 2008); hence, one lncRNA gene can employ multiple

mechanisms to regulate nearby and distantly located genes. In

genome-wide studies, numerous lncRNAs have now been found

to interact with chromatin modification complexes (Guil et al.,

2012; Guttman et al., 2011; Khalil et al., 2009; Zhao et al.,

2010). In the plant A. thaliana, two cold-inducible lncRNAs,

COOLAIR and COLDAIR, are embedded antisense or intronic

to the flowering control locus gene FLC, and they help to recruit

PRC2 to stably silence FLC in a cold-dependent manner, a key
Figure 2. Functional Modules of lncRNAs in the Nucleus
(A) The act of transcription at noncoding regions can modulate gene expres-
sion through the recruitment of chromatin modifiers to the site of transcription.
These complexes can create a local chromatin environment that facilitates or
blocks the binding of other regulators.
(B) lncRNAs can function in cis, recruiting protein complexes to their site of
transcription and thus creating a locus-specific address. Cells can use this
mechanism to repress or activate gene expression.

(C) lncRNAs can function in trans and recruit protein complexes to chromatin
loci away from their site of transcription.
(D) lncRNAs can bind and sequester transcription factors away from their
target chromosomal regions.
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mechanism to ensure the proper flowering time after winter

termed ‘‘vernalization’’ (reviewed in Ietswaart et al., 2012). In

an analogous fashion, DNA damage induces a lncRNA from

the promoter of cyclin D1 gene (CCND1); this lncRNA binds to

TLS protein to allosterically inhibit histone acetyltransferase in

cis, which suppresses CCND1 transcription (Wang et al., 2008).

DNA methylation can occur as a long-term silencing mecha-

nism downstream of repressive histone modifications, and

lncRNAs may also guide DNA methylation in addition to histone

modification. The ribosomal DNA (rDNA) loci are tandemly

repeated in the genome, with some copies being transcription-

ally active, whereas others are silenced by DNA methylation

and histone modifications. Each ribosomal DNA transcribes

rRNA separated by intergenic spacers (IGSs) as a polycistronic

unit, and IGSs can be processed to 150–250 nt fragments

termed ‘‘promoter RNAs (pRNAs)’’ (reviewed in Bierhoff et al.,

2010). pRNA serves as a platform to recruit the de novo cytosine

methylase DNMT3 and the NoRC complex containing poly-ADP

ribose polymerase-1 (PARP-1) to promote silencing of rDNA

(Guetg et al., 2012; Mayer et al., 2006). Notably, a stretch of 20

nt in pRNA binds the rDNA promoter, forming a RNA:DNA:DNA

triplex (Schmitz et al., 2010). This triplex structure is proposed

to recruit DNMT3 and also serves as the specific recognition

mechanism between lncRNA and genomic DNA—a model that

likely applies to other lncRNA-DNA interactions (Martianov

et al., 2007).

A distinct family of lncRNAs serves to activate gene expres-

sion. Many active enhancer elements transcribe lncRNAs,

termed ‘‘eRNAs’’ (De Santa et al., 2010; Kim et al., 2010), and

several lncRNAs are required to activate gene expression, which

are termed ‘‘enhancer-like RNAs’’ (Ørom et al., 2010). Evf is a cis-

acting lncRNA that is required for the activation of Dlx5/6 genes

and generation of GABAergic interneurons in vivo (Bond et al.,

2009). A key mechanism of lncRNA specificity in cis is the

higher-order chromosomal configuration (Wang et al., 2011).

The noncoding RNA HOTTIP is expressed from the 50 end tip

of the HoxA locus and drives histone H3 lysine 4 trimethylation

and gene transcription of HoxA distal genes through the recruit-

ment of the WDR5/MLL complex (Wang et al., 2011). Endoge-

nous HOTTIP is brought to its target genes by chromosomal

looping, and ectopic HOTTIP only activates transcription when

it is artificially tethered to the reporter gene (Wang et al., 2011).

The MLL complex is also recruited to the Hox locus by the non-

coding RNA Mistral, located between Hoxa6 and Hoxa7. Mistral

directly interacts with MLL1, leading to changes at the chromatin

level that activateHoxa6 andHoxa7 (Bertani et al., 2011). Hence,

lncRNA interaction with MLL/Trx complexes and likely additional

proteins will define their function in enforcing active chromatin

states and gene activation.

Third, lncRNAs can control chromatin states at distantly

located genes (i.e., in trans) for both gene silencing and activa-

tion (Figure 2C). These lncRNAs bind to some of the same

effector chromatin modification complexes but target them to

genomic loci genome-wide. For instance, human HOTAIR

lncRNA binds to PRC2 and LSD1 complexes and couples

H3K27methylation andH3K4 demethylation activity to hundreds

of sites genome-wide (Chu et al., 2011; Tsai et al., 2010). HOTAIR

is located in the HOXC locus and is regulated in an anatomic

position-specific fashion. Linc-p21 is induced by p53 during

DNA damage and recruits hnRNPK via physical interaction to

mediate p53-mediated gene repression (Huarte et al., 2010).

Linc-p21 also has a recently recognized role in translational

control (Yoon et al., 2012). In contrast, PANDA, another lncRNA

induced by p53, acts as a decoy by binding to the transcription

factor NF-YA and preventing NF-YA from activating genes en-

coding cell death proteins (Hung et al., 2011) (Figure 2D).

lncRNA-mediated activation can also occur in trans. Jpx, an X-

linked lncRNA that activates Xist expression, is important for X

chromosome inactivation in female cells, and Jpx deletion can

be rescued by Jpx supplied in trans (Tian et al., 2010).

Nuclear Domains
The concept of lncRNA recruitment of factors to genes may be

more properly considered a two-way street, with genes being

moved into specific cytotopic locations by lncRNAs. One type

of molecular address can be found in the formation of nuclear

domains. These are regions of the nucleus where specific func-

tions are performed. Unlike cellular organelles, these domains

are not membrane delimited. They are instead characterized

by the components that form them. These domains are believed

to form through molecular interactions between its components.

Once a stable interaction is found, the components remain asso-

ciated. These domains are often formed around the sites of tran-

scription of RNA components, which function as molecular

anchors (reviewed in Dundr and Misteli, 2010). The noncoding

RNA NEAT1, an essential component of the Paraspeckle, is

a well-characterized example of how noncoding RNAs can func-

tion as structural components of nuclear bodies. Upon transcrip-

tion of NEAT1, diffusible components of this domain nucleate at

the site of NEAT1 accumulation, leading to the formation of the

Paraspeckle (Figure 3A) (Chen and Carmichael, 2009; Clemson

et al., 2009; Mao et al., 2011; Sasaki et al., 2009; Shevtsov and

Dundr, 2011; Sunwoo et al., 2009).

Nuclear domains can be dynamically regulated in an RNA-

dependent fashion. In response to serum stimulation, the deme-

thylase KDM4C is recruited to the promoters of genes controlled

by the cell-cycle-specific transcription factor E2F, where it de-

methylates Polycomb protein Pc2. Whereas methylated Pc2

interacts with the noncoding RNA TUG1, a component of Poly-

comb bodies, unmethylated Pc2 interacts with the noncoding

RNA MALAT1/NEAT2, a component of interchromatin granules.

Therefore, changes in the methylation status of Pc2 lead to the

relocation of growth control genes from an environment that

inhibits gene expression, the Polycomb body, to a domain that

is permissive of gene expression, the interchromatin granule

(Figure 3B). Interestingly, the reading ability of Pc2 is modulated

by the noncoding RNA that it is interacting with. When bound to

TUG1, Pc2 reads H4R3me2s and H3K27me2, whereas it reads

H2AK5ac and H2AK13ac when interacting with MALAT1/

NEAT2 (Yang et al., 2011). These interplays control the growth-

factor-dependent expression of cell-cycle genes in vitro, but it

came as a surprise that mouse knockouts of either NEAT1 or

MALAT1/NEAT2 had no little overt phenotype (Eissmann et al.,

2012; Nakagawa et al., 2012; Nakagawa et al., 2011; Zhang

et al., 2012). Clearly, the question of redundancy or compensa-

tion in vivo needs to be addressed in the future.
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Unusual processing mechanisms may explain the localization

activity of certain lncRNAs. An imprinted region in chromosome

15 (15q11-q13) that had been implicated in Prader-Willi

syndrome (PWS) hosts multiple intron-derived lncRNAs with

small nucleolar RNAs at their ends—so called ‘‘sno-lncRNAs.’’

It is probable that the presence of structured snoRNAs at the

ends of lncRNAs stabilizes these molecules, which have no 50

cap or polyA tail. These RNAs are retained in the nucleus and

localize to, or remain near, their sites of transcription. Knock-

down of sno-lncRNAs has little effect on the expression of

nearby genes, suggesting that it does not affect gene expression

in cis. Instead, these sno-lncRNAs seem to create a ‘‘domain’’

where the splicing factor Fox2 is enriched. These sno-lncRNAs

contain multiple binding sites for Fox2, and altering the level of

sno-lncRNAs led to a redistribution of Fox2 in the nucleus and

changes in mRNA splicing patterns. Hence, the sno-lncRNAs

appear to function as Fox2 sinks, participating in the regulation

of splicing in specific subnuclear domains (Yin et al., 2012)

(Figure 3C). Similarly, formation of a blunt-ended triplex RNA

structure at the 30 end of MALAT1/NEAT2 lncRNA, which lacks

a polyA tail, stabilizes the lncRNA and presumably limits its

export to the cytoplasm (Brown et al., 2012; Wilusz et al.,

2012). Viral nuclear lncRNAs have also adapted this strategy

and hide their 30 polyA tails in a triplex RNA structure to prevent

decay (Mitton-Fry et al., 2010; Tycowski et al., 2012).

Gene Control through Sequestration
In contrast to themodel of nuclear domains that concentrate and

thereby facilitate molecular interactions, spatial control can also

separate reactants until the moment is right. For example,

certain environmental stresses trigger the retention of select

proteins in the nucleolus away from their normal site of action.

The retention at the nucleolus requires a signal sequence

and the expression of specific noncoding RNAs expressed

from the large intergenic spacer (IGS) of the rDNA repeats. IGS

ncRNAs turn out to gate the responses to cellular stress. Unique

IGS ncRNAs are transcriptionally induced by specific stressors,

functioning as baits for proteins with specific signal sequences.

Interfering with a specific IGSRNA does not affect the function of

other IGSRNAs (Audas et al., 2012) (Figure 3D).

In S. pombe, both mRNAs and lncRNAs function together to

form heterochromatin and sequester genes in the control of

meiosis. During vegetative growth, the expression of meiotic

genes is repressed through selective elimination of meiotic

mRNAs. Meiotic genes contain within their transcripts a region

known as determinant of selective removal (DSR) that deter-

mines their degradation. This sequence is recognized by

Mmi1, which promotes both mRNA degradation (Harigaya

et al., 2006) as well as formation of facultative heterochromatic

islands (Zofall et al., 2012). Hence, aberrant nascent mRNAs

can function in an lncRNA-like fashion to tether the formation

for heterochromatin. Furthermore, during vegetative growth,

Mei2p, an RNA-binding protein that is crucial for entry inmeiosis,

is kept in an inactive form. When cells commit to the meiosis

expression program, Mei2p accumulates in its active form and

sequesters Mmi1 to a structure known as Mei2 dot, where

Mmi1 function is inhibited. The Mei2 dot forms at the sme2 locus

at the site of transcription of two noncoding RNAs, meiRNA-S

and meiRNA-L, which are necessary for the formation of the

Mei2 dot structure and, therefore, entry in meiosis (Yamamoto,

2010).

Higher-Order Chromosomal Interactions
An intriguing possibility is that lncRNAs can regulate the three-

dimensional structure of the chromosomes by facilitating the

interaction of specific chromosomal loci. The act of transcription

itself can influence gene expression and genome organization by

promoting chromatin modifications, by recruiting gene active

regions to common transcription factories, or by exposing the

DNA strands to enzymatic activity. Hence, the presence of

multiple lncRNA genes in a region may help chromosomal loci

adopt distinct conformation with transcriptional activation. For

example, in the Hox loci, collinear expression of Hox mRNA

genes and Hox lncRNAs along the chromosome is associated

with the progressive recruitment of those chromosomal

segments into a tightly interacting domain that is distinct from

the transcriptionally silent portion of the loci (Noordermeer

Figure 3. Schematic Representation of the Cell Nucleus, Showing

the Nucleolus and Chromosomal Territories
(A) Protein components of the Paraspeckle diffused throughout the nucleo-
plasm aggregate upon the transcription of NEAT1, forming the Paraspeckle
nuclear domain.
(B) Pc2 differentially binds MALAT1/NEAT2 or TUG1 depending on methyla-
tion status. Methylated Pc2 interacts with TUG1, bringing associated growth
control genes to a repressive environment, the polycomb body (PcG).
Unmethylated Pc2 interacts with MALAT1/NEAT2 at the interchromatin
granule (ICG), where gene expression is permitted.
(C) Expression of lncRNAs with snoRNA ends from the Prader-Willi syndrome
locus functions as a sink for the FOX2 protein, leading to redistribution of this
splicing factor in this nuclear region.
(D) In response to cellular stress, transcription of specific IGSRNAs leads to the
retention of targeted proteins at the nucleolus. Different types of stress lead to
the retention of different proteins through the expression of specific noncoding
RNAs.
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et al., 2011; Wang et al., 2011). A similar phenomenon was first

appreciated in the b-globin locus, and intergenic transcripts

from its locus control regions (Ashe et al., 1997). Transcription-

coupled looping is likely to be related to the fact that theMediator

complex that links transcription factors to basal transcription

machinery promotes long-range enhancer-promoter interac-

tions (Kagey et al., 2010). A similar transcription-directed mech-

anism has also been proposed to guide DNA recombination of

lymphocyte receptor genes over megabases (Verma-Gaur

et al., 2012). The lncRNA transcripts are useful readouts of the

chromosomal configuration but are not necessarily required for

the chromosomal interactions.

lncRNAs can also regulate chromosome structure through

direct mechanisms. High-throughput chromosomal conforma-

tion assays revealed that the active and inactive X chromosomes

adopt quite distinct conformations. The inactive X (Xi) is coated

by the Xist lncRNA, which is required for choosing the inactive

X chromosome. Importantly, conditional knockout of Xist has

demonstrated that the folding of inactive X requires the Xist

RNA. After Xist deletion, the Xi chromosome adopts a conforma-

tion that is more similar to that of the active X chromosome (Xa)

without reactivation of Xi gene expression. Hence, Xist appears

to regulate X chromosome structure through mechanisms other

than the relocation of active genes to transcriptional factories

(Splinter et al., 2011). One intriguing clue is that conditional Xist

deletion also led to loss of PRC2 and H3K27me3 marks. The

conformations of the two X chromosomes appear to be regu-

lated by distinct mechanisms because PRC2 is dispensable for

the topological domains of Xa (Nora et al., 2012). Whether one

or several Xa-expressed lncRNA controls Xa conformation

remains to be seen.

lncRNAs can also regulate the interaction between chromo-

somes, a concept that is exemplified by S. pombe meiosis. In

order for chromosomes to properly segregate in meiosis and

prevent aneuploidy, homologous chromosomes must interact

and generate stable associations. The sme2 locus plays a key

role in the mutual identification of homologous chromosomes

during meiosis, in addition to its role in the mitosis/meiosis

switch discussed above. The meiRNA-L transcript accumulates

at the sme2 locus and is necessary for the robust chromosomal

pairing (Ding et al., 2012). These studies suggest that noncoding

RNAs can be components of a cis-acting pairing factor that

allows homologous chromosomes to identify each other.

Cytoplasmic Functions
The ultimate function of mRNAs is to be translated, and like other

steps of gene expression, multiple layers of posttranscriptional

regulation exist in the cytoplasm (Figure 4). lncRNAs can also

‘‘identify’’ mRNAs in the cytoplasm and modulate their life

cycle. Recent works demonstrated that lncRNAs impact both

themRNA half-life and translation of mRNAs. The lncRNA TINCR

(terminal differentiation-induced ncRNA) is induced during

epidermal differentiation and is required for normal induction of

key mediators of epidermal differentiation. TINCR localizes to

the cytoplasm, where it interacts with Staufen 1 protein

(STAU1) to promote the stability of mRNAs containing the TINCR

box motif (Kretz et al., 2013) (Figure 4A). Hence, the TINCR

mechanism is the diametric opposite of posttranscriptional

silencing by small regulatory RNAs like siRNA or miRNAs.

STAU1 can also be programmed by other lncRNAs to facilitate

mRNA degradation. The half-STAU1-binding site RNAs (1/2-

sbsRNAs) contain Alu elements that bind to Alu elements in the

30UTR of actively transcribed target genes, generating

a STAU1-binding site. These mRNAs are therefore identified as

STAU1-mediated messenger RNA decay (SMD) targets (Gong

and Maquat, 2011) (Figure 4B). In addition, a recently identified

class of lncRNA impacts gene expression by promoting transla-

tion of targets mRNAs. Expression of antisenseUchl1RNA leads

to an increase in Uchl1 protein level without any change at the

mRNA level. Antisense Uchl1 lncRNA is composed by a region

that overlaps with the first 73 nucleotides of Uchl1 and two

embedded repetitive sequences, one of which (SINEB2) is

required for the ability of the lncRNA to induce protein transla-

tion. Under stress conditions in which cap-dependent translation

is inhibited, antisense Uchl1 lncRNA, previously enriched in the

nucleus, moves into the cytoplasm and hybridizes with Uchl1

mRNA to enable cap-independent translation of Uchl1. In other

words, the lncRNA acts like a mobile internal ribosomal entry

element to promote selective translation. Other SINEB2-contain-

ing antisense lncRNAs may function in a similar way (Carrieri

et al., 2012) (Figure 4C). Conversely, lincRNA-p21 can inhibit

the translation of target mRNAs. In the absence of HuR,

lincRNA-p21 is stable and interacts with the mRNAs CTNNB1

and JUNB and translational repressor Rck, repressing the trans-

lation of the targeted mRNAs (Yoon et al., 2012) (Figure 4D).

These emerging examples illustrate that lncRNAs can provide

a rich palette of regulatory capacities in the cytoplasm.

Human Diseases
Considering the wide range of roles that lncRNAs play in cellular

networks, it is not surprising that noncoding RNAs have been

implicated in disease. Genome-wide association studies have

Figure 4. lncRNAs Regulate Gene Expression in the Cytoplasm
(A) The lncRNA TINCR interacts with STAU1 and target mRNAs containing the
TINCR box motif, promoting their stability.
(B) lncRNAs of the 1/2-sbsRNAs class hybridize with 30-UTR-containing Alu
elements and promote the degradation of these target mRNAs.
(C) Under stress conditions, the lncRNA antisense to Uchl1 moves from the
nucleus to the cytoplasm and binds the 50 end of the Uchl1mRNA to promote
its translation under stress conditions.
(D) lincRNA-p21 interacts with and targets RcK to mRNAs, resulting in trans-
lation inhibition.

Cell 152, March 14, 2013 ª2013 Elsevier Inc. 0321



revealed that only 7% of disease or trait-associated single-

nucleotide polymorphisms (SNPs) reside in protein-coding

exons, whereas 43% of trait-/disease-associated SNP are found

outside of protein-coding genes (Hindorff et al., 2009). In addition

to the example of sno-lncRNAs in Prader-Willi syndrome dis-

cussed above, several recent discoveries of lncRNAs in

Mendelian disorders illustrate the emerging recognition of

lncRNAs in human diseases.

Facioscapulohumeral muscular dystrophy (FSHD) is the third

most common myopathy and is predominantly caused by

a contraction in copy number of the D4Z4 repeats mapping to

4q35. The D4Z4 repeat is the target of several chromatin modifi-

cations, including H3K9me3 and H3K27me3, which are reduced

in FSHD patients. Cabianca et al. found that a long array of

D4Z4 repeats recruit Polycomb complexes to promote the

formation of a repressive chromatin state that inhibits the

expression of genes at 4q35. Loss of D4Z4 repeats results in

derepression of DBE-T, a novel lncRNA that functions in cis

and localizes to the FSHD locus. DBE-T recruits ASH1L (a

component of MLL/TrX complex), leading to improper establish-

ment of active chromatin and expression of genes from 4q35

(Cabianca et al., 2012). Hence, DBE-T is a lncRNA that functions

as a locus control element by promoting active chromatin

domain, and FSHD results from lncRNA ‘‘promoter mutations’’

that perturb DBE-T regulation.

HELLP syndrome (hemolysis, elevated liver enzymes, low

platelets) is a recessively inherited life-threatening pregnancy

complication. Linkage analysis narrowed the HELLP locus to

a gene desert between C12orf48 and IGF1 on 12q23.2, where

a single 205 kb capped and polyadenylated lncRNA is tran-

scribed (van Dijk et al., 2012). Knockdown of this lncRNA

revealed a role in the transition from G2 to mitosis and tropho-

blast cell invasion, although the precise mechanism is still

unclear. Notably, morpholino oligonucleotides complementary

to the mutation site in HELLP lncRNA boosted lncRNA level

and reversed the gene expression and cell invasion defects.

Similarly, deletions in a coding-gene desert at 16q24.1 lead to

alveolar capillary dysplasia with misalignment of pulmonary

veins (ACD/MPV) (Szafranski et al., 2013). This region contains

a distant enhancer of FOXF1, a key regulator of lung develop-

ment. This enhancer element interacts with FOXF1 in human

pulmonary microvascular endothelial cells, but not in lympho-

blasts, suggesting that FOXF1 expression in the lung endothe-

lium is regulated at the chromatin structure levels. In addition

to transcription-factor-binding sites, the focal deletion includes

two lncRNA expressed specifically in the lung. An intriguing

possibility is that the expression of these lncRNAs, which

happens specifically in the lung, contributes to the establishment

of a chromatin loop that brings the enhancer in close proximity to

FOXF1.

Chromosomal translocations lead to inheritable structural and

genetic changes and, as such, are relevant causes of genetic

disease. One way that chromosomal translocations can lead

to disease is through disruption of the higher-order chromatin

organization and the cis-regulatory landscape. Recently, two

different translocations have been identified in brachydactyly

type E (BDE) that implicate lncRNA dysregulation (Maass et al.,

2012). These translocations affect a regulatory region that inter-

acts in cis with PTHLH and in trans with SOX9. Interestingly, this

region is home to a lncRNA whose expression is important for

the proper expression of PTHLH and SOX9. Depletion of this

lncRNA (DA125942) resulted in downregulation of PTHLH and

SOX9. The lncRNA interacts with both loci, and the occupancy

is reduced in chromatin originated from BDE patients. This study

demonstrates how lncRNAs and chromatin higher-order organi-

zation collaborate in the regulation of gene expression.

Recognition of the roles of lncRNAs in human disease has

unveiled new diagnostic and therapeutic opportunities. lncRNAs

are expressed in a more tissue-specific fashion than mRNA

genes, a pattern that has been found to hold true in pathologic

states such as cancer (Brunner et al., 2012). lncRNA measure-

ments could hence trace cancer metastases or circulating

cancer cells to their origins. In addition, a strong connection

between lncRNAs and cancer has been clearly established, as

many lncRNAs are dysregulated in human cancers. The lncRNA

HOTAIR in overexpressed in breast, colon, pancreas, and liver

cancers, and overexpression of HOTAIR has been shown to

drive breast cancer metastasis in vivo (Gupta et al., 2010;

Gutschner and Diederichs, 2012). lncRNAs appear to be more

structured and stable than mRNA transcripts, which facilitate

their detection as free nucleic acids in body fluid such as urine

and blood—knowledge already put to good use in clinically

approved tests for prostate cancer (Fradet et al., 2004; Shappell,

2008; Tinzl et al., 2004). Aberrant lncRNAs can be knocked down

in vivo using oligonucleotide ‘‘drugs’’ (Modarresi et al., 2012;

Wheeler et al., 2012), which should spur advance in lncRNA

genetics and therapeutics.

Conclusions
lncRNAs are well poised to be molecular address codes,

particularly in the nucleus. On the one hand, transcription of

lncRNAs is often exquisitely regulated, reflecting the particular

developmental stage and external environment that the cell has

experienced. On the other, the capacity of lncRNAs to function

as guides, scaffolds, and decoys endows them with enormous

regulatory potential in gene expression and for spatial control

within the cell. These outstanding properties of long RNAs

have already been leveraged to make designer RNA scaffolds

for synthetic cell circuits (Delebecque et al., 2011). Many ques-

tions remain to be addressed in this rapidly expanding field.

First, the in vivo function of most lncRNAs has not been deter-

mined. An extensive catalog of lncRNAs has recently been

described available for several model organisms (Nam and

Bartel, 2012; Pauli et al., 2012; Ulitsky et al., 2011), opening

the door of a wide array of powerful techniques to be used in

the in vivo study of lncRNAs that will complement the study

of human lncRNAs. In addition, detailed knowledge of struc-

ture-function relationship in lncRNAs is still lacking, which

prohibits the de novo prediction of lncRNA domains and func-

tions that we take for granted in protein-coding transcripts.

New technologies to deconvolute RNA structure and function

(Martin et al., 2012; Wan et al., 2012), probe RNA-chromatin

interactions (Chu et al., 2011; Simon et al., 2011), and track

RNA movement in real time (Paige et al., 2011) will be crucial

for understanding lncRNAs and realizing their therapeutic

potential.
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In recent years, long noncoding RNAs (lncRNAs) have emerged as an important class of regulators of gene
expression. lncRNAs exhibit several distinctive features that confer unique regulatory functions, including
exquisite cell- and tissue-specific expression and the capacity to transduce higher-order spatial information.
Here we review evidence showing that lncRNAs exert critical functions in adult tissue stem cells, including
skin, brain, and muscle, as well as in developmental patterning and pluripotency. We highlight new ap-
proaches for ascribing lncRNA functions and discuss mammalian dosage compensation as a classic
example of an lncRNA network coupled to stem cell differentiation.

Introduction
Efforts to understand how tissues are patterned during develop-

ment andmaintained by stem cells throughout life have tradition-

ally focused on the protein-coding genome. Over the past

decade, however, our understanding of the noncoding genome

and its impact on cell fate has dramatically expanded. Contrary

to previous notions of genome organization and function, the

identification of thousands of long and short noncoding RNAs

(ncRNAs) has revealed that much of the genome is in fact tran-

scribed. Long noncoding RNAs (lncRNAs) are operationally

defined as transcripts of greater than 200 nucleotides that func-

tion by means other than coding for proteins; lncRNAs are typi-

cally transcribed byRNApolymerase II and are frequently spliced

and polyadenylated (reviewed by Rinn and Chang, 2012). As a

class, lncRNAs tend to be expressed at lower levels and are pre-

dominantly localized in the nucleus, in contrast to messenger

RNAs, which are abundant and enriched in the cytoplasm

(Derrien et al., 2012). Notwithstanding these generalizations,

lncRNAs exhibit a wide range of expression levels and distinct

cytotopic localizations, reflecting a large anddiverse class of reg-

ulators (reviewed by Batista and Chang, 2013). Several well-

studied examples of lncRNAs suggest that they can operate

through distinct modes, including as signals, scaffolds for pro-

tein-protein interactions, molecular decoys, and guides to target

elements in the genome or transcriptome (Wang and Chang,

2011). The discovery of novel lncRNAs has historically outpaced

their functional annotation; however, efforts to more specifically

ascribe function to either previously identified or novel lncRNAs

have increased in recent years. Stem cells offer an attractive sys-

tem for studying lncRNA function since previous findings have

suggested that lncRNA expression is more cell-type-specific

than mRNA expression (Cabili et al., 2011), leading to the possi-

bility that lncRNAs may be key regulators of cell fate.

Here we review recent developments that illuminate the roles

of lncRNAs in stem cell biology. We explore efforts to charac-

terize the functions of lncRNAs in the development and

patterning of several somatic tissues, including skin, brain, and

musculature. Additionally, we examine how lncRNAs contribute

to the pluripotent state and can be used to assess reprogram-

ming status.

LncRNAs in Adult Tissue Stem Cells
Skin: An Ideal Model

Studying the biology of tissues at the molecular level necessi-

tates robust model systems. While there are few systems that

are suitable for detailed molecular characterization, well-devel-

oped human models exist for the skin based on ex vivo tissue

regeneration that can also be grafted in vivo (Sen et al., 2010;

Truong et al., 2006). Such models provide cellular material for

molecular and biochemical studies that would be otherwise

inaccessible and offer a system for testing the function of

lncRNAs. Surveying the pattern of gene expression during

epidermal differentiation, Khavari and colleagues discovered

two key lncRNAs, ANCR and TINCR, that are expressed in

epidermal stem cells and their terminally differentiated progeny,

respectively (Kretz et al., 2012, 2013) (Figure 1). Antidifferentia-

tion noncoding RNA (ANCR) provides a prime example of an

lncRNA that controls the differentiation state of a somatic stem

cell (Kretz et al., 2012). Specifically, ANCR depletion results in

ectopic differentiation of epidermal stem cells, implying that

ANCR’s role is to suppress the differentiation pathway in the

epidermis and maintain the stem cell compartment.

While ANCR appears to inhibit differentiation, a different

lncRNA termed terminal differentiation-induced noncoding

RNA (TINCR) promotes epidermal differentiation (Kretz et al.,

2013). TINCR is kept at very low levels in epidermal stem cells,

but it is dramatically induced upon differentiation. Mechanistic

studies of TINCR revealed that TINCR is a cytoplasmic lncRNA

that interacts with the RNA-binding protein (RBP) STAU1 and

converts STAU1 into an mRNA stability factor (Figure 1).

Together, TINCR and STAU1 bind to and functionally stabilize

mRNAs that encode structural and regulatory proteins critical

for terminally differentiated keratinocytes. Additionally, TINCR

expression is downregulated in human squamous cell carci-

noma, providing evidence that lncRNAs can functionally regulate

healthy and disease tissues.

The development of two techniques made these insights

possible: (1) RNA interactome analysis (RIA), which allows the

retrieval and unbiased discovery of RNAs interacting with an

lncRNA of interest, and (2) protein microarray hybridization,

which allows rapid discovery of direct RBP partners of an

75         Cell Stem Cell 14, June 5, 2014 ª2014 Elsevier Inc.26

mailto:howchang@stanford.edu
http://dx.doi.org/10.1016/j.stem.2014.05.014
http://crossmark.crossref.org/dialog/?doi=10.1016/j.stem.2014.05.014&domain=pdf


lncRNA (Kretz et al., 2013). Moreover, both ANCR and TINCR

were identified from large-scale expression profiling studies,

suggesting that many additional lncRNAs may be identified

and characterized using this system. Indeed, the differentiation

of the skin is a multistep and highly regulated process that could

benefit from the diverse set of lncRNAs hiding in the genome.

The development of techniques such as RIA and the implemen-

tation of protein microarrays facilitated the functional character-

ization of TINCR but are applicable to uncoveringmechanisms of

other lncRNAs. Within the skin, the regulated and sequential

expression of lncRNAs is clearly essential for their function;

thus, understanding what controls the spatiotemporal expres-

sion of lncRNAs, such as ANCR and TINCR, should be the focus

of future studies.

Regulation in the Brain

Transcription and alternative splicing in the brain appear to be

the most complex among all organs (Mehler and Mattick,

2007; Mercer et al., 2008). An early example of lncRNAs control-

ling neural cell fates involves the Evf2 lncRNA and the Dlx5/6

genomic locus (Bond et al., 2009). Evf2 is transcribed antisense

to Dlx6, which encodes a transcription factor, and is located

immediately downstream of the Dlx5 genomic locus. The act of

transcribing Evf2 can control the levels of Dlx6 in cis, and after

disengaging the polymerase, Evf2 acts in trans to modulate the

methylation of the Dlx5/6 enhancer and transcription of Dlx5.

Therefore, by regulating the cellular levels of the Dlx5 and Dlx6

transcription factors, Efv2 controls GABAergic interneuron activ-

ity (Berghoff et al., 2013; Bond et al., 2009). A different study

characterizing another lncRNA important for neural differentia-

tion found that an enhancer region of the gene encoding the

Neurogenin 1 transcription factor was transcribed and produced

an lncRNA that positively regulated Neurogenin 1 expression

(Onoguchi et al., 2012). These few examples begin to build the

case that lncRNAs play an important role in neural biology.

The starting point of many lncRNA studies is unbiased gene

expression analysis, which can reveal novel lncRNAs and their

Figure 1. lncRNAs Control Differentiation
and Self-Renewal
Several lncRNAs that regulate specific somatic
tissue stem cell renewal or differentiation and their
protein partners are depicted. Some lncRNAs
maintain the stem cell state, while others promote
a differentiation program. Their functions are often
facilitated by protein partners that impart the
ability to activate or repress gene expression or
posttranscriptionally regulate other RNAs.

expression pattern in a developmental

context. Recent large-scale efforts have

employed next generation sequencing

(‘‘-seq’’) technologies, from RNA-seq to

chromatin immunoprecipitation (ChIP-

seq), to identify transcripts and define

their genomic positions (reviewed by

Rinn and Chang, 2012). In the mouse

brain, Lim and colleagues isolated three

separate regions, subventricular zone

(SVZ), olfactory bulb (OB), and the den-

tate gyrus (DG), and subjected these

samples to short-read RNA-seq and ChIP-seq (Ramos et al.,

2013). Over 3,600 novel lncRNAs were identified, and clustering

of the lncRNAs and mRNAs by their expression patterns re-

vealed that the lncRNAs were more tissue specific than mRNAs,

consistent with previous reports (Cabili et al., 2011). Application

of CaptureSeq, a technique that circumvents some drawbacks

of short-read sequencing (Mercer et al., 2012), to further charac-

terize the transcriptome of adult SVC tissue doubled the number

(to �7,000) of novel lncRNAs identified. To functionally validate

the cataloging effort, two lncRNAs were identified by selecting

loci marked by H3K4me3, which is associated with expressed

genes, in NPC-SVC cells. This search identified Six3os and

Dlx1as for further testing. Notably, Six3os has been previously

reported to control retinal development (Rapicavoli et al.,

2011). To characterize the neural role of Six3os and Dlx1as,

SVZ neural progenitor cells were challenged in a 7-day differen-

tiation assay with short hairpin RNAs targeting the two lncRNAs

or control shRNAs. Depletion of Six3os lncRNA leads to fewer

Tuj1 (neuron marker)- and OLIG2 (oligodentrocyte marker)-pos-

itive cells, whereas depletion of Dlx1as specifically affected the

number of Tuj1-positive cells (Figure 1). While the molecular

mechanisms of these lncRNAs were not explored, Six3os has

been shown to physically interact with Ezh2, a component of

the Polycomb repressive complex 2 (PRC2), to repress specific

genes in retinal cells (Rapicavoli et al., 2011). These examples

illustrate that mapping spatiotemporal patterns of lncRNAs can

highlight functional transcripts. Larger-scale validation efforts

will be required to fully realize the extent of lncRNA regulation

in the different regions of the brain.

A complementary approach identifies potential lncRNA regu-

lators based on their loss-of-function phenotypes in large-scale

depletion studies (Guttman et al., 2011; Lin et al., 2014). Rana

and colleagues targeted 1,280 mouse lncRNAs and identified

20 lncRNAs that were required for the maintenance of mouse

embryonic stem cell (mESC) pluripotency. One lncRNA, named

TUNA, was previously identified as megamind in zebrafish.
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TUNA/Megamind depletion in zebrafish led to altered neurode-

velopment and impaired locomotor response (Ulitsky et al.,

2011; Lin et al., 2014). TUNA is highly conserved in human and

fish, is required for the maintenance of pluripotency, and is

also expressed in the brain, spinal cord, and eyes in adult tis-

sues. Indeed, TUNA expression was increased when mESCs

differentiated toward the neural lineages, and TUNAdepletion in-

hibited neural differentiation of ESCs (Figure 1). Purifying pro-

teins that associate with in vitro-transcribed TUNA identified

hnRNP-K, Nucleolin (NCL), and PTBP1 as interaction partners.

Importantly, depletion of several of these proteins phenocopied

TUNA depletion (Lin et al., 2014). An important caveat to

consider is that while the candidate approach characterized

TUNA, Six3os, and Dlx1as lncRNAs as successful validation of

genome-wide screens, such approaches leave the function of

thousands of other transcripts, many of which may play impor-

tant roles, unaddressed.

Many lncRNAs have been implicated in the regulation of chro-

matin states (Rinn and Chang, 2012), but direct evidence for their

association has only recently been possible through the develop-

ment chromatin isolation by RNA purification (ChIRP; and others

methods discussed below) (Chu et al., 2011). ChIRP uses DNA

capture probes to retrieve a specific lncRNA with its associated

genomic DNA targets, and together with deep sequencing can

generate a genome-widemapof lncRNA-chromatin interactions.

Careful optimization of in vivo crosslinking, both of the chemical

crosslinking agent and duration, and selection of proper oligonu-

cleotide probes are important to obtain reliable measurement.

This process often includes multiple but distinct DNA capture

probe sets, probes targeting irrelevant RNAs as negative con-

trols, and positive control regions to assay during pilot experi-

ments (Chu et al., 2011). Successful implementation of ChIRP

has revealed the lncRNA TUNA occupies promoter regions of

Nanog,Sox2, and Fgf4, genes that are important for pluripotency

and neural lineage commitment (Lin et al., 2014). Togetherwith its

protein partners and its chromatin localization, TUNA may

regulate gene expression at both the transcriptional and post-

transcriptional level. Thus, TUNA represents an lncRNA that is

important for at least two cell states (ESCpluripotency and neural

differentiation) andprobably operates throughmultiplemolecular

mechanisms. This example highlights the concept that a single

lncRNA can, under different cellular context and protein partners,

function to control multiple molecular pathways.

lncRNAs and Muscle

LncRNAs also control development of mesodermal tissues and

have similarly benefited from large-scale sequencing efforts to

identify functionally important transcripts. One example of a

heart-specific lncRNA named Braveheart was first functionally

characterized as a key factor involved in cardiac lineage commit-

ment because its depletion resulted in a severe reduction in the

number of spontaneous beating cardiomyocytes formed during

embryoid body differentiation (Klattenhoff et al., 2013) (Figure 1).

Further characterization of Braveheart found that it interacts with

Suz12, a subunit of PRC2, and acts in trans to regulate heart-

specific differentiation genes such as MesP1. The regulation of

master drivers of cardiac differentiation, such as MesP1 by

Braveheart, offers new tools toward the goal of achieving highly

efficient and reproducible in vitro reprograming (Burridge et al.,

2012). Producing cardiomyocytes from induced pluripotency

stem cells (iPSCs) or directly from other differentiated cell types

may benefit from engineering specific lncRNA expression during

in vitro production.

While small interfering RNA (siRNA) knockdown of lncRNAs

(used in most of the discussed work) often provides a great

deal of insight into function, off-target effects and incomplete

depletion must always been considered. As with protein-coding

genes, knockout (KO) strategies offer potential remedies to

these siRNA-related issues, but the specific strategy employed

is critical (discussed below: Developmental Patterning by

lncRNAs). Utilizing this concept, Herrmann and colleagues in-

serted a premature polyadenylation (polyA) signal into the

lncRNA Fendrr’s locus to promote depletion of the full-length

Fendrr RNA (Grote et al., 2013). Initial characterization of Fendrr

found it expressed in the caudal end of the lateral plate meso-

derm (LPM), which develops into the structures like the heart

and body wall. Fendrr KO resulted in embryonic lethality at em-

bryonic day 13.75, abdominal wall defects, and pooling of blood

in the right atrium. By partnering with both activating (mixed-line-

age Leukemia [MLL], WDR5) and silencing (PRC2) chromatin

complexes, Fendrr was proposed to modulate the epigenetic

landscape during development (Figure 1). More recently ChIRP

was used to show that Fendrr physically associates with the pro-

moters of FoxF1 and Pitx2 mRNAs, two genes repressed by

Fendrr (Grote and Herrmann, 2013; Grote et al., 2013). Fendrr

therefore represents a dual-function lncRNA that may control

both positive and negative chromatin modifying complexes to

guide development.

Long RNAs Controlling Small RNAs

The differentiation of a myoblast progenitor cell (MB) to a fully

differentiated muscle cell is a highly regulated process that relies

on Ying Yang 1 (YY1), a multifunctioning transcription factor

(Deng et al., 2010; Lu et al., 2012). Examination of YY1’s chro-

matin binding pattern in MBs revealed that it bound the promoter

of many ncRNA loci, and these target noncoding genes were

named YY1-associated muscle lncRNAs (Yam) (Lu et al.,

2013). Characterization of one of these lncRNAs, Yam1, identi-

fied it as a key regulator of myogenesis, as it was able to repress

key muscle differentiation genes including myogenin, Tnni2, and

a-actin, (Figure 1). Furthermore, Yam1 increased levels of

microRNA-715 (miR-715), which targets Wnt7b, a protein that

normally promotes muscle differentiation (Lu et al., 2013).

Yam1 thus provides evidence that inmuscle lncRNAs canmodu-

late the levels of both mRNAs and other ncRNAs, such as

miRNAs, providing additional network control to cells.

The regulation of miRNA networks reveals an additional mech-

anism through which lncRNAs exert control. Recently, multiple

lncRNAs have been shown to act as competing endogenous

RNAs (ceRNAs), where the lncRNAs are proposed to bind to and

compete miRNAs away from cognate mRNA targets (Tay et al.,

2014). Pseudogene lncRNAs are prime candidates for the ceRNA

mechanism because they may share multiple miRNA binding

sites, allowing more effective competition with cognate mRNAs.

The ceRNAhypothesis requires that ceRNAsare expressedhighly

enough and have sufficient numbers of miRNA binding sites to

substantially affect the pool of cellular miRNAs. Recent work

exploring the dynamics of miRNA-regulated gene repression has

shown that it is highly susceptible to thresholds. In certain

contexts, small concentration changes of miRNA-mRNA or
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miRNA-ceRNA pairs can substantially modulate the gene expres-

sion network (Bosia et al., 2013; Mukherji et al., 2011). Moreover,

one example of a ceRNA, linc-MD1, has been previously show

to regulate muscle differentiation through its ability to sponge

miR-133 and miR-135 away from the mRNAs MAML1 and

MEF2C (Cesana et al., 2011). These two mRNAs are important

transcriptional activators of the muscle differentiation program.

Linc-MD1 itself contains an miR-133b, which represses muscle

differentiation when processed. Recent molecular characteriza-

tion of this network revealed the RBP HuR bound to linc-MD1

and the levels of linc-MD1 positively correlated with HuR protein

abundance (Legnini et al., 2014) (Figure 1). HuR controlled the

fate of linc-MD1, as cellular depletion of HuR favored the process-

ing of linc-MD1 into miR-133b, tipping the balance in favor of the

miRNA over the ceRNA. HuR has known roles in myogenesis

and its interaction with linc-MD1 fine-tunes the levels of miRNAs

important in the muscle differentiation program. Together, these

studies explore lncRNA functions in muscle tissue and help to

expand thepossiblemodesof lncRNA functionswithin the already

complex system of miRNA-mediated gene regulation.

Developmental Patterning by lncRNAs
lncRNAs also orchestrate the patterning of cells into tissues and

organs during development. HOTAIR lncRNA was one of the

first characterized lncRNAs that acts at distance (in trans) to

modulate Hox gene expression (Rinn et al., 2007). HOTAIR is a

repressive lncRNA and serves a scaffold between two distinct

chromatin modification complexes (Rinn et al., 2007; Tsai

et al., 2010). Other Hox-encoded lncRNAs such as HOTTIP,

Mistral, and HOTAIRm1 were shown to regulate different mem-

bers of HoxA genes (Bertani et al., 2011; Wang et al., 2011;

Zhang et al., 2009). For example, HOTTIP is expressed in distal

anatomic structures and activates the expression of HOXA9-

HOXA13 genes to promote distal limb development (Wang

et al., 2011). Characterization of these lncRNAs has often

occurred through overexpression or siRNA knockdown studies.

While these strategies often yield relevant results, transcriptional

modulation is often not complete, especially using siRNA (or

even short hairpin RNA), necessitating alternative methods.

Recently there have been a number of studies utilizing gene

KO to understand lncRNA biology (Grote et al., 2013; Li et al.,

2013; Sauvageau et al., 2013). At least three KO strategies

have been reported: (1) insertion of a polyA signal near the tran-

scription start sites; (2) insertion of a reporter gene under the

control of the endogenous promoter; and (3) complete deletion

of the lncRNA locus. The latter is the most dramatic and may,

in addition to removing the lncRNA exons/intron structure, re-

move unknown regulatory elements. Insertion of a reporter

gene has the advantage of being able to monitor expression of

the lncRNA throughout development; however, depending on

which sequences are replaced, it may also carry similar draw-

backs as the deletion strategy. Finally, insertion of a polyA signal

near the transcription start sites likely has the least off-target

effects; however, background expression from the lncRNA locus

could still result from not removing downstream sequences,

cryptic start sites, or inefficient polyA tailing and cleavage.

Elucidating lncRNA Tissue Patterning by KO Models

Recent efforts have begun to utilize full KO strategies to charac-

terize additional lncRNAs including Hox encoded candidates.

The developmental functions of mouse Hotair were investigated

by full lncRNA locus deletion in themouse (Li et al., 2013). Loss of

Hotair resulted in aberrant patterning of the skeletal system dur-

ing development, as was evident in abnormalities in thewrist and

spine, including a switch of vertebral segment identity called

homeotic transformation. Further, genome-wide characteriza-

tion of the Hotair KO mouse confirmed that murine Hotair acted

similarly to human HOTAIR, namely as a trans-acting lncRNA

controlling histone modification at specific genomic loci (Li

et al., 2013). More recently, in an effort to dramatically expand

the number of lncRNA KOs, Rinn and colleagues used the re-

porter gene approach to generate 18 separate lncRNA knockout

mice (Sauvageau et al., 2013). By replacing lncRNA exonic re-

gions with a LacZ construct, both KO and tagging was achieved.

Three of the 18 lncRNAs (Fendrr, Peril, and Mdgt) showed vari-

able penetrance and lethality. The Mdgt and Pint KO lead to

abnormally low body weight and slower growth. The detailed

characterization of the lncRNA Brn1b revealed its role in cortical

development; specifically, this lncRNA was important for the

embryonic patterning in certain areas of projection neurons. By

creating a large number of lncRNA KO mice and characterizing

many of their functions in vivo, this study helped to solidify the

functional importance of lncRNAs. While thousands of lncRNAs

remain to be genetically tested, new and more facile genome-

editing tools should speed future characterization (Mali et al.,

2013).

Sauvageu et al. also generated a new Fendrr KO mouse (Sau-

vageau et al., 2013). Under these conditions, Fendrr was ex-

pressed much more widely than previously observed and most

highly in the developing lung. Fendrr KO resulted in perinatal

lethality, as Fendrr�/� embryos either failed to initiate breathing

or stop breathing within 5 hr of birth, neither of which was

observed in wild-type pups. While the most striking phenotype

of this KO was pulmonary, heart septal defects were also

apparent even though their LacZ construct did not stain the heart

for expression. This discrepancy is an important example of the

possible phenotypic difference achieved by differential KO stra-

tegies such as reporter construct replacement or early polyA

termination (Grote et al., 2013; Sauvageau et al., 2013). Specif-

ically, addition of the polyA sites resulted in minimal disruption

of the endogenous Fendrr locus, but extremely low levels of

Fendrr were still detectable (Grote and Herrmann, 2013). On

the other hand, the LacZ construct replaced �20 kb of the

genome, resulting in a complete lack of Fendrr transcripts; how-

ever, this large replacement may have removed other functional

elements from the genome responsible for regulating other

genes. Therefore, while both approaches confirmed loss of the

lncRNA transcript, additional investigation is necessary and

careful consideration of the cellular outcomes from any partic-

ular targeting strategy must be included in the experimental

design.

Single-Cell Analysis of lncRNA Function

Most transcript-profiling experiments of lncRNAs have em-

ployed bulk measurements, reporting results from an average

of thousands or millions of cells. Recent work at the single-cell

level has revealed how much heterogeneity exists even within

a ‘‘clonal’’ population of cells (Buganim et al., 2012; Shalek

et al., 2013). Thus, it follows that examination of the noncoding

genome and its function at the single-cell level could also reveal
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novel modes of action. Additionally, while some studies have

successfully elucidated the role lncRNAs present at a low copy

number (Wang et al., 2011), the accuracy of such reports re-

mains challenging when working with bulk populations.

Recent characterization of an lncRNA, named lincHOXA1,

located in the 30 end of the HoxA cluster by Raj and colleagues,

brought to light the importance of carefully examining, at the

single-cell level, the function of lowly expressed lncRNAs (Maa-

mar et al., 2013). Initial analysis, at the bulk cell level, ascribed a

positive correlation to the expression of lincHOXA1 and a nearby

mRNA HOXA1. Surprisingly, however, single-cell analysis re-

vealed an anticorrelation, and specifically a switch-like relation-

ship was observed such that if a cell had above ten copies of

lincHOXA1, HOXA1 was repressed. Knockdown studies used

both siRNA and antisense oligonucleotides (ASO, via RNase

H-mediated cleavage of the target RNA). The two depletion

methods differ in their capacity to reduce lincHOXA1 levels on

the chromatin versus total levels, with siRNA treatment unable

to efficiently lower chromatin-associated transcripts. Function-

ally, lincHOXA1 was found to partner with purine-rich element-

binding protein B (PURB) and exert transcriptional silencing of

HOXA1. Importantly, this study highlights two key and common

Figure 2. lncRNAs Program Active and
Silent Chromatin States
Top: in ESCs active chromatin is achieved and
maintained through multiple mechanisms. cis-
acting lncRNAs can recruit the MLL/WDR5 com-
plex to deposit H3K4me3 at promoters. Enhancer
regions can transcribe enhancer RNAs (eRNAs);
some enhancer-like RNAs bring Mediator to
promoters to contribute to gene activation. Addi-
tionally, through interactions with the nascent
transcribed RNA, canonical silencing factors such
as PRC2 and DNMT1 are titrated away from active
chromatin. Bottom: chromatin also employs many
lncRNA-based mechanisms to stay silent. Ezh2
and JARID2 (subunits of PRC2) may bind lncRNAs
to facilitate specific chromatin targeting or to
enhance PRC2 complex assembly and stability.
Additionally, when nascent RNA production is low,
DNMT1 can interact with the chromatin and act to
silence through DNA methylation.

methodological decision points: context

of cellular measurements and RNA

knockdown strategies. In this case, bulk

measurements would have masked

the anticorrelated relationship between

lincHOXA1 and HOXA1, which could

have led to key misinterpretations. Addi-

tionally, use of siRNAs, which was effec-

tive in reducing total cellular levels of

lincHOXA1, was not efficient at depleting

the functional lincHOXA1 transcripts.

Future work examining the molecular

roles of both coding and noncoding

transcripts should choose carefully the

methods and context in which experi-

ments are performed. As single-cell anal-

ysis and ASO technology become more

robust and widely adopted, it is likely

that many unknown features of known lncRNAs may be re-

vealed.

LncRNAs Regulation of Pluripotency
The richness of the lncRNA regulatory landscape is perhaps best

exemplified in ESCs, where the noncoding transcriptome has

been under intense study. The expansive number of genomic

data sets, both RNA- and chromatin-based, now available in

ESCs provides a rich database to characterize lncRNA function.

Recent progress in understanding lncRNA control of pluripo-

tency and dosage-compensation mechanisms have revealed

intimate connections between lncRNAs and chromatin state

(Figure 2). Some of the most studied lncRNA binding proteins

belong to chromatin modification complexes, including PRC2

and MLL, which act to suppress and activate, respectively, tran-

scription through methylation of histone protein.

Transition between Cell States

Characterization of the transcriptome of ESCs has revealed

many lncRNAs that participate in the regulation of the pluripotent

state (Guttman et al., 2011, 2009; Lin et al., 2014; Ng et al., 2012;

Sheik Mohamed et al., 2010). Through a comprehensive ‘‘per-

turb-and-measure’’ strategy, Guttman et al. showed that dozens
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of lncRNAs are required for the setting the gene expression pat-

terns of mouse ESCs or the first step of differentiation toward

different germ layers (Guttman et al., 2011). A subset of these

lncRNAs bound one or more chromatin modification complexes,

including readers, writers, or erasers of repressive histone

modifications.

In contrast, the ‘‘regulator of reprogramming’’ lncRNA

(lincRNA-RoR) was identified as an important factor for the re-

programming process as its depletion or overexpression leads

to a lower or higher efficiency of reprogramming fibroblasts to

iPSCs, respectively (Loewer et al., 2010). However only recently

was the molecular mechanism investigated (Wang et al., 2013).

Pull-down experiments with lincRNA-RoR specifically isolated

miR-145-5p, 181a-5p, and 99b-3p, as well as the miR-targeting

protein Argonaute2 (Ago2). These miRs have been previously

shown to regulate core pluripotency factors such as Pou5f1,

Sox2, and NANOG, suggesting that lincRNA-RoR might act as

a ceRNA. Indeed, functional assays revealed that lincRNA-RoR

regulated themature formofmiR-145, characteristic of a ceRNA.

Loss of lncRNA-RoR caused human ESCs (hESCs) to differen-

tiate toward mesoderm and ectoderm, while overexpression

conferred a differentiation defect. Additionally, in the context of

cancer, a rapidly proliferative state similar to ESCs, lincRNA-

RoR was recently shown to act in a regulatory loop suppressing

the expression of the tumor suppressor p53 (Zhang et al., 2013).

Together, this characterization of lincRNA-RoR further advances

the idea that each lncRNA may control many pathways in

different cellular contexts including tumor growth and core plu-

ripotency gene network utilizing a ceRNA mechanism.

Activation of the Epigenome with lncRNAs

To date, the vast majority of lncRNAs have annotated functions

in repressive complexes, with only a few examples of activating

or enhancing lncRNAs (Wang et al., 2011; Zhang et al., 2009).

HOTTIP, named due to its location at the distal ‘‘tip’’ of the

HOXA gene cluster, enforces an active chromatin state by re-

cruiting the WDR5 subunit of the MLL complex (Wang et al.,

2011) (Figure 2). The HOTTIP locus comes into spatial proximity

with its target genes, and all the while the expression level of

HOTTIP remains near one copy per cell (Wang et al., 2011).

The low copy number of HOTTIP ensures that HOTTIP acts pre-

cisely in cis on target genes defined by proximity in three-dimen-

sional nuclear space but not broadly on other genes. More

recently, biochemical characterization of the interaction be-

tween WDR5 and HOTTIP revealed a specific RNA-binding

pocket of WDR5 and that RNA binding could stabilize chro-

matin-associated WDR5 (Yang et al., 2014). This finding

suggested that in vivo, not only the localization, but also the

half-life of WDR5 could be modulated by HOTTIP. Given that

WDR5/MLL acts at many genomic loci, RNA immunoprecipita-

tion-seq (RIP-seq) was used to identify over 1,400 WDR5 inter-

acting RNAs, including many coding and noncoding RNAs. An

lncRNA-binding pocket on WDR5 was discovered, and a spe-

cific mutation of the RNA-binding pocket selectively abrogated

RNA binding but no other functions of the WDR5-MLL complex

(Yang et al., 2014). This selective WDR5 mutant revealed that

RNA binding is important for the temporal stability of the active

chromatin mark H3K4me3 over time and maintenance of ESC

pluripotency. These studies suggest a generalizable mechanism

for functional MLL/WDR5-RNA interaction. Specifically, HOTTIP

acts in cis and is expressed at far too low levels per cell to

globally modulate the MLL/WDR5 chromatin localization. The

RIP-seq of WDR5 in mESCs (which do not express HOTTIP) re-

vealed that more than one thousand cellular RNAs could interact

with and may modulate the chromatin modification complex.

Because WDR5 targets over 10,000 genomic sites (Ang et al.,

2011), whether the three-dimensional organization of the

genome facilitates lncRNA coregulation of the mESC self-

renewal program remains to be addressed in future studies.

Epigenetic Repression through lncRNA-PRC2

Interactions

Unlike activating chromatin complexes, chromatin-modifying

complexes that repress transcription have been more exten-

sively studied in the context of lncRNA interactions, resulting in

a richer set of known interactions. The focus of many of these

studies has been the PRC2 complex, responsible for depositing

H3K27me3, which plays roles pluripotency, differentiation, XCI,

and diseases such as cancer (Margueron and Reinberg, 2011).

An initial survey of the RNA-interactome of Ezh2 yielded more

than 9,000 target RNAs using RIP-seq in mESCs (Zhao et al.,

2010). Recently, two studies have revisited this observation to

further clarify the interplay between RNA and PRC2 (Davidovich

et al., 2013; Kaneko et al., 2013) (Figure 2). Biochemical interac-

tion and photoactivated RNA-crosslinking experiments suggest

that Ezh2 can interact with numerous RNAs, including the 50 end
of nascent RNAs that are actively transcribed. The apparently

specific interactions of PRC2 with several lncRNAs in lysate

and in vivo are not recapitulated in vitro by the core PRC2 com-

plex alone. The promiscuous RNA binding of Ezh2 may be

modulated by additional proteins, such as Jarid2 and others,

to facilitate higher degrees of specificity in vivo (Davidovich

et al., 2013; see below). Moreover, Ezh2 may scan the genome

surveying the transcriptional status of its targets. Actively tran-

scribed regions may continually push Ezh2 away via their elon-

gating mRNAs, while silent regions or those stably bound by

lncRNAs (generated in trans) can be silenced. This proposed

mechanism reinforces the status quo of gene transcription and

silencing and is consistent with the known genetic role of

Polycomb group proteins in chromatin state maintenance.

A similar RNA surveillancemechanism is also employed by the

DNA methylase DNMT1 that interacts with many cellular tran-

scripts, including the nonpolyadenylated extracoding CEBPA

(ecCEBPA) lncRNA. The ecCEBPA lncRNA adopts a character-

istic stem-loop structure critical for interaction with DNMT1 and,

when transcribed, acts to shield the CEBPA locus from DNA

methylation (Di Ruscio et al., 2013) (Figure 2). These two exam-

ples provide evidence that cells employ RNAs to modulate the

deposition of repressive epigenetic marks in a genome-wide

manner. Nonetheless, recognition of the potentially broad

interactions between RNA and PRC2 highlights the need for

high-quality in vivo controls and validation of RNA-protein inter-

actions. Methodological choice is critical as each assay type has

its own strengths and weaknesses, which will impact the results

obtained and conclusions drawn.

While PCR2 operates in a wide range of cell types, certain sub-

units, such as JARID2, are specifically expressed and partner

with PCR2 in ESCs and certain dividing cells, including cancer

cells (Pasini et al., 2010; Peng et al., 2009; Shen et al., 2009).

These initial studies established JARID2’s capacity to regulate
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the stability of the PRC2 complex as well as its enzymatic activity

(Figure 2). Further expanding the cellular functions of JARID2,

in vitro RNA-binding assays and in vivo PAR-CLIP suggest that

JARID2 directly interacts with cellular RNAs (Kaneko et al.,

2014). JARID2 and Ezh2 reproducibly crosslinked to 106 and

165 lncRNAs, respectively, and 53 lncRNAs were commonly

bound. The MEG3 lncRNA was bound by both subunits of

PRC2; however, the RNA-binding region (RBR) of JARID2 pro-

vided the largest contribution of MEG3 binding to PRC2. Addi-

tionally, cellular levels of MEG3 contribute to PRC2’s chromatin

association, as low expression of MEG3 resulted in the loss of

PRC2 subunits from specific loci leading to derepression of the

nearby genes. Finally, the in vitro interaction between JARID2

and Ezh2 was facilitated by HOTAIR and MEG3, and Ezh2’s

chromatin association was shown to be partially dependent on

JARID2’s RNA-binding domain. Thus, JARID2, an ESC-specific

subunit of PRC2, appears to modulate the localization of

PRC2, and thus the chromatin state, in an RNA-dependent

manner. While this study offers an additional layer of regulation

with respect to the Polycomb complex, little is known about

the other RNA targets of JARID2, which may significantly

contribute to its cellular function. Additionally, studies to rigor-

ously interrogate the enzymatic properties of the PRC2 complex

inside cells with and without its RNA partners will be very

informative.

An lncRNA Network to Control Dosage Compensation
Dosage compensation of genes encoded on the X chromosome

is accomplished by divergent strategies in different species;

however, the use of lncRNAs is a common feature. InDrosophila,

dosage compensation is achieved by precisely upgregulating

the X chromosome in males by 2-fold (Lucchesi et al., 2005). A

desire to understand howdosage compensation operates fueled

the development of ChIRP and CHART, genomic tools that map

the chromatin association of lncRNAs (Chu et al., 2011; Simon

et al., 2011). Initially, ChIRP and CHART were applied to the

Drosophila roX2 lncRNA, which provided evidence that roX2

co-occupies genomic loci with the known dosage compensation

protein factors on the X chromosome. Importantly, they proved

that mapping the genomic locations of lncRNAs can generate

novel hypotheses for functions of lncRNAs. While studies in

Drosophila and other model systems have provided key insights

into mechanisms of dosage compensation, we will focus on

recent investigations conducted in mammalian cells.

Xist Spreading

In mammals, the strategy for dosage compensation is reverse

fromDrosophila: female cells selectively repress one entire chro-

mosome by upregulating the repressive lncRNA Xist (Lee, 2012).

Xist is transcribed from the X-inactivation center (XIC) and is

responsible for physically coating and silencing the X chromo-

some targeted for the Barr body (the Inactive X, Xi). Another

lncRNA, Tsix, is transcribed from the active X chromosome (Xa)

and enforces silencing of Xist (Lee, 2012). These two lncRNAs,

together with others described below, form a complex RNA-pro-

tein regulatory network that controls X chromosome dosage

compensation in mammals.

Traditional techniques such as immunofluorescence (IF) and

RNA fluorescence in situ hybridization (FISH) have been widely

applied to study X chromosome inactivation (XCI) and have

arrived at a consensus mechanism: elevated Xist expression

from the future Xi leads to a cloud-like coating of Xist on Xi and

finally epigenetic silencing and chromatin compaction. While

informative, IF and RNA-FISH studies had resolution limitations,

and as was true for the roX2 RNA, specifically mapping the

genomic locations of Xist held the promise of answering mecha-

nistic features of its function. Recently, application of CHART

and the development and application of RAP (a method with

similar principles as ChIRP and CHART) to the Xist lncRNA

defined its precise chromatin association (Engreitz et al., 2013;

Simon et al., 2013). Together, the studies revealed that the initi-

ation of Xist spreading occurs from the Xist locus to distinct sites

across the X chromosome that are not directly adjacent to its

locus. These regions are highly accessible by DNaseI footprint-

ing and contain many genes that are actively transcribed prior

to silencing. Once Xist is deposited on these early sites, it pro-

ceeds to spread and coat the rest of the chromosome to fully

silence all but a few genes that escape XCI. It is proposed that

the initial deposition process is mediated through higher-order

chromatin architecture (Engreitz et al., 2013); however, experi-

mental design differences between the two studies described

above make it difficult to directly compare the chromatin confor-

mation results measured. While further investigation is clearly

needed to solidify and refine these results, using high-resolution

genomic tools (ChIRP, CHART, or RAP) can provide critical

insight into lncRNA-controlled systems previously hidden from

view.

Mechanisms of Xist Regulation

Intense study of the Xist regulatory network has uncoveredmany

novel lncRNAs in and around the XIC, often illuminating novel

mechanistic concepts for how lncRNAs function. Within the

lncRNA network that controls Xist, Tsix and Jpx oppose each

other’s function by repressing or activating, respectively, the

transcription of Xist (Lee, 2000; Tian et al., 2010). Recently, addi-

tional characterization of the Jpx pathway revealed an unex-

pected interplay between the lncRNA Jpx and CCCTC-binding

factor (CTCF), a major DNA-binding protein involved in higher-

order chromosomal folding and interactions (Sun et al., 2013).

During female mESC differentiation, CTCF is lost from the Xist

locus, therefore allowing allele-specific Xist upregulation. Molec-

ular characterization of this regulatory loop revealed that CTCF

directly binds Jpx and this interaction can titrate CTCF from its

DNA targets. Within the conceptual framework of dosage

compensation, this puts Jpx and CTCF as central players in

the balance between activation and silencing of the X chromo-

some. Cellular levels of Jpx, as partially determined by the num-

ber of X chromosomes, would control the ability of CTCF to bind

and inhibit transcription at the Xist locus only under conditions

when XCI is required. Another recent study more globally char-

acterized the RNA-binding capacity of CTCF and found a multi-

tude of RNA targets, including Wrap53, an lncRNA that controls

the induction of the tumor suppressor p53 upon DNA damage

(Saldaña-Meyer et al., 2014). Interestingly, biochemical charac-

terization of CTCF’s protein domains revealed that the RBR

and RNA promoted multimerization of CTCF.

While Xist is modulated by CTCF localization and the spatio-

temporal deposition of Xist has been initially defined through

CHART and RAP, how Xist interacts with protein effectors of

XCI remains poorly understood. The repeat A (RepA) domain of
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Xist has been reported to mediate the interaction with the PRC2

complex (Zhao et al., 2008). Recent characterization of the

JARID2 subunit of PRC2 also implicates it in functionally inter-

acting with Xist (da Rocha et al., 2014). Specifically, the authors

observed JARID2 and other PCR2 subunits co-occupying

genomic regions on the Xi, and a requirement for JARID2 for

the deposition of H3K27me3. Further, Xist deletion experiments

defined the RepB and RepF regions within the RNA as respon-

sible for JARID2 targeting to the Xi. Interestingly, this function

was not depended on its previously identified RBR (Kaneko

et al., 2014), suggesting that JARID2 is a multifunctioning RNA-

binding protein that mediates the association of PRC2 to the Xi

through Xist. These examples suggest that within the context

of XCI, as well as during other critical cellular decisions, lncRNAs

(such as Xist) can act to modulate chromosome architecture and

chromatin modification patterns.

XCI as a Marker of Reprogramming

The ability to transform differentiated cells back into pluripotent

cells holds tremendous possibilities for regenerative medicine,

but many hurdles still remain before this technology is fully

matured (Sánchez Alvarado and Yamanaka, 2014). Because

biallelic X activation is a key epigenetic marker of pluripotency,

the status of Xist and Xist-mediated gene silencing (or lack

thereof) can be exploited to phenotype ESCs and iPSCs

(Figure 3). Careful analysis of human iPSCs derived from female

cells revealed that many carried an Xi, failing to undergo X chro-

mosome reactivation (XCR), and are epigenetically dynamic,

suggesting that the derivation of hiPSCs may not result in

pristinely pluripotent cells as desired (Tchieu et al., 2010). A sub-

sequent study used X-inactivation markers to segregate popula-

tions of hiPSCs and found that female-derived iPSCs are likely to

be less stable in culture than male-derived cells (Anguera et al.,

2012). Indeed, erosion of dosage compensation has been

observed in female hiPSCs over time in culture, significantly

impacting the potential use of these cells for modeling X-linked

disease (Mekhoubad et al., 2012). More recent work character-

ized XCR in the context of iPSC reprogramming and found

PRDM14, involved in the ESC pluripotency network, controls

Xist silencing (Payer et al., 2013). With the help of Tsix,

PRDM14 represses Xist activators (Rnf12 and Jpx) and the Xist

locus itself by recruiting PRC2, placing PRDM14 expression as

a marker for XCR. Work from Heard and colleagues also

explored how Xist status can directly regulate ESC differentia-

tion, notably within the framework of the primed/metastable

and ground/naive states, with the latter representing a more

primordial state of pluripotency. Schultz et al. reported that an

X-linked inhibitor ofMAPK signaling couples the status of X chro-

mosomes to ESC differentiation. In the ground state where both

X chromosomes are active, MAPK is inhibited concomitantly

with other molecular changes that block ESC differentiation

(Schulz et al., 2014). Upon X chromosome inactivation in the

primed state, the relief of MAPK inhibition leads to high MAPK

signaling and the capacity to proceed with differentiation. There-

fore the characteristic expression of Xist and X-silencing genes

provides new ways to evaluate the efficiency and ultimately con-

trol of reprograming during iPSC generation. Combining tradi-

tional pluripotency markers with new markers like X-inactivation

will be critical to achieve the standardization and consistency

necessary for clinical application of iPSC technologies.

Lessons and Future Prospects
While the myriad examples to date highlight the functions of a

small fraction of known lncRNAs, they illustrate the principle

that lncRNAs are intimately involved in the specification, self-

renewal, differentiation, and patterning of stem cells and their

differentiated progenies. It is reasonable to anticipate that similar

principles will be uncovered in many additional organ systems

and cell types. A frequently asked question is ‘‘Why RNA’’?

lncRNAs exhibit exquisite cell-type- and organ-specific expres-

sion patterns, in fact, to a greater extent than mRNAs. Evolution

has probably taken advantage of this fertile soil of cell-type- and

state-specific transcription to evolve regulatory functions. Thus,

one area of future investigation should focus on the regulation of

lncRNA expression—what exactly makes them different and

endows them with such state-specific expression? A second

challenge for the field is the need to predict the functions of

lncRNAs from primary sequence. Finally, understanding how

the structure of lncRNAs guides their function remains largely

unexplored. As has been true for protein biochemistry, under-

standing the physical conformations lncRNAs adopt inside cells

will undoubtedly uncover novel functional domains and struc-

tural elements responsible for their cellular activities.
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A Programmable Dual-RNA–Guided
DNA Endonuclease in Adaptive
Bacterial Immunity
Martin Jinek,1,2* Krzysztof Chylinski,3,4* Ines Fonfara,4 Michael Hauer,2†
Jennifer A. Doudna,1,2,5,6‡ Emmanuelle Charpentier4‡

Clustered regularly interspaced short palindromic repeats (CRISPR)/CRISPR-associated (Cas) systems
provide bacteria and archaea with adaptive immunity against viruses and plasmids by using
CRISPR RNAs (crRNAs) to guide the silencing of invading nucleic acids. We show here that in a
subset of these systems, the mature crRNA that is base-paired to trans-activating crRNA (tracrRNA)
forms a two-RNA structure that directs the CRISPR-associated protein Cas9 to introduce
double-stranded (ds) breaks in target DNA. At sites complementary to the crRNA-guide sequence,
the Cas9 HNH nuclease domain cleaves the complementary strand, whereas the Cas9 RuvC-like
domain cleaves the noncomplementary strand. The dual-tracrRNA:crRNA, when engineered as a
single RNA chimera, also directs sequence-specific Cas9 dsDNA cleavage. Our study reveals a
family of endonucleases that use dual-RNAs for site-specific DNA cleavage and highlights the
potential to exploit the system for RNA-programmable genome editing.

Bacteria and archaea have evolved RNA-
mediated adaptive defense systems called
clustered regularly interspaced short pal-

indromic repeats (CRISPR)/CRISPR-associated
(Cas) that protect organisms from invading vi-
ruses and plasmids (1–3). These defense systems
rely on small RNAs for sequence-specific de-
tection and silencing of foreign nucleic acids.
CRISPR/Cas systems are composed of cas genes
organized in operon(s) and CRISPR array(s) con-
sisting of genome-targeting sequences (called
spacers) interspersed with identical repeats (1–3).
CRISPR/Cas-mediated immunity occurs in three
steps. In the adaptive phase, bacteria and archaea
harboring one or more CRISPR loci respond to
viral or plasmid challenge by integrating short
fragments of foreign sequence (protospacers)
into the host chromosome at the proximal end
of the CRISPR array (1–3). In the expression and
interference phases, transcription of the repeat-
spacer element into precursor CRISPR RNA
(pre-crRNA) molecules followed by enzymatic

cleavage yields the short crRNAs that can pair
with complementary protospacer sequences of
invading viral or plasmid targets (4–11). Tar-
get recognition by crRNAs directs the silencing
of the foreign sequences by means of Cas pro-
teins that function in complex with the crRNAs
(10, 12–20).

There are three types of CRISPR/Cas systems
(21–23). The type I and III systems share some
overarching features: specialized Cas endo-
nucleases process the pre-crRNAs, and oncemature,
each crRNA assembles into a large multi-Cas
protein complex capable of recognizing and
cleaving nucleic acids complementary to the
crRNA. In contrast, type II systems process pre-
crRNAs by a different mechanism in which a
trans-activating crRNA (tracrRNA) complemen-
tary to the repeat sequences in pre-crRNA triggers
processing by the double-stranded (ds) RNA-
specific ribonuclease RNase III in the presence
of the Cas9 (formerly Csn1) protein (fig. S1)
(4, 24). Cas9 is thought to be the sole protein
responsible for crRNA-guided silencing of for-
eign DNA (25–27).

We show here that in type II systems, Cas9
proteins constitute a family of enzymes that re-
quire a base-paired structure formed between
the activating tracrRNA and the targeting crRNA
to cleave target dsDNA. Site-specific cleavage oc-
curs at locations determined by both base-pairing
complementarity between the crRNA and the tar-
get protospacer DNA and a short motif [referred
to as the protospacer adjacent motif (PAM)] jux-
taposed to the complementary region in the tar-
get DNA. Our study further demonstrates that
the Cas9 endonuclease family can be programmed
with singleRNAmolecules to cleave specificDNA
sites, thereby raising the exciting possibility of

developing a simple and versatile RNA-directed
system to generate dsDNA breaks for genome
targeting and editing.

Cas9 is a DNA endonuclease guided by
two RNAs. Cas9, the hallmark protein of type II
systems, has been hypothesized to be involved
in both crRNA maturation and crRNA-guided
DNA interference (fig. S1) (4, 25–27). Cas9 is
involved in crRNA maturation (4), but its direct
participation in target DNA destruction has not
been investigated. To test whether and how Cas9
might be capable of target DNA cleavage, we
used an overexpression system to purify Cas9
protein derived from the pathogen Streptococcus
pyogenes (fig. S2, see supplementary materials
and methods) and tested its ability to cleave a plas-
mid DNA or an oligonucleotide duplex bearing
a protospacer sequence complementary to a ma-
ture crRNA, and a bona fide PAM.We found that
mature crRNA alone was incapable of directing
Cas9-catalyzed plasmid DNA cleavage (Fig. 1A
and fig. S3A). However, addition of tracrRNA,
which can pair with the repeat sequence of crRNA
and is essential to crRNA maturation in this sys-
tem, triggered Cas9 to cleave plasmid DNA (Fig.
1A and fig. S3A). The cleavage reaction required
both magnesium and the presence of a crRNA
sequence complementary to the DNA; a crRNA
capable of tracrRNAbase pairing but containing
a noncognate target DNA-binding sequence did
not support Cas9-catalyzed plasmid cleavage
(Fig. 1A; fig. S3A, compare crRNA-sp2 to
crRNA-sp1; and fig. S4A). We obtained similar
results with a short linear dsDNA substrate (Fig.
1B and fig. S3, B andC). Thus, the trans-activating
tracrRNA is a small noncoding RNAwith two crit-
ical functions: triggering pre-crRNA processing
by the enzyme RNase III (4) and subsequently ac-
tivating crRNA-guided DNA cleavage by Cas9.

Cleavage of both plasmid and short linear
dsDNA by tracrRNA:crRNA-guided Cas9 is site-
specific (Fig. 1, C to E, and fig. S5, A and B).
Plasmid DNA cleavage produced blunt ends at
a position three base pairs upstream of the PAM
sequence (Fig. 1, C and E, and fig. S5, A and C)
(26). Similarly, within short dsDNA duplexes,
the DNA strand that is complementary to the
target-binding sequence in the crRNA (the com-
plementary strand) is cleaved at a site three base
pairs upstream of the PAM (Fig. 1, D and E, and
fig. S5, B and C). The noncomplementary DNA
strand is cleaved at one or more sites within three
to eight base pairs upstream of the PAM. Further
investigation revealed that the noncomplementary
strand is first cleaved endonucleolytically and
subsequently trimmed by a 3′-5′ exonuclease ac-
tivity (fig. S4B). The cleavage rates by Cas9 un-
der single-turnover conditions ranged from 0.3 to
1 min−1, comparable to those of restriction endo-
nucleases (fig. S6A), whereas incubation of wild-
type (WT) Cas9-tracrRNA:crRNA complex with
a fivefold molar excess of substrate DNA pro-
vided evidence that the dual-RNA–guided Cas9
is a multiple-turnover enzyme (fig. S6B). In
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contrast to the CRISPR type I Cascade complex
(18), Cas9 cleaves both linearized and super-
coiled plasmids (Figs. 1A and 2A). Therefore,
an invading plasmid can, in principle, be cleaved
multiple times by Cas9 proteins programmed
with different crRNAs.

Each Cas9 nuclease domain cleaves one DNA
strand. Cas9 contains domains homologous to
both HNH and RuvC endonucleases (Fig. 2A
and fig. S7) (21–23, 27, 28). We designed and
purified Cas9 variants containing inactivating
point mutations in the catalytic residues of either
the HNH or RuvC-like domains (Fig. 2A and
fig. S7) (23, 27). Incubation of these variant
Cas9 proteins with native plasmid DNA showed
that dual-RNA–guided mutant Cas9 proteins
yielded nicked open circular plasmids, whereas
the WT Cas9 protein-tracrRNA:crRNA com-
plex produced a linear DNA product (Figs. 1A
and 2A and figs. S3A and S8A). This result in-
dicates that the Cas9 HNH and RuvC-like do-
mains each cleave one plasmid DNA strand. To
determine which strand of the target DNA is
cleaved by each Cas9 catalytic domain, we in-
cubated the mutant Cas9-tracrRNA:crRNA

complexes with short dsDNA substrates in which
either the complementary or noncomplementary
strand was radiolabeled at its 5′ end. The re-
sulting cleavage products indicated that the

Cas9 HNH domain cleaves the complementary
DNA strand, whereas the Cas9 RuvC-like do-
main cleaves the noncomplementaryDNA strand
(Fig. 2B and fig. S8B).

A B

C D E

Fig. 1. Cas9 is a DNA endonuclease guided by two RNA molecules. (A) Cas9 was
programmed with a 42-nucleotide crRNA-sp2 (crRNA containing a spacer 2 sequence)
in the presence or absence of 75-nucleotide tracrRNA. The complex was added to
circular or XhoI-linearized plasmid DNA bearing a sequence complementary to
spacer 2 and a functional PAM. crRNA-sp1, specificity control; M, DNA marker; kbp,
kilo–base pair. See fig. S3A. (B) Cas9 was programmed with crRNA-sp2 and tracrRNA

(nucleotides 4 to 89). The complex was incubated with double- or single-stranded DNAs harboring a sequence complementary to spacer 2 and a functional PAM
(4). The complementary or noncomplementary strands of the DNA were 5′-radiolabeled and annealed with a nonlabeled partner strand. nt, nucleotides. See
fig. S3, B and C. (C) Sequencing analysis of cleavage products from Fig. 1A. Termination of primer extension in the sequencing reaction indicates the position
of the cleavage site. The 3′ terminal A overhang (asterisks) is an artifact of the sequencing reaction. See fig. S5, A and C. (D) The cleavage products from
Fig. 1B were analyzed alongside 5′ end-labeled size markers derived from the complementary and noncomplementary strands of the target DNA duplex. M,
marker; P, cleavage product. See fig. S5, B and C. (E) Schematic representation of tracrRNA, crRNA-sp2, and protospacer 2 DNA sequences. Regions of crRNA
complementarity to tracrRNA (orange) and the protospacer DNA (yellow) are represented. The PAM sequence is shown in gray; cleavage sites mapped in (C)
and (D) are represented by blue arrows (C), a red arrow [(D), complementary strand], and a red line [(D), noncomplementary strand].

Fig. 2. Cas9 uses two nuclease domains to cleave the two strands in the target DNA. (A) (Top) Schematic
representation of Cas9 domain structure showing the positions of domain mutations. D10A, Asp10→Ala10;
H840A; His840→Ala840. (Bottom) Complexes of WT or nuclease mutant Cas9 proteins with tracrRNA:
crRNA-sp2 were assayed for endonuclease activity as in Fig. 1A. (B) Complexes of WT Cas9 or nuclease
domain mutants with tracrRNA and crRNA-sp2 were tested for activity as in Fig. 1B.
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Dual-RNA requirements for target DNA
binding and cleavage. tracrRNA might be re-
quired for target DNAbinding and/or to stimulate
the nuclease activity of Cas9 downstream of
target recognition. To distinguish between these
possibilities, we used an electrophoretic mobil-
ity shift assay to monitor target DNA binding by
catalytically inactive Cas9 in the presence or ab-
sence of crRNA and/or tracrRNA. Addition of
tracrRNA substantially enhanced target DNA
binding by Cas9, whereas we observed little
specific DNA binding with Cas9 alone or Cas9-
crRNA (fig. S9). This indicates that tracrRNA is
required for target DNA recognition, possibly
by properly orienting the crRNA for interaction
with the complementary strand of target DNA.
The predicted tracrRNA:crRNA secondary struc-
ture includes base pairing between the 22 nu-
cleotides at the 3′ terminus of the crRNA and a
segment near the 5′ end of the mature tracrRNA
(Fig. 1E). This interaction creates a structure in
which the 5′-terminal 20 nucleotides of the crRNA,
which vary in sequence in different crRNAs, are
available for target DNA binding. The bulk of
the tracrRNA downstream of the crRNA base-
pairing region is free to form additional RNA
structure(s) and/or to interact with Cas9 or the
target DNA site. To determine whether the entire
length of the tracrRNA is necessary for site-
specific Cas9-catalyzed DNA cleavage, we tested
Cas9-tracrRNA:crRNA complexes reconstituted
using full-length mature (42-nucleotide) crRNA

and various truncated forms of tracrRNA lacking
sequences at their 5′ or 3′ ends. These complexes
were tested for cleavage using a short target
dsDNA. A substantially truncated version of the
tracrRNA retaining nucleotides 23 to 48 of the
native sequence was capable of supporting robust
dual-RNA–guided Cas9-catalyzed DNA cleav-
age (Fig. 3, A and C, and fig. S10, A and B).
Truncation of the crRNA from either end showed
that Cas9-catalyzed cleavage in the presence
of tracrRNA could be triggered with crRNAs
missing the 3′-terminal 10 nucleotides (Fig. 3, B
and C). In contrast, a 10-nucleotide deletion from
the 5′ end of crRNA abolished DNA cleavage by
Cas9 (Fig. 3B). We also analyzed Cas9 orthologs
from various bacterial species for their ability
to support S. pyogenes tracrRNA:crRNA-guided
DNA cleavage. In contrast to closely related
S. pyogenes Cas9 orthologs, more distantly re-
lated orthologs were not functional in the cleav-
age reaction (fig. S11). Similarly, S. pyogenes
Cas9 guided by tracrRNA:crRNA duplexes origi-
nating from more distant systems was unable to
cleave DNA efficiently (fig. S11). Species spec-
ificity of dual-RNA–guided cleavage of DNA
indicates coevolution of Cas9, tracrRNA, and the
crRNA repeat, as well as the existence of a still
unknown structure and/or sequence in the dual-
RNA that is critical for the formation of the ter-
nary complex with specific Cas9 orthologs.

To investigate the protospacer sequence re-
quirements for type II CRISPR/Cas immunity

in bacterial cells, we analyzed a series of
protospacer-containing plasmid DNAs harboring
single-nucleotide mutations for their mainte-
nance following transformation in S. pyogenes
and their ability to be cleaved by Cas9 in vitro.
In contrast to point mutations introduced at the
5′ end of the protospacer, mutations in the region
close to the PAM and the Cas9 cleavage sites
were not tolerated in vivo and resulted in de-
creased plasmid cleavage efficiency in vitro
(Fig. 3D). Our results are in agreement with a
previous report of protospacer escape mutants
selected in the type II CRISPR system from
S. thermophilus in vivo (27, 29). Furthermore,
the plasmid maintenance and cleavage results
hint at the existence of a “seed” region located
at the 3′ end of the protospacer sequence that is
crucial for the interaction with crRNA and sub-
sequent cleavage by Cas9. In support of this no-
tion, Cas9 enhanced complementary DNA strand
hybridization to the crRNA; this enhancement
was the strongest in the 3′-terminal region of the
crRNA targeting sequence (fig. S12). Corrobo-
rating this finding, a contiguous stretch of at least
13 base pairs between the crRNA and the target
DNA site proximal to the PAM is required for
efficient target cleavage, whereas up to six con-
tiguous mismatches in the 5′-terminal region of
the protospacer are tolerated (Fig. 3E). These
findings are reminiscent of the previously ob-
served seed-sequence requirements for target
nucleic acid recognition in Argonaute proteins
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Fig. 3. Cas9-catalyzed cleavage of target DNA requires an activating domain
in tracrRNA and is governed by a seed sequence in the crRNA. (A) Cas9-tracrRNA:
crRNA complexes were reconstituted using 42-nucleotide crRNA-sp2 and trun-
cated tracrRNA constructs and were assayed for cleavage activity as in Fig. 1B. (B)
Cas9 programmed with full-length tracrRNA and crRNA-sp2 truncations was as-
sayed for activity as in (A). (C) Minimal regions of tracrRNA and crRNA capable
of guiding Cas9-mediated DNA cleavage (blue shaded region). (D) Plasmids
containingWT ormutant protospacer 2 sequences with indicated point mutations

(right) were cleaved in vitro by programmed Cas9 as in Fig. 1A (top-left) and used
for transformation assays of WT or pre-crRNA–deficient S. pyogenes (bottom-left).
The transformation efficiency was calculated as colony-forming units (CFU) per
microgram of plasmid DNA. Error bars represent SDs for three biological replicates.
(E) Plasmids containing WT and mutant protospacer 2 inserts with varying extent
of crRNA-target DNA mismatches (right) were cleaved in vitro by programmed
Cas9 (left). The cleavage reactions were further digestedwith XmnI. The 1880- and
800-bp fragments are Cas9-generated cleavage products. M, DNA marker.
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(30, 31) and the Cascade and Csy CRISPR com-
plexes (13, 14).

A short sequence motif dictates R-loop
formation. In multiple CRISPR/Cas systems, rec-
ognition of self versus nonself has been shown
to involve a short sequence motif that is pre-
served in the foreign genome, referred to as the
PAM (27, 29, 32–34). PAMmotifs are only a few
base pairs in length, and their precise sequence
and position vary according to the CRISPR/Cas
system type (32). In the S. pyogenes type II sys-
tem, the PAM conforms to an NGG consensus
sequence, containing two G:C base pairs that
occur one base pair downstream of the crRNA
binding sequence, within the target DNA (4).
Transformation assays demonstrated that the
GG motif is essential for protospacer plasmid
DNA elimination by CRISPR/Cas in bacterial
cells (fig. S13A), consistent with previous ob-
servations in S. thermophilus (27). The motif is
also essential for in vitro protospacer plasmid
cleavage by tracrRNA:crRNA-guided Cas9
(fig. S13B). To determine the role of the PAM

in target DNA cleavage by the Cas9-tracrRNA:
crRNA complex, we tested a series of dsDNA
duplexes containing mutations in the PAM se-
quence on the complementary or noncomple-
mentary strands, or both (Fig. 4A). Cleavage
assays using these substrates showed that Cas9-
catalyzed DNA cleavage was particularly sensi-
tive to mutations in the PAM sequence on the
noncomplementary strand of the DNA, in con-
trast to complementary strand PAM recognition
by type I CRISPR/Cas systems (18, 34). Cleavage
of target single-stranded DNAs was unaffected
by mutations of the PAMmotif. This observation
suggests that the PAM motif is required only in
the context of target dsDNA and may thus be
required to license duplex unwinding, strand in-
vasion, and the formation of an R-loop structure.
When we used a different crRNA-target DNA
pair (crRNA-sp4 and protospacer 4 DNA), se-
lected due to the presence of a canonical PAM
not present in the protospacer 2 target DNA,
we found that both G nucleotides of the PAM
were required for efficient Cas9-catalyzed DNA

cleavage (Fig. 4B and fig. S13C). To determine
whether the PAM plays a direct role in recruiting
the Cas9-tracrRNA:crRNA complex to the cor-
rect target DNA site, we analyzed binding affin-
ities of the complex for target DNA sequences by
native gel mobility shift assays (Fig. 4C). Muta-
tion of either G in the PAM sequence substan-
tially reduced the affinity of Cas9-tracrRNA:
crRNA for the target DNA. This finding argues
for specific recognition of the PAM sequence by
Cas9 as a prerequisite for target DNA binding
and possibly strand separation to allow strand
invasion and R-loop formation, which would be
analogous to the PAM sequence recognition by
CasA/Cse1 implicated in a type I CRISPR/Cas
system (34).

Cas9 can be programmed with a single
chimeric RNA. Examination of the likely second-
ary structure of the tracrRNA:crRNA duplex
(Figs. 1E and 3C) suggested the possibility that
the features required for site-specific Cas9-catalyzed
DNA cleavage could be captured in a single
chimeric RNA. Although the tracrRNA:crRNA

Fig. 4. A PAM is required to license target DNA cleavage by the Cas9-
tracrRNA:crRNA complex. (A) Dual RNA-programmed Cas9 was tested for
activity as in Fig. 1B. WT and mutant PAM sequences in target DNAs are
indicated (right). (B) Protospacer 4 target DNA duplexes (labeled at both 5′
ends) containing WT and mutant PAM motifs were incubated with Cas9
programmed with tracrRNA:crRNA-sp4 (nucleotides 23 to 89). At the indi-

cated time points (in minutes), aliquots of the cleavage reaction were taken
and analyzed as in Fig. 1B. (C) Electrophoretic mobility shift assays were
performed using RNA-programmed Cas9 (D10A/H840A) and protospacer
4 target DNA duplexes [same as in (B)] containing WT and mutated PAM
motifs. The Cas9 (D10A/H840A)–RNA complex was titrated from 100 pM
to 1 mM.
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target-selection mechanism works efficiently in
nature, the possibility of a single RNA-guided
Cas9 is appealing due to its potential utility for
programmed DNA cleavage and genome edit-
ing (Fig. 5A). We designed two versions of a
chimeric RNA containing a target recognition
sequence at the 5′ end followed by a hairpin struc-
ture retaining the base-pairing interactions that
occur between the tracrRNA and the crRNA
(Fig. 5B). This single transcript effectively fuses
the 3′ end of crRNA to the 5′ end of tracrRNA,
thereby mimicking the dual-RNA structure re-
quired to guide site-specific DNA cleavage by
Cas9. In cleavage assays using plasmid DNA,
we observed that the longer chimeric RNAwas
able to guide Cas9-catalyzed DNA cleavage in a
manner similar to that observed for the truncated
tracrRNA:crRNA duplex (Fig. 5B and fig. S14,
A and C). The shorter chimeric RNA did not
work efficiently in this assay, confirming that
nucleotides that are 5 to 12 positions beyond
the tracrRNA:crRNA base-pairing interaction
are important for efficient Cas9 binding and/or
target recognition. We obtained similar results
in cleavage assays using short dsDNA as a sub-
strate, further indicating that the position of the
cleavage site in target DNA is identical to that
observed using the dual tracrRNA:crRNA as a
guide (Fig. 5C and fig. S14, B and C). Finally,
to establish whether the design of chimeric RNA

might be universally applicable, we engineered
five different chimeric guide RNAs to target a
portion of the gene encoding the green-fluorescent
protein (GFP) (fig. S15, A to C) and tested their
efficacy against a plasmid carrying the GFP
coding sequence in vitro. In all five cases, Cas9
programmed with these chimeric RNAs effi-
ciently cleaved the plasmid at the correct target
site (Fig. 5D and fig. S15D), indicating that ra-
tional design of chimeric RNAs is robust and
could, in principle, enable targeting of any DNA
sequence of interest with few constraints beyond
the presence of a GG dinucleotide adjacent to the
targeted sequence.

Conclusions. We identify a DNA interfer-
ence mechanism involving a dual-RNA structure
that directs a Cas9 endonuclease to introduce
site-specific double-stranded breaks in target
DNA. The tracrRNA:crRNA-guided Cas9 pro-
tein makes use of distinct endonuclease domains
(HNH and RuvC-like domains) to cleave the two
strands in the target DNA. Target recognition
by Cas9 requires both a seed sequence in the
crRNA and a GG dinucleotide-containing PAM
sequence adjacent to the crRNA-binding region
in the DNA target. We further show that the Cas9
endonuclease can be programmed with guide
RNA engineered as a single transcript to target
and cleave any dsDNA sequence of interest. The
system is efficient, versatile, and programmable

by changing the DNA target-binding sequence in
the guide chimeric RNA. Zinc-finger nucleases
and transcription-activator–like effector nucleases
have attracted considerable interest as artificial
enzymes engineered to manipulate genomes
(35–38). We propose an alternative methodology
based on RNA-programmed Cas9 that could
offer considerable potential for gene-targeting
and genome-editing applications.
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Programmable RNA recognition and cleavage by
CRISPR/Cas9
Mitchell R. O’Connell1, Benjamin L. Oakes1, Samuel H. Sternberg2, Alexandra East-Seletsky1, Matias Kaplan3{
& Jennifer A. Doudna1,2,3,4

The CRISPR-associated protein Cas9 is an RNA-guided DNA endo-
nuclease that uses RNA–DNA complementarity to identify target sites
for sequence-specific double-stranded DNA (dsDNA) cleavage1–5. In
its native context, Cas9 acts on DNA substrates exclusively because
both binding and catalysis require recognition of a short DNA sequence,
known as the protospacer adjacent motif (PAM), next to and on the
strand opposite the twenty-nucleotide target site in dsDNA4–7. Cas9
has proven to be a versatile tool for genome engineering and gene
regulation in a large range of prokaryotic and eukaryotic cell types,
and in whole organisms8, but it has been thought to be incapable of
targeting RNA5. Here we show that Cas9 binds with high affinity to
single-stranded RNA (ssRNA) targets matching the Cas9-associated
guide RNA sequence when the PAM is presented in trans as a sepa-
rate DNA oligonucleotide. Furthermore, PAM-presenting oligonu-
cleotides (PAMmers) stimulate site-specific endonucleolytic cleavage
of ssRNA targets, similar to PAM-mediated stimulation of Cas9-
catalysed DNA cleavage7. Using specially designed PAMmers, Cas9
can be specifically directed to bind or cut RNA targets while avoiding
corresponding DNA sequences, and we demonstrate that this strategy
enables the isolation of a specific endogenous messenger RNA from
cells. These results reveal a fundamental connection between PAM

binding and substrate selection by Cas9, and highlight the utility of Cas9
for programmable transcript recognition without the need for tags.

CRISPR–Cas immune systems must discriminate between self and non-
self to avoid an autoimmune response9. In type I and II systems, foreign
DNA targets that contain adjacent PAM sequences are targeted for deg-
radation, whereas potential targets in CRISPR loci of the host do not con-
tain PAMs and are avoided by RNA-guided interference complexes3,5,6,10.
Single-molecule and bulk biochemical experiments showed that PAMs
act both to recruit Cas9–guide-RNA (Cas9–gRNA) complexes to poten-
tial target sites and to trigger nuclease domain activation7. Cas9 from
Streptococcus pyogenes recognizes a 59-NGG-39 PAM on the non-target
(displaced) DNA strand4,6, suggesting that PAM recognition may stim-
ulate catalysis through allosteric regulation. Moreover, the HNH nuclease
domain of Cas9, which mediates target-strand cleavage4,5, is homologous
to other HNH domains that cleave RNA substrates11,12. Based on the
observations that single-stranded DNA (ssDNA) targets can be activated
for cleavage by a separate PAMmer7, and that similar HNH domains
can cleave RNA, we wondered whether a similar strategy would enable
Cas9 to cleave ssRNA targets in a programmable fashion (Fig. 1a).

Using S. pyogenes Cas9 and dual-guide RNAs (Methods), we performed
in vitro cleavage experiments using a panel of RNA and DNA targets
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(Fig. 1b and Extended Data Table 1). Deoxyribonucleotide-comprised
PAMmers specifically activated Cas9 to cleave ssRNA (Fig. 1c), an effect
that required a 59-NGG-39 or 59-GG-39 PAM. RNA cleavage was not
observed using ribonucleotide-based PAMmers, suggesting that Cas9
may recognize the local helical geometry and/or deoxyribose moieties
within the PAM. Consistent with this hypothesis, dsRNA targets were
not cleavable and RNA–DNA heteroduplexes could only be cleaved when
the non-target strand was composed of deoxyribonucleotides. Notably,
we found that Cas9 cleaved the ssRNA target strand between positions
4 and 5 of the base-paired gRNA–target-RNA hybrid (Fig. 1d), in con-
trast to the cleavage between positions 3 and 4 observed for dsDNA3–5.
This is probably due to subtle differences in substrate positioning. How-
ever, we did observe a significant reduction in the pseudo-first-order
cleavage rate constant of PAMmer-activated ssRNA as compared to
ssDNA7 (Extended Data Fig. 1).

We hypothesized that PAMmer nuclease activation would depend
on the stability of the hybridized PAMmer–ssRNA duplex and tested
this by varying PAMmer length. As expected, ssRNA cleavage was lost
when the predicted melting temperature for the duplex decreased below
the temperature used in our experiments (Fig. 1e). In addition, large
molar excesses of di- or tri-deoxyribonucleotides in solution were poor
activators of Cas9 cleavage (Extended Data Fig. 2). Collectively, these
data demonstrate that hybrid substrate structures composed of ssRNA
and deoxyribonucleotide-based PAMmers that anneal upstream of the
RNA target sequence can be cleaved efficiently by RNA-guided Cas9.

We investigated the binding affinity of catalytically inactive dCas9 (Cas9
(D10A;H840A))–gRNA for ssRNA targets with and without PAMmers
using a gel mobility shift assay. Notably, whereas our previous results
showed that ssDNA and PAMmer-activated ssDNA targets are bound
with indistinguishable affinity7, PAMmer-activated ssRNA targets were
bound .500-fold tighter than ssRNA alone (Fig. 2a, b). A recent crystal
structure of Cas9 bound to a ssDNA target revealed deoxyribose-specific
van der Waals interactions between the protein and the DNA backbone13,

suggesting that energetic penalties associated with ssRNA binding must
be attenuated by favourable compensatory binding interactions with
the provided PAM. The equilibrium dissociation constant measured
for a PAMmer–ssRNA substrate was within fivefold of that for dsDNA
(Fig. 2b), and this high-affinity interaction again required a cognate
deoxyribonucleotide-comprised 59-GG-39 PAM (Fig. 2a). Tight binding
also scaled with PAMmer length (Fig. 2c), consistent with the cleavage
data presented above.

It is known that Cas9 possesses an intrinsic affinity for RNA, but
sequence specificity of the interaction had not been explored5. Thus, to
verify the programmable nature of PAMmer-mediated ssRNA cleav-
age by Cas9–gRNA, we prepared three distinct guide RNAs (l2,l3 and
l4; each targeting 20-nucleotide sequences withinl2,l3 andl4 RNAs,
respectively) and showed that their corresponding ssRNA targets could
be efficiently cleaved using complementary PAMmers without any detect-
able cross-reactivity (Fig. 3a). This result indicates that complementary
RNA–RNA base pairing is critical in these reactions. Notably however,
dCas9 programmed with thel2 guide RNA bound all three PAMmer–
ssRNA substrates with similar affinity (Fig. 3b). This observation sug-
gests that high-affinity binding in this case may not require correct base
pairing between the guide RNA and the ssRNA target, particularly given
the compensatory role of the PAMmer.

During dsDNA targeting by Cas9–gRNA, duplex melting proceeds
directionally from the PAM and strictly requires the formation of com-
plementary RNA–DNA base pairs to offset the energetic costs associ-
ated with dsDNA unwinding7. We therefore wondered whether binding
specificity for ssRNA substrates would be recovered using PAMmers
containing 59-extensions that create a partially double-stranded target
region requiring unwinding (Fig. 3c). We found that use of a 59-extended
PAMmer enabled dCas9 bearing thel2 guide sequence to bind sequence-
selectively to the l2 PAMmer–ssRNA target. The l3 and l4 PAMmer–
ssRNA targets were not recognized (Fig. 3d and Extended Data Fig. 3),
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although we did observe a tenfold reduction in overall ssRNA substrate
binding affinity. By systematically varying the length of the 59 exten-
sion, we found that PAMmers containing 2–8 additional nucleotides
upstream of the 59-NGG-39 offer an optimal compromise between gains
in binding specificity and concomitant losses in binding affinity and
cleavage efficiency (Extended Data Fig. 4).

Next we investigated whether nuclease activation by PAMmers requires
base pairing between the 59-NGG-39 and corresponding nucleotides
on the ssRNA. Prior studies have shown that DNA substrates contain-
ing a cognate PAM that is mismatched with the corresponding nucleo-
tides on the target strand are cleaved as efficiently as a fully base-paired
PAM4. This could enable targeting of RNA while precluding binding or
cleavage of corresponding genomic DNA sites lacking PAMs (Fig. 4a).
To test this possibility, we first demonstrated that Cas9–gRNA cleaves
PAMmer–ssRNA substrates regardless of whether or not the PAM is
base paired (Fig. 4b, c). When Cas9–RNA was incubated with both a
PAMmer–ssRNA substrate and the corresponding dsDNA template
containing a cognate PAM, both targets were cleaved. In contrast, when a
dsDNA target lacking a PAM was incubated together with a PAMmer–
ssRNA substrate bearing a mismatched 59-NGG-39 PAM, Cas9–gRNA
selectively targeted the ssRNA for cleavage (Fig. 4c). The same result was
obtained using a mismatched PAMmer with a 59 extension (Fig. 4c),
demonstrating that this general strategy enables the specific targeting

of RNA transcripts while effectively eliminating any targeting of their
corresponding dsDNA template loci.

We next explored whether Cas9-mediated RNA targeting could be
applied in tagless transcript isolation from HeLa cells (Fig. 4d). The immo-
bilization of Cas9 on a solid-phase resin is described in Methods (see also
Extended Data Fig. 5). As a proof of concept, we first isolated GAPDH
mRNA from HeLa total RNA using biotinylated dCas9, gRNAs and
PAMmers (Extended Data Table 2) that target four non-PAM-adjacent
sequences within exons 5–7 (Fig. 4e). We observed a substantial enrich-
ment of GAPDH mRNA relative to control b-actin mRNA by northern
blot analysis, but saw no enrichment using a non-targeting gRNA or
dCas9 alone (Fig. 4f).

We then used this approach to isolate endogenous GAPDH tran-
scripts from HeLa cell lysate under physiological conditions. In initial
experiments, we found that Cas9–gRNA captured two GAPDH-specific
RNA fragments rather than the full-length mRNA (Fig. 4g). Based on
the sizes of these bands, we hypothesized that RNA–DNA heterodu-
plexes formed between the mRNA and PAMmer were cleaved by cellular
RNase H. Previous studies have shown that modified DNA oligonu-
cleotides can abrogate RNase H activity14, and therefore we investigated
whether Cas9 would tolerate chemical modifications to the PAMmer.
We found that a wide range of modifications (locked nucleic acids, 29-
OMe and 29-F ribose moieties) still enabled PAMmer-mediated nuclease
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activation (Extended Data Fig. 6). Furthermore, by varying the pattern
of 29-OMe modifications in the PAMmer, we could completely eliminate
RNase-H-mediated cleavage during the pull-down and successfully iso-
late intact GAPDH mRNA (Fig. 4g, h). Notably, we consistently observed
specific isolation of GAPDH mRNA in the absence of any PAMmer,
albeit with lower efficiency, suggesting that Cas9–gRNA can bind to
GAPDH mRNA through direct RNA–RNA hybridization (Fig. 4f, g
and Extended Data Fig. 7). These experiments demonstrate that RNA-
guided Cas9 can be used to purify endogenous untagged RNA tran-
scripts. In contrast to current oligonucleotide-mediated RNA-capture
methods, this approach works well under physiological salt conditions
and does not require crosslinking or large sets of biotinylated probes15–17.

Here we have demonstrated the ability to re-direct the dsDNA target-
ing capability of CRISPR/Cas9 for RNA-guided ssRNA binding and/or
cleavage (which we now denote RCas9, an RNA-targeting Cas9). Pro-
grammable RNA recognition and cleavage has the potential to trans-
form the study of RNA function, much as site-specific DNA targeting
is changing the landscape of genetic and genomic research8 (Extended
Data Fig. 8). Although certain engineered proteins such as PPR pro-
teins and Pumilio/FBF (PUF) repeats show promise as platforms for
sequence-specific RNA targeting18–22, these strategies require re-designing
the protein for every new RNA sequence of interest. While RNA inter-
ference has proven useful for manipulating gene regulation in certain
organisms23, there has been a strong motivation to develop orthogonal
nucleic-acid-based RNA recognition systems, such as the CRISPR/Cas
Type III-B Cmr complex24–28 and the atypical Cas9 from Francisella
novicida29,30. In contrast to these systems, the molecular basis for RNA
recognition by RCas9 is now clear and requires only the design and syn-
thesis of a matching gRNA and complementary PAMmer. The ability
to recognize endogenous RNAs within complex mixtures with high
affinity and in a programmable manner paves the way for direct tran-
script detection, analysis and manipulation without the need for genet-
ically encoded affinity tags.

Online Content Methods, along with any additional Extended Data display items
andSourceData, are available in the online version of the paper; references unique
to these sections appear only in the online paper.
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METHODS
Cas9 and nucleic acid preparation. Wild-type Cas9 and catalytically inactive dCas9
(Cas9(D10A;H840A)) from S. pyogenes were purified as previously described4. Forty-
two-nucleotide crRNAs were either ordered synthetically (Integrated DNA Tech-
nologies) or transcribed in vitro with T7 polymerase using single-stranded DNA
templates, as described31. Using the previously described numbering scheme4,
tracrRNA was transcribed in vitro and contained nucleotides 15–87. Single-guide
RNAs (sgRNAs) targeting l-RNAs were transcribed in vitro from linearized plas-
mids and contain full-length crRNA and tracrRNA connected via a GAAA tetra-
loop insertion. GAPDH mRNA-targeting sgRNAs were transcribed in vitro from
dsDNA PCR products based on an optimized sgRNA design32. Target ssRNAs (55–
56 nucleotides) were transcribed in vitro using single-stranded DNA templates.
Sequences of all nucleic acid substrates used in this study can be found in Extended
Data Tables 1 and 2.

All RNAs were purified using 10–15% denaturing polyacrylamide gel electro-
phoresis (PAGE). Duplexes of crRNA and tracrRNA were prepared by mixing equi-
molar concentrations of each RNA in hybridization buffer (20 mM Tris-HCl, pH 7.5,
100 mM KCl, 5 mM MgCl2), heating to 95 uC for 30 s and slow cooling. Fully double-
stranded DNA/RNA substrates (substrates 1, 8–10 in Fig. 1 and substrates 1 and 2
in Fig. 4) were prepared by mixing equimolar concentrations of each nucleic acid
strand in hybridization buffer, heating to 95 uC for 30 s, and slow cooling. RNA, DNA
and chemically modified PAMmers were synthesized commercially (Intergrated DNA
Technologies). DNA and RNA substrates were 59-radiolabelled using [c-32P]ATP
(PerkinElmer) and T4 polynucleotide kinase (New England Biolabs). Double-stranded
DNA and dsRNA substrates (Figs 1c and 4c) were 59-radiolabelled on both strands,
whereas only the target ssRNA was 59-radiolabelled in other experiments.
Cleavage assays. Cas9–gRNA complexes were reconstituted before cleavage experi-
ments by incubating Cas9 and the crRNA–tracrRNA duplex for 10 min at 37 uC in
reaction buffer (20 mM Tris-HCl, pH 7.5, 75 mM KCl, 5 mM MgCl2, 1 mM dithio-
threitol (DTT), 5% glycerol). Cleavage reactions were conducted at 37 uC and con-
tained ,1 nM 59-radiolabelled target substrate, 100 nM Cas9–RNA, and 100 nM
PAMmer, where indicated. Aliquots were removed at each time point and quenched
by the addition of RNA gel-loading buffer (95% deionized formamide, 0.025% (w/v)
bromophenol blue, 0.025% (w/v) xylene cyanol, 50 mM EDTA (pH 8.0), 0.025%
(w/v) SDS). Samples were boiled for 10 min at 95 uC before being resolved by 12%
denaturing PAGE. Reaction products were visualized by phosphorimaging and
quantified with ImageQuant (GE Healthcare).
RNA cleavage site mapping. A hydrolysis ladder (OH2) was obtained by incub-
ating ,25 nM 59-radiolabelledl2 target ssRNA in hydrolysis buffer (25 mM CAPS
(N-cyclohexyl-3-aminopropanesulphonic acid), pH 10.0, 0.25 mM EDTA) at 95 uC
for 10 min, before quenching on ice. An RNase T1 ladder was obtained by incub-
ating ,25 nM 59-radiolabelled l2 target ssRNA with 1 U RNase T1 (New England
Biolabs) for 5 min at 37 uC in RNase T1 buffer (20 mM sodium citrate, pH 5.0, 1 mM
EDTA, 2 M urea, 0.1 mg ml21 yeast transfer RNA). The reaction was quenched by
phenol/chloroform extraction before adding RNA gel-loading buffer. All products
were resolved by 15% denaturing PAGE.
Electrophoretic mobility shift assays. In order to avoid dissociation of the Cas9–
gRNA complex at low concentrations during target ssRNA binding experiments,
binding reactions contained a constant excess of dCas9 (300 nM), increasing con-
centrations of sgRNA, and 0.1–1 nM of target ssRNA. The reaction buffer was sup-
plemented with 10mg ml21 heparin in order to avoid non-specific association of
apo-dCas9 with target substrates7. Reactions were incubated at 37 uC for 45 min
before being resolved by 8% native PAGE at 4 uC (0.53 TBE buffer with 5 mM MgCl2).
RNA and DNA were visualized by phosphorimaging, quantified with ImageQuant
(GE Healthcare), and analysed with Kaleidagraph (Synergy Software).

Cas9 biotin labelling. To ensure specific labelling at a single residue on Cas9, two
naturally occurring cysteine residues were mutated to serine (C80S and C574S)
and a cysteine point mutant was introduced at residue Met 1. To attach the biotin
moiety, 10mM wild-type Cas9 or dCas9 was reacted with a 50-fold molar excess of
EZ-Link Maleimide-PEG2-Biotin (Thermo Scientific) at 25 uC for 2 h. The reaction
was quenched by the addition of 10 mM DTT, and unreacted Maleimide-PEG2-
Biotin was removed using a Bio-Gel P-6 column (Bio-Rad). Labelling was verified
using a streptavidin bead binding assay, where 8.5 pmol of biotinylated Cas9 or
non-biotinylated Cas9 was mixed with either 25ml streptavidin-agarose (Pierce Avidin
Agarose; Thermo Scientific) or 25ml streptavidin magnetic beads (Dynabeads MyOne
Streptavidin C1; Life Technologies). Samples were incubated in Cas9 reaction buffer
at room temperature for 30 min, followed by three washes with Cas9 reaction buffer
and elution in boiling SDS–PAGE loading buffer. Elutions were analysed using
SDS–PAGE. Cas9 M1C biotinylation was also confirmed using mass spectroscopy
performed in the QB3/Chemistry Mass Spectrometry Facility at UC Berkeley. Sam-
ples of intact Cas9 proteins were analysed using an Agilent 1200 liquid chromato-
graph equipped with a Viva C8 (100 mm3 1.0 mm, 5mm particles, Restek) analytical
column and connected in-line with an LTQ Orbitrap XL mass spectrometer (Thermo
Fisher Scientific). Mass spectra were recorded in the positive ion mode. Mass spectral
deconvolution was performed using ProMass software (Novatia).
GAPDH mRNA pull-down. HeLa-S3 cell lysates were prepared as previously
described33. Total RNA was isolated from HeLa-S3 cells using Trizol reagent accord-
ing to the manufacturer’s instructions (Life Technologies). Cas9–sgRNA complexes
were reconstituted before pull-down experiments by incubating a twofold molar
excess of Cas9 with sgRNA for 10 min at 37 uC in reaction buffer. HeLa total RNA
(40mg) or HeLa lysate (,5 3 106 cells) was added to reaction buffer with 40 U
RNasin (Promega), PAMmer (5mM) and the biotin-dCas9 (50 nM)–sgRNA (25 nM)
in a total volume of 100ml and incubated at 37 uC for 1 h. This mixture was then
added to 25 ml magnetic streptavidin beads (Dynabeads MyOne Streptavidin C1;
Life Technologies) pre-equilibrated in reaction buffer and agitated at 4 uC for 2 h.
Beads were then washed six times with 300ml wash buffer (20 mM Tris-HCl, pH 7.5,
150 mM NaCl, 5 mM MgCl2, 0.1% Triton X-100, 5% glycerol, 1 mM DTT, 10mg ml21

heparin). Immobilized RNA was eluted by heating beads at 70 uC in the presence of
DEPC-treated water and a phenol/chloroform mixture. Eluates were then treated
with an equal volume of glyoxal loading dye (Life Technologies) and heated at 50 uC
for 1 h before separation via 1% BPTE agarose gel (30 mM Bis-Tris, 10 mM PIPES,
10 mM EDTA, pH 6.5). Northern blot transfers were carried out as previously
described34. Following transfer, membranes were crosslinked using UV radiation
and incubated in pre-hybridization buffer (UltraHYB Ultrasensitive Hybridiza-
tion Buffer; Life Technologies) for 1 h at 46 uC before hybridization. Radioactive
northern probes were synthesized using random priming of GAPDH and b-actin
partial cDNAs (for cDNA primers, see Extended Data Table 2) in the presence
of [a-32P]dATP (PerkinElmer), using a Prime-It II Random Primer Labelling kit
(Agilent Technologies). Hybridization was carried out for 3 h in pre-hybridization
buffer at 46 uC followed by two washes with 2 3 SSC (300 mM NaCl, 30 mM triso-
dium citrate, pH 7, 0.5% (w/v) SDS) for 15 min at 46 uC. Membranes were imaged
using a phosphorscreen.

31. Sternberg, S. H., Haurwitz, R. E. & Doudna, J. A. Mechanism of substrate selection
by a highly specific CRISPR endoribonuclease. RNA 18, 661–672 (2012).

32. Chen, B. et al. Dynamic imaging of genomic loci in living human cells by an
optimized CRISPR/Cas system. Cell 155, 1479–1491 (2013).

33. Lee, H. Y. et al. RNA-protein analysis using a conditional CRISPR nuclease. Proc.
Natl Acad. Sci. USA 110, 5416–5421 (2013).

34. Chomczynski, P. One-hour downward alkaline capillary transfer for blotting of
DNA and RNA. Anal. Biochem. 201, 134–139 (1992).
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Extended Data Figure 1 | Quantified data for cleavage of ssRNA by
Cas9–gRNA in the presence of a 19-nucleotide PAMmer. Cleavage assays
were conducted as described in the Methods, and the quantified data were fitted
with single-exponential decays. Results from four independent experiments
yielded an average apparent pseudo-first-order cleavage rate constant
(mean 6 s.d.) of 0.032 6 0.007 min21. This is slower than the rate constant
determined previously for ssDNA in the presence of the same 19-nucleotide
PAMmer (7.3 6 3.2 min21)7.
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Extended Data Figure 2 | RNA cleavage is marginally stimulated by di- and
tri-deoxyribonucleotide PAMmers. Cleavage reactions contained ,1 nM
59-radiolabelled target ssRNA and no PAMmer (left), 100 nM 18-nt PAMmer

(second from left), or 1 mM of the indicated di- or tri-nucleotide (remaining
lanes). Reaction products were resolved by 12% denaturing polyacrylamide
gel electrophoresis (PAGE) and visualized by phosphorimaging.
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Extended Data Figure 3 | Representative binding experiment
demonstrating guide-specific ssRNA binding with 59-extended PAMmers.
Gel shift assays were conducted as described in the Methods. Binding reactions
contained Cas9 programmed with l2 gRNA and either l2 (on-target), l3
(off-target) orl4 (off-target) ssRNA in the presence of short cognate PAMmers

or cognate PAMmers with complete 59-extensions, as indicated. The presence
of a cognate 59-extended PAM-mer abrogates off-target binding. Three
independent experiments were conducted to produce the data shown in
Fig. 3b, d.
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Extended Data Figure 4 | Exploration of RNA cleavage efficiencies and
binding specificity using PAMmers with variable 59-extensions. a, Cleavage
assays were conducted as described in Methods. Reactions contained Cas9
programmed withl2 gRNA andl2 ssRNA targets in the presence of PAMmers
with 59-extensions of variable length. The ssRNA cleavage efficiency decreases
as the PAMmer extends further into the target region, as indicated by the
fraction of RNA cleaved after 1 h. b, Binding assays were conducted as
described in the Methods, using mostly the same panel of 59-extended

PAMmers as in a. Binding reactions contained Cas9 programmed with l2
gRNA and either l2 (on-target) or l3 (off-target) ssRNA in the presence of
cognate PAMmers with 59-extensions of variable length. The binding
specificity increases as the PAMmer extends further into the target region, as
indicated by the fraction of l3 (off-target) ssRNA bound at 3 nM Cas9–gRNA.
PAMmers with 59 extensions also cause a slight reduction in the relative
binding affinity of l2 (on-target) ssRNA.
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Extended Data Figure 5 | Site-specific biotin labelling of Cas9. a, In order to
introduce a single biotin moiety on Cas9, the solvent accessible, non-conserved
amino-terminal methionine was mutated to a cysteine (M1C; red text) and
the naturally occurring cysteine residues were mutated to serine (C80S and
C574S; bold text). This enabled cysteine-specific labelling with EZ-link
Maleimide-PEG2-biotin through an irreversible reaction between the reduced
sulphydryl group of the cysteine and the maleimide group present on the biotin
label. Mutations of dCas9 are also indicated in the domain schematic. b, Mass
spectrometry analysis of the Cas9 biotin-labelling reaction confirmed that
successful biotin labelling only occurs when the M1C mutation is present in the
Cys-free background (C80S;C574S). The mass of the Maleimide-PEG2-biotin

reagent is 525.6 Da. c, Streptavidin bead binding assay with biotinylated (biot.)
or non-biotinylated (non-biot.) Cas9 and streptavidin agarose or streptavidin
magnetic beads. Cas9 only remains specifically bound to the beads after
biotin labelling. d, Cleavage assays were conducted as described in the Methods
and resolved by denaturing PAGE. Reactions contained 100 nM Cas9
programmed with l2 gRNA and ,1 nM 59-radiolabelled l2 dsDNA target.
e, Quantified cleavage data from triplicate experiments were fitted with
single-exponential decays to calculate the apparent pseudo-first-order
cleavage rate constants (average 6 standard deviation). Both Cys-free and
biotin-labelled Cas9(M1C) retain wild-type activity.
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Extended Data Figure 6 | RNA-guided Cas9 can utilize chemically modified
PAMmers. Nineteen-nucleotide PAMmer derivatives containing various
chemical modifications on the 59 and 39 ends (capped) or interspersed
throughout the strand still activate Cas9 for cleavage of ssRNA targets.

These types of modification are often used to increase the in vivo half-life of
short oligonucleotides by preventing exo- and endonuclease-mediated
degradation. Cleavage assays were conducted as described in the Methods.
PS, phosphorothioate bonds; LNA, locked nucleic acid.
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Extended Data Figure 7 | Cas9 programmed with GAPDH-specific gRNAs
can pull down GAPDH mRNA in the absence of PAMmers. a, Northern blot
showing that, in some cases, Cas9–gRNA is able to pull down detectable
amounts of GAPDH mRNA from total RNA without requiring a PAMmer.

b, Northern blot showing that Cas9–gRNA G1 is also able to pull down
quantitative amounts of GAPDH mRNA from HeLa cell lysate without
requiring a PAMmer. s, standard; v1-5, increasingly 29-OMe-modified
PAMmers. See Fig. 4g for PAMmer sequences.
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Extended Data Figure 8 | Potential applications of RCas9 for untagged
transcript analysis, detection and manipulation. a, Catalytically active RCas9
could be used to target and cleave RNA, particularly those for which
RNA-interference-mediated repression/degradation is not possible.
b, Tethering the eukaryotic initiation factor eIF4G to a catalytically inactive
dRCas9 targeted to the 59 untranslated region of an mRNA could drive
translation. c, dRCas9 tethered to beads could be used to specifically isolate
RNA or native RNA–protein complexes of interest from cells for downstream
analysis or assays including identification of bound-protein complexes,

probing of RNA structure under native protein-bound conditions, and
enrichment of rare transcripts for sequencing analysis. d, dRCas9 tethered to
RNA deaminase or N6-mA methylase domains could direct site-specific A-to-I
editing or methylation of RNA, respectively. e, dRCas9 fused to a U1
recruitment domain (arginine- and serine-rich (RS) domain) could be
programmed to recognize a splicing enhancer site and thereby promote the
inclusion of a targeted exon. f, dRCas9 tethered to a fluorescent protein such as
GFP could be used to observe RNA localization and transport in living cells.
Adapted from Mackay et al.18
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Extended Data Table 1 | l-Oligonucleotide sequences

*Guide crRNA sequences and complementary DNA target strand sequences are shown in red. PAM sites (59-NGG-39) are highlighted in yellow on the non-target strand when adjacent to the target sequence or in
the PAMmer.
{The T7 promoter is indicated in bold (or reverse complement of), as well as 59 G or GG included in the ssRNA product by T7 polymerase.
{ sgRNA template obtained from pIDT, subsequently linearized by AflII for run-off transcription.
1 Positions of modifications depicted with asterisks preceding each modified nucleotide in each case (except for PS linkages which are depicted between bases).
PS, phosphorothioate bond; NA, not applicable; LNA, locked nucleic acid.
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Extended Data Table 2 | Oligonucleotides used in the GAPDH mRNA pull-down experiment

*Guide crRNA sequences and complementary DNA target strand sequences are shown in red. PAM sites (59-NGG-39) are highlighted in yellow on the non-target strand when adjacent to the target sequence or in
the PAMmer.
{The T7 promoter is indicated in bold (or reverse complement of), as well as 59 G or GG included in the ssRNA product by T7 polymerase. sgRNAs for GAPDH were designed according to Chen et al.32

{ Positions of 29-OMe modifications depicted with asterisks preceding each modified nucleotide.
NA, not applicable.
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A B S T R A C T

Circular RNAs (circRNAs) are a novel type of RNA that, unlike linear RNAs, form a covalently closed con-
tinuous loop and are highly represented in the eukaryotic transcriptome. Recent studies have discovered
thousands of endogenous circRNAs in mammalian cells. CircRNAs are largely generated from exonic or
intronic sequences, and reverse complementary sequences or RNA-binding proteins (RBPs) are neces-
sary for circRNA biogenesis. The majority of circRNAs are conserved across species, are stable and resistant
to RNase R, and often exhibit tissue/developmental-stage-specific expression. Recent research has re-
vealed that circRNAs can function as microRNA (miRNA) sponges, regulators of splicing and transcription,
and modifiers of parental gene expression. Emerging evidence indicates that circRNAs might play im-
portant roles in atherosclerotic vascular disease risk, neurological disorders, prion diseases and cancer;
exhibit aberrant expression in colorectal cancer (CRC) and pancreatic ductal adenocarcinoma (PDAC);
and serve as diagnostic or predictive biomarkers of some diseases. Similar to miRNAs and long noncoding
RNAs (lncRNAs), circRNAs are becoming a new research hotspot in the field of RNA and could be widely
involved in the processes of life. Herein, we review the formation and properties of circRNAs, their func-
tions, and their potential significance in disease.

© 2015 Elsevier Ireland Ltd. All rights reserved.

Introduction

Circular RNAs (circRNAs) were recently discovered as a special
novel type of endogenous noncoding RNA and represent a recent
research hotspot in the field of RNA. Unlike linear RNAs that are ter-
minated with 5′ caps and 3′ tails, circRNAs form covalently closed
loop structures with neither 5′–3′ polarities nor polyadenylated tails
[1].

CircRNA was first found in RNA viruses as early as the 1970s [2].
Unfortunately, only a handful of such circRNAs were serendipitously
discovered over the past 30 years [3–9]. Such molecules were typ-
ically considered to be molecular flukes or products of aberrant RNA
splicing due to their low levels of expression. However, with the de-
velopment of RNA deep sequencing technology and bioinformatics,
recent work has revealed that large numbers of circRNAs are en-
dogenous, abundant, conserved and stable in mammalian cells
[10–16]. Furthermore, several researchers have confirmed that re-
versed complementary sequences including inverted repeated Alu
pairs (IRAlus) and exon skipping are essential to circRNA forma-
tion [17–25]. Moreover, RNA-binding proteins (RBPs) also regulate
circRNA formation [23,26].

Specifically, subsequent reports revealed that circRNAs could func-
tion as microRNA (miRNA) sponges, regulate alternative splicing,
and modulate the expression of parental genes [13,14,16,23,27]. More
importantly, it is becoming evident that circRNAs may be in-
volved in atherosclerotic vascular disease risk, neurological disorders,
prion diseases and cancer [28–30]; are aberrantly expressed in
colorectal cancer (CRC) [31] and pancreatic ductal adenocarci-
noma (PDAC) (S.B.Q., unpublished observations). CircRNAs were
described as potential disease biomarkers in human saliva and as
biomarkers for aging and gastric cancer (GC) [32–34]. Taken to-
gether, these findings indicate that circRNAs have great potential
to perform special regulating roles in biological development and
disease initiation and progression, become new clinical diagnostic
and prognostic markers, and provide new insights into the treat-
ment of diseases.

In this review, we briefly delineate the diversity of circRNAs and
discuss the highlights of the biogenesis of circRNAs, their charac-
teristics, their potential functions and their relationships with the
disease.

Diversity of circRNAs

CircRNAs are expressed at low levels and were originally thought
to be by-products of spliceosome-mediated splicing errors [35] or
intermediates that escaped from intron lariat debranching [36,37].
Thus, circRNAs received little attention and were thought to be
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unlikely to play critical roles in biological processes. Until 2010, few
circRNAs had been discovered, and research into circRNA biogen-
esis was minimal. However, with the development of high-
throughput sequencing technology and computational analysis,
thousands of circRNAs across species from Archaea to humans have
been discovered [10–16,38]. The expression of some circRNAs is >10-
fold higher than those of their canonical linear transcripts of the
same genes [12]. The recently identified human circRNAs are de-
picted in Table 1.

Biogenesis of circRNAs

Recent studies have revealed that the biogenesis of circRNAs via
backsplicing is different from the canonical splicing of linear RNAs
[18]. Furthermore, several recent advances in our understanding of
circRNA biogenesis, particularly regarding its regulation and the com-
petition between backsplicing and canonical splicing, have been
made [1]. For example, Jeck et al. put forward two models of circRNA
formation [12]. Model 1 is termed ‘lariat-driven circularization’ or
‘exon skipping’ (Fig. 1a), and model 2 is termed ‘intron-pairing-
driven circularization’ or ‘direct backsplicing’ (Fig. 1b). Notably, Kelly
and colleagues also found that exon circularization is widespread
and correlated with exon skipping in human umbilical vein endo-
thelial cells (HUVECs) treated with tumor necrosis factor α (TNFα)
or tumor growth factor β (TGFβ) [22]. Although some evidence has
indicated that intron-pairing-driven circularization might occur more
frequently than lariat-driven circularization [39], accumulated ev-
idence has verified the model of intron-pairing-driven circularization
and suggested that reverse complementary sequences, including
IRAlus, are important for circRNA biogenesis [17–21,23–25]. Shortly
thereafter, Zhang and others discovered a new type of circRNA in
human cells that is derived from introns and was termed circular
intronic RNAs (ciRNAs). ciRNA biogenesis depends on a consensus
motif containing a 7-nt GU-rich element near the 5′ splice site and
an 11-nt C-rich element near the branchpoint site [14] (Fig. 1c). Very
recently, Li et al. also found exons that are circularized with introns
‘retained’ between the exons. These authors termed them exon–
intron circRNAs or EIciRNAs and found that they could be
overexpressed with their flanking complementary sequences [16].
However, the mechanism of EIciRNA formation remains unknown.
These mechanisms add considerably to the regulatory complexity
of the human transcriptome.

Additionally, researchers have identified the muscleblind protein
(MBL), which can bind to circMbl flanking introns to provoke the
formation of circRNAs that act as RBPs to bridge two flanking introns
close together [23]. Similarly, researchers reported an additional
mode of circRNA biogenesis in which interactions between RBPs form

a bridge between the flanking introns, which causes the splice donor
and splice acceptor to close to promote circRNA biogenesis [40]
(Fig. 1d). Surprisingly, Conn and others have recently found that RBP
Quaking (QKI) regulates the formation of circRNAs [26]. In con-
trast, Ivanov and others noted that the RNA-editing enzyme ADAR1
can bind to double-stranded RNA to antagonize circRNA biogen-
esis by melting the stem structure [20]. Therefore, RBPs may serve
as activators or inhibitors of the formation of circRNAs in some
conditions.

Remarkably, Zhang et al. first proposed a model of alternative
circularization that is similar to alternative splicing [18] (Fig. 2). These
authors found that competition in RNA pairing by complementary
sequences (either repetitive or nonrepetitive) across or within in-
dividual flanking introns could significantly affect splicing selection
and exon circularization. Complementary sequences within indi-
vidual flanking introns can be sufficient to promote liner mRNA
generation. Conversely, complementary sequences across flanking
introns can benefit exon circularization. The competition between
reverse complementary sequences can result in multiple circRNA
transcripts being processed from a single gene (Fig. 2). However, al-
ternative circularization can be species-specific due to the different
distributions of complementary sequences across species. The ex-
istence of complementary sequences is necessary but not sufficient
for exon circularization [18]. This model suggests that the mecha-
nism of alternative circularization is very complicated and is also
possibly regulated by other factors, such as RBPs [1].

Properties of circRNAs

According to recent research, there are several noteworthy prop-
erties of circRNAs that are produced by backsplicing. Firstly, these
circRNAs have covalently closed loop structures with neither 5′–3′
polarity nor a polyadenylated tail, which makes them much more
stable than liner RNA and insusceptible to degradation by RNA exo-
nuclease or RNase R [41]. For example, researchers identified >400
circRNAs in human cell-free saliva (CFS) from healthy individuals.
These data represent experimental validation of circRNAs in any type
of extracellular body fluid [33]. Secondly, there is a great diversity
of circRNAs [40]. In some cases, the abundance of circular mol-
ecules exceeds those of the corresponding linear mRNAs by >10-
fold [12]. Thirdly, circRNAs are largely composed of exons, which
primarily reside in the cytoplasm and possibly have miRNA re-
sponse elements (MREs) [11–13]. Moreover, circRNAs harbor
significant reductions in polymorphisms at predicted miRNA target
sites [42]. Some circRNAs come from introns or exons with introns
that are ‘retained’ between exons and are primarily located in the
nucleus in eukaryotes and may regulate gene expression [14,16].

Table 1
Overview of human circRNAs identified recently.

Sample Special treatment Detection method Number of circRNAs References

Cell line (HeLa) Pol II CLIP RNA-seq 15 EIciRNAs (most abundant) [16]
39 ENCODE data sets rRNA depletion RNA-seq 7112 predicted circRNAs (circRNA fraction ≥10%) [15]
Cell line (H9) poly(A) RNA depletion

rRNA depletion
RNase R

RNA-seq 103 ciRNAs (at least 2-fold enrichment) [14]

Cell line (Hs68) rRNA depletion
RNase R

RNA-seq 25,166 predicted circRNAs (high-confidence) [12]

15 Cell lines (including cancer and non-cancer
cell lines from public ENCODE RNA-seq data)

poly(A) RNA depletion
rRNA depletion

RNA-seq 46,866 predicted circRNAs (at an FDR of 0.025) [11]

4 Cell lines (CD19+ leukocytes, HEK293, CD34+

leukocytes, neutrophils)
rRNA depletion RNA-seq 1950 predicted circRNAs (at least two independent reads) [13]

5 Cell lines (CD19+ leukocytes, HeLa, H9, CD34+

leukocytes, neutrophils)
rRNA depletion RNA-seq 2748 predicted circRNAs [10]

Special treatments were conducted after total RNAs were extracted from the samples. Then, circRNAs were identified via RNA-seq.
circRNAs: circular RNAs; EIciRNAs: exon–intron circRNAs; ciRNAs: circular intronic RNAs; rRNA: ribosomal RNA; RNA-seq: RNA-sequencing; Pol II CLIP: RNA polymerase II
crosslinking and immunoprecipitation; FDR: false discovery rate; RNase R: ribonuclease R.
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Fourthly, circRNAs often exhibit tissue/developmental-stage-
specific expression [11,13,16]. For example, hsa_circRNA_2149 has
been detected in CD19+ leukocytes but not CD34+ leukocytes, neu-
trophils or HEK293 cells. Some nematode circRNAs seem to be
expressed in oocytes but absent in 1- or 2-cell embryos according
to sequencing data [13]. Fifthly, the vast majority of circRNAs are
endogenous noncoding RNAs, and only a small portion of exoge-
nous circRNAs, such as Hepatitis δ (HDV) and engineered circRNAs
with internal ribosome entry sites (IRESs), are translated [5,43,44].
Finally, circRNAs are evolutionarily conserved between different
species [11,12,45]; however, some ciRNAs are much less evolution-
arily conserved [14]. Taken together, these properties indicate that

circRNAs have the potential to play important roles in transcrip-
tion and post-transcription and to become ideal biomarkers in the
diagnosis of diseases.

CircRNA function

CircRNAs function as competing endogenous RNAs or miRNA sponges

The competitive endogenous RNAs (ceRNAs) contain shared MREs,
such as mRNAs, pseudogenes and long noncoding RNAs (lncRNAs),
and can compete for miRNA binding [46]. Thus, the presence or
absence of ceRNAs influences the activities of miRNAs regarding the

Fig. 1. Models of circRNA biogenesis. (a) Lariat-driven circularization. That splice donor in 3′ end of exon 1 covalently splices to splice acceptor in 5′ end of exon 4 forms a
lariat via exon skipping. Then the introns are removed via splicesome. CircRNA finally is formed [12]. (b) Intron-pairing-driven circularization. Intron 1 and intron 3 are
formed circular structure via base-pairing. Then introns are removed or retained to form circRNA or EIciRNA [12,16]. (c) Circular intronic RNA. The lariat intron is generated
from the splicing reaction. GU-rich sequences near the 5′ splice site (yellow box) and C-rich sequences near branch point (purple box) are minimally sufficient for an intron
to escape debranching and degradation. 3′ ‘tail’ downstream from the branch point is trimmed to result in a stable ciRNA [14]. (d) RBP or trans-factor driven circularization.
RBPs or trans-factors (green) can bridge two flanking introns close together. Then the introns are removed to form circRNA [26,40]. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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regulation of gene expression. Recently accumulated evidence in-
dicates that circRNAs can function as miRNA sponges or potent
ceRNA molecules [13,27,30,47] (Fig. 3) and can be depleted of poly-
morphisms at microRNA binding sites [41]. For example, the exonic

circRNAs ciRS-7/CDR1as (for circular RNA sponge for miR-7 or CDR1
antisense) and Sry have been shown to bind miRNAs without being
degraded, which makes them excellent candidates for ceRNA ac-
tivity [39]. Hansen et al. discovered that the cerebellar degeneration-
related protein 1 (CDR1) gene can translate a natural circular
antisense transcript termed antisense to the cerebellar degeneration-
related protein 1 transcript (CDR1as). CDR1as can interact with
miRNAs and be cleaved by miR-671 [48]. The miR-671 binding site
exhibits near-perfect complementarity and little variation across
species [27]. Subsequent research revealed that CDR1as contains over
70 conserved seed matches for miR-7 and is densely bound by
Argonaute proteins (i.e., the proteins that bind to miRNAs). Notably,
the limits in the complementarity of the seed matches protect
CDR1as from degradation from the bound miR-7 [27]. The silenc-
ing of CDR1as or the overexpression of miR-671 decreases the
expression of published miR-7 target genes [13,27], such as SNCA,
EGFR and IRS2 [49–51]. In comparison, CDR1as overexpression pre-
vents the downregulation of miR-7 targets [27]. Moreover, CDR1as
is expressed at higher levels in nervous tissue. The overexpression
of CDR1as in zebrafish embryos, which lack the cdr1 locus, sub-
stantially reduces midbrain size and mimics the phenotype of miR-7
loss-of-function, which causes morphological defects in the mid-
brain [13]. Similarly, Murine Sex-determining region Y (Sry) is the
gene responsible for mammalian sex determination and can produce
a testis-specific circular transcript [7]. This single-exon circRNA has
16 binding sites for miR-138 and can be co-precipitated with
Argonaute 2 (AGO2) in HEK293 cells that are co-transfected with
the circRNA Sry expression vector and pJEBB-138. These data indi-
cate that the circular Sry RNA likely also acts as a miR-138 sponge
[27].

However, some analyses of the large set of exonic circRNAs iden-
tified by CircleSeq suggest that very few circRNAs in mammalian

Fig. 2. Possible models of alternative circularization. Multiple circRNAs from either exons or introns, such as ciRNA, circRNA and EIciRNA, can be generated from a single
gene locus via the competition of RNA pairing across different introns (blue arcs). (1) Lariat intron without key RNA elements containing a 7-nt GU-rich element near the 5′
splice site and an 11-nt C-rich element near the branchpoint site fail to escape from debranching and exonucleolytic degradation [14]. (2) CircRNA is formed via the com-
petition of RNA pairing across flanking introns [1]. (3) Complementary sequences formed a circular structure via the competition of RNA pairing. CircRNA is formed via
removing the intron. If the intron is retained with unknown mechanisms, EIciRNA will be processed [16,18]. Red arrows, complementary sequences. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Network of ceRNAs. circRNAs, mRNAs, pseudogenes and lncRNAs act as ceRNAs
to regulate their respective roles, which contain shared MREs to compete for microRNA
binding. They maintain dynamic balance to regulate cellular homeostasis. If ho-
meostasis of ceRNAs is dysregulated, the diseases may occur.
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cells contain more than ten binding sites for an individual miRNA.
Furthermore, many exonic circRNAs only contain smaller numbers
of putative miRNA binding sites [39]. Analogously, Guo et al. also
found that few circRNAs exhibit properties expected of miRNA
sponges [15]. Fortunately, Li et al. detected that cir-ITCH spans several
exons of the E3 ubiquitin (Ub) protein ligase (ITCH) and acts as a
sponge of miR-7, miR-17 and miR-214 [30]. Therefore, whether cir-
cular miRNA sponges are a general phenomenon and how networks
of circRNAs, miRNAs and ceRNAs maintain balance to regulate cel-
lular homeostasis remain to be clarified.

CircRNAs regulate alternative splicing or transcription

Previous studies have suggested that circRNAs are involved in
the regulation of alternative splicing or transcription. For example,
Ashwal-Fluss et al. discovered that circMbl is generated by the second
exon of the splicing factor MBL, which competes with canonical pre-
mRNA splicing. circMbl flanking introns and circMbl itself have
conserved MBL binding sites that are strongly and specifically bound
by MBL. The modulation of MBL levels significantly affects circMbl
formation, and this effect depends on MBL binding sites in the flank-
ing intronic sequences [23]. These findings suggest that general
splicing factors, such as MBL, may have effects on alternative splic-
ing that modulate the balance between circRNA biogenesis and
canonical splicing. Moreover, Chao et al. noticed that the mouse
formin (Fmn) gene can produce circRNA via backsplicing. Notably,
this circRNA that contains the translation start site functions as an
‘mRNA trap’ and leaves a noncoding linear transcript and thereby
reduces the expression level of the Fmn protein [52]. Moreover, Jeck

and Sharpless uncovered that many of single-exon circRNAs contain
a translation start site in human fibroblasts [39]. These discover-
ies indicate that circRNAs could act as mRNA traps by sequestering
the translation start site to regulate protein expression.

CircRNAs regulate the expression of parental gene

Recent advances have revealed that circRNAs could regulate the
expression of parental genes (Fig. 4). For instance, Zhang and col-
leagues discovered that the formation of ciRNAs depends on the key
flanking RNA elements that might be essential for the intron lariat
to escape from debranching. These ciRNAs have little enrichment
for microRNA target sites, indicating that they are functionally dis-
tinct [53]. Detailed studies have demonstrated that some ciRNAs
are abundant in the nucleus and interact with the polymerase II (Pol
II) machinery and modulate host transcription activity in a cis-
acting manner [14]. Subsequently, researchers also reported a special
class of circRNAs termed EIciRNAs that are associated with RNA Pol
II in human cells. EIciRNAs, such as circEIF3J and circPAIP2, are pre-
dominantly localized to the nucleus, interact with U1 small nuclear
ribonucleoproteins (snRNPs) and enhance the transcription of their
parental genes in a cis-acting manner [16]. Similarly, Li and others
found that both cir-ITCH and the 3′-untranslated region (UTR) of
ITCH share some miRNA binding sites. Further study indicated that
the interactions of cir-ITCH with miR-7, miR-17, and miR-214 might
increase the level of ITCH [30]. We speculate that exon-only circRNAs
may fulfill regulatory functions in the cytoplasm, whereas intronic
circRNAs, such as ciRNAs and EIciRNAs, seem to be efficient for tran-
scriptional regulation in the nucleus.

Fig. 4. Three models of circRNA regulating the expression of parental gene. ciRNAs are produced from lariat introns that escape debranching. The stable ciRNA binds to
elongating RNA Pol II and promotes transcription [14]. EIciRNA binds to U1 snRNP through specific RNA–RNA interaction between U1 snRNA and EIciRNA, and then the
EIciRNA–U1 snRNP complexes might interact with RNA Pol II transcription complex to promote host gene expression [16]. CircRNA shares some miRNA binding sites with
3′-UTR of the transcript from their parental gene. CircRNA acts as miRNA sponge and increases the translations of the transcript from its parental gene [30].
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Other possible functions of circRNAs

Few circRNAs can be translated. Researchers reported that en-
gineered circRNAs that were inserted an IRES in upstream of the
start codons of a protein could be translated in vitro [42] or in vivo
[54]. Similarly, Perriman and Ares reported that an engineered cir-
cular mRNA containing a simple green fluorescent protein (GFP) open
reading frame can direct GFP expression in Escherichia coli [44]. In-
terestingly, thus far, only one naturally occurring circRNA is known
to encode a single protein in eukaryotic cells, i.e., HDV, which is a
subviral satellite virus of the hepatitis B virus (HBV) [5]. The en-
capsulation of HDV with HBV virions results in the production of
a single viral protein that is specific to pathogenicity, but the prin-
ciple of translation is noncanonical and probably associated with
specific viral agents [55,56]. However, to date, there is no evi-
dence that suggests that naturally occurring endogenous circRNAs
undergo translation [10,12]. Additionally, researchers have re-
ported putative additional plausible roles of circRNAs [57,58]. For
example, circRNAs could function as RBP sponges, e.g., the strong
and direct interaction between MBL protein and circMbl [23] or func-
tion in the assembly of RBP factories or their allosteric regulators.
CircRNAs could also directly target mRNAs by partial base pairing.
Some circRNAs even serve as templates for translation, as indi-
cated by findings that synthetic circRNAs can be efficiently translated.
These findings demonstrate that further studies are necessary to
clarify the other potential functions of circRNAs.

CircRNAs in disease

Recent works have suggested that circRNAs may play impor-
tant roles in the initiation and development of disease could
potentially become new biomarkers for these processes. For in-
stance, the expression of ciRS-7/CDR1as but not CDR1 is induced
by stable overexpression of the prion protein (PrPC) in HEK293 cells
[59]. Therefore, PrPC could possibly be involved in the regulation
of CDR1as. It would be interesting to unveil the function of CDR1as
in prion disease [29].

CircMbl and its flanking intron sequences can be combined with
MBL. Alterations in MBL levels strongly affect circMbl biosynthe-
sis. circRNA production competes with canonical mbl pre-mRNA
splicing [23]. MBL can regulate mbl pre-mRNA splicing efficiency
between mbl mRNA and circMbl. Moreover, circMbl can sponge out
the excess MBL protein by binding to it. However, MBL functional
deficiency is known to cause a severe degenerative disease called
myotonic dystrophy. Hence, we speculate that circMbl could be in-
volved in myotonic dystrophy initiation and progression.

It is clear that miRNAs have been shown to be involved in nearly
all aspects of cellular functions [60] and play critical roles in disease
initiation and progression [61,62]. Given that circRNAs interact with
miRNAs to regulate their target genes, circRNAs could possibly be
involved in diseases correlated with miRNAs. For example, it is
evident that CDR1as is highly expressed in the brain and has over
60 binding sites for miR-7 [13,27,48,63]. It is important to note that
miR-7 is implicated in numerous pathways and diseases, includ-
ing its function as a direct regulator of α-synuclein and ubiquitin
protein ligase A (UBE2A). CDR1as has been implicated in Parkin-
son’s disease, Alzheimer’s disease and brain development
[13,27,29,64]. Simultaneously, because miR-7 has been character-
ized as having both oncogenic and tumor-suppressive properties
[65–68], the CDR1as/miR-7 axis is likely involved in cancer initia-
tion and progression [33]. Remarkably, Li and others have shown
that cir-ITCH expression is typically downregulated in esophageal
squamous cell carcinoma (ESCC) compared to paired adjacent tissue.
Cir-ITCH may have an antitumor function in ESCC that acts through
interactions with miRNAs such as miR-7, miR-17, and miR-214 and

an increase in the level of ITCH, which facilitates ubiquitin-
mediated Dvl2 degradation and decreases the expression of the
oncogene c-myc. This process therefore inhibits canonical Wnt sig-
naling [30]. Moreover, researchers have found circRNAs are globally
reduced in CRC tissues via analyses of RNA-sequencing data from
12 matched normal colon mucosa and tumor tissues [31]. We have
also identified that the circRNA expression signatures of PDAC are
dysregulated via microarray platform (S.B.Q., unpublished obser-
vations). The microarray profile has been deposited in GEO with
accession number GSE69362 (http://www.ncbi.nlm.nih.gov/geo/
query/acc.cgi?acc=GSE69362). These findings indicate that
dysregulated circRNAs may be involved in the progression of CRC
and PDAC.

Finally, circRNAs have also been described as a class of aging
biomarkers in Drosophila [32] and as putative disease biomarkers
in human saliva [25,33]. Burd and colleagues discovered that cANRIL
(circular antisense non-coding RNA in the INK4 locus, cANRIL) is an
antisense transcript from the INK4A-ARF locus. Single nucleotide
polymorphisms (SNPs) on chromosome 9p21.3 near the INK4/ARF
(CDKN2a/b) locus within the atherosclerotic vascular disease (ASVD)
risk interval may regulate ANRIL splicing and cANRIL production.
Intriguingly, cANRIL expression correlates with INK4/ARF transcrip-
tion and ASVD risk [28]. Moreover, researchers have also discovered
that hsa_circ_002059 is downregulated in gastric cancer and could
represent a potential novel biomarker for the diagnosis of GC [34].
These findings suggest that circRNAs may be involved in ESCC, CRC,
PDAC and GC initiation and progression. As research into circRNAs
proliferates, circRNAs may also be found to play roles in other tumors.

Conclusion

CircRNAs were previously largely thought to arise from errors
in RNA splicing. However, with the advancements in high-throughput
sequencing technologies and bioinformatics progression, the bio-
genesis and function of circRNAs that have been hidden in the
multifarious ncRNAs have drawn the attention of many scientists.
More importantly, the study of circRNAs has gradually become one
of the most noticeable areas in the field of RNA biology [69]. A
circRNA database has been constructed (http://www.circbase.org/)
[70]. This database will facilitate further research on circRNAs. In
this review, we have described natural circRNAs as an abundant,
stable, diverse and conserved class of RNA molecules. Reverse com-
plementary sequences and RBPs play profound roles in circRNA
biogenesis, but very little is known about the degradation and lo-
calization of most circRNAs. CircRNAs can act as competing
endogenous RNAs to bind to miRNAs or regulate transcription or
affect parental gene expression, and it seems that other functions
will be revealed. Moreover, some circRNAs may be involved in dif-
ferentiation or disease, especially in cancer. A database of disease–
circRNA association in Circ2Traits has also been constructed
(http://gyanxet-beta.com/circdb/) [71]. This database enriches knowl-
edge base of potential association of circular RNAs with cancer
in humans. CircRNAs are associated with cancer-related miRNAs
and some circRNA–miRNA axes may be involved in cancer-related
pathways. Hsa_circ_002059 is first found to be significantly
downregulated in GC, and may be a potential novel and stable
biomarker for the diagnosis of GC [34]. Cir-ITCH expression is typ-
ically downregulated in ESCC, and may have an inhibitory effect on
ESCC by suppressing the Wnt/β-catenin pathway [30]. Additional-
ly, circRNAs exhibit aberrant expression in CRC [31] and PDAC via
high-throughput screening. Although there are just few studies of
circRNAs in cancer, studies of circRNAs in cancer are on the way.
The prospect of research and applications about circRNAs in cancer
is promising. Therefore, we could potentially construct engi-
neered circRNAs as molecular tools or therapies. Engineered circRNAs
could be effective either for sequestering miRNAs and other RNAs
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or RBPs or for releasing these stored molecules via cleavage of the
circRNA.

Taken together, the functions and related mechanisms of circRNAs
may be rather diverse. CircRNAs may affect life processes, serve as
diagnostic or predictive biomarkers of disease and also provide new
potential therapeutic targets. Nevertheless, compared with coding
RNA and miRNA and lncRNA, there are still significant gaps in our
current understanding of circRNAs. The circRNA world is full of trea-
sure. CircRNAs have provided new insights into the “dark matter”
of the human genome. The latent roles of circRNAs in the diagno-
sis and treatment of diseases could be massive. Recent advances have
primarily focused on the mechanisms of circRNA biogenesis. The
biological and molecular mechanisms of circRNAs in the develop-
ment of diverse diseases are not yet fully understood. With the
development of technology and research, additional circRNAs will
be identified. Moreover, further studies will reveal the functions of
the vast majority of circRNAs in terms of both physiological and
pathological processes.
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There has always been a place in biology for words that have different 
meanings for different people. Epigenetics is an extreme case, because it 
has several meanings with independent roots. To Conrad Waddington, 
it was the study of epigenesis: that is, how genotypes give rise to pheno-
types during development1. By contrast, Arthur Riggs and colleagues 
defined epigenetics as “the study of mitotically and/or meiotically herit-
able changes in gene function that cannot be explained by changes in 
DNA sequence”2: in other words, inheritance, but not as we know it. 
These definitions differ markedly, although they are often conflated as 
though they refer to a single phenomenon. Waddington’s term encom-
passes the activity of all developmental biologists who study how gene 
activity during development causes the phenotype to emerge, but it 
suffers from the disadvantage that developmental biologists themselves 
rarely, if ever, use this word to describe their field. In this sense, the 
usage is obsolete. The definition put forward by Riggs and colleagues 
tells us what epigenetics is not (inheritance of mutational changes), 
leaving open what kinds of mechanism are at work. In this article, I give 
examples of how epigenetic phenomena are studied and interpreted, 
and I propose a revised definition that embodies contemporary usage 
of the word.

The molecular basis of heritable epigenetics has been studied in a 
variety of organisms. The DNA methylation system and the Polycomb/
Trithorax systems come closest to the ideal, because alterations in these 
systems are often inherited by subsequent generations of cells and some-
times organisms (Box 1). A classic case of what Robin Holliday named 
epimutation3 is the peloric variant of toadflax (Linaria) flowers (Fig. 1), 
first described by Linnaeus. In this variant, heritable silencing of the 
gene Lcyc, which controls flower symmetry, is due not to a conventional 
mutation (that is, a mutation in the nucleotide sequence) but to the 
stable transmission of DNA methylation at this locus from generation 
to generation4. Although most variants arising in laboratory plants are 
due to conventional mutations rather than epimutations of this kind, 
examples of transgenerational epigenetics are now well documented in 
plants (see page 418) and fungi. In animals, however, the transmission 
of epigenetic traits between organismal generations has, so far, been 
detectable only by using highly sensitive genetic assays5. The mouse 
agouti locus (also known as nonagouti), which affects coat colour, is the 
best-studied example, being affected by the extent of DNA methylation 
at an upstream transposon. Genetically identical parents whose agouti 
genes are in different epigenetic states tend to produce offspring with 
different coat colours, although the effect is variable.

Despite the paucity of data from animal studies, this type of epigenetics 
has caught the general imagination because, in principle, it is stable but 
potentially affected by the environment. The possibility that acquired 
‘marks’ can be passed from parents to children has a deliciously 
lamarckian flavour that has proved difficult to resist as a potential antidote 

to genetic determinism. A recent BBC television science programme 
hailed the advent of epigenetics as a profound shift in our understanding 
of inheritance (http://www.bbc.co.uk/sn/tvradio/programmes/horizon/
ghostgenes.shtml). It summarized the implications of the emergent sci-
ence as follows: “At the heart of this new field is a simple but contentious 
idea — that genes have a ‘memory’. That the lives of your grandparents 
— the air they breathed, the food they ate, even the things they saw — can 
directly affect you, decades later, despite your never experiencing these 
things yourself.” Is there any evidence for these heady claims, and how 
reliable is it? The answer to the first part of the question is yes.

Genes learning by experience?
Several studies have reported evidence that links the environment 
or ageing to long-lasting epigenetic effects on phenotype. One study 
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There are two classic epigenetic systems: the Polycomb and Trithorax 
(Polycomb/Trithorax) systems, and DNA methylation. The Polycomb 
and Trithorax groups of proteins, which are named after mutants of the 
fruitfly Drosophila melanogaster, work to maintain repressed or active 
transcription states, respectively, of developmentally important genes. 
In the absence of these systems, the genes that specify the different 
segments of the fruitfly are initially expressed correctly, but this pattern 
cannot be maintained. It can be inferred from this that the Polycomb/
Trithorax systems stably ’memorize’ gene-expression patterns that 
have been set up by other cellular mechanisms. There is evidence that 
Polycomb-imposed silencing can even be transmitted between fruitfly 
generations at low frequency18. Biochemical studies have enabled the 
identification of components of the two key Polycomb-system protein 
complexes and have established a close link with modification of the 
lysine residue at position 27 of histone H3. The mechanism by which 
silencing is transmitted between cell generations remains obscure.

In the case of DNA methylation, biochemical information preceded 
genetic understanding of the system. The methylated sequence 
in vertebrates is CG, which is paired with the same sequence on 
the opposite DNA strand. This symmetry means that sites are 
transiently methylated on only one of the two DNA strands (that is, 
hemimethylated) after DNA replication. CG methylation patterns 
are copied between cell generations by the DNA methyltransferase 
DNMT1, which ‘completes’ hemimethylated but not unmethylated 
sites. In plants and fungi, the base 5-methylcytosine is also present in 
non-symmetrical DNA sequences, so the mechanism of copying is less 
obvious. DNA methylation is associated with stable gene silencing (for 
example, on the inactive X chromosome), either through interference 
with transcription-factor binding or through the recruitment of 
repressors that specifically bind sites containing methylated CG.

Box 1 | Epigenetic paradigms
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examined monozygotic (that is, identical) twins, whom, perhaps oddly, 
epigeneticists often use to exemplify their system at work. To many, twins 
epitomize the awesome power of genetics to determine human form and 
function regardless of environment. Indeed, ‘concordance’ of a particular 
characteristic in monozygotic and dizygotic twins is one of the most rel-
iable ways of assessing its genetic basis. What has attracted the attention 
of epigeneticists, however, is that monozygotic twins do not always show 
the same disease susceptibility, raising the possibility that epigenetic dif-
ferences that arise during ageing are at work6. Accordingly, it has been 
reported that young twins have similar amounts of DNA methylation, 
whereas older twins differ considerably in the amounts and patterns of 
this modification7. Might these non-genetic age-dependent differences 
in gene marking give rise to the divergent disease predispositions seen 
in some twins? At present, this is unclear, and a recent study emphasizes 
the need for further basic work on twins. The largest high-resolution 
analysis of human DNA methylation patterns so far found that 873 genes 
on 3 chromosomes showed no significant variation in DNA methylation 
between individuals in their mid-20s and those in their mid-60s8. The 
remarkable uniformity of DNA methylation among unrelated individu-
als of disparate ages does not square easily with the large divergence 
reported in twins of the same age.

Another high-profile study has raised the possibility that a mother’s 
behaviour can affect the chemistry of DNA in her offspring. Quality 
of early maternal care has long been acknowledged to have long-term 
repercussions during the lifetime of an individual. A potential mecha-
nism for this effect was deduced from a study reporting that mater-
nal nurturing in rats alters DNA methylation at the gene encoding the 
glucocorticoid receptor9. The authors suggest that in the absence of 
appropriate nurturing, there is less methylation of this gene in the hippo-
campus, resulting in overexpression of the receptor in later life. The 
implication is that the glucocorticoid-mediated stress-response pathway 
is epigenetically fixed at the level of gene transcription. In addition, 
transgenerational effects of environmental insults have been reported 
in mammals: for example, the exposure of embryonic rats to the anti-
androgenic compound vinclozolin led to a decrease in spermatogenesis 
not only in the treated animals but also in males of several subsequent 
generations10. Altered DNA methylation was again suggested as a poten-
tial mediator of this effect, although, during development, mammalian 
embryos pass through a profoundly hypomethylated state, which might 
be expected to jeopardize the heritability of such marks. Despite uncer-
tainties about the mechanism(s) at work, these studies have raised the 
profile of epigenetics as a potential mechanistic explanation for the long-
term impact of the environment on physiology and behaviour (see page 
433). Time will tell whether that potential is realized.

Epigenetics and inheritance
Should heritability be mandatory in a contemporary view of epigenetics? 
The requirement that epigenetic characters should be transmissible 

through mitosis or meiosis has the virtue of clarity but can be a lia-
bility. To explain why, it is necessary to introduce a third, somewhat 
informal, ‘definition’ of epigenetics that has crept into widespread use. 
This incarnation of epigenetics encompasses the biology of chromatin, 
including the complex language of chromatin marks (see page 407), 
the transcriptional effects of RNA interference (see page 399) and, for 
good measure, the effects of the higher-order structure of chromo-
somes and the nucleus (see page 413). The attraction of this usage is 
that it brackets together some of the most exciting contemporary work 
in biology. Its drawback is that it does not sit easily with the prevail-
ing textbook definitions. One reason for this is that many chromatin 
marks are short-lived. For example, phosphorylation of the variant 
histone H2AX (also known as H2AFX) after a double-strand break11 
would qualify as an epigenetic mark under the emerging definition, 
but it is too transient to qualify as a heritable epigenetic mark (Fig. 2). 
Histone modifications associated with transcription are also ambiguous 
with respect to heritability. On the one hand, DNA methylation affects 
histone acetylation and histone methylation, so these modifications can 
be viewed as heritably epigenetic, albeit indirectly12. On the other hand, 
these histone marks can also result from events that seem to involve 
neither DNA methylation nor Polycomb group proteins, and the marks 
are not necessarily transmissible between generations. Therefore, a sin-
gle histone modification could, in principle, be rated as either epigenetic 
or not epigenetic according to the heritability credentials of its origin. 
Such a complicated classification system would have limited utility.

The issue of replicative accuracy is also relevant when considering 
heritability. DNA synthesis is spectacularly accurate, making only 

a b

Wild type Peloric

Figure 1 | Frontal view of a wild-type toadflax flower and a peloric 
epimutant. a, The wild-type flower is dorsoventrally asymmetrical. 
b, By contrast, the peloric flower is radially symmetrical with all petals 
resembling the ventral petal of the wild-type flower. (Image reprinted, 
with permission, from ref. 4.)
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Figure 2 | Persistence of epigenetic marks. Alterations that last less than one 
cell cycle (green asterisk, a) do not qualify as epigenetic under the definition 
that strictly requires heritability, whereas non-mutational changes that 
are transmitted from one cell to its daughters (red asterisk, b) or between 
generations of an organism (blue asterisk, c) do qualify. 
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1 ‘unforced’ error for every 107–108 bases copied13. But DNA methylation 
has an apparent accuracy of ~96%, which is ~1 error for every 25 methyl-
ated sites copied14. Because of this error rate, cloning from a single cell 
quickly results in a population of cells in which DNA methylation pat-
terns are diverse15. Methylated domains are more stably maintained, 
even though the detailed location of methylated sites varies within them. 
But even the peloric variant of toadflax, which is an otherwise perfect 
example of heritable epigenetics in action, shows considerable instability 
as the plant grows. So how accurately transmitted should an epigenetic 
mark be? Variation due to faulty copying is compounded by current 
evidence that all histone modifications, as well as DNA methylation 
itself, can be abruptly removed during development, thereby prevent-
ing the persistence of these modifications in a heritable epigenetic sense 
(see page 425). The restrictiveness of the heritable view of epigenetics 
is perhaps best illustrated by considering the brain. A growing idea is 
that functional states of neurons, which can be stable for many years, 
involve epigenetic phenomena16, but these states will not be transmitted 
to daughter cells because almost all neurons never divide.

Refining a definition
Given that there are several existing definitions of epigenetics, it might 
be felt that another is the last thing we need. Conversely, there might 
be a place for a view of epigenetics that keeps the sense of the prevail-
ing usages but avoids the constraints imposed by stringently requiring 
heritability. The following could be a unifying definition of epigenetic 
events: the structural adaptation of chromosomal regions so as to 
register, signal or perpetuate altered activity states. This definition is 
inclusive of chromosomal marks, because transient modifications asso-
ciated with both DNA repair or cell-cycle phases and stable changes 
maintained across multiple cell generations qualify. It focuses on chro-
mosomes and genes, implicitly excluding potential three-dimensional 
architectural templating of membrane systems and prions, except when 
these impinge on chromosome function. Also included is the exciting 
possibility that epigenetic processes are buffers of genetic variation, 
pending an epigenetic (or mutational) change of state that leads an 
identical combination of genes to produce a different developmental 
outcome17.

An implicit feature of this proposed definition is that it portrays 
epigenetic marks as responsive, not proactive. In other words, epigenetic 
systems of this kind would not, under normal circumstances, initiate a 
change of state at a particular locus but would register a change already 
imposed by other events. Such events could be, for example, the colli-
sion of DNA with ionizing radiation or a developmental switch in gene 
expression. It could be argued that the responsive nature of epigenetic 
processes is a unifying feature, because classic epigenetic systems such as 
the DNA methylation system and the Polycomb/Trithorax systems seem 

to respond to previous switches in gene activity in this way. Therefore, 
their sophisticated feature is the ability, in the ‘darkness’ of the nucleus, 
to sense and mark changes in the chromosomal status. For example, 
transcriptional activation through sequence-specific DNA-binding 
proteins brings in histone acetyltransferases, which then epigenetically 
adapt the promoter region for transcription (for histone acetyl groups, 
although ephemeral, would now be epigenetic). Similarly, elongating 
polymerases carry enzymes that restrain the spurious transcriptional 
initiation that might arise within the temporarily disrupted chroma-
tin of an active gene. Without such epigenetic mechanisms, hard-won 
changes in genetic programming could be dissipated and lost; transient 
disruptions of chromosomal organization might go uncompensated; 
and DNA damage might escape repair. ■
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Eukaryotic genomes are covalently modified with a diverse set of chro-
matin marks, which are present on both the DNA and the associated 
histones (see page 407). Although these changes do not alter the pri-
mary DNA sequence, they are frequently heritable through cell division, 
sometimes for multiple generations, and can thus often be classified as 
epigenetic marks. These conserved epigenetic marks have been found 
to influence many aspects of gene expression and chromosome biology, 
and they have characteristic genomic distributions.

The size of eukaryotic genomes varies extensively and does not cor-
relate with gene number1. This is often because of the presence of large 
amounts of non-gene sequences, which can include pseudogenes, 
transposable elements, integrated viruses and simple repeats1. At the 
chromosomal level, genomes are organized into euchromatin, which is 
gene-rich, and heterochromatin, which is repeat-rich2. Heterochromatin 
is defined by three main properties: greater compaction than other 
genomic regions during interphase, lower accessibility than other 
regions to transcription and recombination machinery, and the for-
mation of structured nucleosome arrays2 (see page 399). The defining 
characteristics of heterochromatin depend on epigenetic information, 
including post-translational modification of histones and methylation 
of cytosine bases in DNA2,3. The silencing of transposable-element 
sequences within heterochromatin is probably a genome-defence strat-
egy. However, heterochromatin can also have important roles during 
chromosomal segregation4, and transposons and epigenetic silencing 
have been shown to both modulate gene expression and contribute to 
cis-regulatory sequences5,6. Plant systems have been a rich source for the 
study of epigenetic inheritance, and examples of important discoveries 
include transposable elements7, paramutation8, small interfering RNAs 
(siRNAs)9 and RNA-directed DNA methylation10.

Genomic resources for studying the model plant Arabidopsis thaliana 
have begun to provide insight into the epigenetic ‘landscape’ of this 
organism11,12. A. thaliana has a compact ~130-megabase (Mb) genome, 
although it contains considerable amounts of heterochromatin, which is 
repeat-rich and largely located in the centromeric and pericentromeric 
regions13,14 (Fig. 1). High-resolution mapping of cytosine methylation 
by using whole-genome microarrays has confirmed previous reports, 
showing that this modification co-localizes with repeat sequences and 
with the centromeric regions11,12,15. Fewer than 5% of expressed genes 
were shown to have methylated promoters, although about one-third 
of genes were methylated in their open reading frame11,12. The signif-
icance of methylation in the body of a gene is not fully understood, 
but such methylation was found to correlate with genes that are both 

highly transcribed and constitutively expressed11,12. By contrast, genes 
with methylated promoters had lower expression levels and frequently 
had tissue-specific expression patterns11,12. This distribution of cytosine 
methylation is in contrast to that observed in mammalian genomes, 
which are often densely methylated but have hypomethylated CG islands 
in gene promoters3. It will be important to describe the ‘methylome’ of 
other repeat-rich plant genomes, such as those of the grasses, to test the 
generality of the patterns observed in A. thaliana. Here, we review the 
emerging and prominent role of RNA in epigenetic inheritance in plants 
and how such mechanisms are used to control development.

Mediating silencing with RNA
A central question in understanding the epigenetic regulation of 
genomes is how sequences are recognized or avoided as targets for 
silencing. There is an increasing appreciation that siRNAs, which 
are generated by the RNA interference (RNAi) pathway, can provide 
sequence specificity to guide epigenetic modifications in a diverse range 
of eukaryotes. Well-studied examples include transcriptional silen-
cing in yeast16 (see page 399), cytosine methylation in plants10,17 and 
genome rearrangements in ciliates18. RNA-directed DNA methylation 
was discovered in tobacco, in which genomic sequences homologous 
to infectious RNA viroids were found to become cytosine methyl-
ated10. Subsequently, the expression of double-stranded RNA (dsRNA) 
in plants was shown to generate siRNAs and cause dense cytosine 
methylation of homologous DNA in all sequence contexts19. This is 
reflected by the high coincidence of endogenous siRNA clusters with 
methylated sequences and repeats in A. thaliana11,12,15,20.

All known de novo DNA methylation in A. thaliana is carried out 
by DOMAINS REARRANGED METHYLTRANSFERASE 2 (DRM2), 
which is a homologue of the mammalian DNA methyltransferase 3 
(DNMT3) enzymes21–24 (Fig. 2b). DRM2 can be targeted to a sequence 
by siRNAs generated from the expression of either direct or inverted 
repeats23,24. Plants encode multiple homologues of the RNAi-machinery 
components, some of which are specialized for function in RNA-
directed DNA methylation25,26. The endoribonuclease DICER-LIKE 3 
(DCL3) generates 24-nucleotide siRNAs, which are loaded into the PAZ- 
and PIWI-domain-containing protein ARGONAUTE 4 (AGO4)26–31 
(Fig. 2a). These AGO4-associated siRNAs are proposed to guide the 
cytosine-methyltransferase activity of DRM2 (refs 26–31). The mecha-
nism by which siRNAs target epigenetic modifications is poorly under-
stood and could involve either DNA–RNA or RNA–RNA hybridization 
events. Interestingly, epigenetic modifications guided by AGO4 in 
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A. thaliana have been shown to depend partly on the RNaseH (‘slicer’) 
catalytic activity of AGO4 (ref. 30). This could be taken as support for 
RNA–RNA hybridization having an important role in the targeting of 
epigenetic modifications. 

The accumulation of siRNAs associated with RNA-directed 
DNA methylation in A. thaliana often depends on RNA-DEPEND-
ENT RNA POLYMERASE 2 (RDR2) and the plant-specific protein 
NUCLEAR RNA POLYMERASE IV A (also known as NUCLEAR 
RNA POLYMERASE D 1A; NRPD1A), which are involved in a putative 
amplification pathway26,32–35 (Fig. 2a). Together, RDR2 and NRPD1A 
might generate dsRNA substrates for DCL3 to process into siRNAs, 
although how these proteins are recruited to target loci is unknown. 
Several loci also show dependence on AGO4 and DRM2 for siRNA 
accumulation, suggesting that there might be a feedback loop between 
transcriptional silencing and siRNA generation24,26. 

NRPD1A functions in a complex with NRPD2. A variant of this 
NRPD complex, which contains NRPD1B instead of NRPD1A, is also 
required for RNA-directed DNA methylation but participates less fre-
quently in siRNA accumulation33,35 (Fig. 2a). One possible function 
for the NRPD1B-containing complex is to generate a target transcript 
that can hybridize with siRNA-loaded AGO4-containing complexes. 
Indeed, AGO4 has been observed to bind directly to NRPD1B28. The 
SWI–SNF-family chromatin-remodelling protein DEFECTIVE IN 
RNA-DIRECTED DNA METHYLATION 1 (DRD1) is also required for 
RNA-directed DNA methylation and could function to facilitate access of 
DRM2 to target DNA27,36. Recently, several proteins in the RNA-directed 
DNA-methylation pathway have been found to localize to distinct nuclear 
bodies, including the Cajal body, which is a centre for the processing and 
modification of many non-coding RNAs28,29. Localization to these bodies 
might be required for the efficient loading of AGO4-containing com-
plexes with siRNA before these complexes travel to the nucleoplasm and, 
together with DRM2, direct RNA-directed DNA methylation. 

Plants show extensive methylation of cytosine bases in the CG, CNG 
(where N denotes any nucleotide) and CHH (where H denotes A, C or T) 
sequence contexts37. By contrast, most cytosine methylation in mammals 
is found in the CG sequence context3,38. CG methylation is maintained 
by the homologous proteins METHYLTRANSFERASE 1 (MET1) and 
DNMT1 in plants and mammals, respectively39,40 (Fig. 2b). DNMT1 
has a catalytic preference for hemimethylated substrates, providing an 
attractive model for the efficient maintenance of CG methylation after 
DNA replication and during cell division38. Most non-CG methylation in 
plants is maintained redundantly by DRM2 and the plant-specific protein 
CHROMOMETHYLASE 3 (CMT3)23,37 (Fig. 2b); however, some loci 
show residual non-CG methylation in drm1 drm2 cmt3 triple mutants, 
which might be maintained by MET1 (ref. 25). Non-CG methylation 
differs from CG methylation, because it seems to require an active 
maint enance signal after DNA replication. At some loci, siRNAs seem 
to provide this signal, acting through DRM2 activity: for example, at the 
MEA-ISR locus (MEDEA INTERSTITIAL SUBTELOMERIC REPEATS 
locus, an array of seven tandem repeats located downstream of the 
MEDEA gene), the repeats lose all non-CG methylation in drm2 mutants 
and in several RNAi-pathway mutants such as ago4 and rdr2 (refs 23, 37). 
By contrast, other loci — for example, the SINE-class retrotransposon 
AtSN1 — completely lose non-CG methylation only in drm1 drm2 cmt3 
triple mutants. At AtSN1, CMT3 contributes to the maintenance of both 
CNG methylation and asymmetrical (CHH) methylation. The activ-
ity of CMT3 largely depends on the main methyltransferase for H3K9 
(the lysine residue at position 9 of histone H3) — SU(VAR)3-9 HOM-
OLOGUE 4 (SUVH4; also known as KRYPTONITE) — showing that 
histone methylation is also an important signal for the maintenance of 
non-CG methylation41,42. At present, the factors that determine the rela-
tive importance of the RNAi pathway and histone methylation for the 
maintenance of non-CG methylation at different loci remain unclear.

Communication of silent information
Epigenetically silent expression states can show remarkable stability 
throughout mitosis and meiosis, although they can retain the ability to 

revert to an active state2. This gives rise to the concept of the epigenetic 
allele (epiallele), which is defined as an allele that shows a heritable dif-
ference in expression as a consequence of epigenetic modifications and 
not changes in DNA sequence. For example, hypermethylated (silent) 
epialleles of SUPERMAN (which is involved in floral development) 
known as clark kent are stable during many generations of inbreeding, 
but they can revert to an unmethylated (active) state at a frequency of 
~3% per generation43. Another notable characteristic of certain epialleles 
is their ability to influence other homologous sequences both in cis and 
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NATURE|Vol 447|24 May 2007 INSIGHT REVIEW

���������	�
������������� ���������������������

69



in trans2. One example is paramutation, which was discovered in plants 
and is defined as allelic interactions that cause a meiotically heritable 
change in the expression of one of the alleles8. Trans-phenomena similar 
to paramutation have also been described in mammals, including at a 
chimaeric version of the mouse Rasgrf1 (Ras protein-specific guanine-
nucleotide-releasing factor 1) locus that contained the imprinting con-
trol region from the insulin-like growth factor 2 receptor gene44. 

One of the best-studied paramutation systems is the maize (Zea 
mays) locus b1, which encodes a transcription factor that is required 
for accumulation of the pigment anthocyanin8. The paramutagenic 
epiallele Bʹ, which causes light pigmentation, arises spontaneously at 
a low frequency from its paramutable parent allele B-I, which causes 
dark pigmentation45. Bʹ epialleles convert B-I alleles to Bʹ epialleles when 
heterozygous with 100% penetrance, and the newly created paramutated 
Bʹ epialleles can pass on their silent state in subsequent crosses45 (Fig. 3). 
Bʹ epialleles are transcribed at one-twentieth to one-tenth the rate of 
B-I alleles but have identical gene sequences45,46. Fine-structure recom-
bination mapping of alleles resulting from a cross between individuals 
with paramutagenic alleles and those with neutral alleles (which can-
not participate in paramutation) enabled the sequences required for 
paramutation to be defined; these sequences are present as an array 
of 7 tandem 853-base repeats, which is located ~100 kilobases (kb) 
upstream of b1 (refs 45, 46). The sequences are present as a single copy 
in neutral alleles. Recombinant alleles with three repeats show partial 
paramutational ability, whereas alleles with seven repeats are fully active 
in paramutation45,46. These repeats were also shown to have a closed 
chromatin structure and more cytosine methylation in Bʹ epialleles than 
in B-I alleles46. However, for Bʹ, cytosine methylation was found to be 
established after the silent state, so it is unlikely to be the cause46. There 
are several models of trans-communication between alleles, including 
physical pairing of alleles and transmission of an RNA signal. A model 
for paramutagenic interactions being mediated by siRNA is supported 
by the finding that a genetic suppressor of paramutation, mediator of 
paramutation1 (mop1), encodes the maize orthologue of the RNA-
dependent RNA polymerase RDR2 (refs 47, 48). So far, siRNAs homol-
ogous to the tandem repeats upstream of Bʹ have not been reported, 
although such repeats are commonly associated with small RNAs20,49. 
The mop1 gene is also required for silencing transgenes and Mutator-
like transposons, indicating that RNA-dependent RNA polymerases and 
siRNAs have a role in heterochromatic silencing in monocotyledonous 
plants50. The detailed relationships between siRNAs, chromatin struc-
ture at the repeats upstream of Bʹ, and the ability to transfer epigenetic 
states will be intriguing to determine. 

The A. thaliana gene FWA has similarities to maize b1 in that it 
has tandem repeats upstream that, when methylated, cause heritable 
silencing of expression51. Stably hypomethylated fwa-1 epialleles have 
been found to be generated spontaneously and in met1 mutant back-
grounds39,40,51, causing overexpression of the transcription factor FWA 
and a dominant late-flowering phenotype51. In contrast to Bʹ epialleles, 
methylated and unmethylated fwa epialleles are not influenced by the 
presence of one another in heterozygotes23,49,51. However, introduc-
tion of unmethylated transgenic copies of FWA by Agrobacterium 
tumefaciens-mediated transformation leads to efficient de novo silen-
cing of the incoming transgene, in a process that depends on both 
DRM2 and the RNA-directed DNA-methylation RNAi pathway22,23 
(Fig. 3). Intriguingly, an unmethylated FWA transgene obtained after 
transformation into a drm2 mutant does not become remethylated 
after outcrossing to wild-type A. thaliana22,23. This finding suggests 
that, during the transformation process, there is a ‘surveillance’ win-
dow when the incoming FWA transgene is competent to be silenced. 
A. tumefaciens targets the female gametophyte (which is haploid) 
during transformation, but introduction of FWA into DRM2/drm2 
heterozygotes revealed that the silencing window must be present after 
fertilization49. Structure–function analysis of an FWA transgene showed 
that the upstream tandem repeats are necessary and sufficient for trans-
formation-dependent silencing and were also found to produce homol-
ogous siRNA49. Interestingly, the efficiency by which an incoming 
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Figure 2 | RNA-directed DNA methylation. a, Putative pathway for RNA-
directed DNA methylation in A. thaliana. Target loci (in this case tandemly 
repeated sequences; coloured arrows) recruit an RNA polymerase IV 
complex consisting of NRPD1A and NRPD2 through an unknown 
mechanism, and this results in the generation of a single-stranded RNA 
(ssRNA) species. This ssRNA is converted to double-stranded RNA 
(dsRNA) by the RNA-dependent RNA polymerase RDR2. The dsRNA 
is then processed into 24-nucleotide siRNAs by DCL3. The siRNAs are 
subsequently loaded into the PAZ- and PIWI-domain-containing protein 
AGO4, which associates with another form of the RNA polymerase IV 
complex, NRPD1B–NRPD2. AGO4 that is ‘programmed’ with siRNAs 
can then locate homologous genomic sequences and guide the protein 
DRM2, which has de novo cytosine methyltransferase activity. Targeting of 
DRM2 to DNA sequences also involves the SWI–SNF-family chromatin-
remodelling protein DRD1. The NRPD1B–NRPD2 complex might 
generate a target transcript (ssRNA) to which the AGO4-associated siRNAs 
can hybridize. Given that siRNAs homologous to some loci are absent in 
drm2 mutants and ago4 mutants, it is possible that DNA methylation (blue 
circles) also stimulates siRNA generation and reinforces silencing. b, DNA 
methyltransferase structure and function. Plant and mammalian genomes 
encode homologous cytosine methyltransferases, of which there are 
three classes in plants and two in mammals. A. thaliana MET1 and Homo 
sapiens (human) DNMT1 both function to maintain CG methylation after 
DNA replication, through a preference for hemimethylated substrates, 
and both have amino-terminal bromo-adjacent homology (BAH) 
domains of unknown function. De novo DNA methylation is carried out 
by the homologous proteins DRM2 (in A. thaliana) and DNMT3A and 
DNMT3B (both in H. sapiens). Despite their homology, these proteins 
have distinct N-terminal domains, and the catalytic motifs present in the 
cytosine methyltransferase domain are ordered differently in DRM2 and 
the DNMT3 proteins. Plants also have another class of methyltransferase, 
which is not found in mammals. CMT3 functions together with DRM2 to 
maintain non-CG methylation. PWWP, Pro-Trp-Trp-Pro motif; 
UBA, ubiquitin associated.
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FWA transgene is silenced can be influenced by the methylation state 
of endogenous FWA49. Whereas introduction of an FWA transgene 
into a background in which the endogenous FWA gene is methylated 
leads to extremely efficient silencing of the transgene, transformation 
into the fwa-1 background, which contains an unmethylated endogen-
ous gene, leads to inefficient methylation and silencing of the FWA 
transgene49 (Fig. 3). Furthermore, an introduced transgene can occa-
sionally cause silencing of the unmethylated fwa-1 endogenous gene49. 
These results reveal extensive communication between the transgenic 
and endogenous FWA gene copies during transformation, and this 
communication depends on the DNA methylation state of the endogen-
ous gene. Surprisingly, these differences between fwa-1 epialleles are 
not accounted for by siRNA production, because the repeat-derived 
siRNAs accumulate equally in plants with wild-type FWA and those 

with fwa-1 (ref. 49). Hence, recruitment of siRNA machinery to a locus 
is not always sufficient for RNA-directed DNA methylation and prob-
ably also requires modifications of chromatin.

Maintenance of silencing at FWA depends mainly on CG methylation, 
because met1 alleles generate hypomethylated fwa-1 epialleles at a high 
frequency39,40. Although the tandem repeats upstream of FWA are also 
methylated at non-CG sequences, loss of this methylation in drm1 drm2 
cmt3 triple mutants does not cause reactivation and late flowering37. 
Genome-wide analysis of cytosine methylation and transcription in 
drm1 drm2 cmt3 triple mutants has identified genes with methylated 
promoters, the expression of which depends strongly on DRM- and 
CMT3-mediated non-CG methylation11. These methylated genes might 
be responsible for the developmental phenotypes of drm1 drm2 cmt3 
triple mutants, which include misshapen leaves and reduced stature27,37. 
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Figure 3 | Trans-epiallele interactions at b1 and FWA. a, Paramutation at 
the b1 locus in maize. The B-I allele (pink) of the b1 gene in maize has an 
upstream tandem-repeat region (coloured arrows) and spontaneously 
gives rise to silenced Bʹ epialleles (blue) at a low frequency. Bʹ epialleles 
are more heavily methylated at cytosine bases in the repeat region and are 
less frequently transcribed. When the Bʹ epiallele is brought together with 
a new copy of B-I by crossing of maize plants, the B-I allele is paramutated 
to a silenced Bʹ state with 100% penetrance. Trans-communication 
between epialleles requires MOP1, the maize homologue of A. thaliana 
RDR2, suggesting that siRNA-mediated silencing might be involved in the 
conversion of B-I to Bʹ. b, De novo silencing of FWA transgenes in wild-
type and fwa-1 A. thaliana. The FWA gene in wild-type A. thaliana (pink) 

is methylated at cytosine bases in a pair of tandem repeats in its 
promoter, silencing its expression. Mutations that decrease DNA 
methylation give rise to hypomethylated fwa-1 epialleles (blue), 
which overexpress the transcription factor FWA, thereby causing 
late flowering. Introduction of an unmethylated FWA transgene 
(green) by A. tumefaciens-mediated transformation of wild-type plants 
results in efficient methylation and silencing of the incoming transgene. 
This process depends on DRM2, AGO4, DCL3, RDR2, NRPD1A, 
NRPD1B and DRD1. By contrast, transformation of an fwa-1 background 
results in inefficient silencing of the transgene, indicating that the 
methylation state of endogenous FWA is important for transgene 
silencing.
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In contrast to the independently segregating epialleles that arise in 
met1 mutants (as a result of the stable loss of CG methylation)39,40,51, 
backcrossing drm1 drm2 cmt3 triple mutants to wild-type plants or 
reintroducing either DRM2 or CMT3 by transformation immediately 
rescues these morphological phenotypes27. This finding suggests that 
non-CG methylation can be more easily re-established, possibly allowing 
flexible regulation of genes. However, it is unclear how commonly this 
type of regulation is used, because few examples of DNA-methylation-
regulated plant genes have been described.

Silencing through time and development
The life cycles of plants differ from those of animals in that the prod-
ucts of meiosis undergo mitotic proliferation to form multicellular 
gametophytes (that is, the embryo sac and the pollen in flowering 
plants). The embryo sac (female) contains an egg cell, which is haploid, 
and this is fertilized by a sperm nucleus, which is also haploid, to form a 
diploid embryo. A second sperm nucleus fertilizes the central cell, which 
is diploid, to form triploid endosperm, an extra-embryonic tissue that 
has a supportive role during embryogenesis. The central cell and the 
endosperm show parent-of-origin-dependent monoallelic expression, 
or imprinting, which is important for proper seed development52. For 
example, in A. thaliana, the tandem repeats of maternal FWA alleles are 
specifically demethylated in the central cell and the endosperm, lead-
ing to expression of FWA in these tissues53. Demethylation and activa-
tion of FWA depend on maternal expression of the gene encoding the 

DNA glycosylase–lyase DEMETER (DME), which can directly excise 
the base 5-methylcytosine54–56. Because the endosperm is a terminally 
differentiating extra-embryonic tissue, this mechanism does not neces-
sitate remethylation of FWA53. This is in contrast to mammals, in which 
demethylation of imprinted genes occurs in primordial germ cells (the 
cells that ultimately generate the germ line) and is followed by germline-
specific remethylation and silencing (see page 425). Other imprinted 
genes such as MEA and FERTILIZATION-INDEPENDENT SEED 2 also 
have cytosine-methylated regions in their promoters that are associated 
with maternally restricted expression55,57. However, only for FWA has 
it been shown that differential methylation of particular sequences is 
required for the regulation of imprinting53,58.

Cytosine demethylation is also likely to have an important role in 
the control of silencing in situations other than gametophytic genera-
tion and imprinting. DME belongs to a small A. thaliana gene family 
that includes the somatically expressed gene REPRESSOR OF SILEN-
CING 1 (ROS1)54,59. Mutations in ROS1 have been shown to increase 
RNA-directed DNA methylation, and ROS1 has been shown to func-
tion as a cytosine demethylase56,59,60. Together, these exciting discover-
ies have defined a long-sought cytosine demethylation pathway, and 
they raise many interesting questions. For example, to what extent are 
genomic methylation patterns balanced by the targeting of de novo 
DNA methyltransferases and DNA glycosylases? Furthermore, there 
are indications of a similar mechanism for cytosine demethylation in 
vertebrates61,62. 
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be induced by other cues. d, During flower development, the anthers 
and ovaries are sites of meiotic differentiation, giving rise to haploid 
cells known as microspores and megaspores, respectively. e, These 
meiotic products undergo mitotic proliferation to form the multicellular 
embryo sac and pollen gametophytes. f, PcG-protein-mediated 
repression at FLC is removed during an undefined resetting process. 
g, Then, the pollen contributes sperm nuclei to the embryo sac, and these 
fertilize the haploid egg cell and diploid central cell (not shown), forming 
the embryo and endosperm (respectively) in a new seed, in which FLC is 
re-expressed.

NATURE|Vol 447|24 May 2007INSIGHT REVIEW

���������	�
������������� ���������������������

72



Other examples of imprinted genes are maize fertilization-independent 
endosperm1 (fie1) and fie2, which show monoallelic expression from the 
maternal allele during endosperm development. This is reflected by the 
promoters of the silent paternal alleles having differentially methylated 
regions (DMRs)63,64. Analysis of DMR methylation of fie alleles in sperm, 
egg and central cells showed interesting differences in the mechanism 
for imprinting fie1 and fie2 (ref. 64). The DMR of fie1 is heavily methyl-
ated in all three cell types, but the maternal alleles in the central cell 
(which contribute to the endosperm) become specifically demethylated, 
resembling the imprinting mechanism described for A. thaliana FWA64. 
By contrast, the DMR of fie2 is unmethylated in all gametes, although 
the paternal allele becomes methylated de novo in the endosperm. 
Furthermore, the fie2 DMR also showed extensive non-CG methylation, 
which is consistent with a DRM2-type-mediated RNA-directed DNA 
methylation process64. A further instance of potential gene regulation by 
de novo DNA methylation is provided by the Brassica rapa SP11 locus, 
which encodes a pollen self-incompatibility determinant65. The B. rapa 
self-incompatibility phenotype is controlled by dominance relation-
ships between S-haplotypes, and recessive SP11 alleles were found to be 
specifically methylated de novo and silenced in the anther tapetal tis-
sues65. It will be interesting to determine the prevalence of such instances 
of tissue-specific gene regulation by DNA methylation.

In addition to the gametophytic tissues being an important location 
for the establishment of imprinted gene expression, they also maintain 
pre-existing patterns of cytosine methylation. Evidence that silencing 
is important during gametophytic generation is provided by null met1 
alleles in A. thaliana, which produce hypomethylated epialleles even 
when the individual is heterozygous for the null allele40. This is caused by 
loss of cytosine methylation in the gametophytes of met1 mutants, a loss 
that is greater when met1 is inherited through the female gametophyte 
than the male40. This difference is probably accounted for by the female 
gametophyte (that is, the embryo sac) undergoing one more postmeiotic 
round of DNA replication before fertilization than the male gametophyte 
(that is, the pollen)40. 

A different epigenetic system used to developmentally silence genes 
during plant life cycles involves Polycomb group (PcG) proteins66. A 
conserved complex known as Polycomb repressive complex 2 (PRC2) 
functions to maintain patterns of gene repression in both plants and 
animals, using H3K27 methylation66 (see page 425). However, in plants, 
there are several PRC2 complexes, with overlapping subunit composi-
tions, specialized for distinct developmental roles66. For example, the 
PcG proteins have an important role in the regulation of imprinted 
gene expression. A. thaliana MEA, which is a homologue of Drosophila 
melanogaster Enhancer of zeste, shows maternally imprinted expres-
sion67. An important component of MEA imprinting is repression of 
the paternal MEA allele in the endosperm, and this process has been 
found to involve MEA autoregulation, using H3K27 trimethylation55,68,69. 
Interestingly, the mammalian PcG protein EED (embryonic ectoderm 
development) has also been shown to have an important role in the 
control of imprinted gene expression70.

Another well-understood example of PcG-protein-mediated regula-
tion in plants involves silencing of the floral-repressor gene FLOWER-
ING LOCUS C (FLC) during the vernalization response in A. thaliana71–73 
(Fig. 4). Expression of FLC, which encodes a MADS-box-containing 
transcription factor, delays flowering and can be silenced by exposure 
of the plant to long periods of cold (that is, vernalization)71–73. In nature, 
this cold treatment occurs in winter and leads to flowering in favourable 
spring conditions. After the cold signal has been removed, FLC silencing 
is stable71–73. Mutations in the VERNALIZATION 2 (VRN2) gene, which 
encodes a homologue of the D. melanogaster PcG protein Suppressor 
of zeste 12, cause late flowering after vernalization as a result of high 
levels of FLC expression72. Interestingly, vrn2 mutants can silence FLC 
expression during the cold but fail to maintain this repression after the 
cold signal has been removed72. VRN2 is also required for acquisition of 
H3K27 dimethylation and trimethylation at FLC during vernalization, 
consistent with the known functions of PRC2 in maintaining patterns 
of gene repression71,73,74. 

The mechanism by which the vernalization-specific PcG-protein 
complex is recruited to FLC is not well understood but is known to 
require the PHD-finger-domain-containing protein VERNALIZATION 
INSENSITIVE 3 (VIN3)73. Because VIN3 expression is induced after 
cold treatment, this protein might be a component of the signalling 
pathway that recruits PcG-protein-mediated repression to FLC73 
(Fig. 4). Recently, the A. thaliana homologue of D. melanogaster 
Heterochromatin protein 1 (HP1) — LIKE HETEROCHROMATIN 
PROTEIN 1 (LHP1; also known as TFL2) — was found to be required 
for the maintenance of FLC silencing after vernalization75,76. LHP1 
becomes associated with the silenced FLC locus, a process that depends 
on an intronic sequence element76. The role of LHP1 in the repression 
of PcG-protein-regulated genes differs markedly from the main role of 
animal HP1 in heterochromatic silencing (see page 399). The DNA-
binding protein VRN1 is also required for the maintenance of FLC 
silencing and associates with mitotic chromosomes75,77. Interestingly, 
VRN1 is absent from meiotic chromosomes of developing pollen75. One 
speculation is that this absence is associated with the resetting of FLC 
expression, which leads to a requirement for vernalization, at the start 
of each generation. Indeed, all PcG-protein-mediated silencing might 
be reset at some point during meiosis or gametogenesis, through an 
unknown mechanism (Fig. 4). 

Conclusions
Plants continue to be excellent systems for the study of epigenetics, and 
their silencing mechanisms have marked similarities to those of mam-
mals. An advantage of using plants is that they are tolerant of genome 
stresses, such as large losses of DNA methylation and changes in chro-
mosome number. The elegant genetic tools available for organisms such 
as maize and A. thaliana are facilitating the dissection of epigenetic 
control. Recent advances such as the development of whole-genome 
microarrays and high-throughput sequencing are allowing the gen-
eration of large-scale data sets for epigenetic modifications and small 
RNAs that are extending our view to a genome-wide scale. Together, 
these approaches should enable major advances in our understand-
ing of epigenetics to be made using plant systems: for example, how 
specific chromatin modifications are established and maintained, 
how they influence one another, and the extent to which they are used 
throughout the genome. This work should provide important insight 
for fields as diverse as cancer biology, development and evolution. ■
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Development is, by definition, epigenetic. Differences in the pro-
grammes of gene expression that result in the development of different 
organs and tissues occur without changes to the sequence of our DNA 
(with one or two exceptions). There is nothing mysterious in this con-
cept; subsets of the ~30,000 genes in our genome are active in different 
tissues and organs, depending on their regulation by different sets or 
combinations of transcription factors. This implies that if we were to 
take all of the transcription factors that activate genes in a liver cell and 
transfer them to a brain cell (while inactivating all brain-specific tran-
scription factors), then the brain cell would turn into a liver cell.

A recent study provides tantalizing insight into this concept of 
epigenetic control of development. Takahashi and Yamanaka identi-
fied four transcriptional regulators that when expressed in fibroblasts, 
resulted in these cells being reprogrammed to become embryonic stem 
(ES)-like cells1. Extending this concept a little further, in somatic-cell 
nuclear transfer, the nucleus of a somatic cell from an adult individual is 
transplanted into an oocyte from which the nucleus has been removed, 
resulting in reprogramming of the adult nucleus and therefore successful 
development of the cloned animal. 

Cloning, however, is inefficient, because most (if not all) cloned 
animals have epigenetic defects, particularly in DNA methylation. 
Therefore, our lack of understanding of how epigenetic marks are repro-
grammed is a key obstacle to cloning2. Similarly, the reprogramming of 
fibroblasts to become ES-like cells is a rare event in vitro, and epigenetic 
defects such as lack of demethylation of the Oct4 (also known as Pou5f1) 
promoter, affecting expression of the encoded transcription factor, have 
been noted in these ES-like cells1. 

These observations highlight that, in addition to transcription fac-
tors, changes in gene expression during development are accompanied 
or caused by epigenetic modifications2–7, such as methylation of DNA at 
CpG sequences (in vertebrates4,5), modification of histone tails6 and the 
presence of non-nucleosomal chromatin-associated proteins7. Therefore, 
as development and differentiation proceed, differentiated cells accumu-
late epigenetic marks that differ from those of pluripotent cells, and dif-
ferentiated cells of different lineages also accumulate different marks. 

In this review, I focus on the role of epigenetic regulation in devel-
opment, particularly comparing the short-term flexibility of certain 

epigenetic marks (which can be removed before a cell divides or within 
very few cell divisions) with the long-term stability and heritability of 
other marks (which can be maintained for many divisions) (Fig. 1). 
During the early stages of development, genes that are required later in 
development are transiently held in a repressed state by histone modifi-
cations, which are highly flexible and easily reversed when expression of 
these genes is needed. During differentiation, genes that are crucial for 
pluripotency are silenced by histone modifications, as well as by DNA 
methylation. Some of these genes are also silent in mature germ cells, 
meaning that epigenetic marks probably need to be reversed rapidly after 
fertilization to allow re-expression of pluripotency-associated genes in 
the next generation. By contrast, long-term silencing of transposons 
and imprinted genes — which is based on DNA methylation — needs 
to be stably maintained from the gametes into the early embryo and the 
adult organism. Methylation of imprinted genes can only be erased in 
primordial germ cells (PGCs), the cells that ultimately give rise to the 
germ line. Probably because there is a requirement for both removing 
epigenetic marks and retaining epigenetic marks between generations, 
epigenetic information can sometimes be inherited across multiple gen-
erations. In this review, I address how the fascinating interplay between 
transcription factors and epigenetic factors is beginning to provide an 
explanation for how pluripotency and development are regulated. 

Flexibility for developmental gene regulation
In this section, three issues are addressed. First, are differentiation-
specific genes held in an epigenetically silenced manner in pluripotent 
cell types, in order to be activated later? And is the removal of epigenetic 
marks from these genes needed for their activation? Second, are 
pluripotency-associated genes epigenetically inactivated in differentiated 
cell types? This inactivation could, in principle, be irreversible, because 
somatic cell types are not required to give rise to pluripotent cells. One 
exception is the germ line, where reactivation of pluripotency-associated 
genes is needed at the initial stages of development; however, later, the 
silencing of these genes is essential for the differentiation of mature germ 
cells. And therefore, third, is the removal of ‘permanent’ silencing marks 
from the gametic genomes after fertilization crucial to activate essential 
genes, such as pluripotency-associated genes, early in development? 

Stability and flexibility of epigenetic gene 
regulation in mammalian development
Wolf Reik1

During development, cells start in a pluripotent state, from which they can differentiate into many cell 
types, and progressively develop a narrower potential. Their gene-expression programmes become more 
defined, restricted and, potentially, ‘locked in’. Pluripotent stem cells express genes that encode a set of 
core transcription factors, while genes that are required later in development are repressed by histone 
marks, which confer short-term, and therefore flexible, epigenetic silencing. By contrast, the methylation 
of DNA confers long-term epigenetic silencing of particular sequences — transposons, imprinted genes 
and pluripotency-associated genes — in somatic cells. Long-term silencing can be reprogrammed by 
demethylation of DNA, and this process might involve DNA repair. It is not known whether any of the 
epigenetic marks has a primary role in determining cell and lineage commitment during development.
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There is recent evidence for the first type of epigenetic regulation: 
that is, the temporary inactivation of differentiation-specific genes in 
pluripotent cell types (Fig. 2a). Genes that are required during develop-
ment and differentiation — for example, those in the homeobox (Hox), 
distal-less homeobox (Dlx), paired box (Pax) and sine-oculis-related 
homeobox (Six) gene families — are held repressed in pluripotent ES 
cells by the Polycomb group (PcG)-protein repressive system in mice 
and humans. This system marks the histones associated with these genes 
by inducing methylation of the lysine residue at position 27 of histone 
H3 (H3K27)8–10. ES cells that lack EED (embryonic ectoderm develop-
ment), a component of the PcG-protein repressive complex (PRC), have 
partly derepressed developmental genes and are prone to spontaneous 
differentiation8,10. Interestingly, some developmental genes are present 
within ‘bivalent’ chromatin regions, which contain both inactivating 
marks (methylated H3K27) and activating marks (methylated H3K4)9,11. 
This could indicate that after the repressive marks have been removed 
(when expression of the components of PRCs are downregulated dur-
ing differentiation), these genes are automatically poised for transcrip-
tional activation through the H3K4 methylation mark. It is important 
to note that epigenetic silencing by PRCs might be mitotically heritable 
(through an unknown mechanism)7, but these marks could presumably 
be rapidly removed by enzymatic demethylation of H3K27 (by an uni-

dentified demethylase)12. The H3K27 methylation mark occurs mostly 
outside the context of DNA methylation. In contrast to the terminal 
silencing achieved by DNA methylation (discussed later), developmental 
genes that are silenced by PRCs in pluripotent tissues require repressive 
marks to be rapidly and flexibly removed when differentiation begins. 
Stri kingly, in cancer cells, the genes targeted by PRCs often become 
DNA methylated, which might result in a more permanent locking-in 
of a ‘pluripotent’ state in cancer stem cells13. 

The second type of epigenetic regulation to be considered is whether 
pluripotency-associated genes are epigenetically inactivated in differen-
tiated cell types. Several genes that are required for early development 
or for germ-cell development only — for example, those that encode 
pluripotency-sustaining transcription factors (such as OCT4 and 
NANOG) — are known to be expressed by ES cells but silenced on the 
differentiation of these cells, with a defined kinetics of acquiring repres-
sive histone modifications and DNA methylation14 (Fig. 2b). Silencing 
by both histone modifications and DNA methylation in somatic tissues 
seems to be typical of this group of genes and of those that encode can-
cer–testis antigens, which are expressed during spermatogenesis15. It is 
probable that this permanent type of epigenetic silencing safeguards 
against accidental expression of these genes in differentiated cells, because 
that might lead to dedifferentiation and, perhaps, to a predisposition to 
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Figure 1 | Epigenetic gene regulation during mammalian development. 
Key developmental events are shown together with global epigenetic 
modifications and gene-expression patterns. Very early in development, 
DNA methylation is erased. In addition, pluripotency-associated genes begin 
to be expressed, and developmental genes are repressed by the PcG protein 
system and H3K27 methylation. During the differentiation of pluripotent 
cells such as ES cells, pluripotency-associated genes are repressed, 
potentially permanently, as a result of DNA methylation. At the same time, 
developmental genes begin to be expressed, and there is an increase in H3K4 

methylation. During the early development of PGCs, DNA methylation and 
repressive histone modifications (such as H3K9 methylation) are also erased. 
Pluripotency-associated genes are re-expressed during a time window that 
allows embryonic germ cells to be derived in culture. Imprinted genes are 
demethylated during this period, and developmental genes are expressed 
afterwards. Flexible histone marks such as H3K27 methylation enable 
developmental genes to be silenced for a short time in pluripotent cells. By 
contrast, DNA methylation enables the stable silencing of imprinted genes, 
transposons and some pluripotency-associated genes.
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cancer16. Consequently, these genes are difficult to reactivate in cloned 
embryos because of inefficient reprogramming of repressive marks, par-
ticularly of DNA methylation17. 

Special epigenetic regulation needs to occur in PGCs developing in 
the early post-implantation embryo18. Because these cells emerge from 
cell types in the egg cylinder that are already on the way to lineage com-
mitment and differentiation, the somatic gene-expression programme 
needs to be suppressed. One of the key regulators of this process is 
BLIMP1 (B-lymphocyte-induced maturation protein 1), which associ-
ates with the arginine methyltransferase PRMT5. PRMT5 might partly 
repress Hox-family genes and other somatic genes in PGCs19 (Fig. 2c). 
Pluripotency-associated genes and genes that have later roles in germ-
cell development can also be repressed by DNA methylation (Fig. 2b). 
So genes such as Mvh (also known as Ddx4), Dazl (deleted in azoo-
spermia-like) and Sycp3 (synaptonemal complex protein 3) are meth-
ylated in early PGCs and begin to be expressed after the erasure of DNA 
methylation20, which occurs between embryonic day (E) 8.0 and E12.5 
in PGCs. Interestingly, pluripotency-associated genes such as Nanog 
also begin to be reactivated at these stages, but it is not known whether 

this involves demethylation of DNA. PGCs at these stages have similar 
properties to pluripotent cells, including the ability to form embryonic 
germ cells in culture21. These studies are important because they are 
the first to show that in some developmental situations, removal of 
epigenetic marks (H3K27 methylation in the ES-cell study, and DNA 
methylation in the PGC study) could be crucial for the activation of 
developmental genes. Whether DNA methylation in PGCs is erased 
by an active or a passive mechanism is unclear (discussed later). The 
promoters of the genes that undergo ‘developmental’ demethylation 
(for example, Mvh, Dazl and Sycp3) contain CpG islands, as do the dif-
ferentially methylated regions (DMRs) of imprinted genes, which also 
undergo demethylation at these stages of PGC development. I am not 
aware of any reports of demethylation of CpG islands during develop-
ment other than in PGCs or in the zygote and pre-implantation embryo 
(discussed later). Methylation of CpG islands might only be removable 
under exceptional circumstances. 

Some key pluripotency-associated genes (such as Oct4 and Nanog) 
are epigenetically inactivated at later stages of gametogenesis and in 
the mature gametes, including by DNA methylation. Therefore, after 
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Figure 2 | Epigenetic regulation of pluripotency-associated genes and 
developmental genes during the differentiation of somatic cells and 
germ cells. The expression or repression of pluripotency-associated genes 
and developmental genes is indicated, and the associated modifications 
of the histone tails and/or DNA are represented by different colours. 
a, In pluripotent cells, the repression of genes that are needed later in 
development is flexible and can involve the PcG-protein repressive 
system. Silent developmental genes can be marked by both H3K27 
methylation (yellow) and H3K4 methylation (blue), possibly allowing 
rapid gene activation after loss of repression by PcG-protein-containing 
repressive complexes (PRCs). Whether the loss of H3K27 methylation 
involves a histone demethylase is unknown. Further increases in H3K4 
methylation might be required for proper developmental gene expression. 

b, Pluripotency-associated genes are stably silenced during 
differentiation, through histone methylation and DNA methylation. 
For example, genes such as Oct4 and Nanog are silenced during 
ES-cell differentiation, and this process can involve both histone 
methylation (such as methylation of H3K9 mediated by G9A; also 
known as EHMT2) (green) and DNA methylation (red). Whether a 
histone demethylase is required for the removal of H3K4 methylation 
is unknown. c, For germ-cell development, the repression of somatic 
genes needs to be maintained in early germ cells, and this process might 
involve histone arginine methylation (pink). Hox-family genes and other 
developmental genes remain silent in early germ cells; some of this 
silencing might require histone arginine methylation brought about by 
PRMT5.
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fertilization, the repressive epigenetic marks might need to be removed 
for transcriptional activation of these genes and correct early lineage 
development to take place (discussed later). 

Stability for transposon silencing and imprinting 
In contrast to developmental genes, which need to be epigenetically 
regulated with flexibility, transposons (if possible) need to be silenced 
completely and stably (at least from the perspective of the host) to pre-
vent them from moving around in the genome and potentially causing 
mutations22. Therefore, many transposon families are both methyl-
ated themselves and marked by repressive histone modifications 
(such as H3K9 methylation), and these marks are important for the 
heritable silencing of transposons. Some transposon families (such as 
intracisternal A particles; IAPs) are also resistant to the erasure of DNA 
methylation in the zygote and in PGCs, possibly resulting in epigenetic 
inheritance across generations (discussed later). 

Imprinted genes are a class of mammalian genes with possible 
mechanistic relationships to transposons23, in that CpG islands in their 
promoters become methylated and in that silencing relies on long-
term epigenetic stability. In imprinted genes (and transposons), DNA 
methylation is introduced during either oogenesis or spermatogenesis, 
by the de novo methyltransferase DNA methyltransferase 3A (DNMT3A) 
and its cofactor DNMT3-like DNMT3L)24,25 (Fig. 3a). How particular 
imprinted genes are selected for de novo methylation during oogenesis 
or spermatogenesis is not understood, although this targeting could 

involve pre-existing histone marks26. After fertilization, the methylation 
of imprinted-gene DMRs is maintained by DNMT1o (the oocyte form 
of DNMT1) for one division cycle during very early pre-implantation 
development27 and then by DNMT1s (the somatic form of DNMT1) in 
embryonic and adult tissues28. 

Imprinted genes can be directly silenced by methylation of DMRs 
(which often contain CpG islands) that overlap the promoter. More fre-
quently, however, imprinted genes occur in clusters, and there is usually 
a single DMR that is methylated in the germ line and is responsible for 
regulating gene silencing in the rest of the cluster. So far, there are two 
distinct models for how, after fertilization, imprinted genes are silenced 
through the action of nearby unmethylated DMRs. First, the DMR over-
laps the promoter of a long, non-coding, unspliced, nuclear RNA29,30. 
The presence of the unmethylated and expressed copy of the non-coding 
RNA results in the silencing of linked genes, a process that involves 
repressive histone modifications31,32. It is unclear how the presence of the 
non-coding RNA leads to gene silencing in cis. In one model, repressive 
complexes (for example, PRCs) might be targeted during transcription33. 
Alternatively, the RNA might ‘coat’ the region to be inactivated, simi-
larly to how Xist RNA (inactive X-specific transcripts) coats the inactive 
X chromosome31,34. This might establish a physical structure from which 
RNA polymerase II (Pol II) is excluded, resulting in transcriptional 
silencing35 (Fig. 3b). In one case of silencing mediated by an imprinted 
non-coding RNA, the developmental kinetics of inactivation are mark-
edly similar to those of imprinted X-chromosome inactivation. Both 
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Figure 3 | Developmental regulation of imprinting and X-chromosome 
inactivation. a, During germ-cell development, selected imprinted genes 
and transposons become methylated. This process depends on de novo 
methyltransferases such as DNMT3A and its cofactor DNMT3L. It 
is possible that the targeting of DNA methylation requires arginine 
methylation of histones, carried out by PRMT7. Mature male germ cells 
have chromatin that is largely based on non-histone proteins known as 
protamines (dark pink); this alters the packaging of the DNA. b, Expression 
of non-coding RNAs (wavy black line) in cis can result in the silencing of 

adjacent genes as a consequence of the physical exclusion of Pol II and the 
acquisition of histone modifications and/or DNA methylation, depending 
on the embryonic lineage. DNA methylation stabilizes gene silencing 
in embryonic tissues but is less important in extra-embryonic tissues, 
where PRC-mediated silencing might predominate. This mechanism of 
postzygotic gene silencing occurs in X-chromosome inactivation and in 
some forms of autosomal gene imprinting. H3K9 methylation is shown 
in green, H3K27 methylation in yellow, histone arginine methylation in 
pink and DNA methylation in red. 
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non-coding RNAs (Kcnq1ot1 and Xist) begin to be expressed from the 
paternal allele in the two-cell embryo, and gene silencing in cis and the 
acquisition of histone modifications follow during the next few cleavage 
divisions and are largely complete by the blastocyst stage34 (Fig. 3b).

The second model of how imprinted genes are silenced involves an 
epigenetically regulated chromatin insulator. In this model, tissue-
specific enhancers are located on one side of the DMR overlapping with 
the insulator, whereas the silenced genes are on the other side36. Silencing 
occurs when the DMR is unmethylated and binds chromatin-organizing 
proteins such as CTCF (CCCTC-binding factor), resulting in a higher-
order chromatin structure that prevents interactions between remote 
enhancers and promoters37. 

X-chromosome inactivation is another example of a relatively stable 
epigenetic silencing event; in this case, large regions of a whole chro-
mosome are involved. In mice, imprinted X-chromosome inactivation 
is probably largely initiated by expression of Xist from the paternal 
chromosome at the two-cell stage38. (The nature of the imprinting 
leading to paternal expression is still unknown, but it is unlikely to 
be DNA methylation.) Imprinted X-chromosome inactivation is then 
stable (even in the absence of DNA methylation39) in the extra-embry-
onic tissues. Although the PcG protein system (which confers H3K27 
methylation marks) has some influence on gene silencing, these modi-
fications do not seem to confer heritable silencing40. Random X-chro-
mosome inactivation is initiated in the epiblast after reprogramming of 
imprinted inactivation41,42. This reprogramming might be initiated by 
the silencing of Xist expression, and if this is the case, it is possible that 
the mitotic ‘memory’ for inactivation simply resides in the expression 
of Xist. The subsequent upregulation of Xist expression during the dif-
ferentiation of epiblast cells is again followed by coating, gene silencing 
and acquisition of histone marks43. However, in contrast to imprinted 
X-chromosome inactivation, CpG islands in inactivated genes on the 
X chromosome become methylated and, although it has not been tested 
genetically, this might constitute long-term memory for inactivation 
during embryonic and adult life43 (Fig. 3b). It is important to note that 
this methylation of CpG islands seems to be a dead end in that it does 
not need to be reprogrammed during the normal life cycle. (In the germ 
line, the inactivated X chromosome does not become methylated.) 

Breaking stability by epigenetic reprogramming
DNA-methylation patterns that have been acquired during develop-
ment are stable in somatic cells and during adult life. DNA-methylation 
patterns are somatically heritable essentially through the action of 
DNMT1, the maintenance methyltransferase44. At most CpG sites, 
the error rate of maintaining methylation (~1% per division) is low 
in relation to the number of cell divisions that are needed to pro-
duce a mammalian organism (44 for humans). Indeed, methylation 
of CpG islands is never erased during normal development. By con-
trast, methylation of CpG islands in imprinted-gene DMRs needs to 
be erased in the germ line so that gender-specific methylation can be 
imposed subsequently, during germ-cell development. This erasure 
takes place in a defined period — from E10.5 to E12.5 in PGCs — in 
all imprinted genes that have been tested45,46, and it could occur by 
active demethylation of DNA by an unknown mechanism, possibly 
involving DNA repair (discussed later). This mechanism for erasure 
might also underlie the demethylation and activation of non-imprinted 
genes such as Mvh, Dazl and Sycp3, which takes place at about the same 
stage20 (Fig. 4a).

Epigenetic reprogramming in PGCs entails widespread loss of DNA 
methylation, as well as H3K9 methylation47. In addition to the erasure 
of genomic imprints, this epigenetic reprogramming might also help 
to return PGCs to a pluripotent state (because at these stages of PGC 
development, pluripotent embryonic germ cells can be established 
in culture), through the reactivation of genes such as Nanog. Not all 
genomic methylation is lost, however, at these stages; some transposons 
such as IAPs remain fairly highly methylated48. Later in oogenesis and 
spermatogenesis, de novo methylation occurs not only sex-specifically 
in imprinted genes but also in transposons and in single-copy gene 

sequences. For example, the Nanog promoter becomes highly methyl-
ated in mature sperm49. 

Distinct genome-wide reprogramming events also occur immedi-
ately after fertilization and during early pre-implantation development 
(Fig. 4b). Many sequences in the paternal genome become suddenly 
demethylated shortly after fertilization50–53. This demethylation occurs 
after the removal of protamines (basic proteins that are associated with 
DNA in sperm) and the acquisition of histones by the paternal genome 
during the long G1 phase, before DNA replication. Methylation can 
be observed by staining cells with an immunofluorescently labelled 
antibody specific for 5-methylcytosine. Judged by the substantial loss 
of immunofluorescence signal, together with the considerable loss of 
methylation of Line1 elements as determined by bisulphite sequencing48, 
the paternal genome loses a significant amount of methylation, although 
more precise measurements and more information about which 
sequences are affected and unaffected would be valuable. Sequences 
that are known not to be affected include IAPs and paternally meth-
ylated DMRs in imprinted genes (Fig. 4c). A recent study provides 
intriguing insight into a protein that might protect the genome from 
demethylation. The protein stella (also known as DPPA3) binds to 
DNA and was originally identified because expression of the encoding 
gene is upregulated during early PGC development. Stella is present in 
large amounts in oocytes and, after fertilization, translocates to both 
pronuclei. Deletion of the gene from the oocyte (and therefore removal 
of the protein from the zygote) results in early pre-implantation lethality 
of embryos, as well as loss of methylation of the following sequences: 
the maternally methylated genes Peg1 (also known as Mest), Peg5 (also 
known as Nnat) and Peg10; the paternally methylated genes H19 and 
Rasgrf1 (Ras protein-specific guanine-nucleotide-releasing factor 1); 
and IAPs54. So stella might, either directly or indirectly, protect specific 
sequences from demethylation in the zygote, but it is unknown how 
other sequences are protected (Fig. 4c). 

The mechanism of active demethylation in the zygote is still 
unknown. However, the DNA deaminases AID and APOBEC1 have 
been shown in vitro to deaminate 5-methylcytosine in DNA to thym-
ine55; this results in T•G mismatches, which can be repaired by the 
base-excision repair pathway. Interestingly, Aid and Apobec1 are located 
in a cluster of genes with Stella, growth differentiation factor 3 (Gdf3) 
and Nanog. Stella, Gdf3 and Nanog are all expressed in pluripotent tis-
sues, and Gdf3 and Nanog have important roles in conferring stem-cell 
identity on ES cells. Indeed, Aid and Apobec1 are also expressed by 
oocytes, stem cells and germ cells55, and recent work shows that in vivo 
targeting of AID to the methylated H19 DMR in the zygote results 
in efficient and substantial demethylation of this region (C. F. Chan, 
H. Morgan, F. Santos, D. Lucifero, S. Petersen-Mahrt, W. Dean and 
W.R., unpublished observations). Although it is unclear whether 
AID and/or APOBEC1 are responsible for the demethylation of 
the paternal genome in the zygote, the evidence suggests that base-
excision or mismatch repair might have a role in this process. I think 
that this suggest ion is supported by the recent identification of a DNA 
glycosylase–lyase — DEMETER — that preferentially excises 5-methyl-
cytosine from DNA in Arabidopsis thaliana56,57. DEMETER is required 
for the demethylation and activation of the imprinted gene MEDEA 
(see page 418). Another DNA-damage-responsive gene, the mouse gene 
Gadd45 (growth arrest and DNA-damage-inducible 45), might also 
have a role in demethylation58.

Although there have been suggestions that the methyl group could 
be directly removed from DNA by hydrolytic attack or by oxidation, 
these mechanisms have not been substantiated2. The relative flexibility 
of histone methylation might be brought about by the attachment of 
the methyl group through a carbon–nitrogen bond, together with the 
existence of enzymes that can directly remove the methyl group, leav-
ing the rest of the histone molecule intact12. By contrast, the current 
evidence suggests that methyl groups attach through a carbon–carbon 
bond to the cytosine base and therefore might not be able to be directly 
removed, so demethylation inevitably has to proceed by pathways that 
involve base-excision or mismatch repair55–57. 
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This active demethylation of the paternal genome is followed by pas-
sive demethylation of both maternal and paternal genomes, presumably 
brought about by exclusion of DNMT1o the main form of DNMT1 
present in the oocyte from the nuclei of pre-implantation embryos27. 
Although DNMT1s can maintain the methylation of imprinted-gene 
DMRs during this period, total genome methylation decreases, reaching 
an overall low at the blastocyst stage. The purpose of active and passive 
demethylation during early embryogenesis is unknown. Demethylation 
of the paternal genome has been proposed to account for the paucity 
of paternal imprints59 or to be a consequence of DNA-repair processes 
that are potentially involved in the protamine-to-histone transition53. 
General demethylation during this period could also have a role in 
returning the gametic genomes to pluripotency. For example, early 
expression of genes such as Oct4 or Nanog is required for the establish-
ment and maintenance of the inner-cell-mass lineage in the blastocyst60. 
Because the Nanog and Oct4 promoters are methylated in sperm, and 
because methylation of these promoters is repressive, they need to be 
demethylated for proper expression to occur (Fig. 4b). 

Epigenetic spillover across generations
Many of the epigenetic marks that are inherited and acquired by germ 
cells are therefore erased in PGCs and in early embryos, making way for 
new generations to develop and grow into adults purely on the basis of 
their genetic make-up. However, it also seems that epigenetic informa-
tion can spill over to the next generation. The ability of somatic cells 
in the offspring to inherit the methylation of imprinted genes from 
parental germ cells is a mechanistic example of this (Fig. 4c). Another 
important example of spillover is inheritance of the epigenetic states 
conferred on some genes by adjacent insertion of IAPs. This can alter 
the expression of the endogenous genes; however, more importantly, 
the epigenetic state of the IAP (that is, methylated or unmethylated) 

regulates the expression of the nearby gene61. Because IAPs seem gen-
erally resistant to reprogramming during PGC and pre-implantation 
development, the state of expression of the genes that are regulated by 
IAP insertion can be inherited across several generations. It is interest-
ing to note that there is an example of epigenetic inheritance being 
maternally transmitted but not paternally transmitted (the agouti viable 
yellow epiallele in mice), and the methylation of the IAP in the sperm 
is, unusually, erased in the zygote in this case62. So epigenetic inherit-
ance is ‘broken’ by erasure of methylation of the paternal genome after 
fertilization.

There are other possible spillovers across generations. In Caenor-
habditis elegans, the X chromosomes are epigenetically marked (by 
histone modifications) during gametogenesis, and some of these 
marks are maintained for several cell divisions in the new embryo (for 
an unknown reason)63. In mammalian embryos, some of the histone 
modifications acquired during the silencing of X-linked genes in 
spermatogenesis might be carried over into the zygote, leading to early 
silencing of some genes on the paternal X chromosome without the 
action of Xist64. 

One other area that is unique to mammalian biology deserves 
consideration with regard to epigenetic spillovers from the previous 
generation. At present, we have no understanding of how molecular 
decisions are taken to set up the first two cell lineages in the embryo: 
the trophectoderm and the inner cell mass65. However, a recent study 
suggests that differential histone arginine methylation of individual 
blastomeres, as early as the four-cell stage, could be one of the earliest 
marks for this lineage commitment66. There is much work to be done in 
this area, but it is an exciting possibility that the spillover of epigenetic 
marks from the gametes of parents might be responsible for setting up 
some of the earliest developmental decisions in the newly developing 
embryo. 
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Figure 4 | Reprogramming of epigenetic marks in the germ line and the early 
embryo. a, During the development of PGCs, methylation of CpG islands in 
imprinted genes and other genes can be erased. This is a rapid process and 
might involve a demethylase or might occur by DNA replication without 
methylation being maintained. b, Many gene sequences that are methylated 
in mature gametes become demethylated in the early embryo. Some of this 
demethylation occurs in the absence of DNA replication and is therefore 
likely to be mediated by a demethylase. Demethylation might be important 

for the expression of pluripotency-associated genes. Active histone 
marks are also likely to be important for the expression of pluripotency-
associated genes. c, In mature gametes, some DNA sequences that are 
methylated are protected from demethylation at or after fertilization. These 
sequences include imprinted genes and some transposons. The protein 
stella has recently been implicated in protection against demethylation at 
fertilization. H3K9 methylation is shown in green, H3K4 methylation in 
blue and DNA methylation in red.
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Conclusions and outlook
Development might be a one-way street because of the somatic inherit-
ance of epigenetic marks. Whether there is a linear relationship between 
acquisition of epigenetic marks and developmental progression is doubt-
ful; some key restrictions in developmental potential that are brought 
about by epigenetic regulation might occur very early in development. 
Judging from somatic-cell nuclear-transfer experiments, it is far from 
clear whether more-differentiated cells have more epigenetic marks or 
have marks that are more difficult for the oocyte to reprogramme67. 

Natural epigenetic reprogramming might be needed to ensure that 
development can start afresh in every new generation. Although various 
mechanisms for the rapid erasure of histone modifications have recently 
been identified, the mechanism of DNA demethylation still needs to 
be determined. Recent work on the erasure of DNA methylation from 
imprinted plant genes shows that base-excision repair has an important 
role, and it is possible that this is also the case in mammals. Because of 
the generally accurate heritability of DNA methylation and because of 
its chemical stability, erasure of DNA methylation might only be pos-
sible either by replicating DNA in the absence of DNMT1 or by breaking 
DNA. 

It is fascinating to see that both transcription-factor interactions and 
epigenetic programming and reprogramming seem to be needed to 
maintain pluripotency in early embryos and ES cells. Indeed, experi-
mental reprogramming of differentiated nuclei without using somatic-
cell nuclear transfer or cell fusion has been achieved recently, using 
a mix of pluripotency factors1. It could be expected that forcing the 
expression of pluripotency transcription-factor networks would also 
activate epigenetic reprogramming factors, but whether this occurs is 
unclear. Perhaps combinations of transcription factors and epigenetic 
reprogramming factors are needed for more complete reprogramming 
of somatic cells to a pluripotent state, and this would be of great funda-
mental scientific and medical interest. 

In the animal kingdom, some epigenetic systems, such as imprinting, 
have evolved only in mammals. Many of the basic molecular building 
blocks for epigenetics, such as the enzymes for DNA methylation and 
histone modifications, are highly conserved in vertebrates, but the regu-
lation of epigenetic modifiers might evolve more rapidly together with 
specific developmental strategies. Therefore, evolutionary epigenetics 
and epigenomics will have an important role in discovering links 
between developmental adaptations and epigenetic regulators.

There is probably a conflict between the requirement for eras-
ing epigenetic marks between generations and the requirement for 
maintaining others, such as those in imprinted genes and in some 
transposons. This conflict most probably underlies the observation that 
some epigenetic marks are not erased between generations, thereby lead-
ing to multigenerational influences on inheritance and phenotype (see 
page 396). Epigenetic inheritance across generations is relatively com-
mon in plants, but it is still unclear how widespread this phenomenon is 
in mammals or whether it has any role in shaping evolution61. 

An exciting question for future work is whether segregation of 
epigenetic marks in early development has any primary role in deter-
mining cell and lineage commitment. For example, the mechanism by 
which the first two cell lineages are allocated in mammalian pre-implan-
tation embryos, although a matter of hot debate, is not really understood. 
An epigenetic hypothesis might allow us to take a fresh look at a long-
standing fundamental problem in developmental biology. ■
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The nucleosomes form the basic repeating units of chro-
matin in eukaryotes. The composition of the individual
nucleosomes is fundamentally similar and consists of an
octameric core of four types of histones — H2A, H2B,
H3 and H4 — around which 147 bp of DNA is
wrapped. Each octamer contains two copies of each
histone. Modulation of the fundamental nucleosome
units contributes to the dynamic structural character-
istics of chromatin, which are heritable and impact on
transcription and, therefore, cellular identity. This entails
various post-translational modifications of the histone
proteins and also the incorporation of variant histone
subspecies. These variant or ‘replacement’ histones were
discovered on the basis of the small — and sometimes
even large — differences in their amino-acid sequence
relative to the major histone species (FIG. 1).

The nucleus is characterized by distinct chromatin
domains. The dynamics, maintenance and post-transla-
tional modifications in these domains have sparked
intensive interest in the field of chromatin biology, and
recent discoveries have helped elucidate their structural
and functional regulation (BOX 1). Some of these special-
ized domains in chromatin are enriched for the specific
histone variants, which operate with other factors to
ensure the proper functioning of these domains. In this
review, we highlight the roles of these variant histones,
their modes of deposition by specific chaperones and
also how these might relate to other known histone
exchangers.

Histone deposition and exchange
The expression of the major histones is tightly regulated
during the cell cycle, and the histones are deposited
onto DNA in a process that is strictly coupled to DNA
replication. However, histone variants are expressed
from a set of genes known as ORPHAN GENES, which are not
subject to this stringent regulation. These genes are
expressed throughout the cell cycle and their products
are deposited during, as well as after, the completion of
S phase. These variants have evolved particular character-
istics that impact on the transcriptional capacity of the
nucleosomal regions they inhabit, some of which are
described briefly in this review (for a comprehensive
review, see REF. 1). Chromatin is further compacted by
the incorporation of the linker histone H1, which has
been reported to have eight isoforms in higher eukary-
otes. This topic has been extensively covered in a forth-
coming review by Kimmins and Sassone-Corsi2, and we
will therefore not address histone H1 or its variants.

Although previous studies have indicated low levels
of histone exchange in the absence of transcription or
replication3, the first direct visual evidence was obtained
by using cells that expressed green fluorescent protein
(GFP)-tagged histones in conjunction with photo-
bleaching of a small area of the nucleus. The recovery of
fluorescence in these ‘bleached’ areas was scored for the
level of histone mobility — in other words, histone
exchange. These analyses indicated that histones are not
readily replaced. In fact, histones H3 and H4 were

HISTONE VARIANTS 
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Abstract | A fascinating aspect of how chromatin structure impacts on gene expression and
cellular identity is the transmission of information from mother to daughter cells, independently 
of the primary DNA sequence. This epigenetic information seems to be contained within the
covalent modifications of histone polypeptides and the distinctive characteristics of variant
histone subspecies. There are specific deposition pathways for some histone variants, which
provide invaluable mechanistic insights into processes whereby the major histones are
exchanged for their more specialized counterparts.
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An enzyme that catalyses the
transfer of methyl groups onto
the ε-amino residue of lysines in
histones.
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(CAF1)-dependent assembly of these histones onto
DNA in vitro10,11. Nonetheless, Kadonaga and co-workers
isolated a DNA-replication-dependent histone-deposi-
tion complex — known as replication-coupling assem-
bly factor (RCAF) — which included the anti-silencing
factor-1 (ASF1; see below) and CAF1, as well as the
histones H3 and H4 with appropriate acetylated
residues12.

Whether other histone modifications that are impor-
tant in defining ‘chromatin domains’ are established
before or subsequent to histone deposition is not clear.
However, owing to the disparate expression pattern of
enzymes that incorporate stable histone marks during
the cell cycle, such as lysine methylation, some of these
modifications are likely to be incorporated during mitosis
and, therefore, post-replication13,14. Other complexes
that contain HISTONE LYSINE METHYLTRANSFERASE activity seem
to be expressed in normal cells during S phase, and so a

found to show almost no recovery after photobleaching,
whereas histones H2A and H2B showed slightly higher
levels of exchange4. However, the linker histone H1
showed recovery within a few minutes, which indicated
that it has a high rate of diffusion5.

The popular model for nucleosome deposition onto
DNA is that it is coupled to DNA replication and
occurs in a stepwise manner, initiated by the deposition
of the H3–H4 tetramer followed by the deposition of the
H2A–H2B dimers6,7. The addition of post-translational
modifications could occur before or after deposition.
However, for DNA-replication-dependent deposition
of the tetramer, the acetylation of lysines 5 and 12 of
the H4 tail are thought to be necessary8,9. The signifi-
cance of acetylation at these residues is debatable as
they are not required for chromatin assembly in bud-
ding yeast, and deletion of H3 and H4 N-terminal tails
does not compromise the chromatin-assembly factor-1

Figure 1 | Canonical core histones and their variants. The major core histones contain a conserved histone-fold domain (HFD).
In addition, they contain N- and C-terminal tails that harbour sites for various post-translational modifications. For simplicity, only
well-established sites for lysine methylation (red flags) and serine phosphorylation (green circles) are shown (other types of
modifications, such as ubiquitylation, are not shown). In the histone H3.3 variant, the residues that differ from the major histone H3
(also known as H3.1) are highlighted in yellow. Three of these residues are contained in the globular domain and one resides in the 
N terminus. This N-terminal residue (Ser31) has been speculated to be a potential site for phosphorylation on H3.3. The centromeric
histone CENPA has a unique N terminus, which does not resemble other core histones. Two sites of phosphorylation have been
identified in this region, of which Ser7 phosphorylation has been shown to be essential for completion of cytokinesis. The region in
the globular domain that is required for targeting CENPA to the centromere is highlighted in light blue. Histone H2A variants differ
significantly from the major core H2A in their C terminus. The C terminus of H2AX harbours a conserved serine residue (Ser139), 
the phosphorylation of which is an early event in response to DNA double-strand breaks. A short region in the C terminus of H2AZ
is essential for viability in Drosophila melanogaster. MacroH2A has an extended C-terminal macro domain, the function of which
is unknown. Finally, the H2ABBD is the smallest of the H2A variants and contains a distinct N terminus, which lacks all of the
conserved modification sites that are present in H2A. The C terminus is also truncated and lacks the docking domain that is found in
other H2A species. The histones H4 and H2B are also shown, including their known methylation and phosphorylation sites. The
proposed functions of the variants are listed.
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H3 variants, H3.3 and CENPA have been studied the
most intensively and have been found to carry out
distinct functions.

H3.3. Recent studies showed that the variant histone
H3.3 is present at transcriptionally active loci19.
Deposition of the GFP-tagged variant H3.3 was
observed during DNA-replication-coupled (RC)
processes as well as in a DNA-replication-independent
(RI) manner. During the RC phase, GFP–H3.3 was
found throughout the genome; however, during RI
assembly, GFP–H3.3 was found predominantly at
rDNA arrays, which indicates incorporation at sites of
active transcription. On the other hand, cells transfected
with the GFP-tagged core histone H3 (H3.1) and
exposed to the S-phase inhibitor aphidicolin were
inhibited for GFP–H3.1 deposition onto DNA.
Moreover, artificial expression of H3.1 outside S phase
did not result in its incorporation into chromatin,
which showed that deposition of H3.1 is tightly coupled
to DNA replication. Importantly, even though H3.1 and
H3.3 differ by only four amino acids (FIG. 1), these three
residues in the globular domain are crucial for their
distinctive deposition during the cell cycle. The H3.1-
specific residues apparently impede its assembly out-
side S phase. Mutation of any of the H3.1-specific
residues to the corresponding residue in H3.3 led to
both RC and partial RI deposition.

Further clues regarding the function of H3.3 were
derived from the identification of its post-translational
modifications. This variant is enriched for the presence
of ‘marks’ that reflect transcriptional competence, such
as di- and tri-methylation of Lys4, acetylation at Lys9,
Lys18 and Lys23, and methylation at K79. Of note,
although H3.3 is present at lower levels in dividing cells,
on terminal differentiation, the level of H3.3 increases
significantly and contributes to more than half of the
total amount of H3 protein in the cell20. This confirms
again that H3.3 is deposited at all stages of the cell cycle,
whereas H3.1 incorporation is restricted to the S phase.
So, in differentiated cells, the increased level of H3.3
does not correlate with the amount of transcriptional
activity.

Insight into the mechanisms by which histone H3.1
and H3.3 are deposited onto DNA has come from bio-
chemical studies. The purification of H3.1- and H3.3-
containing complexes from stable cell lines that contain
tagged H3-species revealed that these variants associate
with different chromatin-assembly complexes in vivo21.
The H3.1 complex was associated with CAF1, whereas
the H3.3-containing complex was associated with the
histone chaperone HIRA. Interestingly, both complexes
contained the HISTONE ACETYLTRANSFERASE HAT1, which sup-
ported previous evidence that histones are transiently
acetylated before deposition onto DNA. This also indi-
cated that the complexes represented the pre-deposited
forms of histones.Furthermore,both complexes included
histone H4 and ASF1, a histone chaperone that was
initially shown to promote deposition of histones in a
DNA-replication-dependent manner in vitro12. However,
recent in vivo studies suggest that deletion of ASF1 in

methylation mark at a specific histone residue (for
example, at Lys27 of H3; H3-K27) is probably incorpo-
rated during DNA replication15. Whether this modifica-
tion is incorporated into the histone before deposition
onto DNA or immediately after deposition is at present
unknown.

The correct incorporation of histones onto DNA
requires the assistance of additional factors. This func-
tion is fulfilled by HISTONE CHAPERONES. Chaperones are
thought to function in coordination with CHROMATIN-

REMODELLING FACTORS to mediate the accurate positioning
of nucleosomes on a DNA template. Several histone
chaperones have been identified and characterized both
biochemically and genetically (for details, see REF. 16).
Recently, some chaperones were shown to function in
the deposition of specific histone variants. Although
histones H2B and H4 were once thought to be invari-
able, recent studies have identified two testis-specific
H2B variants in humans, the functions of which have
yet to be determined17,18. However, no H4 variant has
been reported so far.

Next, we discuss the different histone H3 and H2A
variants and their modes of deposition, in particular
H3.3 and H2AZ, as these have been most well studied.

H3 variants
Four different isoforms of histone H3 have been
reported: H3.1, H3.2 and H3.3, which are similar, and
CENPA, the centromeric histone H3, which shows a
wide variability in amino-acid composition between
species and even within the same species when com-
pared with the other H3 isoforms (FIG. 1; BOX 2). Of these

ALPHA SATELLITE REPEAT

Large highly repetitive stretches
of (A+T)-rich DNA sequences
in the human genome that are
usually untranscribed.

HISTONE CHAPERONE

A protein that escorts histones to
DNA for deposition.

CHROMATIN-REMODELLING

FACTOR

A protein that alters the dynamic
organization of nucleosomes to
help in the activation or
repression of gene expression.

HISTONE ACETYLTRANSFERASE

An enzyme that catalyses the
addition of an acetyl group to
specific lysine residues in
histones.

Box 1 | Definition of chromatin domains

Historically, chromatin domains have been broadly classified into two forms,
euchromatin and heterochromatin.

Euchromatin
This is the region of chromatin that is decondensed and is thought to represent loci that
are transcriptionally active. Genes in this region replicate early, the chromatin contains
hyperacetylated histones and stains poorly in the nucleus. Active genes in this region are
enriched for methylation at Lys4 of histone H3 (H3-K4), H3-K36 and H3-K79.

Heterochromatin
This is highly compacted chromatin with regions of silenced DNA. It replicates late,
contains hypoacetylated histones and high levels of DNA methylation. Heterochromatin
is further classified into pericentric or constitutive heterochromatin and facultative
heterochromatin.

Pericentric or constitutive heterochromatin
This is the region that is juxtaposed to centromeres on the chromosome and contains
large blocks of ALPHA SATELLITE REPEATS in humans (known as major satellite repeats in
mice). This region contains H3 tri-methyl K9 and mono-methyl K27, and H4 tri-methyl
K20 (REFS 84–86). As the name suggests, it is irreversibly silenced and remains so
throughout the cycles of cell division.

Facultative heterochromatin
This type of heterochromatin has the ability or ‘faculty’ to become transcriptionally
active again. A classic example of facultative heterochromatin is the inactive X
chromosome in mammals, which is characterized by the presence of H3 tri-methyl
K27 and di-methyl K9, and H4 mono-methyl K20 (REFS 87–90). Silenced 
euchromatic genes contain methylated H3-K9, H3 tri-methyl K27 and H4 
mono-methyl K20 (REF. 85).
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the important question that remains is how the specificity
for the respective H3 isoform (H3.1 or H3.3) is attained?

A more general question that remains is whether
there are different pathways for nucleosome deposition
during DNA replication and during DNA-repair syn-
thesis. The authors scored for de novo nucleosome
assembly on naked DNA either in the absence of DNA
synthesis (HIRA/H3.3 competent) or in the presence of
DNA-repair synthesis (CAF1/H3.1 competent)21. Do
these complexes have similar roles on DNA templates
that are assembled with histones? Another important
consideration is that even though the process of DNA
synthesis during DNA repair is similar to DNA replica-
tion, these processes are mechanistically different.
During DNA replication, the DNA strands are sepa-
rated and the nucleosomes are segregated. This is not
the case in DNA-repair synthesis, which encompasses
just a 20–30 nucleotide stretch. The nucleosome(s) in
this process are probably altered or relocated to facili-
tate access to the DNA-repair machinery. But even if
some nucleosomes are evicted, the integrity of others
close to the site of repair need not be jeopardized.
When coupled to this nucleosome ‘alteration’ at the site
of DNA damage, the H3.3 and H3.1 complexes might
then mediate histone deposition or exchange. With
regard to DNA replication, the role of the H3.1 com-
plex might be clarified following its isolation during the
S phase of the cell cycle.

Whether the H3–H4 tetramer is displaced during
DNA replication or half of the tetramer is displaced,
leaving behind the other H3–H4 dimer, is a topic that
warrants more investigation. It bears on whether
H3–H4 is then deposited or replaced in the form of a
tetramer or a dimer during this process. The issue of
dimer versus tetramer deposition is an important one in
the context of epigenetics. How is the information that
is contained within the mononucleosomes, with respect
to histone isoform type and histone modifications,
which reflect active and inactive chromatin regions,
retained when histones are deposited during DNA
replication? If, during the process of DNA replication,
an H3–H4 dimer remains behind on the template
DNA and another must be re-deposited, given the
results of Tagami et al. — who showed the homogeneity
of histone H3.3 or H3.1 isoforms within nucleosomes
— the remaining dimer might determine the isoform
that is brought in21. Modifications that are contained on
the remaining dimer might be copied to the new dimer,
by as-yet-unknown means. On the other hand, if it is the
tetramer that is displaced during DNA replication, how
then is the original information safeguarded and
restored? The mechanism of nucleosome segregation
during DNA replication needs to be revisited, as nucleo-
some deposition and histone exchange during DNA
synthesis (or DNA-repair synthesis), transcription (see
below) and DNA replication seem to be more different
than was first thought.

CENPA. The centromeric histone CENPA was found to
be a histone-H3 variant on the basis of its tendency to
co-purify with the other core histones28. Sequence

yeast leads to the formation of more compact chromatin,
indicating that ASF1 functions in the disassembly rather
than the assembly of chromatin22. Whether the H4 
histone in the H3.1 complex contained the acetylation
pattern that is important for DNA-replication-dependent
deposition was not analysed.

CAF1 is one of the most well-studied chaperones
and consists of three subunits: p150, p60 and p48. CAF1
interacts with the proliferating cell nuclear antigen
(PCNA), a multifunctional protein complex that par-
takes in various functions such as DNA replication,
repair, cell-cycle regulation and chromatin assembly.
During the process of DNA synthesis, it functions as a
sliding clamp around the replication fork and stimulates
the processivity of DNA polymerases δ and ε23. PCNA is
thought to recruit CAF1 for replication-dependent
assembly of nucleosomes24,25. CAF1 was now found to
specifically interact with H3.1 in vitro and to deposit
H3.1 onto DNA in a DNA-repair-synthesis-dependent
manner. In the case of HIRA, its role as a chaperone was
first uncovered in Xenopus laevis extracts, which on
HIRA depletion were able to support RC but not RI
histone deposition. This deficiency was restored when
HIRA and H3–H4 tetramers were added26. HIRA
deposits histone H3.3 independently of DNA synthesis;
whether it does so during DNA synthesis as well, is not
yet clear.

Importantly, the isolated complexes contained the
tagged H3 isoform and histone H4, but were devoid of
H2A and H2B. Most importantly, these complexes,
which were isolated on the basis of the tag that is present
on the H3 isoforms, were also devoid of endogenous
H3, despite the fact that endogenous H3 was present in
the extracts at levels much greater than those for the
tagged H3 isoforms. This latter finding was interpreted
as indicating that each complex contained one dimer of
H3–H4. Importantly, mononucleosomes that were iso-
lated from these stable cell lines contained endogenous
and tagged versions of either H3.1 or the H3.3 variant,
but not both isoform types, which suggested that the
nucleosomes that formed through these pathways are
homogeneous in their H3 composition.

These observations raise at least two important ques-
tions. First, under the assay conditions, are the H3–H4
histone polypeptides deposited as tetramers, as previous
studies that were carried out in vivo have shown, or as
dimers? Second, if dimers are deposited, how is the sec-
ond copy of the H3–H4 dimer (for example, the endoge-
nous one) brought to the tagged H3–H4-dimer–DNA
complex? A possibility is that the ASF1 chaperone, which
is common to both H3.1- and H3.3-containing com-
plexes, deposits the ‘respective’ endogenous H3 isoform
together with H4. Previous observations support this
possibility by demonstrating that ASF1 exists in a RCAF
complex, which includes H3 and H4 and that also syner-
gizes with CAF1 (REFS 12,27). These studies show that
RCAF or CAF1 alone assemble chromatin inefficiently,
but that together, their deposition abilities are stimulated.
ASF1 might function in localizing an H3–H4 dimer and
subsequently deposit the second H3–H4 dimer. However,
as ASF1 was found in both the H3.1 and H3.3 complexes,



NATURE REVIEWS | MOLECULAR CELL BIOLOGY

R E V I E W S

complexes that contain Hira and Caf1 were separated
during glycerol-gradient sedimentation21.

Recently, Wieland and colleagues showed that the
yeast centromeric histone Cse4 could functionally com-
plement human CENPA. In this study, the phenotype
that is induced by depletion of CENPA by RNA interfer-
ence (RNAi) could be complemented by the ectopic
expression of the yeast Cse4 (REF. 32). Structural studies
have provided new insights into the mechanism of tar-
geting CENPA to centromeres. CENPA that is complexed
with H4 forms a more rigid subnucleosomal structure
compared with the H3–H4 tetramer, and this results in
reduced solvent accessibility for histone H4 (REF. 33). It is
also interesting to note that the globular region of
CENPA that varies from H3 (consisting of loop 1 and
the α2 helix) is conserved across species, and this could
account for the complementation of human CENPA by
yeast Cse4. In addition, when these regions were replaced
with the corresponding H3 regions, targeting to the
centromere was abrogated. This is reminiscent of the
situation whereby amino-acid substitutions in the H3.1
to the corresponding amino acids in H3.3 in the globular
domain confer RI deposition19.

H2A variants
Four H2A variants have been reported so far — H2AX,
H2AZ, macroH2A and H2A-bar-body-deficient
(H2ABBD). These variants function in diverse cellular
pathways, some of which are discussed below.

H2AZ. H2AZ (for which the yeast homologue is Htz1) is
the most studied H2A variant with respect to function.

analysis revealed that it shared a similar C-terminal 
histone-fold domain with H3, but varied extensively in
its N-terminal region (FIG. 1). CENPA is localized exclu-
sively to centromeres, but when overexpressed, CENPA
spreads along the chromosome arms29. Although not
much is known about how CENPA is targeted to cen-
tromeres, it is known to carry out an essential func-
tion(s), as a homozygous knockout of this gene in mice
results in lethality30. Domain-swap analysis between
H3.1 and CENPA has shown that the highly conserved
histone-fold domain, but not the variant N terminus, is
essential for targeting to the centromeres29. This is similar
to the findings with H3.3 in that the amino acids within
the conserved histone-fold motif have an important
role in its localization to chromatin domains.

Interestingly, in fission yeast, the histone chaperones
Caf1 and Hira have also been shown to be associated
with centromeric chromatin, and deletion of both gives
rise to an altered centromeric structure31. The localiza-
tion of Cse4 (the yeast centromeric H3, which is
homologous to CENPA) was also affected. In the
absence of Caf1 and Hira, although Cse4 was found to
localize to centromeric DNA, it was also distributed in
non-centromeric regions. This indicates that even
though these histone chaperones are not essential for
the deposition of Cse4 to centromeric regions, they
might be required for imparting specificity to its local-
ization. Whether the same Hira- or Caf1-containing
complexes that function in restricting the spreading of
centromeric CENPA also function in chromatin assem-
bly during DNA synthesis and repair (see above)
remains to be determined, as at least three different

Box 2 | Histone exchange — why bother?

Several post-translational modifications have been identified both at the N-terminal tails and the globular domains of
histones. These include acetylation, phosphorylation, methylation, polyADP ribosylation and monoubiquitylation91.
Of these ‘marks’, methylation has been shown to occur on both lysine and arginine residues. The function of these
methyl marks on histones has been extensively investigated recently92–94. As several methyl marks have been implicated
in the regulation of gene expression, it follows that the addition and removal of these modifications must also be
controlled. This stems from the need to return the gene to its original state before the stimulatory or repressive signal.
This can be done in two ways. The first is an enzymatic reaction that catalyses the removal of the methyl group. The
second is the removal of the entire histone molecule. Unlike acetylation and phosphorylation, both of which have been
shown to be dynamic marks that are subject to reversal by deacetylases and phosphatases, respectively, lysine
methylation has been found to be relatively stable; so far, no enzymes have been found that ‘demethylate’ modified
lysine residues that are involved in repression (H3-K9, H3-K27 and H4-K20). However, recently, the H3-K4 methyl
mark, which is involved in activation, has been shown to be demethylated by the enzyme LSD1 (previously known 
as p110 or BHC110)97. On the other hand, arginine methylation was recently shown to be reversible. This is the
consequence of a deimination reaction that converts both unmethylated and mono-methylated but not di-methylated
arginines of histone H3 and H4 to citrulline. The enzyme peptidyl arginine deiminase-4 (PADI4 or PAD4) catalyses
this reaction, and this in turn antagonizes the activity of the histone arginine methyltransferase CARM1 (REFS 95,96).
Whether deimination by PAD4 occurs in vivo as a secondary step after the removal of a single methyl moiety from di-
methylated arginines remains to be tested.

A histone-exchange reaction would have a dual function in vivo. First, it would remove all epigenetic marks on histones
and facilitate reprogramming of the gene in question. Second, it would allow for the incorporation of replacement
histones that have evolved to carry out diverse functions in cells. The removal of stable epigenetic marks poses a
paradox, as such marks are presumably transmitted to the daughter cell. However, it is interesting to note that the lysines
that are reported as methylated in H3.1 are completely conserved in variant H3.3, which indicates that H3.3 could be
subject to the same modifications. This is also the case for H2A, H2AX and H2AZ. Most of the methylated lysines are
conserved, except for one in H2AZ in which there is a shift in position by one amino acid. This means that the integrity
of the epigenetic programme need not be perturbed on histone exchange with variant species.
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The H2AZ deposition complex was discovered using
divergent approaches and while pursuing diverse goals.
Wu and co-workers initiated studies to investigate the
role of a lesser-known member of the SWI/SNF family,
Swr1. Through purification of a tagged Swr1, they iso-
lated a Swr1 complex that contained H2AZ42. Greenblatt
and colleagues used a genetic screen to isolate synthetic
mutations that function in conjunction with mutants in
chromatin-modifying factors and RNA polymerase II
transcription elongation, followed by a proteomic
approach. This led to the characterization of a complex
that contained Swr1 and Bdf1, among other polypep-
tides. The presence of H2AZ in this complex was dis-
covered when it co-immunoprecipitated with Bdf1
(REF. 43). Rine’s group specifically looked for com-
plexes that contain H2AZ and that might facilitate its
deposition — they discovered a similar complex,
which they called Swr1-Com44. The presence of Bdf1
in the Swr1 complex was postulated as a possible can-
didate to facilitate Swr1/H2AZ localization to active
chromatin regions.

The role of the Swr1 complex in H2AZ exchange was
directly broached by biochemical studies from the Wu
laboratory. The Swr1 complex contains several polypep-
tides, some of which are also present in the INO80 com-
plex, as well as some polypeptides that are unique to each.
Both the Swr1 and INO80 members of the SWI/SNF
family differ from the other family members in having a
split ATPase domain46.When Wu’s laboratory discovered
that the Swr1 complex contained H2AZ, they used tagged
H2AZ to purify two H2AZ-containing complexes that
also contained H2B; the Swr1 complex, thereby confirm-
ing the integrity of the original association, and a second
complex that contained the nucleosome-assembly pro-
tein-1 (Nap1) chaperone. The Nap1-containing complex,
designated NAP-Z, contains at least five other polypep-
tides that are yet to be described. In the presence of ATP,
the Swr1 complex transferred H2AZ–H2B dimers that
were free or those that were associated with Nap1 to
immobilized nucleosomes. As free dimers were also
exchanged, the chaperone characteristics of Nap1 remain
unresolved; Nap1 might function as a source of dimers
without escorting them to the chromatin. Nonetheless,
these findings clearly established the precedent for a
nucleosome-remodelling complex, such as Swr1, to
function also in ATP-dependent histone exchange.

All three studies demonstrate the dependency of
H2AZ on Swr1 for its deposition onto chromatin in vivo.
The presence of H2AZ at previously identified regions
was significantly reduced in both an H2AZ-deletion
mutant strain and, correspondingly, in a Swr1-deletion
strain, as evidenced by CHROMATIN IMMUNOPRECIPITATION

(ChIP) analyses42–44. This substantiates the requirement
of Swr1 in H2AZ deposition. Regions that are deficient
in H2AZ show significant overlap with reduced gene
expression using whole-genome microarrays. However,
there were some surprising findings. H2AZ localized to
the polyadenylation and 3′ mRNA cleavage sites at
higher levels than was seen at the promoters for the
ADH1, PMA1 and GAL1 genes when probed in one
study43. Also, H2AZ was more prevalent at the GAL1

In mammals, it is encoded by an essential gene, as
homozygous knockout of the gene in mice resulted in
embryos that failed to develop beyond gastrulation34.
The C-terminus of H2AZ contains a short region that is
essential for development beyond the larval stages in
Drosophila melanogaster 35. In Tetrahymena thermophila,
H2AZ was found exclusively in the transcriptionally
active MACRONUCLEUS and was expressed in the silent
MICRONUCLEUS only during CONJUGATION before gene acti-
vation36. This gave the first indication that H2AZ might
be involved in the activation of gene expression. Studies
in yeast indicated that Htz1, the yeast orthologue of
H2AZ, localized within actively transcribed regions,
particularly those that flank heterochromatin that is
associated with the Sir silencing complex; specifically,
telomeric chromatin, MATING-TYPE LOCUS and rDNA37. The
Sir silencing complex comprises the Sir2–4 proteins.
Sir2 is an NAD+-dependent histone deacetylase, which
preferentially targets H4-K16 in vivo, and Sir3 and Sir4
in this complex bind to the H3 and H4 N-terminal tails
of deacetylated nucleosomes. The spread of heterochro-
matin that is mediated by the Sir proteins is thought to be
through the deacetylation of H4-K16 by Sir2, followed by
the binding of Sir3 and Sir4 to these hypoacetylated
regions38.As the silenced regions spread in the absence of
Htz1 in vivo, Hzt1 was postulated to be a participant in
the maintenance or establishment of the boundary
between heterochromatic and euchromatic regions.

The crystal structure of the H2AZ-containing
nucleosome suggests that two H2AZ molecules are pre-
ferred over one copy of H2AZ and H2A39. Once again,
homogeneity of a variant form in the nucleosome is
preferred. Previously, H2AZ was shown to localize to
pericentric heterochromatin in early mouse develop-
ment40. Depletion of H2AZ by targeted disruption or
RNAi resulted in early mouse embryonic lethality34.
More recently, knockdown of H2AZ levels by RNAi in
mammalian cell lines led to chromosomal missegrega-
tion and disruption of the normal distribution of the
heterochromatin-specific protein HP1α41. This indi-
cates that, in higher eukaryotes, H2AZ is also involved
in confining HP1α to specific regions and, therefore, in
the maintenance of facultative heterochromatin (see
BOX 1). Taken together, the reason for chromosome mis-
segregation could be attributed to incomplete chro-
matin condensation or heterochromatin formation in
mitosis. As previous studies have shown a putative role
for H2AZ in transcriptional activation or prevention of
the spread of repressive chromatin, the pertinent ques-
tion now arises: how does H2AZ find its way to these
euchromatic regions?

Three independent studies revealed the existence
of a novel complex that is required for H2AZ deposi-
tion in yeast42–44. The complex contains, among other
polypeptides, Swr1 (a member of the ATP-dependent
SWI/SNF family of chromatin-remodelling factors),
H2AZ and H2B. The complex was also found to contain
Bdf1, a protein containing BROMODOMAINS that interacts
with acetylated histone H4. Bdf1 also associates with
the yeast TFIID complex and shows similarity to the
C-terminal region of human TAF1 (REF. 45).

MACRONUCLEUS

The larger of the two nuclei in
the unicellular ciliate
Tetrahymena thermophila. This
is the somatic nucleus and is
transcriptionally active.

MICRONUCLEUS

The smaller ‘germline’ nucleus in
Tetrahymena thermophila, which
is transcriptionally silent.

CONJUGATION

A process of sexual reproduction
that occurs in some unicellular
organisms and that involves the
exchange of genetic material
between two cells through a 
so-called sex pilus.

MATING-TYPE LOCUS

The genomic region in yeast that
determines the mating type or
‘sex’ of the haploid yeast cell.

BROMODOMAIN

An evolutionarily conserved
domain that has been shown to
bind to acetylated residues.

CHROMATIN

IMMUNOPRECIPITATION

(ChIP). A technique by which
direct or indirect protein–DNA
interactions in chromatin can be
studied using antibodies against
specific chromosomal proteins.
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thought that H2AX is randomly deposited and that it is
phosphorylated around DSBs (see below). The deletion
of H2AX in mice, although not lethal, caused a reduc-
tion in the number of irradiation-induced foci (IRIF)
and resulted in genomic instability and male infertil-
ity55. It has recently been shown that although DNA-
repair factors are recruited to sites of DNA damage in
H2AX-deficient cells, their retention is transient and
they fail to form IRIF. This was also the case when
H2AX-deficient cells were stably transformed with an
H2AX form carrying a mutation at its phosphorylation
site56. So, phosphorylation of H2AX seems to be essen-
tial for the formation of efficient repair foci in cells. A
function for H2AX that is independent of phosphory-
lation was observed in male meiosis. H2AX is required
for the condensation of the mouse X and Y chromo-
some pair and for their maintenance in a silenced state
during meiosis57.

Apoptotic DNA damage was found to promote the
phosphorylation of another histone, H2B, at Ser14.
This phosphorylation has a broad distribution pattern
in nuclei58. In a recent study, H2B Ser14 was found to be
phosphorylated in the absence of H2AX, but its local-
ization at DSBs was compromised in the absence of
H2AX Ser139 phosphorylation59. As the N terminus of
H2B is required for chromosome condensation60, one
possibility to explain this observation is the existence of
an interplay between the modifications in the H2AX C-
terminus and the H2B N-terminus. Compaction would
have two consequences. First, chromosomes would be
unable to separate until the DNA-repair process was
complete, and second, the concentration of repair fac-
tors around the lesion would increase to promote effi-
cient repair. The latter would be possible if H2AX is
distributed at regular intervals in the genome to monitor
the integrity of chromosomes, thereby functioning as
the ‘histone guardian of the genome’61. Whether phos-
phorylation of H2AX and H2B can occur together on
the same nucleosome remains to be tested.

MacroH2A. MacroH2A is a vertebrate-specific variant,
which has two distinct domains — the N-terminus,
which is similar to H2A, and a large C-terminus, which
has no similarity to other histones62. MacroH2A is
enriched on the inactive X (Xi) chromosome in mam-
malian female cells63. Although this variant is a hallmark
of X INACTIVATION, its presence is not essential for mainte-
nance of the inactivated state. Its deposition occurs after
localization of the inactive-X-specific transcript, Xist, on
the Xi64. In the absence of the Xist transcript, macroH2A
cannot localize to the Xi. This suggests that an RNA
molecule might be involved in promoting histone
exchange. MacroH2A in undifferentiated embryonic
stem (ES) cells (that is, before X inactivation) is concen-
trated at the centrosomes of the nucleus, where it is
tethered by microtubules65. At the onset of differentia-
tion, macroH2A shows reorganization with enrichment
on the inactive X chromosome. MacroH2A has a gen-
eral role in silencing, as evidenced by findings that the
C-terminal ‘macro’ domain inhibits the binding of tran-
scription factors and that the N-terminal H2A domain

promoter when repressed. H2AZ was found not only
throughout the region near the telomere, as expected,
but also overlapped with silenced telomeric regions of
chromosome V43. So, H2AZ probably does not function
alone in establishing the heterochromatic–euchromatic
boundary in this region.

So, what does this mean in the context of yeast and
higher eukaryotes? The genome in yeast is less complex
than in humans, and the finding that H2AZ in yeast
localized at large distances from the telomeres strongly
indicates a role other than that of impeding the spread
of heterochromatin. The genome in higher eukaryotes is
more complex as it contains blocks of ‘junk’ DNA. So,
the equivalent Swr1 complex might function in the
exchange of H2A for H2AZ to allow a nucleosome
environment that would favour the action of chro-
matin-remodelling factors to facilitate transcription. It
has been shown that the incorporation of H2AZ into
chromatin stabilizes the octamer within the nucleo-
some, but impedes oligomerization (and therefore
condensation) of chromatin fibres47,48. Nakatani and
co-workers (personal communication) have isolated a
similar Swr1 complex from human cells that contains
substoichiometric amounts of FACT (‘facilitates chro-
matin transcription’), a complex that disassembles or
reassembles chromatin during RNA polymerase II tran-
sit49,50. This, in conjunction with the findings from
H2AZ knockdown by RNAi, portrays a more global role
for the Swr1 homologue in human cells.

H2AX. H2AX is a histone variant in higher eukaryotes,
which, although absent in nematodes, is the ‘normal’
histone H2A in budding yeast51. As pointed out in an
excellent review by Malik and Henikoff 1, the copy num-
ber of the gene seems to correlate directly with the extent
of homologous recombination in the organism. For
example, yeast, which has high levels of homologous
recombination, only has H2AX and not H2A, and
nematodes that seem to have little homologous recombi-
nation lack H2AX altogether. Similarly, in humans and
flies, the copy number of the gene that encodes H2AX is
low, which correlates with the low levels of homologous
recombination. On the other hand, T. thermophila has
high levels of homologous recombination and a large
number of genes that encode H2AX (approximately
similar to the number of genes encoding H2A)1.

The yeast H2A and the higher eukaryote H2AX
histones contain an extension at the C-terminus, which
includes the conserved amino-acid sequence SQ(E/D)φ
(where φdenotes a hydrophobic residue). Ser139 in this
unique C-terminal region is phosphorylated in response
to DNA double-strand breaks (DSBs) and seems to be
an early step in the response to DNA damage52. Whereas
the main kinase that phosphorylates Ser139 is thought
to be ATM (ataxia-telangiectasia mutated), the DNA-
dependent protein kinase (DNA-PK) has a redundant
function in this event53. In D. melanogaster, the function
of H2AX has been taken over by a chimeric molecule
that contains the H2AZ globular domain coupled to the
C-terminal H2AX tail54. The means by which H2AX
is targeted to DSBs is unknown at present, but it is

X INACTIVATION

The process whereby one of the
two copies of the X chromosome
in female mammals is silenced to
compensate for the presence of a
single copy in males.
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Chaperones and exchange factors
Two histone-variant-specific exchange activities have
been identified so far — the HIRA and the Swr1 com-
plexes, which catalyse the replacement of H3.3 and
H2AZ, respectively. Apart from these, several ATP-
dependent chromatin-remodelling factors have been
shown to catalyse the displacement of H2A–H2B
dimers70. Of the remodelling factors tested, SWI/SNF,
among others, efficiently catalyses this displacement.
The loss of an H2A–H2B dimer agrees with genetic
studies, which showed that the depletion of H2A–H2B
in vivo alleviates the requirement of SWI/SNF at a sub-
set of promoters71. Whether this ability of SWI/SNF to
displace dimers is an early step in an exchange reaction
remains to be determined.

An important factor in facilitating transcription
through chromatin is FACT, which removes one copy
of the H2A–H2B dimer in a transcription-coupled
manner72,73. FACT consists of two subunits, SSRP1
and SPT16 (REF. 50). Through SPT16, FACT binds to
nucleosomes, but not H3–H4 tetramers, with the
SPT16 subunit making contacts with the H2A–H2B
dimer49. Interestingly, SSRP1 binds to H3–H4 tetramers
but not as part of intact nucleosomes. One interpreta-
tion of these observations is that SSRP1 helps to sta-
bilize the H3–H4 tetramers, and assists in promoting
the reassembly of nucleosomes after the transit of
RNA polymerase II. FACT dislocates one dimer, leav-
ing behind a hexasome, and this makes chromatin
more accessible to the transit of RNA polymerase II.
So, with one H2A–H2B dimer displaced from the
nucleosome, FACT can then function synergistically
with SWR1, or another dimer-exchange factor, to
allow the incorporation of an H2AZ–H2B dimer. A
homogeneous population of H2AZ-containing nucle-
osomes could arise if the removal of one dimer desta-
bilizes the nucleosome and promotes the removal of a
second H2A–H2B dimer. As the crystal structure of
H2AZ argues against the presence of a mixed popula-
tion of H2AZ and H2A in the same nucleosomes (as
discussed above), whether FACT binds preferentially
to the H2A–H2B dimer relative to H2AZ–H2B
remains to be investigated. In such a case, a hypo-
thetical functional interaction between FACT and
SWR1 could result in the complete displacement of
H2A from the nucleosomes with replacement by
H2AZ (FIG. 2).

Several histone-binding proteins have been shown
to function together with the elongating form of RNA
polymerase II during active transcription. One such
molecule is Spt6. The role of Spt6 as an elongation
factor is evident by its ability to increase the rate of
transcription by RNA polymerase II on naked DNA
template74. It was also shown that Spt6 interacts weakly
with both RNA polymerase II and the elongation factor
DSIF (DRB-sensitivity-inducing factor), which is com-
prised of two subunits, Spt4 and Spt5 (REFS 75,76). Spt6
colocalizes with the phosphorylated, elongating form of
RNA polymerase II on D. melanogaster polytene chro-
mosomes77,78 as well as with FACT. The function of
Spt6 as a chaperone comes from yeast studies, which

interferes with the activity of nucleosome-remodelling
factors66. The C-terminal of macroH2A contains a
LEUCINE-ZIPPER MOTIF that has been implicated in protein
dimerization. Such dimerization in macroH2A-contain-
ing nucleosomes might facilitate inter-nucleosome
interactions, thereby promoting the compaction of large
chromatin domains.

H2ABBD. H2ABBD is the most recently isolated H2A
variant and little is known about it, with the following
exceptions. It is excluded from the Xi chromosome in
mammalian cells and colocalizes with H4 that is acety-
lated at Lys12, which is indicative of a euchromatic func-
tion67. Stability and structural studies on nucleosomes
that have been reconstituted with this variant led to the
conclusion that nucleosomes are more ‘open’or less stable
than conventional H2A-containing nucleosomes68,69.
Interestingly, photobleaching studies68 showed that the
mobility of H2ABBD in the nucleus was found to be
faster than that of H2A.

LEUCINE-ZIPPER MOTIF

A leucine-rich protein domain
that mediates interactions with
other proteins with a similar
domain.

Figure 2 | Synergism between SWR1, HIRA and FACT. The major histones can be replaced
by their variants to allow for a more transcriptionally competent chromatin state. Here, we show a
model for the synergy between the H2AZ and H3.3 exchange complexes with FACT (‘facilitates
chromatin transcription’), which disassembles and reassembles chromatin during transcription. 
In one situation, displacement of an H2A–H2B dimer by the SPT16 subunit of FACT could allow
exchange of the displaced H2A with H2AZ by SWR1 (a member of the ATP-dependent SWI/SNF
family of chromatin-remodelling factors), which leads to an altered nucleosome that is
homogeneous in its composition of H2AZ (see main text). In a second situation, the SSRP1
subunit of FACT could coordinate with the elongation factor SPT6 and the histone chaperone
HIRA to replace H3 with H3.3. Both of these events would result in the formation of chromatin
that is more amenable to transcription, either on the basis of the intrinsic structure of the variant
nucleosome or by the presence of post-translational modifications on the variant histones.
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Exchange of methylated histones by CAF1
The deposition of H3.3 and H2AZ seems to contribute
to the establishment of euchromatin, whereas the only
histone variant that is implicated in the formation of
repressive chromatin is macroH2A, but this is a unique
case (as discussed above). This leads us to question the
mechanism whereby methylated histones are deposited
onto chromatin in the formation of more generalized
repressive domains. Of particular interest is the methyla-
tion of H3 at Lys9 (H3-K9), as it is by far the most stud-
ied histone modification with respect to function and
has been clearly shown to repress transcription through
the recruitment of HP1. Interestingly, most enzymes that
modify H3 at Lys9 seem to be efficient in catalysing this
reaction on octamers but not nucleosomes. With the
exception of ESET (ERG-associated protein with a SET
domain), other H3-K9 methyltransferases such as
SUV39H1 and G9A modify Lys9 on core histone sub-
strates, and their activity is inhibited when histones are
presented in the form of nucleosomes in vitro. This
being the case, how do methylated H3-K9 histones find
their way to chromatin? CAF1 as well as SUV39H1 bind
to HP1 in vivo, thereby establishing their association
indirectly81,82. The H3–H4 dimers or tetramers com-
plexed with CAF1 and HP1 could be methylated by
SUV39H1 and deposited onto chromatin. HP1 could
then be transferred to the methylated H3-K9 residue,
leading to the formation and propagation of repressive
chromatin (FIG. 3). Recent studies have confirmed the
presence of a replication-specific pool of HP1α that
localizes to the boundaries of pericentric heterochro-
matin in a CAF1-dependent manner. Although the
CAF1–HP1α complex is distinct from the H3.1 complex
(see above) owing to the absence of the histone H3 and
H4 polypeptides, it can assemble newly synthesized
cytosolic histones into chromatin as efficiently as the
H3.1 complex83. Although SUV39H1 cannot methylate
nucleosomes in vitro, the possibility that tetramers that
are assembled on DNA are a favourable substrate cannot
be excluded. In this aspect, the dimer versus tetramer
deposition of H3–H4 becomes an important issue. If
methylated dimers are added to DNA, are the second
dimers that are added also methylated? If not, are
nucleosomes that are ‘hemi-methylated’ sufficient to
mediate repression? Future efforts to address the scope of
modifications within the same nucleosome are needed.

Concluding remarks
Two histone-variant-specific exchange complexes have
been described recently — HIRA and the Swr1 complex,
which deposit histones H3.3 and H2AZ onto chromatin,
respectively. Recent and exciting advances in studies of
histone variants, their function and specific exchange
complexes have enriched our understanding of the reg-
ulation of gene expression. Further studies are required
to establish a link between complexes that disrupt
nucleosome structure and those that swap histones on
remodelled chromatin. In addition, the discovery of new
chaperones that are involved in the assembly of the other
variants into chromatin will give us a fuller appreciation
of how diverse, and yet prescribed, this process is.

showed that Spt6 interacts genetically with the histone
H3 globular domain. Further biochemical characteri-
zation showed that Spt6 binds preferentially to the
yeast histones H3 and H4 (REF. 79), and in vitro experi-
ments showed that Spt6 transfers H3–H4 onto DNA,
albeit rather inefficiently. As Spt6 interacts with Spt5
in vivo, the presence of the DSIF elongation factor
might be required for increasing the deposition
potential of Spt6. In addition, the Spt16 subunit of
FACT genetically interacts with Spt6 (REF. 80). This
communication could result in a mechanism whereby
destabilization of the nucleosome by FACT could
facilitate the exchange of an H3–H4 tetramer by
Spt6. The exchange function of Spt6 in coordination
with a variant-specific exchanger such as HIRA could
facilitate the replacement of H3.1 by H3.3 during
transcription (FIG. 2).

Figure 3 | Mechanism of repression by histone-exchange complexes and histone
methyltransferases. The chromatin-assembly factor-1 (CAF1) has been shown to interact
with the heterochromatin-binding protein HP1, which, in turn, has been associated with the
H3-K9 (histone H3 methylated at Lys9) methyltransferase SUV39H1. The methylation of
histone H3 that is associated with CAF1 could occur before (left) or after (right) the tetramers
have been deposited onto DNA, but before the incorporation of H2A–H2B dimers. This
would be followed by the transfer of HP1 from the CAF1 complex to the methylated residue.
The stimulation of tri-methylation of H4-K20 by the SUV420H1 and SUV4202 enzymes,
which depend on the activity of SUV39H1 and the presence of HP1, would then occur. The
establishment of both these marks would lead to the formation and propagation of
pericentric heterochromatin.
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Cryo-EM Study of the Chromatin Fiber
Reveals a Double Helix Twisted by
Tetranucleosomal Units
Feng Song,1,2* Ping Chen,1* Dapeng Sun,1,2 Mingzhu Wang,1 Liping Dong,1,2 Dan Liang,1,2

Rui-Ming Xu,1 Ping Zhu,1† Guohong Li1†

The hierarchical packaging of eukaryotic chromatin plays a central role in transcriptional regulation and
other DNA-related biological processes. Here, we report the 11-angstrom–resolution cryogenic electron
microscopy (cryo-EM) structures of 30-nanometer chromatin fibers reconstituted in the presence of
linker histone H1 and with different nucleosome repeat lengths. The structures show a histone
H1-dependent left-handed twist of the repeating tetranucleosomal structural units, within which the
four nucleosomes zigzag back and forth with a straight linker DNA. The asymmetric binding and
the location of histone H1 in chromatin play a role in the formation of the 30-nanometer fiber. Our
results provide mechanistic insights into how nucleosomes compact into higher-order chromatin fibers.

Understanding the structure of chromatin
is key to illuminating the functions of
chromatin dynamics in epigenetic regu-

lation of gene expression. The structure of the
native 30-nm chromatin fiber in nuclei or isolated
from nuclei is a regular helix of nucleosomes with
a diameter of about 30 nm and a packing density
of about 6 to 7 nucleosomes per 11 nm (1–7).
Nucleosomes can be arranged either linearly in
a one-start solenoid-type helix with bent linker
DNA or zigzag back and forth in a two-start stack
of nucleosomes connected by a relatively straight
DNA linker (7–9). The latter class can be further
divided into the helical ribbon model and the
twisted crossed-linker model by the different ori-
entation angles between the linker DNA and fiber
axes (8–10). The manner by which nucleosome
core particles (NCPs) interact with each other in a
beads-on-a-string nucleosomal array to form a
condensed 30-nm chromatin fiber remains unre-
solved (11). The irregular native chromatin fiber
cannot readily form a homogeneous structure suit-
able for high-resolution structural analyses. The
problem has been partially addressed by recon-
stituting chromatin fibers in vitro on regular tan-
dem repeats of unique nucleosome-positioning
DNA sequences with purified histone proteins
(12, 13). Fibers reconstituted in the presence of
histone H5 with different nucleosome repeat
lengths (NRLs) showed similar structures and
could fit the one-start interdigitated solenoid struc-
ture (14). Chromatin fiber with two-start zigzag
conformation was also observed on long recon-
stituted nucleosome arrays (15). The x-ray crystal
structure of a tetranucleosome with a 20–base

pair (bp) linker DNA and without linker histones
reveals two stacks of nucleosomes connected by
straight linker DNA (16); however, a tetranucleo-
somal array is too short to form a solenoid struc-
ture. Linker histones, which are present at close
to one molecule per nucleosome in the majority
of eukaryotic organisms, have been considered to
be essential for 30-nm chromatin fiber formation
(17–20), but their precise location and exact roles
in the organization of the higher-order structure
still remain to be determined.

Cryo-EM Reconstruction of 30-nm
Chromatin Fibers
We have determined, at about 11 Å resolution, a
three-dimensional (3D) cryogenic electron mi-
croscopy (cryo-EM) structure of 30-nm chroma-
tin fibers reconstituted in vitro on the 12 tandem
repeats of 187-bp and 177-bp (12 × 187 bp and
12 × 177 bp) 601 DNA sequence with recombi-
nant Xenopus laevis canonical histones lacking
post-translational modifications (Fig. 1). The re-
constituted 30-nm fibers are in a compact form in
the presence of histone H1 with stoichiometry
about one H1 per nucleosome under low-salt
conditions (fig. S1). The reconstituted chromatin
fibers were fixed by 0.2% glutaraldehyde before
cryo-EM analysis and displayed as homogeneous-
ly compacted particles in the representative field
views of the cryo-EM images (Fig. 1A). About
31,000 particles of 12 × 187 bp and 25,000 par-
ticles of 12 × 177 bp 30-nm fibers were visually
screened and subjected to 2D classification and
3D reconstruction, beginning with an initial
model of a featureless Gaussian blob (fig. S2A).
The Euler angle distribution indicates that the
particles used in our 3D reconstruction have no
preferred orientation (fig. S2B). Some selected
unsupervised 2D classification averages (Fig. 1A,
right) agree well with the raw particles, as indi-
cated by the white box in the micrograph (Fig.
1A, left). The 3D cryo-EM map defines the spa-

tial location of all individual nucleosomes and the
path of linker DNA in the 30-nm fiber (Fig. 1, B
and C, and movie S1). The overall structure of
the dodecanucleosomal 30-nm fiber comprises
three tetranucleosomal structural units, which are
twisted against each other with linker DNA ex-
tended straight to form a two-start helix (Fig. 1, B
and D). This disposition can also be deduced from
the particularly oriented reference-free average,
in which obvious densities connect two adjacent
nucleosomes (Fig. 1A, right, white dashed brackets
indicated). The four nucleosomes within the
structural unit zigzag back and forth to form two
stacks of two nucleosome cores (Fig. 1D), which
is consistent with the previous observations that
deoxyribonuclease I digestion of nuclei produces
dinucleosomal periodicity patterns (21). Accord-
ing to the previously proposed zigzag two-start
helix model, the diameter of the chromatin fiber
could be increased accordingly with the length of
DNA crossing back and forth between the two-
start helix (8–10). To analyze how the variations
in NRLs affect the overall structure of the result-
ing fibers, we compared the 3D cryo-EM structures
of 30-nm fibers reconstituted with two differ-
ent NRLs, that is, 12 × 187 bp and 12 × 177 bp
601DNA sequences (Fig. 1C and fig. S2). The two
30-nm fibers with 177-bp NRL and 187-bp NRL
display a very similar overall stacking mode of
nucleosomes with the connected linker DNAs ex-
tended and straight. An increase of 10 bp of NRL
does not affect the overall structure and organi-
zation of the reconstituted chromatin fiber, but
the increase does change the fiber dimension
(diameter × height) from about 27.2 × 28.7 nm
for 177-bp repeats to about 29.9 × 27.0 nm for
187-bp repeats (Fig. 1C), which is consistent
with a basic zigzag two-start helixmodel. Overall,
our cryo-EM structure shows that the 30-nm chro-
matin fiber follows a path that is basically com-
patible with a zigzag two-start helix (Fig. 1D),
although the fine details of the structure are dis-
tinct from the originally proposed model.

Tetranucleosomal Unit with a Two-Start
Zigzag Conformation
Within the tetranucleosomal structural unit of the
30-nm fiber, two stacks of two nucleosome cores
are connected by straight linker DNA (Fig. 2A
and fig. S3C). The two nucleosomes in each
stack directly contact head to head through their
octamer surfaces. For the structural unit with a
187-bp NRL, the two stacked nucleosome cores
are separated center to center by 53.6 Åwith each
superhelical axis and dyad axis angled at 11.8°
and 16.5°, respectively (Fig. 2A, left). In the in-
terface between the cores, a bulk density is present
at the junction of the adjacent H2A-H2B dimer,
indicating a strong interaction between the H2B-
helix a1/aC and the adjacent H2A-helix a2 (Fig.
2B). As described in the x-ray structure of the
tetranucleosome, this strong interacting interface
does not allow the internucleosomal interaction
between the positive N terminus of histone H4
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(amino acids 16 to 26) and the acidic patch of the
H2A-H2B dimer observed in the nucleosome
core-particle structure (16). The H2B-a3/aC inter-
nucleosomal four-helix bundle might be involved
in the compaction and stabilization of chromatin
fiber (22), which was not observed in our cryo-
EMmap of reconstituted chromatin fiber, presum-
ably because of the interaction of DNA involved
in chromatin reconstitutions.

The two dinucleosomal stacks are separated
by 196 Å center to center and are rotated 54.5°
left-handed with respect to their stack axes (the
axis passing through the centers of the two nu-
cleosomes in each stack) for the 187-bp NRL
(Fig. 2A, right). We docked the x-ray atomic struc-
ture of the 167-bp NRL in the absence of linker
histone (16) into the EM density map of our
tetranucleosomal structural units with 187- and
177-bp NRLs, respectively (Fig. 2B and fig.
S3C). The structures for each stack of two nu-
cleosomes fit very well with our cryo-EMmap in
both cases. However, the distance and rotation
between the two stacks are quite different, which
may be caused by the presence of histone H1
or the different NRLs used. The two stacks are
separated by 146.1 Å for the tetranucleosome
with the 167-bp NRL used for x-ray investiga-
tion, compared with 167 Å for the 177-bp NRL
(fig. S3C) and 196Å for the 187-bpNRL (Fig. 2A)
in this study, confirming that the fiber diameters
change accordingly to the lengths of the NRLs.
In addition, the rotation between the two stacks in
the x-ray structure is left-handed by 71.3°, com-
pared with 63.7° for the 177-bp NRL and 54.5°

for the 187-bp NRL in our cryo-EM structure
(Fig. 2 and fig. S3). If we only consider the in-
trinsic property of the difference in NRLs, each
10-bp increment in linker DNA should increase
the length of DNA by 3.4 nm and change the
twist between adjacent nucleosomes by−17 based
on the DNA twist of 10.5 bp per turn, suggest-
ing that the presence of H1 may impose addi-
tional effects on the specific distance and the
rotation of the two stacks in our cryo-EM struc-
ture (Fig. 3A). The defined location of H1 in each
nucleosome, as indicated in Fig. 3B, reveals that
the direct interaction of H1 with both the dyad
and the entering and exiting DNA in the NCPs
may alter the angle of the entry-exit DNA and
constrain the linker length and rotation angle be-
tween the stacks.

Twist and Interactions Between
Tetranucleosomal Units
For the dodecanucleosomal 30-nm chromatin
fiber, we define three structural units as unit 1 for
nucleosomes N1 to N4, unit 2 for N5 to N8, and
unit 3 for N9 to N12. The rotation angles and the
separation distances between units 1 and 2 and
between units 2 and 3 are slightly different, which
may be a result of the end effect of the dode-
canucleosomal chromatin fiber. In the cryo-EM
structure of the 30-nm fiber with the 187-bp NRL,
units 1 and 2 are related by a 48.9° rotation around
the fiber axis and a 72.2 Å translation along the
axis, whereas a 52.9° rotation and a 68.8 Å trans-
lation were observed for units 2 and 3. Here, the
fiber axis is defined as the axis bisecting the angle

between the two stack axes and orthogonally
intersecting the axis connecting the centers of the
two stacks in each structural unit. The internu-
cleosomal interactions between the structural
units are different from that observed within the
tetranucleosomal units. The internucleosomal in-
terface between the structural units displays rela-
tively strong density where the N terminus of H4
meets the adjacent H2A-H2B dimer (Fig. 3C),
which indicates that the internucleosomal inter-
actions between the positively charged residues
of the H4 N-terminal tail (residues 16 to 23) and
the acidic patch of the H2A-H2B dimer may ac-
count for the twist between the tetranucleosomal
units. The interactions within this regionwere not
observed in the previous x-ray tetranucleosome
structure (16), but these interactions have been
reported to be crucial for the formation of the
30-nm chromatin fibers (15, 23). We generated
a series of single mutants in the H4 N-terminal
tail, including H4 Lys16→Ala16 (K16A), H4R17A
(R, Arg), H4R19A, H4K20A, and H4R23A, to
examine the functions of these residues in chro-
matin folding in the presence of histone H1 (fig.
S4). Sedimentation velocity in conjunction with
van Holde–Weischet analysis was used to iden-
tify the structural changes in the chromatin fibers.
The 30-nm chromatin fibers containing H4K16A,
H4R17A, H4R19A, or H4K20A showed very sim-
ilar distributions of sedimentation coefficients in
comparison with those of the wild-type fibers
with a Save of 46.6S T 1.7S (where Save is defined
as the sedimentation coefficient at the boundary
fraction equal to 50%). However, the chromatin

Fig. 1. Cryo-EM reconstruction of 30-nm chromatin fibers. (A) A rep-
resentative cryo-EMmicrograph of 30-nm chromatin fibers reconstituted on 12 ×
187 bp DNA. Scale bars indicate 50 nm. Four selected unsupervised classification
generated averages are shown in the right images, which are in good agreement
with the raw particles indicated by white boxes in the micrograph. (B) The overall
3D cryo-EM map of the 30-nm chromatin fibers reconstituted on 12 × 187 bp

DNA with the three tetranucleosomal structural units highlighted by different
colors and viewed from two angles. (C) A comparison of the overall structure of
30-nm chromatin fibers reconstituted on 12 × 187 bp and 12 × 177 bp DNA,
viewed from two angles with the fiber dimensions directly labeled and their
straight linker DNA highlighted. (D) A schematic representation of the cryo-EM
structure of 30-nm chromatin fibers as shown in (B).
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fibers containing H4R23A shifted the sedimen-
tation coefficient distribution to a Save of 50.8S
(fig. S4, B and C), which indicated that the chro-

matin containing H4R23A could still fold into a
compact structure but that the mutant H4R23A
might alter the chromatin folding mode. Cryo-

EM images and the corresponding reference-free
class averages of theH4R23A30-nm fibers showed
that the particles appeared much more frequently
as two parallel stacks of nucleosomes than the
wild-type fibers and with more blurred averages
(Fig. 3, D and E). The results suggest that the
mutant H4R23A changes the internucleosomal
interactions between the structural units andmakes
it difficult for the tetranucleosomal units to twist
stably against each other to form a helical structure.

The Asymmetric Location and Self-Association
of Histone H1 in Chromatin Fiber
The incorporation of histone H1 plays a funda-
mental role in determining the higher-order struc-
ture of the 30-nm chromatin fiber. As shown in
Fig. 3A and figs. S1 and S5A, histone H1 in the
30-nm fibers exhibit a proper 1:1 stoichiometric
association with the nucleosome cores. The well-
defined locations of the 12 histone H1 molecules
in the dodecanucleosomal 30-nm fiber can be
visualized in our cryo-EM structure (Fig. 3A, fig.
S5A, and movie S2). In each nucleosome core,
histone H1 directly interacts with both the dyad
and the entering and exiting linker DNA (Fig.
3B), which determines the trajectory of the entry
or exit linker DNA segments in nucleosomes and
stabilizes the fiber. This interaction mode of
histone H1 with the nucleosome core has been
proposed previously (20, 24–26). In addition, an

Fig. 3. The interactions between the tetranucleosomal units within the
30-nm fibers. (A) The tetranucleosomal units are twisted against each other
to form 30-nm fibers. The locations of H1 are highlighted by colors. (B) The
asymmetric location of H1 in the nucleosome core as viewed from two angles.
The mononucleosome N1 segmented from the 12 × 187 bp map (A) with
linker DNA density at both entry and exit regions is fitted with an atomic
structure of the mononucleosome with an arbitrary length of linker DNA
extracted from the tetranucleosome structure (PDB 1ZBB). The presumptive
histone H1 is highlighted in green. The H3 tails in the x-ray structure are

colored in magenta to locate their relative positions to H1. (C) Detail of the
strong density where the N terminus of H4 meets the adjacent H2A-H2B
dimer. (D and E) A comparison of the cryo-EM images of the particles and their
related unsupervised classification generated averages for 30-nm chromatin
fibers reconstituted with wild-type (wt)–H4 (D) and H4R23A (E), respec-
tively. A subset of the wt-H4 12 × 177 bp data with the same particle number,
2664, as that of the H4R23A 12 × 177 data set were randomly picked from the
entire data set and subjected to an independent unsupervised 2D classification
for comparison. Scale bars, 30 nm.

Fig. 2. The structure of a tetranucleosomal unit with the 187-bp NRL. (A) The segmented density
map for the tetranucleosomal unit in the 30-nm chromatin fibers reconstituted on 12 × 187 bp DNA,
shown with the atomic structure of DNA from a docked mononucleosome crystal structure (PDB 1AOI) and
modeled presumptive linker DNA and viewed from two angles. Different axes are highlighted by colors,
including nucleosome core dyad (green), nucleosome superhelix axes (red), and stack axes (pink). (B) A
comparison of the 3D cryo-EM map (gray) with the x-ray structure (PDB 1ZBB, pink) of the tetranu-
cleosome (16). The strong density where the adjacent H2A-H2B dimer meets is magnified and highlighted
in the interface between the nucleosome cores within each stack.
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apparent off-axis location of the globular domain
of histone H1 not only in a mononucleosome
(Fig. 3B) but also in a tetranucleosomal unit (Fig.
3A, fig. S5A, and movie S2) can be observed in
our cryo-EM structure, and this domain localiza-
tion plays a critical role in the formation of a twist
between tetranucleosomal units. The asymmetric
location of H1 inmononucleosomes results in the
discrimination between different sides of a nu-
cleosome, similar to a coin; we define the “head”
as the side of nucleosome with the small portion
of H1 and the “tail” as the side with the large por-
tion of H1. The head-to-head nucleosomal inter-
action in each stack within each tetranucleosomal
unit only permits the tail-to-tail nucleosomal in-
teractions between tetranucleosomal units for fur-
ther stacking and twisting of the chromatin fiber
(Fig. 3A). The self-association of H1 had been re-
ported to play an important role in the organization
and stabilization of the 30-nm chromatin fiber
(27). Our cryo-EM structure also revealed a pre-
viously unknown arrangement of histone H1mol-
ecules in the reconstituted 30-nm chromatin fiber,
in which only the large portions of H1 (most likely
its global domain) on the tail side of nucleosomes
can interact directly with each other and impart an
additional twist between each structural unit (Fig.
3A and fig. S5A). The specific asymmetric bind-
ing and location of histone H1 in both mononu-
cleosome and tetranucleosomal units determine
the formation of the double-helical 30-nm fiber
with a spiral twist of tetranucleosomal units. To
further explore the interactions between histone
H1 and nucleosomal DNAs, we extracted the den-
sities of individual mononucleosomes with the
presumptive H1 from the reconstructed map of
the dodecanucleosomal chromatin fiber and av-
eraged them on a 3D level (for details, see mate-

rials and methods). Guided by a rigid-body fitting,
we found that the crystal structure ofGallus gallus
histone H5 globular domain (gH5) [Protein Data
Bank (PDB) code 1HST] can be docked well into
a region, which is a part of the presumptive H1
density, in the averaged H1-containing mono-
nucleosomal EM density map (fig. S5B). This
region, most likely the globular domain of human
histone H1.4 used in this study, interacts with the
nucleosomal entry, exit, and dyad DNAs in a
three-contact mode (fig. S5B, red dots), in agree-
ment with the computational analysis of gH5 (28)
and the mapping of histone H1.5-nucleosome
interactions (24). Extra densities that cannot be
assigned to the globular domain of H1 are pre-
sumably contributed by the N- and C-termini of
H1 (fig. S5B, blue lines and black stars indicated)
and/or partially contributed by the N-termini of
histone H3 (Fig. 3B and fig. S5B, magenta tail),
which was previously shown to contribute to
chromatin folding (29).

Structural Model for Chromatin Fibers
Our 3D cryo-EM structure of the 30-nm chro-
matin fiber allows construction of a fine struc-
tural model for 30-nm fibers in the presence of
histone H1 (Fig. 4). To evaluate the possible end
effects of the relatively short 12 tandem repeats of
nucleosomes, we reconstituted the 30-nm fibers
with 24 repeats of 177-bp (24 × 177 bp) 601DNA
template and acquired the 3D cryo-EM structure at
~25 Å resolution (Fig. 4A, fig. S6, andmovie S3).
Two copies of 12 × 177 bp chromatin density map
can be docked into the map of 24 × 177 bp
chromatin without further modification (Fig. 4B).
In addition, the interactions between the intra-
and interunits in the 24 × 177 bp chromatin are
well maintained compared with the 12 × 177 bp

chromatin model (fig. S6E). We then built the
model of 30-nm chromatin by directly stacking
the cryo-EM structure of dodecanucleosomal
30-nm fibers on top of each other to form a con-
tinuous fiber. The resulting direct model reveals
that the chromatin fiber is exhibited as a left-
handed double helical structure twisted by tetra-
nucleosomal units (Fig. 4C). The 30-nm fiber
with the 187-bp NRL contains 7.07 tetranucleo-
somal units (28.3 nucleosomes) per turn in a pe-
riod of 49.9 nm, yielding a nucleosome packing
density of about 6.2 nucleosomes per 11 nm; this
density is very similar to the measured values
for mass per unit length of the chromatin fiber
(4, 30). To examine the effects of the previously
indicated slight difference in rotation and separa-
tion between different units in the 30-nm fiber of
dodecanucleosomes in the model construction,
we also built two other models with a repeat stack-
ing of units 1 and 2 or units 2 and 3, respectively
(fig. S7, A and B). These two alternative models
show a high resilience to the double-helical twist
model formed from the direct stacking of dodeca-
nucleosomes, except for slight changes in the pack-
ing density of nucleosomes that were identified
as 6.1 nucleosomes per 11 nm for the model built
by units 1 and 2 and 6.4 nucleosomes per 11 nm
for the model built by units 2 and 3 (Fig. 4C and
fig. S7).

Conclusions
The existence of 30-nm fibers in nuclei still re-
mains to be elucidated, whereas the structure of
chromatin fiber must be variable in vivo because
of its highly dynamic and heterogeneous proper-
ty with intrinsic compositions, such as different
NRLs, linker histones, histone and DNA mod-
ifications, and histone variants. Although our 3D
cryo-EM structures for the reconstituted 30-nm
chromatin fiber show basically a two-start zigzag
configuration for nucleosome arrangement, other
forms of chromatin structures may exist in differ-
ent conditions, for example, the one-start solenoid
structure in the presence of H5 and magnesium
with longer NRLs as suggested previously (14, 31).
Nevertheless, the formation of the double-helical
structure of the reconstituted canonical 30-nm fi-
bers using the 177-bp and 187-bp NRLs in the
presence of H1 under a low-salt condition is ba-
sically driven by their intrinsic biophysical and
biochemical properties; thus, the fundamental prin-
ciples may also be applicable in vivo. Histone
modifications and histone variants may also play
important roles in the regulation of higher-order
chromatin structure via modulating the internu-
cleosomal surface interactions between tetranu-
cleosomal units.
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Chromatin fibres, which make up chromosomes, are composed of 
nucleosome arrays, with each nucleosome consisting of an octamer 
of core histones associated with double-stranded DNA. Great variety in 
chromatin biochemistry is achieved by a complex system of accessory 
proteins, which modify, bind and reorganize histone complexes to gen-
erate different functional regions in eukaryotic chromosomes. Chroma-
tin can be considered to have two main types of domain: euchromatin, 
which is gene-rich; and heterochromatin, which is gene-poor. These 
domains have different patterns of histone modification, are associ-
ated with different modes of nucleosome packaging1 and therefore, 
presumably, have differences in higher-order packaging2,3 and nuclear 
organization (see page 413).

Heterochromatin was initially defined as the portion of the genome 
that retains deep staining with DNA-specific dyes as the dividing cell 
returns to interphase from metaphase. Subsequent investigation showed 
that heterochromatin has a constellation of properties (Box 1). A link 
between heterochromatin formation and gene silencing has been 
inferred from the loss of most gene activity on the inactive X chromo-
some, which is visibly condensed in female mammals, and from the 
loss of gene expression, correlated with condensed packaging, in posi-
tion-effect variegation (PEV) in Drosophila and other organisms. PEV 
occurs when a gene that is normally euchromatic is juxtaposed with 
heterochromatin, through rearrangement or transposition; the result-
ant variegating phenotype indicates that the gene has been silenced 
in a proportion of the cells in which it is normally active1. Reporter 
genes that show PEV (packaged in heterochromatin) have a more uni-
form nucleosome array and, perhaps as a consequence, suffer a loss of 
5ʹ nuclease-hypersensitive sites (that is, regions that are presumed to be 
nucleosome free and are generally associated with regulatory sequences 
present in active or readily induced genes)2,4. Loss of nuclease-hypersen-
sitive sites depends on Heterochromatin protein 1 (HP1; also known as 
Suppressor of variegation 205, SU(VAR)205)5. Studies in fission yeast, 
Schizosaccharomyces pombe, have shown that HP1-family proteins medi-
ate recruitment and/or spreading of chromatin-modifying factors, such 
as the multi-enzyme complex SHREC (SNF2- and histone deacetylase 
(HDAC)-containing repressor complex). Such complexes presum-
ably facilitate the nucleosome modification and positioning needed to 
organize the higher-order chromatin structures that are essential for 
diverse heterochromatin functions, including silencing of transcription, 

suppression of recombination, long-range chromatin interactions and 
maintenance of genomic integrity1,3,6.

An important characteristic of heterochromatin is the ability of 
this form of packaging to spread, as evidenced by the occurrence 
of PEV in Drosophila and as shown in S. pombe7 (discussed later). After 
heterochromatin has been established, it can be stably maintained 
through mitosis, as shown by the patchy coat of the tortoiseshell (calico) 
cat, in which coat colour depends on which X chromosome is inacti-
vated. The general properties of euchromatin are antagonistic to those of 
heterochromatin (Box 1), although it is anticipated that, in euchromatin, 
there is much more variation in the modification state of the histones 
and in the arrangement of the nucleosome array, both of which depend 
on the transcriptional state of a given gene (see page 407). Indeed, 
greater expression of a Drosophila gene (embedded in heterochromatin) 
that confers variegation has been reported in response to introducing 
increased amounts of a transcription factor (Gal4), suggesting that 
there is constant competition in establishing these alternative states8. 
Furthermore, despite the clear distinctions between heterochromatin 
and euchromatin, low-level transcription has often been found to occur 
in heterochromatic regions, and these regions contain several hundred 
genes in Drosophila9. Resolving these apparent contradictions will 
provide new insight into how genomes function. In this review article, 
we focus on recent findings about how heterochromatin formation is 
targeted and maintained in specific regions of the genome, examining 
the potential role of transcription associated with the RNA interference 
(RNAi) system. We draw mainly on results from studies of fungi and 
animals; interesting results from plants are reported on page 418.

Heterochromatin assembly in Drosophila
A key tool for investigating heterochromatin has been the ability to 
screen for suppressors of PEV (Su(var)): that is, mutations elsewhere in 
the genome that result in loss of silencing at a variegating locus. About 
15 such loci have been characterized in Drosophila melanogaster, and 
many more candidates have been identified10. The Su(var) genes typi-
cally encode either proteins that participate directly in the structure of 
heterochromatin or enzymes that control changes in the modification 
of histones. A transition between euchromatin and heterochromatin 
(as might occur in PEV) can roughly be viewed as a series of reactions 
in which the histone modifications and the proteins associated with the 

Transcription and RNA interference in the 
formation of heterochromatin
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Transcription in heterochromatin seems to be an oxymoron — surely the ‘silenced’ form of chromatin should 
not be transcribed. But there have been frequent reports of low-level transcription in heterochromatic 
regions, and several hundred genes are found in these regions in Drosophila. Most strikingly, recent 
investigations implicate RNA interference mechanisms in targeting and maintaining heterochromatin, and 
these mechanisms are inherently dependent on transcription. Silencing of chromatin might involve trans-
acting sources of the crucial small RNAs that carry out RNA interference, but in some cases, transcription of 
the region to be silenced seems to be required — an apparent contradiction.
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active state are removed, and then the histone modifications and pro-
teins associated with the inactive state are added (Fig. 1). A sequential 
set of reactions is required: for example, the lysine residue at position 9 
of histone H3 (H3K9) cannot be methylated until it is deacetylated; the 
binding of SUV4-20 to heterochromatic loci occurs through interac-
tion with HP1 and requires the activity of SU(VAR)3-9 (ref. 11). This 
sequential requirement undoubtedly contributes to the relative stabil-
ity of the alternative packaging states. Although the heterochromatic 
state can be inherited through mitotic and even meiotic cell divisions, a 
given site can switch from a repressed to an active chromatin state and 
vice versa at a low frequency. PEV cannot be scored this way in single-
celled organisms such as yeast, but this switching can be observed in 
the phenotype of sectors of a growing colony (Fig. 2).

In Drosophila, a small group of proteins are considered likely struc-
tural components of pericentromeric heterochromatin because of the 
observed dose response: whereas having one copy of the encoding 
gene results in loss of silencing, having three copies results in increased 
silencing, presumably due to mass action12. This set of proteins includes 
the following: HP1, the first chromodomain protein to be identified13; 
HP2 (also known as SUVAR2-HP2), a large protein with no con-
served structural motifs14; SU(VAR)3-7, a zinc-finger protein15; and 
SU(VAR)3-9, an H3K9-specific histone methyltransferase16. However, 
a well-defined complex of these heterochromatin-associated proteins 
has not been isolated (despite HP1 interacting with all of these proteins 
and other proteins17), suggesting that an organized protein assembly is 
present only on the chromatin fibre. 

HP1 is a small protein (206 amino acids in D. melanogaster) with two 
conserved domains, an amino-terminal chromodomain and a carboxy-
terminal chromoshadow domain, separated by a hinge region (Fig. 3). 
The chromodomain, found in many chromosomal proteins, folds to 
create a binding site for the N-terminal tails of histones. HP1 dimerizes 
through the chromoshadow domain, forming a peptide-binding sur-
face. HP1 interacts stably with SU(VAR)3-9 through the chromoshadow 
and hinge domains and with di- or trimethylated H3K9 (H3K9me2 
or H3K9me3) through the chromodomain1. By interacting with both 
histone-modifying enzyme and modified histone, HP1 provides a 

foundation for a self-assembly and spreading mechanism, which has 
been anticipated from studies of PEV (Fig. 3) (see ref. 18 for a review of 
possible spreading mechanisms). This core assembly seems to be con-
served across animals and fungi19,20 (Table 1). It should be noted that, 
in many organisms, there are several homologues of HP1 and multiple 
H3K9 methyltransferases, suggesting the possibility of alternative pro-
tein assemblies19. However, in Drosophila, only HP1A (referred to as 
HP1 in this review) seems to be associated with known heterochromatic 
regions, and the ability of other homologues to mimic HP1 in establish-
ing heterochromatin packaging remains to be determined.

The role of RNAi in S. pombe
Genetic and biochemical studies using S. pombe as a model system 
have provided great insight into the mechanisms of heterochromatin 
assembly. Many of the factors involved in heterochromatin forma-
tion in Drosophila and mammals are conserved in S. pombe19,20. In 
particular, the protein Clr4 (cryptic loci regulator 4) — which is the 
S. pombe homologue of Drosophila SU(VAR)3-9 and is present in an 
E3–ubiquitin ligase complex that contains cullin 4 (also known as Pcu4) 
— has been shown to methylate H3K9 specifically21–26. Methylated 
H3K9 functions as a binding site for recruitment of chromodomain-
containing proteins — including chromodomain protein 1 (Chp1), 
Chp2 and Swi6 (the last of which is a homologue of Drosophila HP1) 
— to heterochromatic loci22,27–29. Heterochromatin-associated factors, 
including methylated H3K9 and Swi6, were found to map to extended 
chromosomal regions that are coated with heterochromatin complexes 
at centromeres, telomeres and the mating-type locus30. Interestingly, all 
three of these heterochromatic regions have a common feature — each 
contains dg and dh repeat elements, which are preferential targets of 
heterochromatin formation7,31–33. Recent investigations into mecha-
nisms by which these repeats might trigger heterochromatin formation 
led to the surprising discovery that the RNAi system is involved in the 
nucleation and assembly of heterochromatin7,33.

RNAi was first described as a post-transcriptional silencing mecha-
nism in which double-stranded RNA triggers the destruction of cog-
nate RNAs34. Subsequent studies have implicated RNAi-associated 

Trying to define heterochromatin is like trying to define life itself: a cluster 
of important properties can be specified, but there are exceptions in every 
instance. For example, centromeres are usually associated with blocks of 
flanking heterochromatin. However, the inner centromere of Drosophila 
chromosomes is associated with blocks of nucleosomes that contain 
CENP-A (also known as CID), a variant of histone H3, interspersed with 
blocks of nucleosomes that contain H3 with a different modification 
pattern78. The elements at the telomeres of Drosophila chromosomes 
are non-LTR (non-long terminal repeat) retrotransposons, which are 

transcribed79. By contrast, the proximal telomere-associated sequences 
show more of the properties of heterochromatin. The characteristics 
listed in the figure are most consistently observed in pericentromeric 
heterochromatin: that is, in the regions that flank the centromeres of 
many eukaryotic chromosomes. These regions are rich in remnants 
of transposable elements. It should be noted that little is known about 
either the stoichiometry of HP1 or the folding of the chromatin fibre in 
heterochromatin; the figure is meant to convey only the association of 
HP1 and the condensation of the chromatin fibre.

Box 1 | Properties of euchromatic and heterochromatic regions

Euchromatin Heterochromatin

Histone acetyltransferases

Hypoacetylated, methylated H3K9 histone tail

Transcriptional 
activator

Hyperacetylated 
histone tail

Less condensed Highly condensed

At centromeres and telomeres

Contains repetitious sequences

Gene-poor

Replicated in late S phase

No meiotic recombination

At chromosome arms

Contains unique sequences

Gene-rich

Replicated throughout S phase

Recombination during meiosis

HP1
Me
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mechanisms in diverse cellular functions. In S. pombe, mutations in 
genes encoding factors that are involved in RNAi — such as dicer 
(Dcr1; an enzyme that cleaves double-stranded RNA), argonaute 
(Ago1; a PAZ- and PIWI-domain-containing protein that can bind 
small RNAs) and RNA-directed RNA polymerase 1 (Rdp1) — result 
in defects in heterochromatin assembly, as shown by loss of silencing at 
reporter loci7,33. An RNAi-induced transcriptional silencing complex 
(RITS), which contains both a chromatin-associated protein and an 
RNAi-associated protein, has been identified35. RITS contains Chp1 
(a chromodomain protein), Ago1 and a protein of unknown function, 
Tas3 (RITS subunit 3). In addition, RITS also contains small interfer-
ing RNAs (siRNAs) derived from the dg and dh repeats present at the 
different heterochromatic loci30,35. Genome-mapping analyses have 
shown that Rdp1 and components of RITS are distributed throughout 
heterochromatic regions in a pattern that is almost identical to the dis-
tribution of Swi6 and of H3K9 methylation30. Stable binding of RITS to 
chromatin depends, at least in part, on the binding of the chromodomain 
of Chp1 to methylated H3K9 (ref. 36). Deletion of clr4, or a mutation in 
the chromodomain-encoding region of chp1, results in delocalization 
of RITS from heterochromatic loci. Interestingly, there are concurrent 
defects in the processing of dg and dh repeat transcripts into siRNAs30,36, 
suggesting that siRNAs are produced in a heterochromatic environ-
ment.

RITS also recruits an RNA-directed RNA polymerase complex 
(RDRC) that contains Rdp1; this polymerase activity is essential for 
siRNA production and heterochromatin assembly37,38. The generation of 
siRNAs also requires an RNaseH-like RNA-cleavage activity (referred to 
as slicer activity) known to be associated with argonaute-family proteins, 
such as Ago1, found in RITS. Mutations in conserved Ago1 residues that 
abolish this activity severely affect the processing of dg and dh repeat 
transcripts and result in defects in heterochromatin assembly39,40. The 
slicer function of Ago1 has been suggested to be important for the 
spreading of heterochromatin39. It is also possible that siRNAs gener-
ated by Ago1-mediated processing of transcripts have a direct structural 
role in the assembly of higher-order structures that, in addition to media-
ting silencing, facilitates the local spreading of heterochromatin. These 

mechanisms, however, cannot by themselves account for the spreading 
of heterochromatin across large regions, because this requires the HP1-
family protein Swi6, which functions as a platform for recruiting the 
chromatin-modifying effectors (that is, proteins or complexes) involved 
in heterochromatin assembly1,7.

These findings suggest that RNAi-mediated heterochromatin assem-
bly in S. pombe might occur through a self-reinforcing loop36,37. In this 
model, siRNAs (possibly generated elsewhere) and/or DNA-binding 
proteins mediate the initial targeting of heterochromatin-associated fac-
tors, resulting in the establishment of H3K9 methylation. The presence 
of methylated H3K9 and associated silencing factors, in turn, allows 
stable binding of RITS across heterochromatic regions (Fig. 4). RITS 
presumably functions as a core for the binding of other RNAi-associated 
factors, such as RDRC, that are essential for the processing of any dg and 
dh repeat transcripts. The siRNA-guided cleavage of nascent repeat tran-
scripts by Ago1 (a component of RITS) is thought to be an important 
step in producing additional siRNAs. It is possible that cleaved tran-
scripts are preferential targets for Rdp1. Rdp1 generates double-stranded 
RNAs, which are necessary for the generation of siRNAs by Dcr1. Those 
siRNAs produced in cis can feed back to target more heterochromatin 
complexes but might also have other functions (discussed in the next 
section).

The exact mechanism by which siRNAs target histone modifications 
is unclear. The binding of RITS to heterochromatic regions requires 
dg and dh siRNAs to be part of the complex. It has been suggested that 
RITS, tethered to nascent transcripts by siRNAs, might mediate the 
recruitment of histone methyltransferases such as Clr4 (ref. 35) or 
that siRNAs directly facilitate the recruitment of chromatin-modify-
ing effectors, such as the Clr4-containing complex, to heterochromatic 
repeats7,23. It is certainly possible that siRNAs target heterochromatin by 
base-pairing with nascent transcripts41; subunits of RITS and RDRC can 
be crosslinked to transcripts of non-coding centromeric repeats38. How-
ever, it is unknown whether this binding simply reflects the roles of these 
factors in processing repeat transcripts or whether it indicates an addi-
tional function in recruiting heterochromatin proteins. Recently, arti-
ficial tethering of RITS to nascent transcripts has been shown to induce 
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Figure 1 | Changes in histone modification implicated in the switch from 
a euchromatic to a heterochromatic state in Drosophila. Active genes 
are frequently marked by H3K4me3 (see page 407); this modification 
is presumably removed by LSD1 (which has not yet been characterized 
in Drosophila). H3K9 is normally acetylated in euchromatin, and this 
modification must be removed by a histone deacetylase, typically HDAC1. 
Phosphorylation of H3S10 can interfere with the methylation of H3K9; 
its dephosphorylation might involve a phosphatase targeted through the 
carboxy terminus of the protein kinase JIL1 (ref. 10). These transitions 
set the stage for acquisition of the modifications that are associated with 

silencing: these include the methylation of H3K9 by SU(VAR)3-9 or 
another histone methyltransferase, the binding of HP1, and the subsequent 
methylation of H4K20 by SUV4-20 (an enzyme that is recruited by HP1). 
Other silencing marks such as methylation of H3K27 by E(Z) (enhancer 
of zeste; not shown) seem to be relevant in some regions, although this 
mark is more prominently used by the Polycomb system. Supporting 
data come from genetic identification of modifiers of PEV, as well as 
biochemical characterization of the activities of such modifiers and tests 
of protein–protein interactions10. (Figure adapted, with permission, from 
ref. 10.)
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local heterochromatin assembly42. However, this process requires Dcr1, 
presumably for the production of siRNAs. Therefore, in addition to the 
targeting of RITS, other siRNA-dependent steps are required for stable 
RNAi-mediated heterochromatin nucleation. The emerging view is that, 
through associations with components of heterochromatin, the RNAi 
machinery — tethered to specific loci — helps to process transcripts 
generated from these loci into siRNAs, thereby effectively causing post-
transcriptional silencing in cis30,36. The siRNAs produced in this process 
also facilitate further targeting of heterochromatin modifications, such 
as H3K9 methylation. H3K9 methylation enables HP1-family proteins 
such as Swi6 to localize across heterochromatic regions; these proteins, 
in turn, facilitate the localization of effectors (such as SHREC) with 
diverse cellular activities. The HDAC and ATPase (SNF2-like) activi-
ties of SHREC are crucial for the proper positioning of nucleosomes 
to achieve transcriptional silencing3. But how can transcription that 
generates siRNAs occur in a silenced region? 

Transcription of heterochromatic repeats
From the results described in the previous section, it can be argued that 
heterochromatic repeats need to be transcribed to generate the siRNAs 
that target heterochromatin formation — a circular process. In support 
of this idea, recent studies have shown that heterochromatic repeats 
present in the S. pombe genome are transcribed by RNA polymer-
ase II (Pol II)30,43 and that mutations in Pol II impair RNAi-mediated 
heterochromatin assembly43,44. However, an apparent paradox arises in 
that heterochromatin, in general, is thought to be relatively inaccessible 
to factors involved in various aspects of DNA metabolism, including the 
transcriptional machinery1. How does Pol II gain access to sequences that 
are packaged as heterochromatin? Because heterochromatic silencing 
is thought to be plastic and can be overcome by an increased concentra-
tion of transcription factors8, it can be argued that the promoters driv-
ing the transcription of repeats, unlike the promoters of euchromatic 
genes, have evolved to be somewhat impervious to heterochromatic 
repression. Indeed, one strand of centromeric repeats in S. pombe is 
always transcribed at a low level33 but is silenced post-transcriptionally 
by RNAi-mediated processing of transcripts33,36.

The transcription of repeats might be facilitated by a specialized 
mechanism(s) that modulates heterochromatin to provide access for 
factors involved in different chromosomal processes. In S. pombe, 
Swi6 (Drosophila HP1) is thought to function as an ‘oscillator’ of 
heterochromatin transcription by directing recruitment of both silen-
cing and antisilencing factors20. In addition to factors (such as SHREC) 

that repress Pol-II-mediated transcription3, Swi6 also recruits the 
JmjC-domain-containing protein Epe1 (ref. 40), which was identi-
fied in a screen for factors that negatively regulate heterochromatic 
silencing45. Epe1 facilitates Pol-II-mediated transcription of repeats 
specifically in the context of heterochromatin. It does not seem to 
have an obligatory role in transcription per se, because it is dispensable 
when heterochromatin is disrupted40. The mechanism by which Epe1 
counteracts heterochromatic silencing is unknown. Because several 
JmjC-domain-containing proteins have been shown to catalyse histone 
demethylation46, it is possible that Epe1 affects heterochromatin stabil-
ity through the removal of repressive methylation of lysine residues. 
However, no such activity has been detected for Epe1 (ref. 47). Epe1 
could modulate chromatin by an as yet undefined mechanism. Addi-
tional factors targeted to heterochromatic loci by Swi6 or by other 
mechanisms are also probably important for the transcription of 
heterochromatin.

In addition to heterochromatin assembly, the transcription of 
repeats embedded in heterochromatic regions probably has other 
biological implications. It has been suggested that the transcription 
of heterochromatic repeats is necessary for continuous production of 
siRNAs that prime the RNA-induced silencing complex (RISC)-like 
complexes required to neutralize future invasions by similar sequences20. 
The role of RNAi in destroying viral or transposable element transcripts 
is conserved in other species, including in Tetrahymena thermophila and 
Drosophila48,49. Heterochromatin-bound RNAi-associated factors might 
be components of a memory mechanism that selectively generates a 
reservoir of siRNAs directed against parasitic DNA elements20. It should 
be noted that, in S. pombe, RNAi machinery that is targeted to specific 
elements can spread to surrounding sequences, including nearby genes, 
by a process that depends on H3K9 methylation and Swi6 (ref. 36). This 
might also enable the RNAi machinery to exert heritable control over 
the expression of sequences located adjacent to repeats.

Silencing of repetitious sequences in metazoans
Although heterochromatin composed of repetitious DNA has become 
an essential part of the eukaryotic chromosome, maintaining the 
repetitious sequences in a stable, silent form (repressing both trans-
position and recombination) is clearly a challenge and a necessity. 
After it has been initiated, the packaging of heterochromatin occurs 
in a self-reinforcing manner, through multiple feedback loops50. The 
RNAi machinery seems to be able to detect and respond to repetitious 
DNA in a variety of ways. But, in metazoans, to what extent might RNAi 
components be used to target silent regions initially or to maintain these 
regions? And to what extent might silencing of repetitious DNA depend 
on transcription in cis? The system described in the previous section is 
unlikely to be universally applicable, because many metazoans, inclu ding 
Drosophila and mammals, seem to lack a canonical RNA-dependent 
RNA polymerase19.

a b

Figure 2 | Variegating phenotypes. Although alternative chromatin 
packaging states (that is, euchromatin and heterochromatin) can be 
inherited, they switch at a low frequency. This results in a variegating 
phenotype in a clonal population of cells. a, The image shows a Drosophila 
eye. The white gene, expression of which results in a red eye, is active in 
some eye facets but silenced in others. (Image courtesy of E. Gracheva, 
Washington University in St. Louis, Missouri.) b, The image shows colonies 
of the fission yeast, S. pombe, each of which has differently coloured 
sectors as a result of variegated expression of the ade6 gene inserted in a 
heterochromatic region. (Image courtesy of K. Noma, National Cancer 
Institute, National Institutes of Health, Bethesda, Maryland.)
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Figure 3 | HP1 and its interactions. HP1 interacts with H3K9me2 and 
H3K9me3 through its chromodomain, and with SU(VAR)3-9 through its 
chromoshadow domain. By interacting with both the modified histone 
and the enzyme responsible for the histone modification, HP1 provides 
a foundation for heterochromatin spreading and epigenetic inheritance. 
(Figure adapted, with permission, from ref. 10.)
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Post-transcriptional gene silencing mediated by RNAi, either the 
degradation of mRNA or a block in its translation, is known to occur 
in all metazoans that have been examined so far. The first suggestion 
of RNAi-based transcriptional gene silencing in Drosophila came from 
work showing a loss of expression when multiple copies of a transgene 
are present51. Subsequent analysis showed suppression of PEV (that is, 
a loss of silencing; as monitored through tandem arrays of mini–white 
and through white transgenes in heterochromatin) as a result of muta-
tions in factors involved in the RNAi pathway51–53. The loss of silen cing 
is associated with decreased levels of H3K9me2 (ref. 52). Similarly to 
the RNAi system in other organisms (notably plants; see page 418), 
the system in D. melanogaster might have originated as an antiviral 
defence mechanism54,55. About one-third of the genome is considered 
to be heterochromatic, and much of that DNA consists of remnants of 
transposable elements, both DNA transposons and retroviruses. The 
Drosophila genome encodes five PAZ- and PIWI-domain-containing 
proteins — PIWI, aubergine (AUB), AGO1, AGO2 and AGO3 — 
which are thought to bind small RNAs. PIWI is required for the self-
renewal of germline stem cells, apparently having a key role in silen-
cing retrotransposons and blocking their mobilization in the germ 
line56. Both PIWI and AUB are found associated with siRNAs of 24–29 
nucleotides that are derived from repetitious sequences in the germ 
line49,57. In vitro, PIWI has RNA-cleavage activity57, and it has been 
suggested that germline siRNAs might be generated by a unique process-
ing mechanism that depends on cleavage of long single-stranded tran-
scripts rather than double-stranded RNA49. How this silencing activity 
might influence heterochromatin formation in somatic cells (if at all) 
is unclear at present. 

The effects of mutations in AGO2 are clearly seen in early Drosophila 
embryos as defects in chromosome condensation, nuclear kinesis and 
spindle assembly, all potentially correlated with defects in the forma-
tion of centric heterochromatin58. Similar defects are observed when 
heterochromatin fails to form in S. pombe and other species59–61. In Dros-
ophila with mutations in the genes that encode SU(VAR)3-9, HP1 or 
DCR-2, cells have disorganized nucleoli, as well as disorganized centric 
heterochromatin. In these circumstances, there is a substantial increase in 
extrachromosomal repetitious DNA in mutant tissues62. Similarly, muta-
tions in the genes encoding the RNAi machinery in S. pombe also result 
in defects in maintaining chromosome integrity, including high rates of 
recombination at genes that encode ribosomal RNA30. Therefore, although 
repetitious DNA now contributes to essential chromosome structures, it 
is crucial to maintain this DNA specifically in a heterochromatic form, 
and genetic analysis indicates that the RNAi system has a role in this pro-
cess. In the absence of any recognizable RNA-directed RNA polymerase 
activity, this might be accomplished by targeting heterochromatin for-
mation to specific sites, either through DNA–protein interactions or 
through an RNAi-based recognition system, followed by spreading of 
the heterochromatin modifications and structure. Similarly to S. pombe, 

the spreading of heterochromatin in D. melanogaster (as monitored by 
PEV) depends on HP1 and SU(VAR)3-9.

Targeting heterochromatin formation
Although much of our discussion focuses on RNAi-based mechanisms, 
it is important to note that heterochromatin proteins can be recruited to 
specific sites (known as silencers) by DNA-binding factors. For exam-
ple, in addition to the RNAi-mediated targeting of heterochromatin 
to a dg- and dh-like repeat element located in the silent mating-type 
region of S. pombe, the DNA-binding proteins Atf1 (activating tran-
scription factor 1) and Pcr1, which belong to the ATF/CREB (cyclic-
AMP-responsive-element-binding protein) family, have been shown 
to cooperate with components of SHREC to nucleate heterochromatin 
assembly independently in this region6,63,64. Similarly, redundant mech-
anisms of heterochromatin nucleation also operate at telomeres in 
S. pombe, where the TRF (TTAGGG repeat factor)-family DNA-bind-
ing protein Taz1, in conjunction with Ccq1 (coiled-coil quantitatively 
enriched protein 1), functions in parallel to the RNAi machinery to 
nucleate heterochromatin3,32. Regardless of the nucleation mechanism, 
heterochromatin targeted to specific sites can spread, and it provides 
a sequence-independent platform for cellular effectors with appropri-
ate activities (such as SHREC, the RNAi machinery and cohesin) to be 
recruited across large regions20.

Figure 4 | Model showing RNAi-mediated heterochromatin assembly and 
silencing in S. pombe. Centromeric repeat (dg and dh) transcripts produced 
by Pol II are processed by the RNAi machinery, including the complexes 
RITS and RDRC (which interact with each other and localize across 
heterochromatic regions). The slicer activity of Ago1 (a component of 
RITS) and the RNA-directed RNA polymerase activity of Rdp1 
(a component of RDRC) are required for processing the repeat transcripts 
into siRNAs. The siRNA-guided cleavage of nascent transcripts by Ago1 
might make these transcripts preferential substrates for Rdp1 to generate 
double-stranded RNA, which in turn is processed into siRNAs by Dcr1. The 
targeting of histone-modifying effectors, including the Clr4-containing 
complex, is thought to be mediated by siRNAs. This process most probably 
involves the base-pairing of siRNAs with nascent transcripts, but the precise 
mechanism remains undefined. siRNAs produced by heterochromatin-
bound RNAi ‘factories’ might also prime the assembly of RISC-like 
complexes capable of mounting a classic RNAi response. Methylation 
of H3K9 by Clr4 is necessary for the stable association of RITS with 
heterochromatic loci, apparently through binding to the chromodomain of 
Chp1. This methylation event also recruits Swi6, which, together with other 
factors, mediates the spreading of various effectors, such as SHREC. SHREC 
might facilitate the proper positioning of nucleosomes to organize the 
higher-order chromatin structure that is essential for the diverse functions 
of heterochromatin, including transcriptional gene silencing. Swi6 also 
recruits an antisilencing protein, Epe1, that modulates heterochromatin 
to facilitate the transcription of repeat elements, in addition to other 
functions. A dynamic balance between silencing and antisilencing activities 
determines the expression state of a locus within 
a heterochromatic domain.

siRNAs

Dcr1

RDRC RITS Clr4-containing
complex

Repeat 
transcript

H3K9me

Transcriptional
silencing

Antisilencing

SHREC

Swi6
Epe1

Pol II

Me

Pol II

Table 1 | Factors implicated in heterochromatin formation

Component S. pombe Neurospora Drosophila Mouse Arabidopsis

Repetitious 
DNA

Yes Yes Yes Yes Yes

DNA 
methylation

No Yes No* Yes Yes

H3K9 
methylation

Yes Yes Yes Yes Yes

HP1 Yes Yes Yes Yes No*

Small RNAs Yes No* Yes Yes Yes

Pol II Yes ND ND ND ND

RDR Yes No* No No Yes

Yes indicates that the factor has been implicated to have a role in heterochromatin formation in 
the given organism. No indicates that the factor is not present in the organism. No* indicates that 
the organism has the factor but that it seems not to have a role in heterochromatin formation. ND 
means that the organism has the factor but whether it has a role in heterochromatin formation is 
unknown. Arabidopsis, Arabidopsis thaliana; Neurospora, Neurospora crassa; RDR, RNA-dependent RNA 
polymerase. (Table adapted from ref. 19.) 

NATURE|Vol 447|24 May 2007 INSIGHT REVIEW

����������	
��������������� ��������������������

103



In several cases documented in mammalian cells, HP1 can be targeted 
to specific promoters by interaction with DNA-binding complexes and 
seems to contribute to silencing at these loci (see ref. 65 for an example). 
However, in these cases, a different histone methyltransferase seems to 
be responsible for the accompanying H3K9 methylation, and spreading 
is generally not observed. These findings suggest that the interactions of 
HP1 with both the modified histone (that is, H3K9me3) and the modi-
fying enzyme (usually SU(VAR)3-9) are crucial for heterochromatin 
spreading (Fig. 3).

Repetitious DNA is a hallmark of heterochromatin. In the case of 
satellite DNA (simple sequence tandem repeats), it can be suggested that 
a specific DNA-binding protein recognizes the satellite DNA sequence, 
thereby triggering heterochromatin assembly. In Drosophila, the pro-
tein D1, which when mutated results in a loss of silencing, preferen-
tially binds satellite III DNA, which is (A+T)-rich66,67. Similarly, the 
heterochromatin-associated protein DDP1 (dodeca-satellite-binding 
protein 1; also known as DP1) binds to a conserved dodeca-satellite DNA 
sequence; however, this protein, which has 15 tandemly organized KH 
domains, also binds strongly to single-stranded nucleic acids with this 
sequence, including RNA68. Recent work has shown that DDP1, which 
also causes a loss of silencing when mutated, has a crucial role in the dep-
osition of HP1 and methylated H3K9 at centromeric heterochromatin68. 
Given the ability of DDP1 (and its mammalian homologues, the vigilins) 
to bind RNA, it is possible that RNA mediates this interaction. Except 
for the blocks of satellite DNA, the repetitious sequences present in 
the Drosophila genome (which are mainly remnants of transposable 
elements and DNA transposons) are diverse. Consequently, a recogni-
tion process based on RNA (rather than specific protein binding) seems 
to be most parsimonious, and this suggestion has been supported by 
studies on the fourth chromosome of D. melanogaster.

The small fourth chromosome of D. melanogaster is considered to 
be entirely heterochromatic by the criteria described in Box 1, but it 
has 88 genes in the distal 1.2 megabases. Mapping with a white reporter 
transgene showed the presence of interspersed heterochromatic regions 
(inducing a variegating phenotype) (Fig. 2a) and euchromatic regions 
(allowing expression that results in a full red eye). Detailed examination 
of the region around the Host cell factor (Hcf) gene resulted in the 1360 
element, which consists of remnants of a DNA transposon, being identi-
fied as a potential site for heterochromatin initiation: D. melanogaster 
with reporters lying within 10 kilobases of a 1360 element showed a 
variegating phenotype, indicating heterochromatin packaging and silen-
cing, whereas D. melanogaster with reporters farther away from a 1360 
element showed a red eye, indicating euchromatin packaging and full 
expression69. A direct test — using a P transposon carrying one copy of 
1360, upstream of a white reporter — demonstrated that 1360 contrib-
utes to silencing, because silencing of the reporter is largely lost when 
the adjacent 1360 is deleted. However, stable heterochromatin (result-
ing in a variegating phenotype) is only observed when that P element is 
located in a region close to the centromere, indicating a requirement for 
a high density of repeats locally and/or proximity to the pericentromeric 
heterochromatin, where HP1 is most abundant. Genetic analysis indi-
cates that this silencing depends not only on HP1 and SU(VAR)3-9 but 
also on RNAi-pathway components, notably AUB53. Whether transcrip-
tion occurs at the target element 1360 is unknown. Small RNA products 
have been recovered from 1360 and from ~40 other transposable ele-
ments in Drosophila70. It is probable that other transposable elements, in 
addition to 1360, are targets for heterochromatin formation. However, 
it seems unlikely that all transposable-element remnants are targets, 
given the mapping results obtained on chromosome 4 with the white 
reporter69. The crucial characteristics of targets are unknown but could 
include the presence of start sites for transcription53. Many 1360 rem-
nants contain a sequence known to function as a promoter at the multi-
copy Su(Ste) locus, resulting in the generation of inverse transcripts 
that are used in the suppression of the multi-copy Stellate gene71. These 
results suggest that remnants of transposable elements could be targeted 
for silencing by a mechanism using a small RNA and that transcription 
of some of these elements might be involved.

Concluding remarks
Eukaryotes that tolerate large amounts of repetitious sequences in their 
genomes generally have both the RNAi machinery and the enzymes 
and structural proteins required to generate a heterochromatin struc-
ture based on H3K9 methylation. Whereas some features of the RNAi 
system (such as RNA-dependent RNA polymerase) and some features 
of the heterochromatin structure (such as DNA methylation) are used 
in only a subset of metazoans, this key shift in histone modification 
from euchromatin to heterochromatin seems to be universal (Table 1; 
Fig. 1). The RNAi system per se can limit gene expression through post-
transcriptional gene silencing and can therefore eliminate some sources 
of damage from invading repetitious elements. However, by itself, it 
cannot generate the compact chromatin structures that are required to 
maintain chromosome integrity and chromosome function in mitosis. 
Hence, the suggestion that post-transcriptional gene silencing is suffi-
cient to explain the silencing of repetitious elements seems unlikely. So, 
taking into account our new knowledge (described here) of the delicate 
balance between the need for expression and the need for silencing, 
an attractive model remains one in which the RNAi machinery has a 
key role by generating small RNAs involved in specifically targeting 
chromatin components (including HP1 and H3K9 methyltransferase) 
to silence repetitious DNA. 

Although an assembly of heterochromatin structure based on binding 
of HP1 proteins to methylated H3K9 provides a foundation for spread-
ing, the molecular mechanisms by which heterochromatin exerts long-
range repressive effects are not fully understood. The oligomerization 
of chromatin-bound HP1 through the chromoshadow domains might 
mediate condensation. However, recent evidence suggests that HP1 
binding is dynamic72,73. An alternative emerging view is that HP1-family 
proteins facilitate recruitment of regulatory proteins (effectors) that 
are involved in silencing and other chromosomal processes20. Indeed, 
as described earlier, HP1-family proteins mediate preferential binding 
of SHREC, which has HDAC activity3. The deacetylation of histones, 
which is a universal property of heterochromatic regions, might result 
in a lower affinity of transcription factors for target loci or could be 
crucial for higher-order packaging of nucleosomes, both of which would 
contribute to silencing. The HP1 and H3K9-methylation system might 
use several routes to minimize H3K9 acetylation, a key characteristic 
of the active state.

Evidence from different systems suggests that once triggered, a repres-
sive chromatin structure can be sustained for many cell generations. 
In S. pombe, heterochromatin structures established by RNAi and/or 
DNA-binding factors are inherited in cis for many generations in a man-
ner dependent on Swi6 and histone-modifying activities7,74. Moreover, 
a recent study in Caenorhabditis elegans, an organism known to silence 
repetitious DNA by using RNAi and chromatin-associated factors75,76, 
showed that a single exposure to RNAi resulted in dominant silencing of 
a reporter gene in ~30% of the progeny for many generations77. A screen 
for mutations that affected the maintenance of silencing identified four 
essential genes: hda-4 (which encodes a histone deacetylase), K03D10.3 
(which encodes a histone acetyltransferase), isw-1 (which encodes a 
homologue of the chromatin-remodelling protein ISW1) and mrg-1 
(which encodes a chromodomain protein). Coupled with the observa-
tion that trichostatin A (a histone deacetylase inhibitor) relieves silen-
cing, the results imply that maintenance of silencing is a consequence 
of heterochromatin formation, heritable even in the absence of the ini-
tial RNAi stimulus77. Although much remains to be learned about the 
mechanisms involved, it is clear that proper interplay of the RNAi and 
heterochromatin systems is crucial for the maintenance and function 
of our genomes. ■

Note added in proof: Two recent publications have shed light on the 
production of small repeat-associated RNAs in the germ line of Dros-
ophila. PIWI and AUB are found associated with RNAs that are mainly 
antisense to transposons, whereas AGO3 is found associated with RNAs 
arising mainly from the sense strand. Complementary relationships 
between these sense and antisense RNA populations suggest that the 
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slicer activities of the three proteins work together to produce signifi-
cant amounts of small RNA from endogenous transcripts80,81. Such small 
RNAs, which are maternally inherited, might promote both transcrip-
tional and post-transcriptional silencing of repetitious DNA.

The demethylation of H3K4 has been suggested to be crucial for 
heterochromatin formation (Fig. 1), and this has now been shown in 
Drosophila82. 

In addition, a histone H2B ubiquitylation ligase complex (HULC) that 
facilitates Pol-II-mediated transcription of repeat elements in S. pombe 
has been identified83. HULC ubiquitylates H2BK119, and this, in addi-
tion to promoting euchromatic gene expression, contributes to the tran-
scription of heterochromatic repeats.
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ATM controls meiotic double-strand-break formation
Julian Lange1, Jing Pan1{, Francesca Cole2, Michael P. Thelen3, Maria Jasin2 & Scott Keeney1,4

In many organisms, developmentally programmed double-strand
breaks (DSBs) formed by the SPO11 transesterase initiate meiotic
recombination, which promotes pairing and segregation of homo-
logous chromosomes1. Because every chromosome must receive a
minimum number of DSBs, attention has focused on factors that
support DSB formation2. However, improperly repaired DSBs can
cause meiotic arrest or mutation3,4; thus, having too many DSBs is
probably as deleterious as having too few. Only a small fraction of
SPO11 protein ever makes a DSB in yeast or mouse5 and SPO11
and its accessory factors remain abundant long after most DSB
formation ceases1, implying the existence of mechanisms that
restrain SPO11 activity to limit DSB numbers. Here we report that
the number of meiotic DSBs in mouse is controlled by ATM, a
kinase activated by DNA damage to trigger checkpoint signalling
and promote DSB repair. Levels of SPO11–oligonucleotide com-
plexes, by-products of meiotic DSB formation, are elevated at least
tenfold in spermatocytes lacking ATM. Moreover, Atm mutation
renders SPO11–oligonucleotide levels sensitive to genetic mani-
pulations that modulate SPO11 protein levels. We propose that
ATM restrains SPO11 via a negative feedback loop in which kinase
activation by DSBs suppresses further DSB formation. Our find-
ings explain previously puzzling phenotypes of Atm-null mice
and provide a molecular basis for the gonadal dysgenesis observed
in ataxia telangiectasia, the human syndrome caused by ATM
deficiency.

SPO11 creates DSBs via a covalent protein–DNA intermediate that
is endonucleolytically cleaved to release SPO11 attached to a short
oligonucleotide, freeing DSB ends for further processing and recom-
bination5 (Fig. 1a). SPO11–oligonucleotide complexes are a quantitat-
ive by-product of DSB formation that can be exploited to study DSB
number and distribution5–7 (Supplementary Fig. 1). We examined
SPO11–oligonucleotide complexes by SPO11 immunoprecipitation
and 39-end labelling of whole-testis extracts from Atm–/– mutant mice,
which have multiple catastrophic meiotic defects, including chro-
mosome synapsis failure and apoptosis8–12. The Atm–/– phenotype
resembles that of mutants lacking DSB repair factors such as DMC1,
indicating that absence of ATM causes meiotic recombination defects.
Although Spo11–/– mutation is epistatic to Atm–/– (refs 11, 12), the
functional relationship between ATM and SPO11 is complex, as
meiotic defects of Atm–/– mice are substantially rescued by reducing
Spo11 gene dosage13,14 (discussed later).

Unexpectedly, we found that adult Atm–/– testes exhibited an
approximately tenfold elevation in steady-state levels of SPO11–
oligonucleotide complexes relative to wild-type littermates (Fig. 1b)
(11.3 6 4.5-fold, mean and standard deviation, n 5 7 littermate pairs).
This finding contrasts with Dmc1–/– testes, which showed a ,50%
reduction in SPO11–oligonucleotide complexes (0.51 6 0.06-fold rela-
tive to wild type, n 5 5) (Fig. 1c), as previously shown5,7. The mutants
share similar arrest points in prophase I, as determined by molecular
and histological data12; thus, increased SPO11–oligonucleotide com-
plexes in Atm–/– spermatocytes are not an indirect consequence

of arrest or of an increased fraction of meiocytes harbouring such
complexes.

In Atm–/– testes, levels of free SPO11 (that is, not bound to an
oligonucleotide) were much lower than in wild type (Fig. 1b). This is
not because a large fraction of SPO11 has been consumed in covalent
complexes with DNA—which alters its electrophoretic mobility—as
free SPO11 was not restored to wild-type levels by nuclease treatment
(Fig. 1d). Instead, because Spo11 transcript levels in wild type are
highest in later stages of meiotic prophase15–18, after the arrest point
of Atm–/– cells, reduced free SPO11 is attributable to the lack of later
meiotic cell types, consistent with the reduced free SPO11 also found in

1Molecular Biology Program, Memorial Sloan-Kettering Cancer Center, 1275 York Avenue, New York, New York 10065, USA. 2Developmental Biology Program, Memorial Sloan-Kettering Cancer Center,
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Dmc1–/– cells (Fig. 1c). As expected, the residual SPO11 protein in
Atm–/–, like Dmc1–/–, testes was mostly SPO11b (Fig. 1b, c). SPO11a
and SPO11b are major protein isoforms encoded by developmentally
regulated splice variants; SPO11b is expressed earlier and is sufficient
for nearly normal DSB levels5,15,17–20.

Elevated SPO11–oligonucleotide complexes can be explained by an
increased number of meiotic DSBs and/or a longer lifespan of com-
plexes. To distinguish between these possibilities, we examined the
initial appearance and persistence of SPO11–oligonucleotide com-
plexes in juvenile mice, in which the first suite of spermatogenic cells
proceeds through meiosis in a semi-synchronous fashion21. First, we
assayed SPO11–oligonucleotide complexes in whole-testis extracts
from wild-type C57BL/6J mice at postnatal days (d)7 to 24 (Fig. 2a).
SPO11–oligonucleotide complexes first appeared between d9 and d10,
when most cells of the initial cohort had entered leptonema. SPO11–
oligonucleotide complexes persisted or increased slightly until d15,
when the first cohort had progressed into pachynema. Levels rose still
further from d16 to d18, coincident with the second cohort of sperma-
togenic cells reaching leptonema21. Thus, SPO11–oligonucleotide
complexes appear at the same time as cell types that experience the
majority of meiotic DSBs. Consistent with findings in mutants (see
earlier), only trace amounts of free SPO11 protein were seen when
SPO11–oligonucleotide complexes first appeared, with SPO11b the
predominant isoform at these times (Fig. 2a). Importantly, SPO11–
oligonucleotide complex levels did not decline between the first and
second spermatogenic cohorts. We infer that the lifespan of the com-
plexes is long relative to the duration of prophase, and that an
increased lifespan is not a likely explanation for the large increase in
steady-state SPO11–oligonucleotides in adult Atm–/– testes.

In support of this interpretation, we found that SPO11–oligonucleotide
complexes were undetectable in Atm–/– testes at d7 (data not shown)
but were already elevated 3.3-fold compared with a wild-type littermate

when they first appeared, increasing to 8.4-fold over wild type by
d12 (Fig. 2b). Because Atm–/– juveniles showed higher SPO11–
oligonucleotide levels as soon as the first leptotene cells appeared, we
conclude that most, if not all, of the increase reflects a greater number
of meiotic DSBs occurring during prophase I.

Meiotic defects of mice lacking ATM are substantially suppressed by
reducing Spo11 gene dosage: Spo111/– Atm–/– spermatocytes pair and
recombine their autosomes and progress through meiotic prophase to
metaphase I, where they arrest due to a failure in sex chromosome
pairing and recombination13,14. The reason for this puzzling rescue was
unknown, but our current findings suggest an explanation: the majority
of meiotic defects in Atm-null spermatocytes are caused by grossly
elevated DSB levels, which are lowered by Spo11 heterozygosity (which
reduces SPO11 protein levels by half in adult and juvenile testes (ref. 17
and our unpublished data)). Indeed, we found SPO11–oligonucleotide
complexes in Spo111/– Atm–/– mice to be substantially reduced com-
pared with Atm–/– littermates (Fig. 3a). The remaining increase in
SPO11–oligonucleotide complexes in Spo111/– Atm–/– mutants com-
pared with wild type (range of 4.5- to 7.8-fold, n 5 2) is not simply a
consequence of metaphase arrest, because SPO11–oligonucleotide
complexes were not elevated in mice that exhibit a similar arrest point
due to absence of MLH1, a protein involved late in recombination22

(Fig. 3a). The fact that DSBs are still elevated in Spo111/– Atm–/–

spermatocytes relative to wild type may account for some or all of
the remaining defects in this mutant, including axis interruptions at
sites of ongoing recombination and persistent unrepaired DSBs late in
prophase I (ref. 14).

Our findings indicate that the absence of ATM renders the extent of
DSB formation sensitive to SPO11 expression levels. Therefore, we
reasoned that increasing SPO11 expression should further elevate
DSB formation in ATM-deficient cells. To test this prediction, we used
a previously described transgene (Xmr-Spo11bB) that expresses the
SPO11b isoform18. Indeed, there was substantial further elevation of
SPO11–oligonucleotide complex levels (20.9 6 1.5-fold over wild-type
littermates, n 5 3) upon introduction of this transgene in an Atm-null
background with intact endogenous Spo11 (Fig. 3b). By contrast, the
transgene resulted in only a modest increase in SPO11–oligonucleotide
complexes in an ATM-proficient background (1.1 6 0.05-fold, n 5 3)
(Fig. 3b).

SPO11–oligonucleotide complexes from Atm-null testes were con-
sistently shifted to a higher electrophoretic mobility compared to wild
type or other mutants (Figs 1, 2b and 3). To examine the distribution of
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oligonucleotide lengths, labelled complexes were protease-digested
and the resulting oligonucleotides were electrophoresed on a high-
resolution gel (Fig. 4a). As previously shown5, SPO11–oligonucleotides
from wild type have a bimodal length distribution with prominent
subpopulations at apparent sizes of ,15–27 and ,31–35 nucleotides.
Atm–/– mice showed a different pattern with or without the Spo11
transgene: oligonucleotides in the shorter size range were less abund-
ant relative to the ,31–35 nucleotide class and longer oligonucleotides
appeared, including an abundant class of ,40–70 nucleotides and a
subpopulation that ranged to .300 nucleotides. Spo111/– Atm–/– mice
showed an intermediate pattern, with more pronounced enrichment of
the ,31–35 nucleotide class relative to both smaller and longer oligo-
nucleotides. These results indicate that ATM influences an early step in
nucleolytic processing of meiotic DSBs, as has been proposed in yeast23.
In principle, altered oligonucleotide sizes could reflect changes in pre-
ferred positions of the endonucleolytic cleavage that releases the
SPO11–oligonucleotide complex, effects on 39R59 exonucleolytic
digestion of SPO11–oligonucleotides after they are formed, or occur-
rence of SPO11-induced DSBs at adjacent positions on the same DNA
duplex (M. Neale, personal communication). Resection defects and

adjacent DSBs (which conventional cytology would be unable to
resolve) are both possible explanations for why SPO11–oligonucleotide
complexes in Atm–/– spermatocytes show a greater increase than
RAD51 focus numbers14.

Our results reveal an essential but previously unsuspected function
for ATM in controlling the number of SPO11-generated DSBs. We
suggest that activation of ATM by DSBs triggers a negative feedback
loop that leads to inhibition of further DSB formation (Fig. 4b) via
phosphorylation of SPO11 or its accessory proteins, several of which
are known to be phosphorylated in budding yeast (for example, ref. 24)
and are conserved in mammals2. ATM is activated in the vicinity of
DSBs, as judged by SPO11- and ATM-dependent appearance of
cH2AX (phosphorylated histone variant H2AX) on chromosomes at
leptonema12,13,25. Thus, we envision that the negative feedback loop
operates at least in part at a local level, perhaps discouraging additional
DSBs from forming close to where a DSB has already formed. Such a
mechanism could minimize instances where both sister chromatids
are cut in the same region, and could also promote more even spacing
of DSBs along chromosomes. These studies provide a new molecular
framework for understanding the gonadal phenotypes of patients with
ataxia telangiectasia26, which is caused by ATM deficiency27.

METHODS SUMMARY
Mouse mutant alleles and the Spo11b transgene were previously described10,18,28–30.
Experimental animals were compared with controls from the same litter.
Experiments conformed to regulatory standards and were approved by the
MSKCC Institutional Animal Care and Use Committee. For measurement of
SPO11–oligonucleotide complexes, both testes from each mouse were used per
experiment, that is, littermate comparisons were made on a per-testis basis
(Supplementary Fig. 1). Testis extract preparation, immunoprecipitation and
western blot analysis were performed essentially as described7. Radiolabelled spe-
cies were quantified with Fuji phosphor screens and ImageGuage software. The
anti-mouse SPO11 monoclonal antibody was produced from hybridoma cell line
180 (M.P.T., unpublished data). The size distribution of SPO11–oligonucleotides
was determined essentially as described5 after radiolabelling with [a-32P] cordycepin.
Benzonase treatment of SPO11–oligonucleotide complexes followed manufacturer’s
instructions (Novagen).

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Mouse mutant alleles and the Spo11b transgene were previously described10,18,28–30.
Experiments conformed to regulatory standards and were approved by the
MSKCC Institutional Animal Care and Use Committee. For measurement of
SPO11–oligonucleotide complexes, both testes from each mouse were used per
experiment, that is, littermate comparisons were made on a per-testis basis
(Supplementary Fig. 1). The anti-mouse SPO11 monoclonal antibody was pro-
duced from hybridoma cell line 180 (M.P.T., unpublished data).

Testis extract preparation, immunoprecipitation and western blot analysis were
performed essentially as described7. Testes were decapsulated, then lysed in 800ml
lysis buffer (1% Triton X-100, 400 mM NaCl, 25 mM HEPES-NaOH at pH 7.4,
5 mM EDTA). Lysates were centrifuged at 100,000 r.p.m. (355,040g) for 25 min in
a TLA100.2 rotor. Supernatants were incubated with anti-mouse SPO11 antibody
180 (5mg per pair of testes) at 4 uC for 1 h, followed by addition of 30–40ml
protein-A–agarose beads (Roche) and incubation for another 3 h. Beads were
washed three times with IP buffer (1% Triton X-100, 150 mM NaCl, 15 mM
Tris-HCl at pH 8.0). Immunoprecipitates were eluted with Laemmli sample buffer

and diluted six- to sevenfold in IP buffer. Eluates were incubated with additional
anti-mouse SPO11 antibody 180 at 4 uC for 1 h, followed by addition of 30–40ml
protein-A–agarose beads and incubation at 4 uC overnight. Beads were washed
three times with IP buffer and twice with buffer NEB4 (New England BioLabs).
SPO11–oligonucleotide complexes were radiolabelled at 37 uC for 1 h using
terminal deoxynucleotidyl transferase (Fermentas) and [a-32P] dCTP. Beads were
washed three times with IP buffer, boiled in Laemmli sample buffer and fractionated
on 8% SDS–PAGE. Complexes were transferred to a PVDF membrane by semi-dry
transfer (Bio-Rad). Radiolabelled species were detected and quantified with Fuji
phosphor screens and ImageGuage software. For western blot analysis, membranes
were probed with anti-mouse SPO11 antibody 180 (1:2,000 in PBS containing 0.1%
Tween 20 and 5% non-fat dry milk), then horseradish-peroxidase-conjugated
protein A (Abcam; 1:10,000 in PBS containing 0.1% Tween 20 and 5% non-fat
dry milk), and detected using the ECL1 reagent (GE Healthcare). The size distri-
bution of SPO11–oligonucleotides was determined by radiolabelling with [a-32P]
cordycepin then protease digestion followed by denaturing PAGE. Benzonase
treatment of SPO11–oligonucleotide complexes was performed as per manufac-
turer’s instructions (Novagen).
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Transacting siRNA (tasiRNA) biogenesis in Arabidopsis is initiated
by microRNA (miRNA) –guided cleavage of primary transcripts. In
the case of TAS3 tasiRNA formation, ARGONAUTE7 (AGO7)–
miR390 complexes interact with primary transcripts at two sites,
resulting in recruitment of RNA-DEPENDENT RNA POLYMERASE6
for dsRNA biosynthesis. An extensive screen for Arabidopsis mu-
tants with specific defects in TAS3 tasiRNA biogenesis or function
was done. This yielded numerous ago7 mutants, one dcl4 mutant,
and two mutants that accumulated low levels of miR390. A direct
genome sequencing-based approach to both map and rapidly
identify one of the latter mutant alleles was developed. This re-
vealed a G-to-A point mutation (mir390a-1) that was calculated to
stabilize a relatively nonpaired region near the base of the
MIR390a foldback, resulting in misprocessing of the miR390/
miR390* duplex and subsequent reduced TAS3 tasiRNA levels. Di-
rected substitutions, as well as analysis of variation at paralogous
miR390-generating loci (MIR390a and MIR390b), indicated that
base pair properties and nucleotide identity within a region 4–6
bases below the miR390/miR390* duplex region contributed to the
efficiency and accuracy of precursor processing.

high-throughput sequencing | miRNA | trans-acting siRNA

Small RNAs, including microRNA (miRNA), several classes
of endogenous small interfering RNA (siRNA), and Piwi-

associated RNA (piRNA), direct silencing activities that shape
transcriptomes and proteomes of eukaryotic organisms. miRNAs
arise from transcripts containing self-complementary foldback
structures that are initially processed to form 21–22nt miRNA/
miRNA* duplexes. In animals, primary transcripts with miRNA
foldbacks (pri-miRNA) are processed first by the Microprocessor
complex, which contains the RNase III-type protein Drosha and
its cofactor Pasha (also known as DGCR8 in humans), then by
Dicer, with partners that include the dsRNA-binding domain
protein Loquacious (1). Plants orchestrate both pri-miRNA and
pre-miRNA processing with the same (or very similar) complex,
which includes the RNase-III like enzyme DICER-LIKE1
(DCL1) as the catalytic component (2–5). DCL1 interacts with
the dsRNA binding protein HYPONASTIC LEAVES1 (HYL1)
and the zinc-finger protein SERRATE (SE), both of which
promote efficient and accurate miRNA biogenesis (2, 6–8).
The transacting siRNA (tasiRNA) class represents a speci-

alized type of amplification-dependent siRNA (9, 10). Primary
tasiRNA-generating transcripts are first processed by miRNA-
guided cleavage (11, 12). Either the 3′ (TAS1, TAS2 and TAS4
families) or 5′ (TAS3 family) cleavage product is stabilized and
converted to dsRNA by RNA-DEPENDENT RNA POLY-
MERASE6 (RDR6) (9, 10, 12, 13). Phased, 21-nt siRNAs are
generated in register with the miRNA-guided cleavage site
through sequential processing by DCL4. Routing of TAS3 pre-
cursor RNA requires two miRNA-guided events, both of which
involve AGO7-miR390 complexes (14, 15). Interaction of
AGO7-miR390 at a 3′ proximal target site results in primary

transcript cleavage, and sets the register for phased siRNA
generation. The 3′ cleavage function of AGO7-miR390 is ge-
neric, as any of several heterologous miRNA working through
AGO1 can substitute for AGO7-miR390 (15). A second miR390
target site at a 5′-proximal position in the processed precursor
interacts with AGO7-miR390 in a noncleavage mode (14, 16).
Here, we identify several mutants with defects in TAS3

tasiRNA biogenesis, including those with defects in theMIR390a-
derived foldback, revealing a key role for structures near the base
of the foldback for efficient and accurate miR390 processing.

Results and Discussion
Screen for TAS3-Based syn-tasiRNA–Deficient Mutants. TAS3a-based
synthetic (syn)-tasiRNAs with complementarity to the PDS
mRNA provide a visual readout for tasiRNA activity in trans-
genic Arabidopsis (15). The 35S:TAS3aPDS-1 construct yields
tandem syn-tasiRNAs from the 5′ D7[+] and 5′ D8[+] positions
in place of siRNA2141 and siRNA2142, also known as tasi-ARFs
(11, 12). These repress mRNAs encoding several AUXIN
RESPONSE FACTORS, including ARF3 and ARF4, regulation
of which is essential for proper developmental timing and lateral
organ development (15, 17, 18) (Fig. 1A). In wild-type (Col-0)
plants expressing 35S:TAS3aPDS-1, photobleaching emanates
from the midrib and major veins, with the phenotype most
prominent when viewed from the adaxial side of leaves (Fig. 1B)
(15). Syn-tasiRNA accumulation and photobleaching are sup-
pressed in plants containing loss-of-function rdr6-15, dcl4-2 and
zip-1 (AGO7-defective) mutations (15).
A screen for mutants with TAS3 tasiRNA specific defects was

done using the syn-tasiRNA line. Besides loss of photobleaching,
mutants with TAS3-specific defects were predicted to have 1) low
or no syn-tasiRNA and endogenous tasi-ARF (siRNA2142),
2) normal levels of TAS1 tasiRNA (siR255), 3) normal levels of
miRNA, such as miR171, that do not function in the TAS3
pathway, and 4) an accelerated vegetative phase change (AVPC)
phenotype, which is associated with loss of TAS3 tasiRNA (15,
17–20). TAS3 pathway-specific mutants were not expected to
have severe developmental defects, as would be expected for
general loss-of-miRNA function mutants (21, 22). The AVPC
phenotype is characterized by downward-curled rosette leaves,
giving the appearance of a narrow leaf phenotype, and early
development of abaxial trichomes (19). In all, 200 pools of
seedlings from the M2 generation were screened. A total of 355
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hygromycin-resistant (transgene-containing) individuals with a
reduced-photobleaching phenotype were recovered (Fig. 1C).
Of the mutants, 95 had relatively strong or severe vegetative

defects, and 44 had no visible morphological defects. Most of the
severely affected plants (class I) were dwarfed, had serrated
leaves, and resembled known miRNA-debilitated mutants, such
as those with hen1, hyl1, se, or strong hypomorphic ago1 alleles
(2, 8, 23) (Fig. S1). Among seven class I mutants analyzed, each
had reduced levels of miR171 and TAS1 siR255, indicating that
they were generally deficient in miRNA accumulation or activity
(Fig. S1). Class I mutants were not analyzed further.
As exemplified by mutant 104a5, 216 mutants had an AVPC

phenotype (Fig. 1 B and C). Approximately 64% (138) or 25%

(55) of these mutants lacked the TAS1 tasiRNA siR255 alto-
gether, or produced siR255-related small RNA that migrated
during electrophoresis as a 22-nt RNA, respectively, indicating
that they possessed general (TAS3 and TAS1) tasiRNA defects
(Fig. 1 C and D). These 193 plants with general tasiRNA defects
comprised class II mutants. Complementation analyses of a
random sampling of 15 mutants, including 90b5 (Fig. 1D), re-
vealed that the complete loss-of-siR255 subgroup within class II
was dominated by rdr6 (10) and sgs3 (5) mutants (Table S1).
Fourteen mutants produced 21-to-22 nt, size-shifted TAS1
siR255, and 14 of 14 of these possessed dcl4 defects based on
complementation tests (Table S1). Loss of DCL4 is known to

A

B
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F

C

Fig. 1. Syn-tasiRNA strategy, mutant screen, and character-
ization of class II and III mutants (A) Organization of syn-ta-
siRNA construct 35S:TAS3aPDS-1. The miR390/miR390 target
and syn-tasiRNA/PDS target sequences are shown in the ex-
panded diagrams. (B) Photobleached phenotype of 35S:TA-
S3aPDS-1-transformed Col-0 and a class II mutant (104a5)
recovered from the screen are shown next to nontransformed
Col-0 (wt). (C) Flowchart of the screen for TAS3 tasiRNA-de-
fective mutants using 35S:TAS3aPDS-1-transformed plants. (D
and E) Representative images and select small RNA blot pro-
files from parental 35S:TAS3aPDS-1 transformed Col-0 (T)
plants, reference mutants (rdr6-15 and zip1), and class II and
class III mutants. Small RNA data using each radiolabeled probe
in each panel were from the same blot. All small RNA, except
for TAS3 siR2142 in the 70b1 mutant, comigrated with the 21-
nt standard. (F) Mean (n = 3) relative level ± SD of TAS3
siR2142, miR390, miR171, and TAS1 siR255 (TAS3aPDS-1 = 1.0)
in several mutants.
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result in 22-nt size-shifted tasiRNA, because of the surrogate
activity of DCL2 (24–26).
Only 12% (26) of plants possessed an AVPC phenotype,

normal levels of 21-nt siR255, and normal levels of miR171 (Fig.
1C). Nearly all of these, which were designated as class III mu-
tants, possessed low or undetectable levels of TAS3 siR2142.
Among the class III mutants, complementation analysis revealed
23 independent ago7mutants, 14 of which were subjected to ago7
allele sequencing. Most of the ago7 alleles contained sub-
stitutions affecting the PIWI domain, whereas single mutants
with mid-domain or N-terminal domain substitutions were
identified (Table S1). A TAS3-specific dcl4 mutant (70b1), in
which TAS3 siR2142-related small RNA, but not TAS1 siR255,
was shifted to 22 nt, was recovered, although minor reductions of
both TAS1 and TAS3 tasiRNA were noted (Fig. 1E and Fig. S2).
The 70b1 dcl4 allele contained a nonconserved Gly-to-Arg sub-
stitution affecting a region between the PAZ domain and first
RNaseIII domain (Table S1).
Two recessive mutants, 52b2 and 87a3, could not be assigned to

any of the complementation groups tested through crosses to zip1,
rdr6-15, sgs3-11, and dcl4-2. These mutants had similar, moderate
AVPC phenotypes (Fig. 1E). The 52b2 mutant accumulated sig-
nificantly reduced levels siR2142 (44.9% compared with Col-0; P <
0.0028), but normal levels of miR171 and TAS1 siR255 (Fig. 1 E
and F). Interestingly, both 52b2 and 87a3 had low levels of miR390
(Fig. 1E), with quantitative blot assays revealing a significant dif-
ference (P < 0.0001) between 52b2 and Col-0 plants (Fig. 1F).

Identification of mir390a-1 by Pooled Genome Sequencing. In prin-
ciple, direct genome sequencing of a mutant genome using high-
throughput sequencing (HTS) technology can identify sites of
mutation. However, each EMS-mutagenized genome can possess
hundreds or thousands of changes in addition to the causal
mutation. We developed a strategy for direct sequencing of a bulk
segregant population of genomes for identification of the causa-
tive 52b2 mutation. A segregating F2 population from a cross
between 52b2 (Col-0 background) and the polymorphic accession
Ler was prepared, and 93 homozygous plants with both AVPC
and low photobleaching phenotypes were identified. DNA from
the 93 plants was pooled and subjected to high-throughput
sequencing, which provided 221,000,000 36-base reads.
A pipeline, Mapping and Assembly with Short Sequences

(MASS; Fig. 2A), was devised to map and assemble sequence data.
Approximately143,000SNPs (27)wereused to identify andquantify
Col-0- and Ler-specific reads from repeat-filtered sequences. The
ratios of summed Col-0 SNPs/summed Ler SNPs were calculated in
100,000 base windows (20,000 base scroll) across the Arabidopsis
genome. A major peak of enriched Col-0 SNPs was identified on
chromosome II (Fig. 2B). In addition, several minor peaks of Col-0-
enriched SNPswere identified around pericentromeric regions. The
basis for these minor peaks was not determined conclusively, al-
though thepeaksmay reflectmiscalled SNPs that do not exist inLer.
A1.52-Mbregionencompassing themajorCol-0–enrichedpeakwas
assembled with the program Mapping and Assembly with Quality
(MAQ) (28) using all high-quality sequencing reads, revealing five

A

D E

B C

Fig. 2. High-throughput sequencing of the 52b2 mutant genome and identification of the causal mutation (A) Flowchart of sequence-based mapping and
mutation identification using a bulk segregant population. (B) Scrolling window plot of ratios (Col-0/Ler) of total SNPs detected in the bulk segregant sequence
dataset. (C) A 152-Mb interval spanning the major Col-0–enriched region of chromosome 2 is illustrated. Each nucleotide position that deviates from the ref-
erence genome position is indicated by an arrow. The complete or partial sequences of mapped reads from a 50-base segment (chromosome 2 16069100–
16069149) from the MIR390a locus is shown in the expanded portion. (D) Restoration of photobleaching phenotype in 52b2 mutant plants by transformation
with a wild-type MIR390a transgene. (E). Foldback sequence and predicted structure from wild-type MIR390a and mutant 52b2 mir390a-1 alleles. The position
corresponding to the mutation is indicated by arrows. For comparative purposes, four foldback domains were assigned, as indicated by the brackets.
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G-to-A or C-to-T changes that were consistent with EMS-induced
mutation (Table S2). One mutation affected the sequence at the
base of the foldback fromMIR390a (Fig. 2C andD). Portions of the
87a3 mutant genome were sequenced manually across the loci
corresponding to the G-to-A or C-to-T positions in 52b2, revealing
exactly the samemir390mutation but wild-type Col-0 sequences at
each of the other positions. Thus, 52b2 and 87a3 were independent
mutants containing the samemir390a allele (mir390a-1). A genomic
fragment containing wild-type MIR390a was introduced into 52b2
mutantplants. This restored photobleaching to the52b2mutant line
and partially suppressed the leaf curling phenotype (Fig. 2E), con-
firming that themir390a-1mutation was causal.
The sequencing-based approach that identified the mir390a-1

mutation should be broadly applicable to identification of other
markerless (e.g., EMS-induced) mutations. The major benefit of
the approach is the simultaneous mapping and sequencing at a
genome-wide level. The ability to score all known polymorphisms
in individuals from the mapping population affords tremendous
marker density, and the MASS pipeline provides a straightfor-
ward route to identification of a small number of candidate genes
within a relatively small interval of 1–2 Mb. Similar high-
throughput sequencing-based approaches for identification of
casual mutations were presented recently (29–31).
The mir390a-1 mutation affects position 94 (G94-to-A94

substitution) from the 5′ end of the predicted foldback. Using
both mFOLD and RNAFold (32, 33), G94 in the wild-type se-
quence was predicted to be nonpaired, or to base pair with U12
with low probability, in the “C region” of the foldback below the
miR390/miR390* segment (Fig. 2D). In mir390a-1, A94 was
predicted to base pair with high probability to U12 (Fig. 2D).
Due to the distance of the mutation away from the miR390/
miR390* segment and the variability of this position between
MIR390a andMIR390b (discussed below), this position may have
been overlooked in a directed mutagenesis approach to identify
precursor processing determinants.

Defective Processing of themir390a-1 Foldback.MIR390a,mir390a-1,
and the paralogous MIR390b loci specify the identical miR390
sequence, but the foldbacks differ in sequence and predicted

base-pair structure. The C region from the MIR390b foldback
contains more predicted base-paired positions at and adjacent to
C112, which occupies the spatially equivalent position as G94 in
MIR390a (Fig. 3 A and B). The effects of the mir390a-1 A94
mutation, as well as the differences in the C region between
MIR390a and MIR390b foldbacks, on miR390 biogenesis and
TAS3 tasiRNA formation, were tested in a transient expression
assay using Nicotiana benthamiana plants (34).
35S:MIR390a, 35S:mir390a-1, and 35S:MIR390b were ex-

pressed individually to analyze miR390 biogenesis and accumu-
lation, or coexpressed with 35S:TAS3aPDS-2 (syn-tasiRNA) and
35S:HA-AGO7 to test for TAS3 tasiRNA initiation activity.
Compared with 35S:MIR390a, 35S:mir390a-1 yielded miR390 at
28.3% (P < 3.02 × 10−5) or 28.6% (P < 0.002) when expressed
individually or with the other TAS3 tasiRNA components, re-
spectively (Fig. 3A), which was consistent with the low levels of
TAS3 tasiRNA detected in the 52b2 mutant plants (Fig. 1 E and
F). Interestingly, 35S:MIR390b also yielded low levels of miR390
when expressed individually (17.0%, P < 9.11 × 10−6) or with
TAS3 tasiRNA components (19.8%, P < 0.0019)(Fig. 3A). In
addition, the functional amounts of miR390, as reflected by the
levels of TAS3-based syn-tasiRNA, were significantly lower using
35S:mir390a-1 (21.9%, P < 0.0072) and 35S:MIR390b (33.5%,
P < 0.013), compared with using 35S:MIR390a (Fig. 3A). These
data suggest that processing of the mir390a-1 and MIR390b
foldbacks occurs inefficiently.
To analyze processing accuracy of MIR390a, mir390a-1, and

MIR390b foldbacks, small RNA libraries from triplicate samples
were subjected to high-throughput sequencing analysis after tran-
sient expression in N. benthamiana. Reads were first normalized
based on library size and spike-in standards (35). Reads fromwithin
29-nt windows, centered around the middle of the annotated
miR390 or miR390* sequences, were analyzed for size, 5′ position,
and 3′ position. The information content of each dataset was used
to calculate Shannon's entropy (H) (36, 37), providing measures of
small RNA uniformity or processing accuracy at both ends of each
sequence (Fig. 3 B and C; SI Methods). MIR390a yielded pre-
dominantly 21-nt, canonical miR390 with highly uniform 5′ and 3′
ends, and moderately heterogeneous 20–21 nt miR390* sequences

A

C

B

Fig. 3. Foldback processing and TAS3 tasiRNA-
initiation activity of mir390a-1 in transient as-
says. (A) Accumulation of miR390 and TAS3 syn-
tasiRNA in N. benthamiana transient assays.
One of three independent replicates is shown.
Mean (n = 3) relative miR390 (blue) and TAS3a
(red) syn-tasiRNA levels ± SD (lane 2 and lane 5
= 1.0) are shown. Syn-tasiRNA levels were
measured only in assays containing 35S:TA-
S3aPDS-2 (lanes 5–8). U6 RNA is shown as a
loading control. (B) Analysis of miR390 and
miR390* sequences after transient expression
of MIR390a, mir390a-1, and MIR390b. Pro-
portions of reads containing specific sequences
are plotted as stacked bars based on size (color
coded), 5′ position and 3′ position, with end
positions aligned to the respective sequences
shown in the foldbacks. miR390 and related
sequences are plotted upward, and miR390*
sequences are plotted downward. (C) Shan-
non's entropy (H) for 5′ end (x axis), 3′ end (y
axis) and size (gray scale) of small RNA pop-
ulations shown in (B). High H values reflect high
information content, which correlates with
variability.
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with uniform 5′ ends but with 3′ ends from twomajor positions (Fig.
3B, Fig. S3 andTable S3). In contrast, 35S:mir390a-1 yielded 5′-, 3′-
, and size-heterogeneous miR390 and miR390* sequences, with
only 45.6% ± 22.6% of miR390-related sequences containing ac-
curately processed 5′ and 3′ ends (Fig. 3B and Fig. S3). This was
reflected in high H values for each 35S:mir390a–derived miR390
and miR390* parameter (Fig. 3C). MIR390b yielded sequences
with intermediate processing accuracy. Both ends of miR390, and
the 5′ end of miR390*, exhibited more heterogeneity than the
comparable ends of sequences from MIR390a (Fig. 3 B and C).
Combined with the syn-tasiRNA biogenesis data (Fig. 3A), these
experimental findings indicate that the mir390a-1 mutation affects
both processing accuracy and efficiency, resulting in low levels of
functional miR390. The findings also indicate that MIR390b pos-
sesses the properties of a low-efficiency mutant allele. Natural
variation affecting foldback structure and miRNA biogenesis has
been shown previously in plants and animals (38, 39).

Mutational Analysis of the MIR390a Foldback. The G-to-A sub-
stitution in the mir390a-1 mutant could conceivably debilitate
processing because of a change in foldback base pairing, loss of a
base determinant, or both. Computational analysis of predicted
foldback variants suggested that themir390a-1 structure possessed
a higher probability of base pairing between U12 and A94, com-
pared with the probability of pairing between U12 and G94 in the
wild-type foldback (Fig. 4A). This was reflected in a lower calcu-
lated entropy at both positions in themir390a-1 foldback (Fig. 4A)
(36, 37). The MIR390b predicted foldback, with even more ex-
tensive base pairing, yielded lower calculated positional entropies
at nearly all bases in region C (Fig. 4A) (36, 37). Seven 35S:
MIR390a mutants with substitutions at either position 94 and/or
position 12 were constructed (Table S4). Including mir390a-1, the
series resulted in foldbacks containing all possible single-base
substitutions at both positions, and two combinations of dual-base
substitutions (Fig. 4A). In addition, the sequences comprising
MIR390a region C were substituted for the approximate equivalent
sequences fromMIR390b. Predicted foldback structures, positional
entropies and miR390 biogenesis levels in a transient assay
were determined.
Each substitution at position 94 (mir390a-1, mir390a-94U, and

mir390a-94C) resulted in significantly (P < 0.003) lower miR390
levels compared with wild-type MIR390a, although the mir390a-
94U andmir390a-94C defects were only modest (Fig. 4B). Unlike
mir390a-1, mir390a-94U, and mir390a-94C mutations were not
predicted to base pair with U12 (Fig. 4A). These data generally
reinforce a role for G94, as either a single base-determinant or a
high-entropy, weak–base-pair partner with U12. Among the po-
sition 12 substitutions,mir390-12C was significantly (P < 8.8 10−9)
debilitated for miR390 biogenesis and was predicted to form a
low-entropy base pair with G94. mir390a-12A retained both A12
and G94 in a predicted nonpaired configuration and yielded wild-
type levels of miR390 (Fig. 4). These position 12 mutants lend
support to the idea that a nonpaired or weakly paired G94 con-
tributes to miR390 biogenesis. In contrast, mir390a-12G was
predicted to adopt a fold involving low-entropy, highly base-paired
12G andG94 positions, but led to wild-type levels of miR390 (Fig.
4). However, themir390a-12G local stem structure was predicted
to include novel, high-entropy asymmetric bulges that differed
from the comparable positions from MIR390a (Fig. 4A).
Among the double mutants, mir390a-12C94A contained the

A94 mutation from mir390a-1 and a base-pair–disrupting change
at position 12 (Fig. 4A). This mutant was highly debilitated for
miR390 biogenesis, indicating that the mir390a-1 defect (A94)
was not due solely to the increased base pair configuration be-
tween positions 12 and 94 (Fig. 4). Interestingly, the mir390a-
12G94U mutant foldback, which contained the G and U posi-
tions from wild-type MIR390a reversed, yielded nearly wild-type
levels of miR390 (Fig. 4).

Substitution of the base of the MIR390a stem with that from
MIR390b led to significant (P < 6.73 10−6) debilitation of
miR390 formation (Fig. 4 B and C). The mutant foldback region
C was predicted to contain the same low-entropy, highly base-
paired configuration as predicted for MIR390b foldback (Fig.
4A). However, the functional significance of the MIR390b locus
remains unclear.
The relatively high diversity of sequences, sizes, and secondary

structures of plant MIRNA foldbacks (40) means that processing
determinants are not particularly obvious. Based on in vitro pro-
cessing assays with MIR167b foldbacks, DCL1 is sufficient to cat-
alyze ATP-dependent pri- and premiRNA transcript processing,
although only aminority of such products possess accurate 5′ and 3′
ends (6). The dsRNA binding motifs of DCL1 may provide a basal
function for foldback recognition. However, inclusion of both SE
and HYL1 in these reactions increases the rate and accuracy of
processing (6, 41). Thismay indicate that SE andHYL1 function as
accessory factors that position DCL1 accurately on substrates
through interaction with one or more foldback structural features.
We propose that the inaccurate and inefficient processing of the
mir390a-1 foldback is due to loss of interaction with key factors

A

B

C

Fig. 4. Directed mutational analysis of MIR390a foldback (A) Predicted base
pair structure ofMIR390a andMIR390b foldbacks (Left). Enlarged region corre-
sponds to the bracketed region for 11 mutant or variant foldbacks (Right). Po-
sitions12(U inMIR390a) and84 (GinMIR390a) are indicatedbyarrows.Positional
entropy values range from0 (red) to 1.6 (purple) for allMIR390a-based foldbacks
and 1.8 (purple) forMIR390b. Folding and Shannon's entropy values reflect the
probabilityofvariantbase-pair statesandwerecalculatedusingRNAfold. (B) Blot
assays formiR390derived fromexpression of 35S:MIR390a (lane 1), 35S:MIR390b
(lane 2), 35S:mir390a-1 (lane 3), and each directedmutant construct (lanes 4–11)
are shown, along with a negative control sample expressing empty vector (V).
Oneof six independent replicates is shown.U6RNAis shownasa loading control.
(C) Mean relative miR390 levels ± SD (35S:MIR390a = 1.0).
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promoting miRNA biogenesis. In particular, it is attractive to
consider G94 in a flexible, high-entropy context as a recognition
determinant for HYL1 and/or SE. Both SE and HYL1 promote
miR390 accumulation in vivo (23, 42). Importantly, the effects of
the mir390a-1 mutation on foldback processing in transient assays
are very similar to the effects ofMIR167b foldback processing in the
absence of SE and HYL1 in vitro (6). It seems unlikely, however,
that foldback position G94 is the sole determinant for such inter-
actions, as there is high sequence and structural diversity at this
position among foldbacks from conserved MIRNA families. By
analogy with the Drosha-Pasha/DGCR8 complex interacting with
the base of animal foldbacks (43), features defining the junction
between the base of the stem and the nonpaired region outside of
the stem may also interact with the DCL1-HYL1-SE complex for
positioning of thefirst set of cuts at the proximal end of themiRNA/
miRNA* duplex. Indeed, Mateos et al. (44), Song et al. (45), and
Werner et al. (46) revealed a key role for a single-stranded/base-

paired stem junction ∼15 nucleotides from the miRNA/miRNA*
duplex in accurate processing of many Arabidopsis miRNAs.

Methods
References for rdr6-15, dcl4-2, sgs3-11, hen1-1, hyl1-2, se-2, hst-15, dcl1-7,
and zip-1 alleles were described (12). Detailed descriptions, protocols, and
references for transgenic plant materials, RNA blot assays, transient ex-
pression assays in N. benthamiana, Arabidopsis mutagenesis and genetic
screen, sequencing and analysis of small RNA populations, and the MASS
pipeline are provided in SI Methods.
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SI Methods
Construction of Transgenes. Transgene sequences were PCR-
amplified from genomic DNA. Constructs yielding syn-tasiRNA
and miRNA were generated by site-overlap extension as pre-
viously described (1) and introduced into the vectors pMDC32,
pGWB2, or pGWB1 (2, 3). Modified MIR390 constructs were
designed as described (4). These were introduced into pENTR/
D-TOPO (Invitrogen) and subsequently recombined with LR
clonase (Invitrogen) into pMDC32 (2).

Conventional Sequencing. Sequencing using the Sanger method
was done using the National Center for Biotechnology Infor-
mation (NCBI) primer design tool (available at http://www.ncbi.
nlm.nih.gov/tools/primer-blast/). For sequencing EMS-induced
mutations in Arabidopsis genomic DNA, two independent PCR
products were gel purified and sequenced along with fragments
from a nonmutagenized parental control.

RNA-Blot Assays. RNA was isolated using TRIzol reagent (Invi-
trogen). Two chloroform extractions were done and RNA was
precipitated in an equal volume of isopropanol for 20 min. RNA
blot assays were performed as described (5). Briefly 5, 10, or 20 μg
of total normalizedRNAwas resolved by denaturing PAGE.RNA
was transferred to positively charged nitrocellulose membranes.
DNA or LNA probes were end-labeled using [32]ATP and Opti-
kinase (USB). Probes were hybridized to RNA on membranes at
38–50° C. Quantification of small RNA blot hybridization in-
tensities was done using an Instant Imager (Packard Bioscience)
and normalized relative to the parental TAS3aPDS-1 transformed
control or appropriate transient assay control.

Genomic Sequencing. A bulk segregant population (F2) from a
cross between the 52b2 mutant and the polymorphic parent Ler
was generated. Homozygous mutant plants (92 individuals) were
inferred based on phenotype, and DNA was isolated from each
and pooled. Sequence analysis was done with an Illumina
Genome Analyzer I (GA I). Seven lanes of a paired-end flow cell
were used. The Illumina genomic DNA sample preparation
protocol was followed with modifications. After the PCR am-
plification step, additional gel purification was done to remove
adapter–adapter product. Sequencing and base calling were
done according to the manufacturer's recommendations, result-
ing in 221.5 million independent reads.

MASS.Reads from the bulk segregant population were mapped to
the Arabidopsis (Col-0, TAIR8) genome using Cache Assisted
Hash Search using XOR logic (CASHX) (6), resulting in ∼12×
average coverage for perfect-match reads (1.6 GB). Using
143,508 available SNPs (6), a database of 71-bp sequences cen-
tered on each SNP (Col-0 vs. Ler) was created. When 71mers
overlapped, they were joined into one larger database entry. Il-
lumina 1G reads were aligned to entries in the database using
CASHX. Reads that hit Col-0 or Ler SNPs were summed in
100,000-bp windows, using a 20,000-bp scroll, and ratios were
calculated. These ratios were plotted using R and visualized (Fig.
2B). Illumina reads that aligned with up to two mismatches to
ChrII:15800000–17320000 were parsed using Short Oligonu-
cleotide Analysis Package (SOAP) (7). Using the MAQ program
easyrun (8), 967,616 sequences (with their Illumina-based quality
scores) that mapped with two mismatches or less to the 1.5-MB
interval were assembled. An A-to-G difference at genome co-
ordinate ChrII:16766679 was detected, but this was due to a

bona fide difference between the reference and initially muta-
genized genome. Four of the G-to-A mutations were sequenced
using the Sanger method and confirmed as post-EMS specific in
the 52b2 mutant.
TheMASS package contains scripts to run CASHX, SOAP and

MAQ, and is available for download (http://jcclab.science.ore-
gonstate.edu/MASS). In addition to the MASS mapping and
alignment tools, the MASS package contains the entire pipeline
used to identify the mir390a-1 mutation. It includes programs for
creating plots of SNP enrichment, alignment with MAQ, and
filtering of SNPs. MASS is designed to take any indicated read
length and to create an appropriate database of sequences
centered on a SNP nucleotide, forcing each read to align across
the SNP site. The MASS pipeline filters the SNP data set (cns.
snp) from the MAQ output. Using Illumina quality scores, data
are filtered based on the following criteria: consensus base is a
true base; a phred-like quality score of 43; a minimum read
depth of 5; a maximum read depth of 50; and no second-best
base call. The phred-like quality score is based on Illumina
quality scores. In part, these filtering values are based on ∼12×
coverage; quality scores and read depth may be adjusted based
on coverage, read length, and quality of reads.

Small RNA Sequencing from Transient Expression Assays. Small RNA
amplicons were prepared in triplicate as described (9). Four
synthetic oligoribonucleotides (Std2, Std3, and Std6 [see ref. 9]
and Std11 [pUGUCCGACACGAUGCAGAUCC]) were added
to 40 μg total RNA per sample before amplicon preparation at
four concentrations (Std11, 0.0001 pmol; Std6, 0.001 pmol; Std3,
0.01 pmol; Std2, 0.1 pmol). In addition, samples were barcoded
using four variants of the standard 5′ adaptor (5′GUUCAGA-
GUUCUACAGUCCGACGAUAAC3′ [barcode A], 5′GUU-
CAGAGUUCUACAGUCCGACGAUCCC3′ [barcode C], 5′
GUUCAGAGUUCUACAGUCCGACGAUGGC3′ [barcode
G], and 5′GUUCAGAGUUCUACAGUCCGACGAUUUC3′
[barcode U], barcoded sequence underlined) and multiplexed.
Sequencing by synthesis was done with an Illumina Genome
Analyzer I (GAI). Multiplexed amplicons (four samples, 2.5
pmol total) were added per lane. Reads were computationally
parsed based on detection of the 5′ barcode (AAC, CCC, GGC,
or TTC) and the first six nucleotides of the 3′ adapter
(CTGTAG). Read proportions were based on total reads (18–24
nts) that matched perfectly within a 29-base window surrounding
the annotated miR390 or miR390* sequences from MIR390a
and MIR390b. Control samples to measure the low levels of
endogenous miR390-related sequences in N. benthamiana leaves
were prepared after transient expression of 35S:GUS (Table S4).
Sequence and size information content from miR390-related
sequences recovered after the transient assays was analyzed us-
ing Shannon's entropy formula (10). Calculations were done
independently for 5′ end, 3′ end and size.

Mutagenesis of MIR390a. Six oligos were used to create MIR390a
substitution constructs. Briefly, 5′ and 3′ fragments that partially
overlapped the MIR390a foldbacks were amplified with KOD
polymerase (Novagen) using a plasmid containing 35S:MIR390a
as template. The MIR390a genomic primers flanked the miR390
sequence by 250 nucleotides on each side:

MIR390a F [caccTATAGGGGGGAAAAAAAGGTAG]
MIR390a R [GAGACTAAAGATGAGATCTA]
MIR390b F 5′ [caccTTCCAAAATATGTAATATGGGGA]
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MIR390b R 5′ [CTAACAAACTGCTTAGATGTGTGAA].

SequencesCACCon forward primers are not genomic, butwere
added for cloning into pENTR/D-TOPO (Invitrogen). Forward
primers were combined with RI primers, while reverse flanking
primers were combined with F2 primers (Table S3). Fragments
were gel purified, then mixed with loop containing fragments, or
overlapping oligos containing loop sequence, in a second round
of PCR. Round 2 PCR fragments were gel purified.

Entropy Calculations. Shannon's entropy formula (10) was used to
quantify the diversity of reads mapping to the miRNA or miR-
NA* from small RNA amplicons. Similarly, Shannon's entropy
formula is used by RNAfold as a measurement of the diversity of

base pair probability of each position in RNA secondary struc-
tures. Shannon's entropy (H) will vary from zero, where only one
specific miRNA position, size, or type of base pairing is possible,
up to log2(x) where all positions, size, or type of base pairing
occur at the same frequency.

RNA Folding.Computational analysis of foldback sequences shown
in Fig. 4A was done using RNAfold (11) with the following op-
tions: -p -T 22 -d2. Shannon's entropy (10) at each position was
calculated using the program RNApdist.pl by summing entropy
values for all base pairing probabilities, as well as the probability
of not base pairing (1 − sum of base-pair probabilities). Color
coding of entropy values was done using the program relplot.pl.
All programs are part of the Vienna package (12).
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Fig. S1. Characterization of class I mutants (A) Representative images and select small RNA blot profiles from parental 35S:TAS3aPDS-1 transformed Col-0 (T)
plants, reference mutants (hen1-5 and ago1-25 ), and class I mutants. Small RNA data using each radiolabeled probe in each panel were from the same blot.

Fig. S2. Quantification of small RNA accumulation in the dcl4 mutant 70b1. (A) Mean (n = 3) relative level ± SD of TAS3 siR2142, TAS1 siR255, miR171, and
miR390 (TAS3aPDS-1 = 1.0).
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Fig. S3. Percentage of small RNA reads mapping within a 29-nt window centered on miR390 or miR390* from transient expression assay (A–D) Percentage of
small RNA reads mapping to miR390 or miR390* from a transient expression assay. Offset refers to the 5′ position of reads, where 0 is the 5′ position of miR390
or miR390*. A negative offset refers to positions 5′ upstream of miR390 or miR390*, whereas positive offset refers to positions 3′ downstream of miR390 or
miR390*. Reads were mapped against appropriate, infiltrated MIR390 foldback, or, in the case of 35S:GUS, reads were mapped to both MIR390a and MIR390b.
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Table S1. Position of ago7 and dcl4 mutations

Allele
Genomic
coordinate

AGI gene
coordinate

Transcript
coordinate

Reference
base

Mutant
base

Reference
amino acid

Mutant
amino acid

Independent
alleles Domain

Ago7-2 1:26107506 1325 778 C T Q stop 1 Near N-term
Ago7-3 1:26105772 3059 2429 G A S N 1 Piwi
Ago7-4 1:26105371 3460 2831 G A R K 2 Piwi
Ago7-5 1:26105954 2877 2248 G A A T 4 Piwi
ago7-6 1:26105896 2935 2306 C T S F 1 Piwi
ago7-7 1:26106454 2377 1748 G A G E 1 Mid
ago7-8 1:26106199 2632 2003 C T S L 1 Piwi
ago7-9 1:26106703 2128 - G A Splice junction 1 Piwi
ago7-10 1:26105750 3081 2452 C T L F 1 Piwi
ago7-11 1:26105735 3096 2467 C T Q Stop 1 Piwi
ago7-12 1:26105882 2949 2320 C T Q Stop 1 Piwi
ago7-13 1:26106197 2634 2005 G A E K 1 Piwi
dcl4-7 5:6862527 6742 3382 G A G R 1 Between PAZ and RNase III
dcl4-8 5:6863775 5492 2546 G A W Stop 1 Between dsRBD and PAZ
dcl4-9 5:6862527 5429 2483 G A G D 1 Between dsRBD and PAZ

Table S2. Polymorphisms in the 1.52-Mb mapping interval in 52b2 and 87a3 mutants

Locus Feature Reference base 52b2 87a3 MAQ quality score Read depth Both strands

2:15841833 Intergenic G A G 75 16 Y
2:16069126 MIR390a G A A 54 9 Y
2:16766679 Intergenic A* G G 51 8 Y
2:16883030 Transposon C T C 45 6 Y
2:17096007 AT2G40950 G A G 51 8 Y
2:17302163 AT2G41470 G A G 63 12 Y

*Reference base refers to TAIR8 sequence data. Sequence data revealed a G at position 2:16766679 in the
parental line, 52b2, and 87a3, indicating a difference between the TAIR8 reference sequence and our Col-0
isolate.

Table S3. Small RNA reads mapping within a 29-nt window
centered on miR390 or miR390* from transient expression assays

Sample and reads Replicates (barcode)

35S:MIR390a - miR390 reads 2146 (C) 634 (A) 439 (U)
35S:MIR390a - miR390* reads 1135 (C) 917 (A) 305 (U)
35S:mir390a-1 - miR390 reads 413 (G) 1018 (C) 473 (A)
35S:mir390a-1 - miR390* reads 689 (G) 623 (C) 654 (A)
35S:MIR390b - miR390 reads 351 (U) 125 (G) 310 (C)
35S:MIR390b - miR390* reads 290 (U) 217 (G) 396 (C)
35S:GUS - miR390 reads 14 (A) 46 (U) 36 (G)
35S:GUS - miR390* reads 11 (A) 30 (U) 28 (G)
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Table S4. Primers used to design MIR390-based constructs

Primer description Sequence*

MIR390a R primer I GGCGCTATCCCTCCTGAGCTTTACAGATTCTTCTCTACTTTG
MIR390a F primer II GGCGCTATCCATCCTGAGTTTCATTGGCTCTTCTTACTACAATG
MIR390a F primer III AAGCTCAGGAGGGATAGCGCCATGATGATCACATTCGTTATC
MIR390a R primer IV TGAAACTCAGGATGGATAGCGCCAAAAAATAGATAACGAATGTGATC
mir390a R primer I 12C GGCGCTATCCCTCCTGAGCTTTACAGGTTCTTCTCTACTTTG
mir390a R primer I 12G GGCGCTATCCCTCCTGAGCTTTACAGCTTCTTCTCTACTTTG
mir390a R primer I 12A GGCGCTATCCCTCCTGAGCTTTACAGTTTCTTCTCTACTTTG
mir390a F primer II 96A GGCGCTATCCATCCTGAGTTTCATTGACTCTTCTTACTACAATG
mir390a F primer II 96C GGCGCTATCCATCCTGAGTTTCATTGCCTCTTCTTACTACAATG
mir390a F primer II 96U GGCGCTATCCATCCTGAGTTTCATTGTCTCTTCTTACTACAATG
mir390a/b-Cswap R primer I GGCGCTATCCCTCCTGAGCTTTATAGCTATTTCTCTACTTTG
mir390a/b-Cswap F primer II GGCGCTATCCATCCTGAGTTTCATAGCTTCTTCTTACTACAATG
MIR390a_loop_F AAGCTCAGGAGGGATAGCGCCATGATGATCACATTCGTTATCTATTTTTTGGCGCTATCCATCCTGAGTTTCA
MIR390a_loop_R TGAAACTCAGGATGGATAGCGCCAAAAAATAGATAACGAATGTGATCATCATGGCGCTATCCCTCCTGAGCTT
MIR390b F primer III AGAATCTGTAAAGCTCAGGAGGGATAGCGCCATGGCTCACCAGTGCTGATG
MIR390b R primer IIII AGAGCCTTTGGAACTCAGGATGGATAGCGCCAACAGATATACATGTA

*Boldface nucleotides represent nucleotide substitutions in MIR390a constructs.
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A 2.91-billion base pair (bp) consensus sequence of the euchromatic portion of
the human genome was generated by the whole-genome shotgun sequencing
method. The 14.8-billion bp DNA sequence was generated over 9 months from
27,271,853 high-quality sequence reads (5.11-fold coverage of the genome)
from both ends of plasmid clones made from the DNA of five individuals. Two
assembly strategies—a whole-genome assembly and a regional chromosome
assembly—were used, each combining sequence data from Celera and the
publicly funded genome effort. The public data were shredded into 550-bp
segments to create a 2.9-fold coverage of those genome regions that had been
sequenced, without including biases inherent in the cloning and assembly
procedure used by the publicly funded group. This brought the effective cov-
erage in the assemblies to eightfold, reducing the number and size of gaps in
the final assembly over what would be obtained with 5.11-fold coverage. The
two assembly strategies yielded very similar results that largely agree with
independent mapping data. The assemblies effectively cover the euchromatic
regions of the human chromosomes. More than 90% of the genome is in
scaffold assemblies of 100,000 bp or more, and 25% of the genome is in
scaffolds of 10 million bp or larger. Analysis of the genome sequence revealed
26,588 protein-encoding transcripts for which there was strong corroborating
evidence and an additional ;12,000 computationally derived genes with mouse
matches or other weak supporting evidence. Although gene-dense clusters are
obvious, almost half the genes are dispersed in low G1C sequence separated
by large tracts of apparently noncoding sequence. Only 1.1% of the genome
is spanned by exons, whereas 24% is in introns, with 75% of the genome being
intergenic DNA. Duplications of segmental blocks, ranging in size up to chro-
mosomal lengths, are abundant throughout the genome and reveal a complex
evolutionary history. Comparative genomic analysis indicates vertebrate ex-
pansions of genes associated with neuronal function, with tissue-specific de-
velopmental regulation, and with the hemostasis and immune systems. DNA
sequence comparisons between the consensus sequence and publicly funded
genome data provided locations of 2.1 million single-nucleotide polymorphisms
(SNPs). A random pair of human haploid genomes differed at a rate of 1 bp per
1250 on average, but there was marked heterogeneity in the level of poly-
morphism across the genome. Less than 1% of all SNPs resulted in variation in
proteins, but the task of determining which SNPs have functional consequences
remains an open challenge.

Decoding of the DNA that constitutes the
human genome has been widely anticipated
for the contribution it will make toward un-

derstanding human evolution, the causation
of disease, and the interplay between the
environment and heredity in defining the hu-
man condition. A project with the goal of
determining the complete nucleotide se-
quence of the human genome was first for-
mally proposed in 1985 (1). In subsequent
years, the idea met with mixed reactions in
the scientific community (2). However, in
1990, the Human Genome Project (HGP) was
officially initiated in the United States under
the direction of the National Institutes of
Health and the U.S. Department of Energy
with a 15-year, $3 billion plan for completing
the genome sequence. In 1998 we announced
our intention to build a unique genome-
sequencing facility, to determine the se-
quence of the human genome over a 3-year
period. Here we report the penultimate mile-
stone along the path toward that goal, a nearly
complete sequence of the euchromatic por-
tion of the human genome. The sequencing
was performed by a whole-genome random
shotgun method with subsequent assembly of
the sequenced segments.

The modern history of DNA sequencing
began in 1977, when Sanger reported his meth-
od for determining the order of nucleotides of

DNA using chain-terminating nucleotide ana-
logs (3). In the same year, the first human gene
was isolated and sequenced (4). In 1986, Hood
and co-workers (5) described an improvement
in the Sanger sequencing method that included
attaching fluorescent dyes to the nucleotides,
which permitted them to be sequentially read
by a computer. The first automated DNA se-
quencer, developed by Applied Biosystems in
California in 1987, was shown to be successful
when the sequences of two genes were obtained
with this new technology (6). From early se-
quencing of human genomic regions (7), it
became clear that cDNA sequences (which are
reverse-transcribed from RNA) would be es-
sential to annotate and validate gene predictions
in the human genome. These studies were the
basis in part for the development of the ex-
pressed sequence tag (EST) method of gene
identification (8), which is a random selection,
very high throughput sequencing approach to
characterize cDNA libraries. The EST method
led to the rapid discovery and mapping of hu-
man genes (9). The increasing numbers of hu-
man EST sequences necessitated the develop-
ment of new computer algorithms to analyze
large amounts of sequence data, and in 1993 at
The Institute for Genomic Research (TIGR), an
algorithm was developed that permitted assem-
bly and analysis of hundreds of thousands of
ESTs. This algorithm permitted characteriza-
tion and annotation of human genes on the basis
of 30,000 EST assemblies (10).

The complete 49-kbp bacteriophage lamb-
da genome sequence was determined by a
shotgun restriction digest method in 1982
(11). When considering methods for sequenc-
ing the smallpox virus genome in 1991 (12),
a whole-genome shotgun sequencing method
was discussed and subsequently rejected ow-
ing to the lack of appropriate software tools
for genome assembly. However, in 1994,
when a microbial genome-sequencing project
was contemplated at TIGR, a whole-genome
shotgun sequencing approach was considered
possible with the TIGR EST assembly algo-
rithm. In 1995, the 1.8-Mbp Haemophilus
influenzae genome was completed by a
whole-genome shotgun sequencing method
(13). The experience with several subsequent
genome-sequencing efforts established the
broad applicability of this approach (14, 15).

A key feature of the sequencing approach
used for these megabase-size and larger ge-
nomes was the use of paired-end sequences
(also called mate pairs), derived from sub-
clone libraries with distinct insert sizes and
cloning characteristics. Paired-end sequences
are sequences 500 to 600 bp in length from
both ends of double-stranded DNA clones of
prescribed lengths. The success of using end
sequences from long segments (18 to 20 kbp)
of DNA cloned into bacteriophage lambda in
assembly of the microbial genomes led to the
suggestion (16 ) of an approach to simulta-
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neously map and sequence the human ge-
nome by means of end sequences from 150-
kbp bacterial artificial chromosomes (BACs)
(17, 18). The end sequences spanned by
known distances provide long-range continu-
ity across the genome. A modification of the
BAC end-sequencing (BES) method was ap-
plied successfully to complete chromosome 2
from the Arabidopsis thaliana genome (19).

In 1997, Weber and Myers (20) proposed
whole-genome shotgun sequencing of the
human genome. Their proposal was not well
received (21). However, by early 1998, as
less than 5% of the genome had been se-
quenced, it was clear that the rate of progress
in human genome sequencing worldwide
was very slow (22), and the prospects for
finishing the genome by the 2005 goal were
uncertain.

In early 1998, PE Biosystems (now Applied
Biosystems) developed an automated, high-
throughput capillary DNA sequencer, subse-
quently called the ABI PRISM 3700 DNA
Analyzer. Discussions between PE Biosystems
and TIGR scientists resulted in a plan to under-
take the sequencing of the human genome with
the 3700 DNA Analyzer and the whole-genome
shotgun sequencing techniques developed at
TIGR (23). Many of the principles of operation
of a genome-sequencing facility were estab-
lished in the TIGR facility (24). However, the
facility envisioned for Celera would have a
capacity roughly 50 times that of TIGR, and
thus new developments were required for sam-
ple preparation and tracking and for whole-
genome assembly. Some argued that the re-
quired 150-fold scale-up from the H. influenzae
genome to the human genome with its complex
repeat sequences was not feasible (25). The
Drosophila melanogaster genome was thus
chosen as a test case for whole-genome assem-
bly on a large and complex eukaryotic genome.
In collaboration with Gerald Rubin and the
Berkeley Drosophila Genome Project, the nu-
cleotide sequence of the 120-Mbp euchromatic
portion of the Drosophila genome was deter-
mined over a 1-year period (26–28). The Dro-
sophila genome-sequencing effort resulted in
two key findings: (i) that the assembly algo-
rithms could generate chromosome assemblies
with highly accurate order and orientation with
substantially less than 10-fold coverage, and (ii)
that undertaking multiple interim assemblies in
place of one comprehensive final assembly was
not of value.

These findings, together with the dramatic
changes in the public genome effort subsequent
to the formation of Celera (29), led to a modi-
fied whole-genome shotgun sequencing ap-
proach to the human genome. We initially pro-
posed to do 10-fold sequence coverage of the
genome over a 3-year period and to make in-
terim assembled sequence data available quar-
terly. The modifications included a plan to per-
form random shotgun sequencing to ;5-fold

coverage and to use the unordered and unori-
ented BAC sequence fragments and subassem-
blies published in GenBank by the publicly
funded genome effort (30) to accelerate the
project. We also abandoned the quarterly an-
nouncements in the absence of interim assem-
blies to report.

Although this strategy provided a reason-
able result very early that was consistent with a
whole-genome shotgun assembly with eight-
fold coverage, the human genome sequence is
not as finished as the Drosophila genome was
with an effective 13-fold coverage. However, it
became clear that even with this reduced cov-
erage strategy, Celera could generate an accu-
rately ordered and oriented scaffold sequence of
the human genome in less than 1 year. Human
genome sequencing was initiated 8 September
1999 and completed 17 June 2000. The first
assembly was completed 25 June 2000, and the
assembly reported here was completed 1 Octo-
ber 2000. Here we describe the whole-genome
random shotgun sequencing effort applied to
the human genome. We developed two differ-
ent assembly approaches for assembling the ;3
billion bp that make up the 23 pairs of chromo-
somes of the Homo sapiens genome. Any Gen-
Bank-derived data were shredded to remove
potential bias to the final sequence from chi-
meric clones, foreign DNA contamination, or
misassembled contigs. Insofar as a correctly
and accurately assembled genome sequence
with faithful order and orientation of contigs
is essential for an accurate analysis of the
human genetic code, we have devoted a con-
siderable portion of this manuscript to the
documentation of the quality of our recon-
struction of the genome. We also describe our
preliminary analysis of the human genetic
code on the basis of computational methods.
Figure 1 (see fold-out chart associated with
this issue; files for each chromosome can be
found in Web fig. 1 on Science Online at
www.sciencemag.org/cgi/content/full/291/
5507/1304/DC1) provides a graphical over-
view of the genome and the features encoded
in it. The detailed manual curation and inter-
pretation of the genome are just beginning.

To aid the reader in locating specific an-
alytical sections, we have divided the paper
into seven broad sections. A summary of the
major results appears at the beginning of each
section.

1 Sources of DNA and Sequencing Methods
2 Genome Assembly Strategy and

Characterization
3 Gene Prediction and Annotation
4 Genome Structure
5 Genome Evolution
6 A Genome-Wide Examination of

Sequence Variations
7 An Overview of the Predicted Protein-

Coding Genes in the Human Genome
8 Conclusions

1 Sources of DNA and Sequencing
Methods

Summary. This section discusses the rationale
and ethical rules governing donor selection to
ensure ethnic and gender diversity along with
the methodologies for DNA extraction and li-
brary construction. The plasmid library con-
struction is the first critical step in shotgun
sequencing. If the DNA libraries are not uni-
form in size, nonchimeric, and do not randomly
represent the genome, then the subsequent steps
cannot accurately reconstruct the genome se-
quence. We used automated high-throughput
DNA sequencing and the computational infra-
structure to enable efficient tracking of enor-
mous amounts of sequence information (27.3
million sequence reads; 14.9 billion bp of se-
quence). Sequencing and tracking from both
ends of plasmid clones from 2-, 10-, and 50-kbp
libraries were essential to the computational
reconstruction of the genome. Our evidence
indicates that the accurate pairing rate of end
sequences was greater than 98%.

Various policies of the United States and the
World Medical Association, specifically the
Declaration of Helsinki, offer recommenda-
tions for conducting experiments with human
subjects. We convened an Institutional Re-
view Board (IRB) (31) that helped us estab-
lish the protocol for obtaining and using hu-
man DNA and the informed consent process
used to enroll research volunteers for the
DNA-sequencing studies reported here. We
adopted several steps and procedures to pro-
tect the privacy rights and confidentiality of
the research subjects (donors). These includ-
ed a two-stage consent process, a secure ran-
dom alphanumeric coding system for speci-
mens and records, circumscribed contact with
the subjects by researchers, and options for
off-site contact of donors. In addition, Celera
applied for and received a Certificate of Con-
fidentiality from the Department of Health
and Human Services. This Certificate autho-
rized Celera to protect the privacy of the
individuals who volunteered to be donors as
provided in Section 301(d) of the Public
Health Service Act 42 U.S.C. 241(d).

Celera and the IRB believed that the ini-
tial version of a completed human genome
should be a composite derived from multiple
donors of diverse ethnic backgrounds Pro-
spective donors were asked, on a voluntary
basis, to self-designate an ethnogeographic
category (e.g., African-American, Chinese,
Hispanic, Caucasian, etc.). We enrolled 21
donors (32).

Three basic items of information from
each donor were recorded and linked by con-
fidential code to the donated sample: age,
sex, and self-designated ethnogeographic
group. From females, ;130 ml of whole,
heparinized blood was collected. From males,
;130 ml of whole, heparinized blood was
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collected, as well as five specimens of semen,
collected over a 6-week period. Permanent
lymphoblastoid cell lines were created by
Epstein-Barr virus immortalization. DNA
from five subjects was selected for genomic
DNA sequencing: two males and three fe-
males—one African-American, one Asian-
Chinese, one Hispanic-Mexican, and two
Caucasians (see Web fig. 2 on Science Online
at www.sciencemag.org/cgi/content/291/5507/
1304/DC1). The decision of whose DNA to
sequence was based on a complex mix of fac-
tors, including the goal of achieving diversity as
well as technical issues such as the quality of
the DNA libraries and availability of immortal-
ized cell lines.

1.1 Library construction and
sequencing
Central to the whole-genome shotgun sequenc-
ing process is preparation of high-quality plas-
mid libraries in a variety of insert sizes so that
pairs of sequence reads (mates) are obtained,
one read from both ends of each plasmid insert.
High-quality libraries have an equal representa-
tion of all parts of the genome, a small number
of clones without inserts, and no contamination
from such sources as the mitochondrial genome
and Escherichia coli genomic DNA. DNA from
each donor was used to construct plasmid librar-
ies in one or more of three size classes: 2 kbp, 10
kbp, and 50 kbp (Table 1) (33).

In designing the DNA-sequencing pro-
cess, we focused on developing a simple
system that could be implemented in a robust
and reproducible manner and monitored ef-
fectively (Fig. 2) (34 ).

Current sequencing protocols are based on

the dideoxy sequencing method (35), which
typically yields only 500 to 750 bp of sequence
per reaction. This limitation on read length has
made monumental gains in throughput a pre-
requisite for the analysis of large eukaryotic
genomes. We accomplished this at the Celera
facility, which occupies about 30,000 square
feet of laboratory space and produces sequence
data continuously at a rate of 175,000 total
reads per day. The DNA-sequencing facility is
supported by a high-performance computation-
al facility (36).

The process for DNA sequencing was mod-
ular by design and automated. Intermodule
sample backlogs allowed four principal
modules to operate independently: (i) li-
brary transformation, plating, and colony
picking; (ii) DNA template preparation;
(iii) dideoxy sequencing reaction set-up
and purification; and (iv) sequence deter-
mination with the ABI PRISM 3700 DNA
Analyzer. Because the inputs and outputs
of each module have been carefully
matched and sample backlogs are continu-
ously managed, sequencing has proceeded
without a single day’s interruption since the
initiation of the Drosophila project in May
1999. The ABI 3700 is a fully automated
capillary array sequencer and as such can
be operated with a minimal amount of
hands-on time, currently estimated at about
15 min per day. The capillary system also
facilitates correct associations of sequenc-
ing traces with samples through the elimi-
nation of manual sample loading and lane-
tracking errors associated with slab gels.
About 65 production staff were hired and
trained, and were rotated on a regular basis

through the four production modules. A
central laboratory information management
system (LIMS) tracked all sample plates by
unique bar code identifiers. The facility was
supported by a quality control team that per-
formed raw material and in-process testing
and a quality assurance group with responsi-
bilities including document control, valida-
tion, and auditing of the facility. Critical to
the success of the scale-up was the validation
of all software and instrumentation before
implementation, and production-scale testing
of any process changes.

1.2 Trace processing
An automated trace-processing pipeline has
been developed to process each sequence file
(37 ). After quality and vector trimming, the
average trimmed sequence length was 543
bp, and the sequencing accuracy was expo-
nentially distributed with a mean of 99.5%
and with less than 1 in 1000 reads being less
than 98% accurate (26 ). Each trimmed se-
quence was screened for matches to contam-
inants including sequences of vector alone, E.
coli genomic DNA, and human mitochondri-
al DNA. The entire read for any sequence
with a significant match to a contaminant was
discarded. A total of 713 reads matched E.
coli genomic DNA and 2114 reads matched
the human mitochondrial genome.

1.3 Quality assessment and control
The importance of the base-pair level ac-
curacy of the sequence data increases as the
size and repetitive nature of the genome to
be sequenced increases. Each sequence
read must be placed uniquely in the ge-

Table 1. Celera-generated data input into assembly.

Individual
Number of reads for different insert libraries

Total number of
base pairs

2 kbp 10 kbp 50 kbp Total

No. of sequencing reads A 0 0 2,767,357 2,767,357 1,502,674,851
B 11,736,757 7,467,755 66,930 19,271,442 10,464,393,006
C 853,819 881,290 0 1,735,109 942,164,187
D 952,523 1,046,815 0 1,999,338 1,085,640,534
F 0 1,498,607 0 1,498,607 813,743,601

Total 13,543,099 10,894,467 2,834,287 27,271,853 14,808,616,179

Fold sequence coverage A 0 0 0.52 0.52
(2.9-Gb genome) B 2.20 1.40 0.01 3.61

C 0.16 1.17 0 0.32
D 0.18 0.20 0 0.37
F 0 0.28 0 0.28

Total 2.54 2.04 0.53 5.11

Fold clone coverage A 0 0 18.39 18.39
B 2.96 11.26 0.44 14.67
C 0.22 1.33 0 1.54
D 0.24 1.58 0 1.82
F 0 2.26 0 2.26

Total 3.42 16.43 18.84 38.68

Insert size* (mean) Average 1,951 bp 10,800 bp 50,715 bp
Insert size* (SD) Average 6.10% 8.10% 14.90%
% Mates† Average 74.50 80.80 75.60

*Insert size and SD are calculated from assembly of mates on contigs. †% Mates is based on laboratory tracking of sequencing runs.

T H E H U M A N G E N O M E

www.sciencemag.org SCIENCE VOL 291 16 FEBRUARY 2001

126



nome, and even a modest error rate can
reduce the effectiveness of assembly. In
addition, maintaining the validity of mate-
pair information is absolutely critical for
the algorithms described below. Procedural
controls were established for maintaining
the validity of sequence mate-pairs as se-
quencing reactions proceeded through the
process, including strict rules built into the
LIMS. The accuracy of sequence data pro-
duced by the Celera process was validated
in the course of the Drosophila genome
project (26 ). By collecting data for the

entire human genome in a single facility,
we were able to ensure uniform quality
standards and the cost advantages associat-
ed with automation, an economy of scale,
and process consistency.

2 Genome Assembly Strategy and
Characterization
Summary. We describe in this section the two
approaches that we used to assemble the ge-
nome. One method involves the computational
combination of all sequence reads with shred-
ded data from GenBank to generate an indepen-

dent, nonbiased view of the genome. The sec-
ond approach involves clustering all of the frag-
ments to a region or chromosome on the basis
of mapping information. The clustered data
were then shredded and subjected to computa-
tional assembly. Both approaches provided es-
sentially the same reconstruction of assembled
DNA sequence with proper order and orienta-
tion. The second method provided slightly
greater sequence coverage (fewer gaps) and
was the principal sequence used for the analysis
phase. In addition, we document the complete-
ness and correctness of this assembly process

Fig. 2. Flow diagram for sequencing pipeline. Samples are received,
selected, and processed in compliance with standard operating proce-
dures, with a focus on quality within and across departments. Each
process has defined inputs and outputs with the capability to exchange

samples and data with both internal and external entities according to
defined quality guidelines. Manufacturing pipeline processes, products,
quality control measures, and responsible parties are indicated and are
described further in the text.
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and provide a comparison to the public genome
sequence, which was reconstructed largely by
an independent BAC-by-BAC approach. Our
assemblies effectively covered the euchromatic
regions of the human chromosomes. More than
90% of the genome was in scaffold assemblies
of 100,000 bp or greater, and 25% of the ge-
nome was in scaffolds of 10 million bp or
larger.

Shotgun sequence assembly is a classic
example of an inverse problem: given a set
of reads randomly sampled from a target
sequence, reconstruct the order and the po-
sition of those reads in the target. Genome
assembly algorithms developed for Dro-
sophila have now been extended to assemble
the ;25-fold larger human genome. Celera as-
semblies consist of a set of contigs that are
ordered and oriented into scaffolds that are then
mapped to chromosomal locations by using
known markers. The contigs consist of a col-
lection of overlapping sequence reads that pro-
vide a consensus reconstruction for a contigu-
ous interval of the genome. Mate pairs are a
central component of the assembly strategy.
They are used to produce scaffolds in which the
size of gaps between consecutive contigs is
known with reasonable precision. This is ac-
complished by observing that a pair of reads,
one of which is in one contig, and the other of
which is in another, implies an orientation and
distance between the two contigs (Fig. 3). Fi-
nally, our assemblies did not incorporate all
reads into the final set of reported scaffolds.
This set of unincorporated reads is termed
“chaff,” and typically consisted of reads from
within highly repetitive regions, data from other
organisms introduced through various routes as
found in many genome projects, and data of
poor quality or with untrimmed vector.

2.1 Assembly data sets
We used two independent sets of data for our
assemblies. The first was a random shotgun
data set of 27.27 million reads of average length
543 bp produced at Celera. This consisted
largely of mate-pair reads from 16 libraries
constructed from DNA samples taken from five
different donors. Libraries with insert sizes of 2,
10, and 50 kbp were used. By looking at how
mate pairs from a library were positioned in
known sequenced stretches of the genome, we
were able to characterize the range of insert
sizes in each library and determine a mean and
standard deviation. Table 1 details the number
of reads, sequencing coverage, and clone cov-
erage achieved by the data set. The clone cov-
erage is the coverage of the genome in cloned
DNA, considering the entire insert of each
clone that has sequence from both ends. The
clone coverage provides a measure of the
amount of physical DNA coverage of the ge-
nome. Assuming a genome size of 2.9 Gbp, the
Celera trimmed sequences gave a 5.13 cover-
age of the genome, and clone coverage was
3.423, 16.403, and 18.843 for the 2-, 10-, and
50-kbp libraries, respectively, for a total of
38.73 clone coverage.

The second data set was from the publicly
funded Human Genome Project (PFP) and is
primarily derived from BAC clones (30). The
BAC data input to the assemblies came from a
download of GenBank on 1 September 2000
(Table 2) totaling 4443.3 Mbp of sequence.
The data for each BAC is deposited at one of
four levels of completion. Phase 0 data are a set
of generally unassembled sequencing reads
from a very light shotgun of the BAC, typically
less than 13. Phase 1 data are unordered as-
semblies of contigs, which we call BAC contigs
or bactigs. Phase 2 data are ordered assemblies
of bactigs. Phase 3 data are complete BAC

sequences. In the past 2 years the PFP has
focused on a product of lower quality and com-
pleteness, but on a faster time-course, by con-
centrating on the production of Phase 1 data
from a 33 to 43 light-shotgun of each BAC
clone.

We screened the bactig sequences for con-
taminants by using the BLAST algorithm
against three data sets: (i) vector sequences
in Univec core (38), filtered for a 25-bp
match at 98% sequence identity at the ends
of the sequence and a 30-bp match internal
to the sequence; (ii) the nonhuman portion
of the High Throughput Genomic (HTG)
Seqences division of GenBank (39), fil-
tered at 200 bp at 98%; and (iii) the non-
redundant nucleotide sequences from Gen-
Bank without primate and human virus en-
tries, filtered at 200 bp at 98%. Whenever
25 bp or more of vector was found within
50 bp of the end of a contig, the tip up to
the matching vector was excised. Under
these criteria we removed 2.6 Mbp of pos-
sible contaminant and vector from the
Phase 3 data, 61.0 Mbp from the Phase 1
and 2 data, and 16.1 Mbp from the Phase 0
data (Table 2). This left us with a total of
4363.7 Mbp of PFP sequence data 20%
finished, 75% rough-draft (Phase 1 and 2),
and 5% single sequencing reads (Phase 0).
An additional 104,018 BAC end-sequence
mate pairs were also downloaded and in-
cluded in the data sets for both assembly
processes (18).

2.2 Assembly strategies
Two different approaches to assembly were
pursued. The first was a whole-genome as-
sembly process that used Celera data and the
PFP data in the form of additional synthetic
shotgun data, and the second was a compart-
mentalized assembly process that first parti-
tioned the Celera and PFP data into sets
localized to large chromosomal segments and
then performed ab initio shotgun assembly on
each set. Figure 4 gives a schematic of the
overall process flow.

For the whole-genome assembly, the PFP
data was first disassembled or “shredded” into a
synthetic shotgun data set of 550-bp reads that
form a perfect 23 covering of the bactigs. This
resulted in 16.05 million “faux” reads that were
sufficient to cover the genome 2.963 because
of redundancy in the BAC data set, without
incorporating the biases inherent in the PFP
assembly process. The combined data set of
43.32 million reads (83), and all associated
mate-pair information, were then subjected to
our whole-genome assembly algorithm to pro-
duce a reconstruction of the genome. Neither
the location of a BAC in the genome nor its
assembly of bactigs was used in this process.
Bactigs were shredded into reads because we
found strong evidence that 2.13% of them were
misassembled (40). Furthermore, BAC location

Fig. 3. Anatomy of whole-genome assembly. Overlapping shredded bactig fragments (red lines) and
internally derived reads from five different individuals (black lines) are combined to produce a
contig and a consensus sequence (green line). Contigs are connected into scaffolds (red) by using
mate pair information. Scaffolds are then mapped to the genome (gray line) with STS (blue star)
physical map information.

T H E H U M A N G E N O M E

www.sciencemag.org SCIENCE VOL 291 16 FEBRUARY 2001

128



information was ignored because some BACs
were not correctly placed on the PFP physical
map and because we found strong evidence that

at least 2.2% of the BACs contained sequence
data that were not part of the given BAC (41),
possibly as a result of sample-tracking errors

(see below). In short, we performed a true, ab
initio whole-genome assembly in which we
took the expedient of deriving additional se-
quence coverage, but not mate pairs, assembled
bactigs, or genome locality, from some exter-
nally generated data.

In the compartmentalized shotgun assembly
(CSA), Celera and PFP data were partitioned
into the largest possible chromosomal segments
or “components” that could be determined with
confidence, and then shotgun assembly was ap-
plied to each partitioned subset wherein the
bactig data were again shredded into faux reads
to ensure an independent ab initio assembly of
the component. By subsetting the data in this
way, the overall computational effort was re-
duced and the effect of interchromosomal dupli-
cations was ameliorated. This also resulted in a
reconstruction of the genome that was relatively
independent of the whole-genome assembly re-
sults so that the two assemblies could be com-
pared for consistency. The quality of the parti-
tioning into components was crucial so that
different genome regions were not mixed to-
gether. We constructed components from (i) the
longest scaffolds of the sequence from each
BAC and (ii) assembled scaffolds of data unique
to Celera’s data set. The BAC assemblies were
obtained by a combining assembler that used the
bactigs and the 53 Celera data mapped to those
bactigs as input. This effort was undertaken as
an interim step solely because the more accurate
and complete the scaffold for a given sequence
stretch, the more accurately one can tile these
scaffolds into contiguous components on the
basis of sequence overlap and mate-pair infor-
mation. We further visually inspected and cu-
rated the scaffold tiling of the components to
further increase its accuracy. For the final CSA
assembly, all but the partitioning was ignored,
and an independent, ab initio reconstruction of
the sequence in each component was obtained
by applying our whole-genome assembly algo-
rithm to the partitioned, relevant Celera data and
the shredded, faux reads of the partitioned, rel-
evant bactig data.

2.3 Whole-genome assembly
The algorithms used for whole-genome as-
sembly (WGA) of the human genome were
enhancements to those used to produce the
sequence of the Drosophila genome reported
in detail in (28).

The WGA assembler consists of a pipeline
composed of five principal stages: Screener,
Overlapper, Unitigger, Scaffolder, and Repeat
Resolver, respectively. The Screener finds
and marks all microsatellite repeats with less
than a 6-bp element, and screens out all
known interspersed repeat elements, includ-
ing Alu, Line, and ribosomal DNA. Marked
regions get searched for overlaps, whereas
screened regions do not get searched, but can
be part of an overlap that involves unscreened
matching segments.

Table 2. GenBank data input into assembly.

Center Statistics
Completion phase sequence

0 1 and 2 3

Whitehead Institute/ Number of accession records 2,825 6,533 363
MIT Center for Number of contigs 243,786 138,023 363
Genome Research, Total base pairs 194,490,158 1,083,848,245 48,829,358
USA Total vector masked (bp) 1,553,597 875,618 2,202

Total contaminant masked
(bp)

13,654,482 4,417,055 98,028

Average contig length (bp) 798 7,853 134,516

Washington University, Number of accession records 19 3,232 1,300
USA Number of contigs 2,127 61,812 1,300

Total base pairs 1,195,732 561,171,788 164,214,395
Total vector masked (bp) 21,604 270,942 8,287
Total contaminant masked

(bp)
22,469 1,476,141 469,487

Average contig length (bp) 562 9,079 126,319

Baylor College of Number of accession records 0 1,626 363
Medicine, USA Number of contigs 0 44,861 363

Total base pairs 0 265,547,066 49,017,104
Total vector masked (bp) 0 218,769 4,960
Total contaminant masked

(bp)
0 1,784,700 485,137

Average contig length (bp) 0 5,919 135,033

Production Sequencing Number of accession records 135 2,043 754
Facility, DOE Joint Number of contigs 7,052 34,938 754
Genome Institute, Total base pairs 8,680,214 294,249,631 60,975,328
USA Total vector masked (bp) 22,644 162,651 7,274

Total contaminant masked
(bp)

665,818 4,642,372 118,387

Average contig length (bp) 1,231 8,422 80,867

The Institute of Physical Number of accession records 0 1,149 300
and Chemical Number of contigs 0 25,772 300
Research (RIKEN), Total base pairs 0 182,812,275 20,093,926
Japan Total vector masked (bp) 0 203,792 2,371

Total contaminant masked (bp) 0 308,426 27,781
Average contig length (bp) 0 7,093 66,978

Sanger Centre, UK Number of accession records 0 4,538 2,599
Number of contigs 0 74,324 2,599
Total base pairs 0 689,059,692 246,118,000
Total vector masked (bp) 0 427,326 25,054
Total contaminant masked (bp) 0 2,066,305 374,561
Average contig length (bp) 0 9,271 94,697

Others* Number of accession records 42 1,894 3,458
Number of contigs 5,978 29,898 3,458
Total base pairs 5,564,879 283,358,877 246,474,157
Total vector masked (bp) 57,448 279,477 32,136
Total contaminant masked

(bp)
575,366 1,616,665 1,791,849

Average contig length (bp) 931 9,478 71,277

All centers combined† Number of accession records 3,021 21,015 9,137
Number of contigs 258,943 409,628 9,137
Total base pairs 209,930,983 3,360,047,574 835,722,268
Total vector masked (bp) 1,655,293 2,438,575 82,284
Total contaminant masked

(bp)
14,918,135 16,311,664 3,365,230

Average contig length (bp) 811 8,203 91,466

*Other centers contributing at least 0.1% of the sequence include: Chinese National Human Genome Center;
Genomanalyse Gesellschaft fuer Biotechnologische Forschung mbH; Genome Therapeutics Corporation; GENOSCOPE;
Chinese Academy of Sciences; Institute of Molecular Biotechnology; Keio University School of Medicine; Lawrence
Livermore National Laboratory; Cold Spring Harbor Laboratory; Los Alamos National Laboratory; Max-Planck Institut fuer
Molekulare, Genetik; Japan Science and Technology Corporation; Stanford University; The Institute for Genomic
Research; The Institute of Physical and Chemical Research, Gene Bank; The University of Oklahoma; University of Texas
Southwestern Medical Center, University of Washington. †The 4,405,700,825 bases contributed by all centers were
shredded into faux reads resulting in 2.963 coverage of the genome.
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The Overlapper compares every read
against every other read in search of complete
end-to-end overlaps of at least 40 bp and with
no more than 6% differences in the match.
Because all data are scrupulously vector-
trimmed, the Overlapper can insist on com-
plete overlap matches. Computing the set of
all overlaps took roughly 10,000 CPU hours
with a suite of four-processor Alpha SMPs
with 4 gigabytes of RAM. This took 4 to 5
days in elapsed time with 40 such machines
operating in parallel.

Every overlap computed above is statisti-
cally a 1-in-1017 event and thus not a coinci-
dental event. What makes assembly combi-
natorially difficult is that while many over-
laps are actually sampled from overlapping
regions of the genome, and thus imply that
the sequence reads should be assembled to-
gether, even more overlaps are actually from
two distinct copies of a low-copy repeated
element not screened above, thus constituting
an error if put together. We call the former
“true overlaps” and the latter “repeat-induced
overlaps.” The assembler must avoid choos-
ing repeat-induced overlaps, especially early
in the process.

We achieve this objective in the Unitig-
ger. We first find all assemblies of reads that
appear to be uncontested with respect to all
other reads. We call the contigs formed from
these subassemblies unitigs (for uniquely as-
sembled contigs). Formally, these unitigs are
the uncontested interval subgraphs of the
graph of all overlaps (42). Unfortunately, al-
though empirically many of these assemblies
are correct (and thus involve only true over-
laps), some are in fact collections of reads
from several copies of a repetitive element
that have been overcollapsed into a single
subassembly. However, the overcollapsed
unitigs are easily identified because their av-
erage coverage depth is too high to be con-
sistent with the overall level of sequence
coverage. We developed a simple statistical
discriminator that gives the logarithm of the
odds ratio that a unitig is composed of unique
DNA or of a repeat consisting of two or more
copies. The discriminator, set to a sufficiently
stringent threshold, identifies a subset of the
unitigs that we are certain are correct. In
addition, a second, less stringent threshold
identifies a subset of remaining unitigs very
likely to be correctly assembled, of which we
select those that will consistently scaffold
(see below), and thus are again almost certain
to be correct. We call the union of these two
sets U-unitigs. Empirically, we found from a
63 simulated shotgun of human chromosome
22 that we get U-unitigs covering 98% of the
stretches of unique DNA that are .2 kbp
long. We are further able to identify the
boundary of the start of a repetitive element
at the ends of a U-unitig and leverage this so
that U-unitigs span more than 93% of all

singly interspersed Alu elements and other
100-to 400-bp repetitive segments.

The result of running the Unitigger was
thus a set of correctly assembled subcontigs
covering an estimated 73.6% of the human
genome. The Scaffolder then proceeded to
use mate-pair information to link these to-
gether into scaffolds. When there are two or
more mate pairs that imply that a given pair
of U-unitigs are at a certain distance and
orientation with respect to each other, the
probability of this being wrong is again
roughly 1 in 1010, assuming that mate pairs
are false less than 2% of the time. Thus, one
can with high confidence link together all
U-unitigs that are linked by at least two 2- or
10-kbp mate pairs producing intermediate-
sized scaffolds that are then recursively
linked together by confirming 50-kbp mate
pairs and BAC end sequences. This process
yielded scaffolds that are on the order of
megabase pairs in size with gaps between
their contigs that generally correspond to re-
petitive elements and occasionally to small
sequencing gaps. These scaffolds reconstruct
the majority of the unique sequence within a
genome.

For the Drosophila assembly, we engaged
in a three-stage repeat resolution strategy
where each stage was progressively more

aggressive and thus more likely to make a
mistake. For the human assembly, we contin-
ued to use the first “Rocks” substage where
all unitigs with a good, but not definitive,
discriminator score are placed in a scaffold
gap. This was done with the condition that
two or more mate pairs with one of their
reads already in the scaffold unambiguously
place the unitig in the given gap. We estimate
the probability of inserting a unitig into an
incorrect gap with this strategy to be less than
1027 based on a probabilistic analysis.

We revised the ensuing “Stones” substage
of the human assembly, making it more like
the mechanism suggested in our earlier work
(43). For each gap, every read R that is placed
in the gap by virtue of its mated pair M being
in a contig of the scaffold and implying R’s
placement is collected. Celera’s mate-pairing
information is correct more than 99% of the
time. Thus, almost every, but not all, of the
reads in the set belong in the gap, and when
a read does not belong it rarely agrees with
the remainder of the reads. Therefore, we
simply assemble this set of reads within the
gap, eliminating any reads that conflict with
the assembly. This operation proved much
more reliable than the one it replaced for the
Drosophila assembly; in the assembly of a
simulated shotgun data set of human chromo-

Fig. 4. Architecture of Celera’s two-pronged assembly strategy. Each oval denotes a computation
process performing the function indicated by its label, with the labels on arcs between ovals
describing the nature of the objects produced and/or consumed by a process. This figure
summarizes the discussion in the text that defines the terms and phrases used.
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some 22, all stones were placed correctly.
The final method of resolving gaps is to

fill them with assembled BAC data that cover
the gap. We call this external gap “walking.”
We did not include the very aggressive “Peb-
bles” substage described in our Drosophila
work, which made enough mistakes so as to
produce repeat reconstructions for long inter-
spersed elements whose quality was only
99.62% correct. We decided that for the hu-
man genome it was philosophically better not
to introduce a step that was certain to produce
less than 99.99% accuracy. The cost was a
somewhat larger number of gaps of some-
what larger size.

At the final stage of the assembly process,
and also at several intermediate points, a
consensus sequence of every contig is pro-
duced. Our algorithm is driven by the princi-
ple of maximum parsimony, with quality-
value–weighted measures for evaluating each
base. The net effect is a Bayesian estimate of
the correct base to report at each position.
Consensus generation uses Celera data when-
ever it is present. In the event that no Celera
data cover a given region, the BAC data
sequence is used.

A key element of achieving a WGA of the
human genome was to parallelize the Overlap-
per and the central consensus sequence–con-
structing subroutines. In addition, memory was
a real issue—a straightforward application of
the software we had built for Drosophila would

have required a computer with a 600-gigabyte
RAM. By making the Overlapper and Unitigger
incremental, we were able to achieve the same
computation with a maximum of instantaneous
usage of 28 gigabytes of RAM. Moreover, the
incremental nature of the first three stages al-
lowed us to continually update the state of this
part of the computation as data were delivered
and then perform a 7-day run to complete Scaf-
folding and Repeat Resolution whenever de-
sired. For our assembly operations, the total
compute infrastructure consists of 10 four-pro-
cessor SMPs with 4 gigabytes of memory per
cluster (Compaq’s ES40, Regatta) and a 16-
processor NUMA machine with 64 gigabytes
of memory (Compaq’s GS160, Wildfire). The
total compute for a run of the assembler was
roughly 20,000 CPU hours.

The assembly of Celera’s data, together
with the shredded bactig data, produced a set of
scaffolds totaling 2.848 Gbp in span and con-
sisting of 2.586 Gbp of sequence. The chaff, or
set of reads not incorporated in the assembly,
numbered 11.27 million (26%), which is con-
sistent with our experience for Drosophila.
More than 84% of the genome was covered by
scaffolds .100 kbp long, and these averaged
91% sequence and 9% gaps with a total of
2.297 Gbp of sequence. There were a total of
93,857 gaps among the 1637 scaffolds .100
kbp. The average scaffold size was 1.5 Mbp,
the average contig size was 24.06 kbp, and the
average gap size was 2.43 kbp, where the dis-

tribution of each was essentially exponential.
More than 50% of all gaps were less than 500
bp long, .62% of all gaps were less than 1 kbp
long, and no gap was .100 kbp long. Similar-
ly, more than 65% of the sequence is in contigs
.30 kbp, more than 31% is in contigs .100
kbp, and the largest contig was 1.22 Mbp long.
Table 3 gives detailed summary statistics for
the structure of this assembly with a direct
comparison to the compartmentalized shotgun
assembly.

2.4 Compartmentalized shotgun
assembly
In addition to the WGA approach, we pur-
sued a localized assembly approach that was
intended to subdivide the genome into seg-
ments, each of which could be shotgun as-
sembled individually. We expected that this
would help in resolution of large interchro-
mosomal duplications and improve the statis-
tics for calculating U-unitigs. The compart-
mentalized assembly process involved clus-
tering Celera reads and bactigs into large,
multiple megabase regions of the genome,
and then running the WGA assembler on the
Celera data and shredded, faux reads ob-
tained from the bactig data.

The first phase of the CSA strategy was to
separate Celera reads into those that matched
the BAC contigs for a particular PFP BAC
entry, and those that did not match any public
data. Such matches must be guaranteed to

Table 3. Scaffold statistics for whole-genome and compartmentalized shotgun assemblies.

Scaffold size

All .30 kbp .100 kbp .500 kbp .1000 kbp

Compartmentalized shotgun assembly

No. of bp in scaffolds 2,905,568,203 2,748,892,430 2,700,489,906 2,489,357,260 2,248,689,128
(including intrascaffold gaps)

No. of bp in contigs 2,653,979,733 2,524,251,302 2,491,538,372 2,320,648,201 2,106,521,902
No. of scaffolds 53,591 2,845 1,935 1,060 721
No. of contigs 170,033 112,207 107,199 93,138 82,009
No. of gaps 116,442 109,362 105,264 92,078 81,288
No. of gaps #1 kbp 72,091 69,175 67,289 59,915 53,354
Average scaffold size (bp) 54,217 966,219 1,395,602 2,348,450 3,118,848
Average contig size (bp) 15,609 22,496 23,242 24,916 25,686
Average intrascaffold gap size

(bp)
2,161 2,054 1,985 1,832 1,749

Largest contig (bp) 1,988,321 1,988,321 1,988,321 1,988,321 1,988,321
% of total contigs 100 95 94 87 79

Whole-genome assembly

No. of bp in scaffolds
(including intrascaffold gaps)

2,847,890,390 2,574,792,618 2,525,334,447 2,328,535,466 2,140,943,032

No. of bp in contigs 2,586,634,108 2,334,343,339 2,297,678,935 2,143,002,184 1,983,305,432
No. of scaffolds 118,968 2,507 1,637 818 554
No. of contigs 221,036 99,189 95,494 84,641 76,285
No. of gaps 102,068 96,682 93,857 83,823 75,731
No. of gaps #1 kbp 62,356 60,343 59,156 54,079 49,592
Average scaffold size (bp) 23,938 1,027,041 1,542,660 2,846,620 3,864,518
Average contig size (bp) 11,702 23,534 24,061 25,319 25,999
Average intrascaffold gap size

(bp)
2,560 2,487 2,426 2,213 2,082

Largest contig (bp) 1,224,073 1,224,073 1,224,073 1,224,073 1,224,073
% of total contigs 100 90 89 83 77
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properly place a Celera read, so all reads were
first masked against a library of common
repetitive elements, and only matches of at
least 40 bp to unmasked portions of the read
constituted a hit. Of Celera’s 27.27 million
reads, 20.76 million matched a bactig and
another 0.62 million reads, which did not
have any matches, were nonetheless identi-
fied as belonging in the region of the bactig’s
BAC because their mate matched the bactig.
Of the remaining reads, 2.92 million were
completely screened out and so could not be
matched, but the other 2.97 million reads had
unmasked sequence totaling 1.189 Gbp that
were not found in the GenBank data set.
Because the Celera data are 5.113 redundant,
we estimate that 240 Mbp of unique Celera
sequence is not in the GenBank data set.

In the next step of the CSA process, a
combining assembler took the relevant 53
Celera reads and bactigs for a BAC entry, and
produced an assembly of the combined data
for that locale. These high-quality sequence
reconstructions were a transient result whose
utility was simply to provide more reliable
information for the purposes of their tiling
into sets of overlapping and adjacent scaffold
sequences in the next step. In outline, the
combining assembler first examines the set of
matching Celera reads to determine if there
are excessive pileups indicative of un-
screened repetitive elements. Wherever these
occur, reads in the repeat region whose mates
have not been mapped to consistent positions
are removed. Then all sets of mate pairs that
consistently imply the same relative position
of two bactigs are bundled into a link and
weighted according to the number of mates in
the bundle. A “greedy” strategy then attempts
to order the bactigs by selecting bundles of
mate-pairs in order of their weight. A selected
mate-pair bundle can tie together two forma-
tive scaffolds. It is incorporated to form a
single scaffold only if it is consistent with the
majority of links between contigs of the scaf-
fold. Once scaffolding is complete, gaps are
filled by the “Stones” strategy described
above for the WGA assembler.

The GenBank data for the Phase 1 and 2
BACs consisted of an average of 19.8 bactigs
per BAC of average size 8099 bp. Applica-
tion of the combining assembler resulted in
individual Celera BAC assemblies being put
together into an average of 1.83 scaffolds
(median of 1 scaffold) consisting of an aver-
age of 8.57 contigs of average size 18,973 bp.
In addition to defining order and orientation
of the sequence fragments, there were 57%
fewer gaps in the combined result. For Phase
0 data, the average GenBank entry consisted
of 91.52 reads of average length 784 bp.
Application of the combining assembler re-
sulted in an average of 54.8 scaffolds consist-
ing of an average of 58.1 contigs of average
size 873 bp. Basically, some small amount of

assembly took place, but not enough Celera
data were matched to truly assemble the 0.53
to 13 data set represented by the typical
Phase 0 BACs. The combining assembler
was also applied to the Phase 3 BACs for
SNP identification, confirmation of assem-
bly, and localization of the Celera reads. The
phase 0 data suggest that a combined whole-
genome shotgun data set and 13 light-shot-
gun of BACs will not yield good assembly of
BAC regions; at least 33 light-shotgun of
each BAC is needed.

The 5.89 million Celera fragments not
matching the GenBank data were assembled
with our whole-genome assembler. The as-
sembly resulted in a set of scaffolds totaling
442 Mbp in span and consisting of 326 Mbp
of sequence. More than 20% of the scaffolds
were .5 kbp long, and these averaged 63%
sequence and 27% gaps with a total of 302
Mbp of sequence. All scaffolds .5 kbp were
forwarded along with all scaffolds produced
by the combining assembler to the subse-
quent tiling phase.

At this stage, we typically had one or two
scaffolds for every BAC region constituting
at least 95% of the relevant sequence, and a
collection of disjoint Celera-unique scaffolds.
The next step in developing the genome com-
ponents was to determine the order and over-
lap tiling of these BAC and Celera-unique
scaffolds across the genome. For this, we
used Celera’s 50-kbp mate-pairs information,
and BAC-end pairs (18) and sequence tagged
site (STS) markers (44 ) to provide long-
range guidance and chromosome separation.
Given the relatively manageable number of
scaffolds, we chose not to produce this tiling
in a fully automated manner, but to compute
an initial tiling with a good heuristic and then
use human curators to resolve discrepancies
or missed join opportunities. To this end, we
developed a graphical user interface that dis-
played the graph of tiling overlaps and the
evidence for each. A human curator could
then explore the implication of mapped STS
data, dot-plots of sequence overlap, and a
visual display of the mate-pair evidence sup-
porting a given choice. The result of this
process was a collection of “components,”
where each component was a tiled set of
BAC and Celera-unique scaffolds that had
been curator-approved. The process resulted
in 3845 components with an estimated span
of 2.922 Gbp.

In order to generate the final CSA, we
assembled each component with the WGA
algorithm. As was done in the WGA process,
the bactig data were shredded into a synthetic
23 shotgun data set in order to give the
assembler the freedom to independently as-
semble the data. By using faux reads rather
than bactigs, the assembly algorithm could
correct errors in the assembly of bactigs and
remove chimeric content in a PFP data entry.

Chimeric or contaminating sequence (from
another part of the genome) would not be
incorporated into the reassembly of the com-
ponent because it did not belong there. In
effect, the previous steps in the CSA process
served only to bring together Celera frag-
ments and PFP data relevant to a large con-
tiguous segment of the genome, wherein we
applied the assembler used for WGA to pro-
duce an ab initio assembly of the region.

WGA assembly of the components result-
ed in a set of scaffolds totaling 2.906 Gbp in
span and consisting of 2.654 Gbp of se-
quence. The chaff, or set of reads not incor-
porated into the assembly, numbered 6.17
million, or 22%. More than 90.0% of the
genome was covered by scaffolds spanning
.100 kbp long, and these averaged 92.2%
sequence and 7.8% gaps with a total of 2.492
Gbp of sequence. There were a total of
105,264 gaps among the 107,199 contigs that
belong to the 1940 scaffolds spanning .100
kbp. The average scaffold size was 1.4 Mbp,
the average contig size was 23.24 kbp, and
the average gap size was 2.0 kbp where each
distribution of sizes was exponential. As
such, averages tend to be underrepresentative
of the majority of the data. Figure 5 shows a
histogram of the bases in scaffolds of various
size ranges. Consider also that more than
49% of all gaps were ,500 bp long, more
than 62% of all gaps were ,1 kbp, and all
gaps are ,100 kbp long. Similarly, more than
73% of the sequence is in contigs . 30 kbp,
more than 49% is in contigs .100 kbp, and
the largest contig was 1.99 Mbp long. Table 3
provides summary statistics for the structure
of this assembly with a direct comparison to
the WGA assembly.

2.5 Comparison of the WGA and CSA
scaffolds
Having obtained two assemblies of the hu-
man genome via independent computational
processes (WGA and CSA), we compared
scaffolds from the two assemblies as another
means of investigating their completeness,
consistency, and contiguity. From each as-
sembly, a set of reference scaffolds contain-
ing at least 1000 fragments (Celera sequenc-
ing reads or bactig shreds) was obtained; this
amounted to 2218 WGA scaffolds and 1717
CSA scaffolds, for a total of 2.087 Gbp and
2.474 Gbp. The sequence of each reference
scaffold was compared to the sequence of all
scaffolds from the other assembly with which
it shared at least 20 fragments or at least 20%
of the fragments of the smaller scaffold. For
each such comparison, all matches of at least
200 bp with at most 2% mismatch were
tabulated.

From this tabulation, we estimated the
amount of unique sequence in each assembly
in two ways. The first was to determine the
number of bases of each assembly that were
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not covered by a matching segment in the
other assembly. Some 82.5 Mbp of the WGA
(3.95%) was not covered by the CSA, where-
as 204.5 Mbp (8.26%) of the CSA was not
covered by the WGA. This estimate did not
require any consistency of the assemblies or
any uniqueness of the matching segments.
Thus, another analysis was conducted in
which matches of less than 1 kbp between a
pair of scaffolds were excluded unless they
were confirmed by other matches having a
consistent order and orientation. This gives
some measure of consistent coverage: 1.982
Gbp (95.00%) of the WGA is covered by the
CSA, and 2.169 Gbp (87.69%) of the CSA is
covered by the WGA by this more stringent
measure.

The comparison of WGA to CSA also
permitted evaluation of scaffolds for structur-
al inconsistencies. We looked for instances in
which a large section of a scaffold from one
assembly matched only one scaffold from the
other assembly, but failed to match over the
full length of the overlap implied by the
matching segments. An initial set of candi-
dates was identified automatically, and then
each candidate was inspected by hand. From
this process, we identified 31 instances in
which the assemblies appear to disagree in a
nonlocal fashion. These cases are being fur-
ther evaluated to determine which assembly
is in error and why.

In addition, we evaluated local inconsis-
tencies of order or orientation. The following
results exclude cases in which one contig in
one assembly corresponds to more than one
overlapping contig in the other assembly (as
long as the order and orientation of the latter
agrees with the positions they match in the
former). Most of these small rearrangements
involved segments on the order of hundreds
of base pairs and rarely .1 kbp. We found a
total of 295 kbp (0.012%) in the CSA assem-
blies that were locally inconsistent with the
WGA assemblies, whereas 2.108 Mbp
(0.11%) in the WGA assembly were incon-
sistent with the CSA assembly.

The CSA assembly was a few percentage
points better in terms of coverage and slightly
more consistent than the WGA, because it
was in effect performing a few thousand shot-
gun assemblies of megabase-sized problems,
whereas the WGA is performing a shotgun
assembly of a gigabase-sized problem. When
one considers the increase of two-and-a-half
orders of magnitude in problem size, the in-
formation loss between the two is remarkably
small. Because CSA was logistically easier to
deliver and the better of the two results avail-
able at the time when downstream analyses
needed to be begun, all subsequent analysis
was performed on this assembly.

2.6 Mapping scaffolds to the genome
The final step in assembling the genome was to
order and orient the scaffolds on the chromo-
somes. We first grouped scaffolds together on
the basis of their order in the components from
CSA. These grouped scaffolds were reordered
by examining residual mate-pairing data be-
tween the scaffolds. We next mapped the scaf-
fold groups onto the chromosome using physi-
cal mapping data. This step depends on having
reliable high-resolution map information such
that each scaffold will overlap multiple mark-
ers. There are two genome-wide types of map
information available: high-density STS maps
and fingerprint maps of BAC clones developed
at Washington University (45). Among the ge-
nome-wide STS maps, GeneMap99 (GM99)
has the most markers and therefore was most
useful for mapping scaffolds. The two different
mapping approaches are complementary to one
another. The fingerprint maps should have bet-
ter local order because they were built by com-
parison of overlapping BAC clones. On the
other hand, GM99 should have a more reliable
long-range order, because the framework mark-
ers were derived from well-validated genetic
maps. Both types of maps were used as a
reference for human curation of the compo-
nents that were the input to the regional assem-
bly, but they did not determine the order of
sequences produced by the assembler.

In order to determine the effectiveness of
the fingerprint maps and GM99 for mapping
scaffolds, we first examined the reliability of
these maps by comparison with large scaf-
folds. Only 1% of the STS markers on the 10
largest scaffolds (those .9 Mbp) were
mapped on a different chromosome on
GM99. Two percent of the STS markers dis-
agreed in position by more than five frame-
work bins. However, for the fingerprint
maps, a 2% chromosome discrepancy was
observed, and on average 23.8% of BAC
locations in the scaffold sequence disagreed
with fingerprint map placement by more than
five BACs. When further examining the
source of discrepancy, it was found that most
of the discrepancy came from 4 of the 10
scaffolds, indicating this there is variation in
the quality of either the map or the scaffolds.
All four scaffolds were assembled, as well as
the other six, as judged by clone coverage
analysis, and showed the same low discrep-
ancy rate to GM99, and thus we concluded
that the fingerprint map global order in these
cases was not reliable. Smaller scaffolds had
a higher discordance rate with GM99 (4.21%
of STSs were discordant by more than five
framework bins), but a lower discordance rate
with the fingerprint maps (11% of BACs
disagreed with fingerprint maps by more than
five BACs). This observation agrees with the
clone coverage analysis (46 ) that Celera scaf-
fold construction was better supported by
long-range mate pairs in larger scaffolds than
in small scaffolds.

We created two orderings of Celera scaf-
folds on the basis of the markers (BAC or
STS) on these maps. Where the order of
scaffolds agreed between GM99 and the
WashU BAC map, we had a high degree of
confidence that that order was correct; these
scaffolds were termed “anchor scaffolds.”
Only scaffolds with a low overall discrepancy
rate with both maps were considered anchor
scaffolds. Scaffolds in GM99 bins were al-
lowed to permute in their order to match
WashU ordering, provided they did not vio-
late their framework orders. Orientation of
individual scaffolds was determined by the
presence of multiple mapped markers with
consistent order. Scaffolds with only one
marker have insufficient information to as-
sign orientation. We found 70.1% of the ge-
nome in anchored scaffolds, more than 99%
of which are also oriented (Table 4). Because
GM99 is of lower resolution than the WashU
map, a number of scaffolds without STS
matches could be ordered relative to the an-
chored scaffolds because they included se-
quence from the same or adjacent BACs on
the WashU map. On the other hand, because
of occasional WashU global ordering dis-
crepancies, a number of scaffolds determined
to be “unmappable” on the WashU map could
be ordered relative to the anchored scaffolds

Fig. 5. Distribution of scaffold sizes of the CSA. For each range of scaffold sizes, the percent of total
sequence is indicated.
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with GM99. These scaffolds were termed
“ordered scaffolds.” We found that 13.9% of
the assembly could be ordered by these ad-
ditional methods, and thus 84.0% of the ge-
nome was ordered unambiguously.

Next, all scaffolds that could be placed,
but not ordered, between anchors were as-
signed to the interval between the anchored
scaffolds and were deemed to be “bound-
ed” between them. For example, small scaf-
folds having STS hits from the same Gene-
Map bin or hitting the same BAC cannot be
ordered relative to each other, but can be
assigned a placement boundary relative to
other anchored or ordered scaffolds. The
remaining scaffolds either had no localiza-
tion information, conflicting information,
or could only be assigned to a generic
chromosome location. Using the above ap-
proaches, ;98% of the genome was an-
chored, ordered, or bounded.

Finally, we assigned a location for each
scaffold placed on the chromosome by
spreading out the scaffolds per chromosome.
We assumed that the remaining unmapped
scaffolds, constituting 2% of the genome,
were distributed evenly across the genome.
By dividing the sum of unmapped scaffold
lengths with the sum of the number of
mapped scaffolds, we arrived at an estimate
of interscaffold gap of 1483 bp. This gap was
used to separate all the scaffolds on each
chromosome and to assign an offset in the
chromosome.

During the scaffold-mapping effort, we en-
countered many problems that resulted in addi-
tional quality assessment and validation analy-
sis. At least 978 (3% of 33,173) BACs were
believed to have sequence data from more than
one location in the genome (47). This is con-
sistent with the bactig chimerism analysis re-
ported above in the Assembly Strategies sec-
tion. These BACs could not be assigned to
unique positions within the CSA assembly and
thus could not be used for ordering scaffolds.
Likewise, it was not always possible to assign
STSs to unique locations in the assembly be-
cause of genome duplications, repetitive ele-
ments, and pseudogenes.

Because of the time required for an ex-
haustive search for a perfect overlap, CSA
generated 21,607 intrascaffold gaps where
the mate-pair data suggested that the contigs
should overlap, but no overlap was found.
These gaps were defined as a fixed 50 bp in
length and make up 18.6% of the total
116,442 gaps in the CSA assembly.

We chose not to use the order of exons
implied in cDNA or EST data as a way of
ordering scaffolds. The rationale for not us-
ing this data was that doing so would have
biased certain regions of the assembly by
rearranging scaffolds to fit the transcript data
and made validation of both the assembly and
gene definition processes more difficult.

2.7 Assembly and validation analysis
We analyzed the assembly of the genome
from the perspectives of completeness
(amount of coverage of the genome) and
correctness (the structural accuracy of the
order and orientation and the consensus se-
quence of the assembly).

Completeness. Completeness is defined as
the percentage of the euchromatic sequence
represented in the assembly. This cannot be
known with absolute certainty until the eu-
chromatin sequence has been completed.
However, it is possible to estimate complete-
ness on the basis of (i) the estimated sizes of
intrascaffold gaps; (ii) coverage of the two
published chromosomes, 21 and 22 (48, 49);
and (iii) analysis of the percentage of an
independent set of random sequences (STS
markers) contained in the assembly. The
whole-genome libraries contain heterochro-
matic sequence and, although no attempt has
been made to assemble it, there may be in-
stances of unique sequence embedded in re-
gions of heterochromatin as were observed in
Drosophila (50, 51).

The sequences of human chromosomes 21
and 22 have been completed to high quality
and published (48, 49). Although this se-
quence served as input to the assembler, the
finished sequence was shredded into a shot-
gun data set so that the assembler had the
opportunity to assemble it differently from
the original sequence in the case of structural
polymorphisms or assembly errors in the
BAC data. In particular, the assembler must
be able to resolve repetitive elements at the
scale of components (generally multimega-
base in size), and so this comparison reveals
the level to which the assembler resolves
repeats. In certain areas, the assembly struc-
ture differs from the published versions of
chromosomes 21 and 22 (see below). The
consequence of the flexibility to assemble
“finished” sequence differently on the basis
of Celera data resulted in an assembly with
more segments than the chromosome 21 and
22 sequences. We examined the reasons why
there are more gaps in the Celera sequence
than in chromosomes 21 and 22 and expect
that they may be typical of gaps in other
regions of the genome. In the Celera assem-
bly, there are 25 scaffolds, each containing at
least 10 kb of sequence, that collectively span
94.3% of chromosome 21. Sixty-two scaf-
folds span 95.7% of chromosome 22. The
total length of the gaps remaining in the
Celera assembly for these two chromosomes
is 3.4 Mbp. These gap sequences were ana-
lyzed by RepeatMasker and by searching
against the entire genome assembly (52).
About 50% of the gap sequence consisted of
common repetitive elements identified by Re-
peatMasker; more than half of the remainder
was lower copy number repeat elements.

A more global way of assessing complete-

ness is to measure the content of an independent
set of sequence data in the assembly. We com-
pared 48,938 STS markers from Genemap99
(51) to the scaffolds. Because these markers
were not used in the assembly processes, they
provided a truly independent measure of com-
pleteness. ePCR (53) and BLAST (54) were
used to locate STSs on the assembled genome.
We found 44,524 (91%) of the STSs in the
mapped genome. An additional 2648 markers
(5.4%) were found by searching the unas-
sembled data or “chaff.” We identified 1283
STS markers (2.6%) not found in either Celera
sequence or BAC data as of September 2000,
raising the possibility that these markers may
not be of human origin. If that were the case,
the Celera assembled sequence would represent
93.4% of the human genome and the unas-
sembled data 5.5%, for a total of 98.9% cover-
age. Similarly, we compared CSA against
36,678 TNG radiation hybrid markers (55a)
using the same method. We found that 32,371
markers (88%) were located in the mapped
CSA scaffolds, with 2055 markers (5.6%)
found in the remainder. This gave a 94% cov-
erage of the genome through another genome-
wide survey.

Correctness. Correctness is defined as the
structural and sequence accuracy of the as-
sembly. Because the source sequences for the
Celera data and the GenBank data are from
different individuals, we could not directly
compare the consensus sequence of the as-

Table 4. Summary of scaffold mapping. Scaffolds
were mapped to the genome with different levels
of confidence (anchored scaffolds have the highest
confidence; unmapped scaffolds have the lowest).
Anchored scaffolds were consistently ordered by
the WashU BAC map and GM99. Ordered scaf-
folds were consistently ordered by at least one of
the following: the WashU BAC map, GM99, or
component tiling path. Bounded scaffolds had or-
der conflicts between at least two of the external
maps, but their placements were adjacent to a
neighboring anchored or ordered scaffold. Un-
mapped scaffolds had, at most, a chromosome
assignment. The scaffold subcategories are given
below each category.

Mapped
scaffold
category

Number Length (bp)
%

Total
length

Anchored 1,526 1,860,676,676 70
Oriented 1,246 1,852,088,645 70
Unoriented 280 8,588,031 0.3

Ordered 2,001 369,235,857 14
Oriented 839 329,633,166 12
Unoriented 1,162 39,602,691 2

Bounded 38,241 368,753,463 14
Oriented 7,453 274,536,424 10
Unoriented 30,788 94,217,039 4

Unmapped 11,823 55,313,737 2
Known 281 2,505,844 0.1

chromosome
Unknown

chromosome
11,542 52,807,893 2
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sembly against other finished sequence for
determining sequencing accuracy at the nu-
cleotide level, although this has been done for
identifying polymorphisms as described in
Section 6. The accuracy of the consensus
sequence is at least 99.96% on the basis of a
statistical estimate derived from the quality
values of the underlying reads.

The structural consistency of the assembly
can be measured by mate-pair analysis. In a
correct assembly, every mated pair of se-
quencing reads should be located on the con-
sensus sequence with the correct separation
and orientation between the pairs. A pair is
termed “valid” when the reads are in the
correct orientation and the distance between
them is within the mean 6 3 standard devi-
ations of the distribution of insert sizes of the
library from which the pair was sampled. A
pair is termed “misoriented” when the reads
are not correctly oriented, and is termed “mis-
separated” when the distance between the
reads is not in the correct range but the reads
are correctly oriented. The mean 6 the stan-
dard deviation of each library used by the
assembler was determined as described
above. To validate these, we examined all
reads mapped to the finished sequence of
chromosome 21 (48) and determined how
many incorrect mate pairs there were as a
result of laboratory tracking errors and chi-
merism (two different segments of the ge-
nome cloned into the same plasmid), and how
tight the distribution of insert sizes was for

those that were correct (Table 5). The stan-
dard deviations for all Celera libraries were
quite small, less than 15% of the insert
length, with the exception of a few 50-kbp
libraries. The 2- and 10-kbp libraries con-
tained less than 2% invalid mate pairs, where-
as the 50-kbp libraries were somewhat higher
(;10%). Thus, although the mate-pair infor-
mation was not perfect, its accuracy was such
that measuring valid, misoriented, and mis-
separated pairs with respect to a given assem-
bly was deemed to be a reliable instrument
for validation purposes, especially when sev-
eral mate pairs confirm or deny an ordering.

The clone coverage of the genome was
393, meaning that any given base pair was,
on average, contained in 39 clones or, equiv-
alently, spanned by 39 mate-paired reads.
Areas of low clone coverage or areas with a
high proportion of invalid mate pairs would
indicate potential assembly problems. We
computed the coverage of each base in the
assembly by valid mate pairs (Table 6). In
summary, for scaffolds .30 kbp in length,
less than 1% of the Celera assembly was in
regions of less than 33 clone coverage. Thus,
more than 99% of the assembly, including
order and orientation, is strongly supported
by this measure alone.

We examined the locations and number of
all misoriented and misseparated mates. In
addition to doing this analysis on the CSA
assembly (as of 1 October 2000), we also
performed a study of the PFP assembly as of

5 September 2000 (30, 55b). In this latter
case, Celera mate pairs had to be mapped to
the PFP assembly. To avoid mapping errors
due to high-fidelity repeats, the only pairs
mapped were those for which both reads
matched at only one location with less than
6% differences. A threshold was set such that
sets of five or more simultaneously invalid
mate pairs indicated a potential breakpoint,
where the construction of the two assemblies
differed. The graphic comparison of the CSA
chromosome 21 assembly with the published
sequence (Fig. 6A) serves as a validation of
this methodology. Blue tick marks in the
panels indicate breakpoints. There were a
similar (small) number of breakpoints on
both chromosome sequences. The exception
was 12 sets of scaffolds in the Celera assem-
bly (a total of 3% of the chromosome length
in 212 single-contig scaffolds) that were
mapped to the wrong positions because they
were too small to be mapped reliably. Figures
6 and 7 and Table 6 illustrate the mate-pair
differences and breakpoints between the two
assemblies. There was a higher percentage of
misoriented and misseparated mate pairs in
the large-insert libraries (50 kbp and BAC
ends) than in the small-insert libraries in both
assemblies (Table 6). The large-insert librar-
ies are more likely to identify discrepancies
simply because they span a larger segment of
the genome. The graphic comparison be-
tween the two assemblies for chromosome 8
(Fig. 6, B and C) shows that there are many

Table 5. Mate-pair validation. Celera fragment sequences were mapped to
the published sequence of chromosome 21. Each mate pair uniquely
mapped was evaluated for correct orientation and placement (number

of mate pairs tested). If the two mates had incorrect relative orienta-
tion or placement, they were considered invalid (number of invalid mate
pairs).

Library
type

Library
no.

Chromosome 21 Genome

Mean
insert
size
(bp)

SD
(bp)

SD/
mean
(%)

No. of
mate
pairs

tested

No. of
invalid
mate
pairs

%
invalid

Mean
insert

size (bp)

SD
(bp)

SD/
mean
(%)

2 kbp 1 2,081 106 5.1 3,642 38 1.0 2,082 90 4.3
2 1,913 152 7.9 28,029 413 1.5 1,923 118 6.1
3 2,166 175 8.1 4,405 57 1.3 2,162 158 7.3

10 kbp 4 11,385 851 7.5 4,319 80 1.9 11,370 696 6.1
5 14,523 1,875 12.9 7,355 156 2.1 14,142 1,402 9.9
6 9,635 1,035 10.7 5,573 109 2.0 9,606 934 9.7
7 10,223 928 9.1 34,079 399 1.2 10,190 777 7.6

50 kbp 8 64,888 2,747 4.2 16 1 6.3 65,500 5,504 8.4
9 53,410 5,834 10.9 914 170 18.6 53,311 5,546 10.4

10 52,034 7,312 14.1 5,871 569 9.7 51,498 6,588 12.8
11 52,282 7,454 14.3 2,629 213 8.1 52,282 7,454 14.3
12 46,616 7,378 15.8 2,153 215 10.0 45,418 9,068 20.0
13 55,788 10,099 18.1 2,244 249 11.1 53,062 10,893 20.5
14 39,894 5,019 12.6 199 7 3.5 36,838 9,988 27.1

BES 15 48,931 9,813 20.1 144 10 6.9 47,845 4,774 10.0
16 48,130 4,232 8.8 195 14 7.2 47,924 4,581 9.6
17 106,027 27,778 26.2 330 16 4.8 152,000 26,600 17.5
18 160,575 54,973 34.2 155 8 5.2 161,750 27,000 16.7
19 164,155 19,453 11.9 642 44 6.9 176,500 19,500 11.05

Sum 102,894 2,768 2.7
(mean 5 2.7)
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more breakpoints for the PFP assembly than
for the Celera assembly. Figure 7 shows the
breakpoint map (blue tick marks) for both
assemblies of each chromosome in a side-by-
side fashion. The order and orientation of
Celera’s assembly shows substantially fewer
breakpoints except on the two finished chro-
mosomes. Figure 7 also depicts large gaps
(.10 kbp) in both assemblies as red tick
marks. In the CSA assembly, the size of all
gaps have been estimated on the basis of the
mate-pair data. Breakpoints can be caused by
structural polymorphisms, because the two
assemblies were derived from different hu-
man genomes. They also reflect the unfin-
ished nature of both genome assemblies.

3 Gene Prediction and Annotation
Summary. To enumerate the gene inventory,
we developed an integrated, evidence-based
approach named Otto. The evidence used to
increase the likelihood of identifying genes
includes regions conserved between the
mouse and human genomes, similarity to
ESTs or other mRNA-derived data, or simi-
larity to other proteins. A comparison of Otto
(combined Otto-RefSeq and Otto homology)
with Genscan, a standard gene-prediction al-
gorithm, showed greater sensitivity (0.78 ver-
sus 0.50) and specificity (0.93 versus 0.63) of
Otto in the ability to define gene structure.
Otto-predicted genes were complemented
with a set of genes from three gene-prediction
programs that exhibited weaker, but still sig-
nificant, evidence that they may be ex-
pressed. Conservative criteria, requiring at
least two lines of evidence, were used to
define a set of 26,383 genes with good con-
fidence that were used for more detailed anal-
ysis presented in the subsequent sections.
Extensive manual curation to establish pre-
cise characterization of gene structure will be
necessary to improve the results from this
initial computational approach.

3.1 Automated gene annotation
A gene is a locus of cotranscribed exons. A
single gene may give rise to multiple tran-
scripts, and thus multiple distinct proteins
with multiple functions, by means of alterna-

tive splicing and alternative transcription ini-
tiation and termination sites. Our cells are
able to discern within the billions of base
pairs of the genomic DNA the signals for
initiating transcription and for splicing to-
gether exons separated by a few or hundreds
of thousands of base pairs. The first step in
characterizing the genome is to define the
structure of each gene and each transcription
unit.

The number of protein-coding genes in
mammals has been controversial from the
outset. Initial estimates based on reassocia-
tion data placed it between 30,000 to 40,000,
whereas later estimates from the brain were
.100,000 (56 ). More recent data from both
the corporate and public sectors, based on
extrapolations from EST, CpG island, and
transcript density–based extrapolations, have
not reduced this variance. The highest recent
number of 142,634 genes emanates from a
report from Incyte Pharmaceuticals, and is
based on a combination of EST data and the
association of ESTs with CpG islands (57 ).
In stark contrast are three quite different, and
much lower estimates: one of ;35,000 genes
derived with genome-wide EST data and
sampling procedures in conjunction with
chromosome 22 data (58); another of 28,000
to 34,000 genes derived with a comparative
methodology involving sequence conserva-
tion between humans and the puffer fish Te-
traodon nigroviridis (59); and a figure of
35,000 genes, which was derived simply by
extrapolating from the density of 770 known
and predicted genes in the 67 Mbp of chro-
mosomes 21 and 22, to the approximately
3-Gbp euchromatic genome.

The problem of computational identifica-
tion of transcriptional units in genomic DNA
sequence can be divided into two phases. The
first is to partition the sequence into segments
that are likely to correspond to individual
genes. This is not trivial and is a weakness of
most de novo gene-finding algorithms. It is
also critical to determining the number of
genes in the human gene inventory. The sec-
ond challenge is to construct a gene model
that reflects the probable structure of the
transcript(s) encoded in the region. This can

be done with reasonable accuracy when a
full-length cDNA has been sequenced or a
highly homologous protein sequence is
known. De novo gene prediction, although
less accurate, is the only way to find genes
that are not represented by homologous pro-
teins or ESTs. The following section de-
scribes the methods we have developed to
address these problems for the prediction of
protein-coding genes.

We have developed a rule-based expert sys-
tem, called Otto, to identify and characterize
genes in the human genome (60). Otto attempts
to simulate in software the process that a human
annotator uses to identify a gene and refine its
structure. In the process of annotating a region
of the genome, a human curator examines the
evidence provided by the computational pipe-
line (described below) and examines how var-
ious types of evidence relate to one another. A
curator puts different levels of confidence in
different types of evidence and looks for
certain patterns of evidence to support gene
annotation. For example, a curator may ex-
amine homology to a number of ESTs and
evaluate whether or not they can be connect-
ed into a longer, virtual mRNA. The curator
would also evaluate the strength of the simi-
larity and the contiguity of the match, in
essence asking whether any ESTs cross
splice-junctions and whether the edges of
putative exons have consensus splice sites.
This kind of manual annotation process was
used to annotate the Drosophila genome.

The Otto system can promote observed
evidence to a gene annotation in one of two
ways. First, if the evidence includes a high-
quality match to the sequence of a known
gene [here defined as a human gene repre-
sented in a curated subset of the RefSeq
database (61)], then Otto can promote this to
a gene annotation. In the second method, Otto
evaluates a broad spectrum of evidence and
determines if this evidence is adequate to
support promotion to a gene annotation.
These processes are described below.

Initially, gene boundaries are predicted on
the basis of examination of sets of overlap-
ping protein and EST matches generated by a
computational pipeline (62). This pipeline
searches the scaffold sequences against pro-
tein, EST, and genome-sequence databases to
define regions of sequence similarity and
runs three de novo gene-prediction programs.

To identify likely gene boundaries, re-
gions of the genome were partitioned by Otto
on the basis of sequence matches identified
by BLAST. Each of the database sequences
matched in the region under analysis was
compared by an algorithm that takes into
account both coordinates of the matching se-
quence, as well as the sequence type (e.g.,
protein, EST, and so forth). The results were
used to group the matches into bins of related
sequences that may define a gene and identify

Table 6. Genome-wide mate pair analysis of compartmentalized shotgun (CSA) and PFP assemblies.*

Genome
library

CSA PFP

%
valid

%
mis-

oriented

%
mis-

separated†

%
valid

%
mis-

oriented

%
mis-

separated†

2 kbp 98.5 0.6 1.0 95.7 2.0 2.3
10 kbp 96.7 1.0 2.3 81.9 9.6 8.6
50 kbp 93.9 4.5 1.5 64.2 22.3 13.5
BES 94.1 2.1 3.8 62.0 19.3 18.8
Mean 97.4 1.0 1.6 87.3 6.8 5.9

*Data for individual chromosomes can be found in Web fig. 3 on Science Online at www.sciencemag.org/cgi/content/
full/291/5507/1304/DC1. †Mates are misseparated if their distance is .3 SD from the mean library size.
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gene boundaries. During this process, multiple
hits to the same region were collapsed to a
coherent set of data by tracking the coverage of
a region. For example, if a group of bases was
represented by multiple overlapping ESTs, the
union of these regions matched by the set of
ESTs on the scaffold was marked as being
supported by EST evidence. This resulted in a
series of “gene bins,” each of which was be-
lieved to contain a single gene. One weakness of
this initial implementation of the algorithm was
in predicting gene boundaries in regions of tan-
demly duplicated genes. Gene clusters frequent-
ly resulted in homologous neighboring genes

being joined together, resulting in an annotation
that artificially concatenated these gene models.

Next, known genes (those with exact match-
es of a full-length cDNA sequence to the ge-
nome) were identified, and the region corre-
sponding to the cDNA was annotated as a
predicted transcript. A subset of the curat-
ed human gene set RefSeq from the Nation-
al Center for Biotechnology Information
(NCBI) was included as a data set searched in
the computational pipeline. If a RefSeq tran-
script matched the genome assembly for at least
50% of its length at .92% identity, then the
SIM4 (63) alignment of the RefSeq transcript to

the region of the genome under analysis was
promoted to the status of an Otto annotation.
Because the genome sequence has gaps and
sequence errors such as frameshifts, it was not
always possible to predict a transcript that
agrees precisely with the experimentally deter-
mined cDNA sequence. A total of 6538 genes
in our inventory were identified and transcripts
predicted in this way.

Regions that have a substantial amount of
sequence similarity, but do not match known
genes, were analyzed by that part of the Otto
system that uses the sequence similarity in-
formation to predict a transcript. Here, Otto

Fig. 6. Comparison of the CSA and the PFP assembly.
(A) All of chromosome 21, (B) all of chromosome 8,
and (C) a 1-Mb region of chromosome 8 representing
a single Celera scaffold. To generate the figure, Celera
fragment sequences were mapped onto each assem-
bly. The PFP assembly is indicated in the upper third
of each panel; the Celera assembly is indicated in the
lower third. In the center of the panel, green lines
show Celera sequences that are in the same order and
orientation in both assemblies and form the longest
consistently ordered run of sequences. Yellow lines
indicate sequence blocks that are in the same orien-
tation, but out of order. Red lines indicate sequence
blocks that are not in the same orientation. For
clarity, in the latter two cases, lines are only drawn
between segments of matching sequence that are at
least 50 kbp long. The top and bottom thirds of each
panel show the extent of Celera mate-pair violations
(red, misoriented; yellow, incorrect distance between
the mates) for each assembly grouped by library size.
(Mate pairs that are within the correct distance, as
expected from the mean library insert size, are omit-
ted from the figure for clarity.) Predicted breakpoints,
corresponding to stacks of violated mate pairs of the
same type, are shown as blue ticks on each assembly
axis. Runs of more than 10,000 Ns are shown as cyan
bars. Plots of all 24 chromosomes can be seen in Web
fig. 3 on Science Online at www.sciencemag.org/cgi/
content/full/291/5507/1304/DC1.
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evaluates evidence generated by the compu-
tational pipeline, corresponding to conserva-
tion between mouse and human genomic
DNA, similarity to human transcripts (ESTs

and cDNAs), similarity to rodent transcripts
(ESTs and cDNAs), and similarity of the
translation of human genomic DNA to known
proteins to predict potential genes in the hu-

man genome. The sequence from the region
of genomic DNA contained in a gene bin was
extracted, and the subsequences supported by
any homology evidence were marked (plus 100

Fig. 7. Schematic view of the distribution of breakpoints and large gaps
on all chromosomes. For each chromosome, the upper pair of lines
represent the PFP assembly, and the lower pair of lines represent Celera’s

assembly. Blue tick marks represent breakpoints, whereas red tick marks
represent a gap of larger than 10,000 bp. The number of breakpoints per
chromosome is indicated in black, and the chromosome numbers in red.
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bases flanking these regions). The other bases
in the region, those not covered by any homol-
ogy evidence, were replaced by N’s. This se-
quence segment, with high confidence regions
represented by the consensus genomic se-
quence and the remainder represented by N’s,
was then evaluated by Genscan to see if a
consistent gene model could be generated. This
procedure simplified the gene-prediction task
by first establishing the boundary for the gene
(not a strength of most gene-finding algo-
rithms), and by eliminating regions with no
supporting evidence. If Genscan returned a
plausible gene model, it was further evaluated
before being promoted to an “Otto” annotation.
The final Genscan predictions were often quite
different from the prediction that Genscan re-
turned on the same region of native genomic
sequence. A weakness of using Genscan to
refine the gene model is the loss of valid, small
exons from the final annotation.

The next step in defining gene structures
based on sequence similarity was to compare
each predicted transcript with the homology-
based evidence that was used in previous steps
to evaluate the depth of evidence for each exon
in the prediction. Internal exons were consid-
ered to be supported if they were covered by
homology evidence to within 610 bases of
their edges. For first and last exons, the internal
edge was required to be within 10 bases, but the
external edge was allowed greater latitude to
allow for 59 and 39 untranslated regions
(UTRs). To be retained, a prediction for a
multi-exon gene must have evidence such that
the total number of “hits,” as defined above,
divided by the number of exons in the predic-
tion must be .0.66 or must correspond to a
RefSeq sequence. A single-exon gene must be
covered by at least three supporting hits (610
bases on each side), and these must cover the
complete predicted open reading frame. For
a single-exon gene, we also required that
the Genscan prediction include both a start
and a stop codon. Gene models that did not
meet these criteria were disregarded, and

those that passed were promoted to Otto
predictions. Homology-based Otto predic-
tions do not contain 39 and 59 untranslated
sequence. Although three de novo gene-finding
programs [GRAIL, Genscan, and FgenesH
(63)] were run as part of the computational
analysis, the results of these programs were not
directly used in making the Otto predictions.
Otto predicted 11,226 additional genes by
means of sequence similarity.

3.2 Otto validation
To validate the Otto homology-based process
and the method that Otto uses to define the
structures of known genes, we compared tran-
scripts predicted by Otto with their correspond-
ing (and presumably correct) transcript from a
set of 4512 RefSeq transcripts for which there
was a unique SIM4 alignment (Table 7). In
order to evaluate the relative performance of
Otto and Genscan, we made three comparisons.
The first involved a determination of the accu-
racy of gene models predicted by Otto with
only homology data other than the correspond-
ing RefSeq sequence (Otto homology in Table
7). We measured the sensitivity (correctly pre-
dicted bases divided by the total length of the
cDNA) and specificity (correctly predicted
bases divided by the sum of the correctly and
incorrectly predicted bases). Second, we exam-
ined the sensitivity and specificity of the Otto
predictions that were made solely with the Ref-
Seq sequence, which is the process that Otto
uses to annotate known genes (Otto-RefSeq).
And third, we determined the accuracy of the
Genscan predictions corresponding to these
RefSeq sequences. As expected, the alignment
method (Otto-RefSeq) was the most accurate,
and Otto-homology performed better than Gen-
scan by both criteria. Thus, 6.1% of true RefSeq
nucleotides were not represented in the Otto-
refseq annotations and 2.7% of the nucleotides
in the Otto-RefSeq transcripts were not con-
tained in the original RefSeq transcripts. The
discrepancies could come from legitimate
differences between the Celera assembly
and the RefSeq transcript due to polymor-
phisms, incomplete or incorrect data in the
Celera assembly, errors introduced by Sim4
during the alignment process, or the pres-
ence of alternatively spliced forms in the
data set used for the comparisons.

Because Otto uses an evidence-based ap-
proach to reconstruct genes, the absence of
experimental evidence for intervening exons
may inadvertantly result in a set of exons that
cannot be spliced together to give rise to a
transcript. In such cases, Otto may “split genes”
when in fact all the evidence should be com-
bined into a single transcript. We also examined
the tendency of these methods to incorrectly
split gene predictions. These trends are shown
in Fig. 8. Both RefSeq and homology-based
predictions by Otto split known genes into few-
er segments than Genscan alone.

3.3 Gene number
Recognizing that the Otto system is quite
conservative, we used a different gene-pre-
diction strategy in regions where the ho-
mology evidence was less strong. Here the
results of de novo gene predictions were
used. For these genes, we insisted that a
predicted transcript have at least two of the
following types of evidence to be included
in the gene set for further analysis: protein,
human EST, rodent EST, or mouse genome
fragment matches. This final class of pre-
dicted genes is a subset of the predictions
made by the three gene-finding programs
that were used in the computational pipe-
line. For these, there was not sufficient
sequence similarity information for Otto to
attempt to predict a gene structure. The
three de novo gene-finding programs re-
sulted in about 155,695 predictions, of
which ;76,410 were nonredundant (non-
overlapping with one another). Of these,
57,935 did not overlap known genes or
predictions made by Otto. Only 21,350 of
the gene predictions that did not overlap
Otto predictions were partially supported
by at least one type of sequence similarity
evidence, and 8619 were partially support-
ed by two types of evidence (Table 8).

The sum of this number (21,350) and the
number of Otto annotations (17,764), 39,114,
is near the upper limit for the human gene
complement. As seen in Table 8, if the re-
quirement for other supporting evidence is
made more stringent, this number drops rap-
idly so that demanding two types of evidence
reduces the total gene number to 26,383 and
demanding three types reduces it to ;23,000.
Requiring that a prediction be supported by
all four categories of evidence is too stringent
because it would eliminate genes that encode
novel proteins (members of currently unde-
scribed protein families). No correction for
pseudogenes has been made at this point in
the analysis.

In a further attempt to identify genes that
were not found by the autoannotation process
or any of the de novo gene finders, we ex-
amined regions outside of gene predictions
that were similar to the EST sequence, and
where the EST matched the genomic se-
quence across a splice junction. After correct-
ing for potential 39 UTRs of predicted genes,
about 2500 such regions remained. Addition
of a requirement for at least one of the fol-
lowing evidence types—homology to mouse
genomic sequence fragments, rodent ESTs,
or cDNAs—or similarity to a known protein
reduced this number to 1010. Adding this to
the numbers from the previous paragraph
would give us estimates of about 40,000,
27,000, and 24,000 potential genes in the
human genome, depending on the stringency
of evidence considered. Table 8 illustrates the
number of genes and presents the degree of

Table 7. Sensitivity and specificity of Otto and
Genscan. Sensitivity and specificity were calculat-
ed by first aligning the prediction to the published
RefSeq transcript, tallying the number (N) of
uniquely aligned RefSeq bases. Sensitivity is the
ratio of N to the length of the published RefSeq
transcript. Specificity is the ratio of N to the
length of the prediction. All differences are signif-
icant (Tukey HSD; P , 0.001).

Method Sensitivity Specificity

Otto (RefSeq only)* 0.939 0.973
Otto (homology)† 0.604 0.884
Genscan 0.501 0.633

*Refers to those annotations produced by Otto using only
the Sim4-polished RefSeq alignment rather than an evi-
dence-based Genscan prediction. †Refers to those
annotations produced by supplying all available evidence
to Genscan.

T H E H U M A N G E N O M E

16 FEBRUARY 2001 VOL 291 SCIENCE www.sciencemag.org

139



confidence based on the supporting evidence.
Transcripts encoded by a set of 26,383 genes
were assembled for further analysis. This set
includes the 6538 genes predicted by Otto on
the basis of matches to known genes, 11,226
transcripts predicted by Otto based on homol-
ogy evidence, and 8619 from the subset of
transcripts from de novo gene-prediction pro-
grams that have two types of supporting ev-
idence. The 26,383 genes are illustrated along
chromosome diagrams in Fig. 1. These are a
very preliminary set of annotations and are
subject to all the limitations of an automated
process. Considerable refinement is still nec-
essary to improve the accuracy of these tran-
script predictions. All the predictions and
descriptions of genes and the associated evi-
dence that we present are the product of
completely computational processes, not ex-
pert curation. We have attempted to enumer-
ate the genes in the human genome in such a
way that we have different levels of confi-
dence based on the amount of supporting
evidence: known genes, genes with good pro-
tein or EST homology evidence, and de novo
gene predictions confirmed by modest ho-
mology evidence.

3.4 Features of human gene
transcripts
We estimate the average span for a “typi-
cal” gene in the human DNA sequence to
be about 27,894 bases. This is based on the
average span covered by RefSeq tran-
scripts, used because it represents our high-
est confidence set.

The set of transcripts promoted to gene
annotations varies in a number of ways. As
can be seen from Table 8 and Fig. 9, tran-
scripts predicted by Otto tend to be longer,
having on average about 7.8 exons, whereas
those promoted from gene-prediction pro-
grams average about 3.7 exons. The largest
number of exons that we have identified in a
transcript is 234 in the titin mRNA. Table 8
compares the amounts of evidence that sup-

port the Otto and other predicted transcripts.
For example, one can see that a typical Otto
transcript has 6.99 of its 7.81 exons supported
by protein homology evidence. As would be
expected, the Otto transcripts generally have
more support than do transcripts predicted by
the de novo methods.

4 Genome Structure
Summary. This section describes several of
the noncoding attributes of the assembled
genome sequence and their correlations with
the predicted gene set. These include an anal-
ysis of G1C content and gene density in the
context of cytogenetic maps of the genome,
an enumerative analysis of CpG islands, and
a brief description of the genome-wide repet-
itive elements.

4.1 Cytogenetic maps
Perhaps the most obvious, and certainly the
most visible, element of the structure of
the genome is the banding pattern produced
by Giemsa stain. Chromosomal banding
studies have revealed that about 17% to
20% of the human chromosome comple-
ment consists of C-bands, or constitutive
heterochromatin (64 ). Much of this hetero-
chromatin is highly polymorphic and con-
sists of different families of alpha satellite
DNAs with various higher order repeat
structures (65). Many chromosomes have
complex inter- and intrachromosomal du-
plications present in pericentromeric re-
gions (66 ). About 5% of the sequence reads
were identified as alpha satellite sequences;
these were not included in the assembly.

Fig. 8. Analysis of split genes resulting from different annotation methods. A set of 4512
Sim4-based alignments of RefSeq transcripts to the genomic assembly were chosen (see the text
for criteria), and the numbers of overlapping Genscan, Otto (RefSeq only) annotations based solely
on Sim4-polished RefSeq alignments, and Otto (homology) annotations (annotations produced by
supplying all available evidence to Genscan) were tallied. These data show the degree to which
multiple Genscan predictions and/or Otto annotations were associated with a single RefSeq
transcript. The zero class for the Otto-homology predictions shown here indicates that the
Otto-homology calls were made without recourse to the RefSeq transcript, and thus no Otto call
was made because of insufficient evidence.

Table 8. Numbers of exons and transcripts supported by various types of evidence for Otto and de novo gene prediction methods. Highlighted cells indicate
the gene sets analyzed in this paper (boldface, set of genes selected for protein analysis; italic, total set of accepted de novo predictions).

Total
Types of evidence No. of lines of evidence*

Mouse Rodent Protein Human $1 $2 $3 $4

Otto Number of
transcripts

17,969 17,065 14,881 15,477 16,374 17,968† 17,501 15,877 12,451

Number of
exons

141,218 111,174 89,569 108,431 118,869 140,710 127,955 99,574 59,804

De novo Number of
transcripts

58,032 14,463 5,094 8,043 9,220 21,350 8,619 4,947 1,904

Number of
exons

319,935 48,594 19,344 26,264 40,104 79,148 31,130 17,508 6,520

No. of exons per Otto 7.84 5.77 6.01 6.99 7.24 7.81 7.19 6.00 4.28
transcript De novo 5.53 3.17 3.80 3.27 4.36 3.7 3.56 3.42 3.16

*Four kinds of evidence (conservation in 33 mouse genomic DNA, similarity to human EST or cDNA, similarity to rodent EST or cDNA, and similarity to known proteins) were
considered to support gene predictions from the different methods. The use of evidence is quite liberal, requiring only a partial match to a single exon of predicted transcript. †This
number includes alternative splice forms of the 17,764 genes mentioned elsewhere in the text.
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Examination of pericentromeric regions is
ongoing.

The remaining ;80% of the genome, the
euchromatic component, is divisible into G-,
R-, and T-bands (67). These cytogenetic bands
have been presumed to differ in their nucleotide
composition and gene density, although we
have been unable to determine precise band
boundaries at the molecular level. T-bands are
the most G1C- and gene-rich, and G-bands are
G1C-poor (68). Bernardi has also offered a
description of the euchromatin at the molecular
level as long stretches of DNA of differing base
composition, termed isochores (denoted L, H1,
H2, and H3), which are .300 kbp in length
(69). Bernardi defined the L (light) isochores as
G1C-poor (,43%), whereas the H (heavy)
isochores fall into three G1C-rich classes rep-
resenting 24, 8, and 5% of the genome. Gene
concentration has been claimed to be very low
in the L isochores and 20-fold more enriched in
the H2 and H3 isochores (70). By examining
contiguous 50-kbp windows of G1C content
across the assembly, we found that regions of
G1C content .48% (H3 isochores) averaged
273.9 kbp in length, those with G1C content
between 43 and 48% (H11H2 isochores) aver-
aged 202.8 kbp in length, and the average span
of regions with ,43% (L isochores) was
1078.6 kbp. The correlation between G1C
content and gene density was also examined in
50-kbp windows along the assembled sequence
(Table 9 and Figs. 10 and 11). We found that
the density of genes was greater in regions of
high G1C than in regions of low G1C content,
as expected. However, the correlation between
G1C content and gene density was not as
skewed as previously predicted (69). A higher
proportion of genes were located in the G1C-
poor regions than had been expected.

Chromosomes 17, 19, and 22, which have
a disproportionate number of H3-containing
bands, had the highest gene density (Table
10). Conversely, of the chromosomes that we

found to have the lowest gene density, X, 4,
18, 13, and Y, also have the fewest H3 bands.
Chromosome 15, which also has few H3
bands, did not have a particularly low gene
density in our analysis. In addition, chromo-
some 8, which we found to have a low gene
density, does not appear to be unusual in its
H3 banding.

How valid is Ohno’s postulate (71) that
mammalian genomes consist of oases of genes
in otherwise essentially empty deserts? It ap-
pears that the human genome does indeed con-
tain deserts, or large, gene-poor regions. If we
define a desert as a region .500 kbp without a
gene, then we see that 605 Mbp, or about 20%
of the genome, is in deserts. These are not
uniformly distributed over the various chromo-
somes. Gene-rich chromosomes 17, 19, and 22
have only about 12% of their collective 171
Mbp in deserts, whereas gene-poor chromo-
somes 4, 13, 18, and X have 27.5% of their 492
Mbp in deserts (Table 11). The apparent lack of
predicted genes in these regions does not nec-
essarily imply that they are devoid of biological
function.

4.2 Linkage map
Linkage maps provide the basis for genetic
analysis and are widely used in the study of the
inheritance of traits and in the positional clon-
ing of genes. The distance metric, centimorgans
(cM), is based on the recombination rate be-
tween homologous chromosomes during meio-

sis. In general, the rate of recombination in
females is greater than that in males, and this
degree of map expansion is not uniform across
the genome (72). One of the opportunities en-
abled by a nearly complete genome sequence is
to produce the ultimate physical map, and to
fully analyze its correspondence with two other
maps that have been widely used in genome
and genetic analysis: the linkage map and the
cytogenetic map. This would close the loop
between the mapping and sequencing phases of
the genome project.

We mapped the location of the markers
that constitute the Genethon linkage map to
the genome. The rate of recombination, ex-
pressed as cM per Mbp, was calculated for
3-Mbp windows as shown in Table 12. High-
er rates of recombination in the telomeric
region of the chromosomes have been previ-
ously documented (73). From this mapping
result, there is a difference of 4.99 between
lowest rates and highest rates and the largest
difference of 4.4 between males and females
(4.99 to 0.47 on chromosome 16). This indi-
cates that the variability in recombination
rates among regions of the genome exceeds
the differences in recombination rates be-
tween males and females. The human ge-
nome has recombination hotspots, where re-
combination rates vary fivefold or more over
a space of 1 kbp, so the picture one gets of the
magnitude of variability in recombination
rate will depend on the size of the window

Fig. 9. Comparison of
the number of exons
per transcript between
the 17,968 Otto tran-
scripts and 21,350 de
novo transcript predic-
tions with at least one
line of evidence that
do not overlap with an
Otto prediction. Both
sets have the highest
number of transcripts
in the two-exon cate-
gory, but the de novo
gene predictions are
skewed much more
toward smaller tran-
scripts. In the Otto set,
19.7% of the tran-
scripts have one or
two exons, and 5.7%
have more than 20. In the de novo set, 49.3% of the transcripts have one or two exons, and 0.2% have more than 20.

Table 9. Characteristics of G1C in isochores.

Isochore G1C (%)
Fraction of genome Fraction of genes

Predicted* Observed Predicted* Observed

H3 .48 5 9.5 37 24.8
H1/H2 43–48 25 21.2 32 26.6
L ,43 67 69.2 31 48.5

*The predictions were based on Bernardi’s definitions (70) of the isochore structure of the human genome.
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examined. Unfortunately, too few meiotic
crossovers have occurred in Centre d’Étude
du Polymorphism Humain (CEPH) and other
reference families to provide a resolution any
finer than about 3 Mbp. The next challenge
will be to determine a sequence basis of
recombination at the chromosomal level. An
accurate predictor for the rate for variation in
recombination rates between any pair of
markers would be extremely useful in design-
ing markers to narrow a region of linkage,
such as in positional cloning projects.

4.3 Correlation between CpG islands
and genes
CpG islands are stretches of unmethylated
DNA with a higher frequency of CpG
dinucleotides when compared with the entire
genome (74 ). CpG islands are believed to
preferentially occur at the transcriptional start
of genes, and it has been observed that most
housekeeping genes have CpG islands at the
59 end of the transcript (75, 76 ). In addition,
experimental evidence indicates that CpG is-
land methylation is correlated with gene in-
activation (77 ) and has been shown to be
important during gene imprinting (78) and
tissue-specific gene expression (79)

Experimental methods have been used
that resulted in an estimate of 30,000 to
45,000 CpG islands in the human genome
(74, 80) and an estimate of 499 CpG islands
on human chromosome 22 (81). Larsen et
al. (76 ) and Gardiner-Garden and Frommer
(75) used a computational method to iden-
tify CpG islands and defined them as re-
gions of DNA of .200 bp that have a G1C
content of .50% and a ratio of observed

versus expected frequency of CG dinucle-
otide $0.6.

It is difficult to make a direct compari-
son of experimental definitions of CpG is-
lands with computational definitions be-
cause computational methods do not con-
sider the methylation state of cytosine and
experimental methods do not directly select
regions of high G1C content. However, we
can determine the correlation of CpG island
with gene starts, given a set of annotated
genomic transcripts and the whole genome
sequence. We have analyzed the publicly
available annotation of chromosome 22, as
well as using the entire human genome in
our assembly and the computationally an-
notated genes. A variation of the CpG is-
land computation was compared with
Larsen et al. (76 ). The main differences are
that we use a sliding window of 200 bp,
consecutive windows are merged only if
they overlap, and we recompute the CpG
value upon merging, thus rejecting any po-
tential island if it scores less than the
threshold.

To compute various CpG statistics, we
used two different thresholds of CG dinucle-
otide likelihood ratio. Besides using the orig-
inal threshold of 0.6 (method 1), we used a
higher threshold of CG dinucleotide likeli-
hood ratio of 0.8 (method 2), which results in
the number of CpG islands on chromosome
22 close to the number of annotated genes on
this chromosome. The main results are sum-
marized in Table 13. CpG islands computed
with method 1 predicted only 2.6% of the
CSA sequence as CpG, but 40% of the gene
starts (start codons) are contained inside a

CpG island. This is comparable to ratios re-
ported by others (82). The last two rows of
the table show the observed and expected
average distance, respectively, of the closest
CpG island from the first exon. The observed
average closest CpG islands are smaller than
the corresponding expected distances, con-
firming an association between CpG island
and the first exon.

We also looked at the distribution of CpG
island nucleotides among various sequence
classes such as intergenic regions, introns,
exons, and first exons. We computed the
likelihood score for each sequence class as
the ratio of the observed fraction of CpG
island nucleotides in that sequence class
and the expected fraction of CpG island
nucleotides in that sequence class. The re-
sult of applying method 1 on CSA were
scores of 0.89 for intergenic region, 1.2 for
intron, 5.86 for exon, and 13.2 for first
exon. The same trend was also found for
chromosome 22 and after the application of
a higher threshold (method 2) on both data
sets. In sum, genome-wide analysis has
extended earlier analysis and suggests a
strong correlation between CpG islands and
first coding exons.

4.4 Genome-wide repetitive elements
The proportion of the genome covered by
various classes of repetitive DNA is present-
ed in Table 14. We observed about 35% of
the genome in these repeat classes, very sim-
ilar to values reported previously (83). Repet-
itive sequence may be underrepresented in
the Celera assembly as a result of incomplete
repeat resolution, as discussed above. About
8% of the scaffold length is in gaps, and we
expect that much of this is repetitive se-
quence. Chromosome 19 has the highest re-
peat density (57%), as well as the highest
gene density (Table 10). Of interest, among
the different classes of repeat elements, we
observe a clear association of Alu elements
and gene density, which was not observed
between LINEs and gene density.

5 Genome Evolution
Summary. The dynamic nature of genome
evolution can be captured at several levels.
These include gene duplications mediated by
RNA intermediates (retrotransposition) and
segmental genomic duplications. In this sec-
tion, we document the genome-wide occur-
rence of retrotransposition events generating
functional (intronless paralogs) or inactive
genes (pseudogenes). Genes involved in
translational processes and nuclear regulation
account for nearly 50% of all intronless para-
logs and processed pseudogenes detected in
our survey. We have also cataloged the extent
of segmental genomic duplication and pro-
vide evidence for 1077 duplicated blocks
covering 3522 distinct genes.

Fig. 10. Relation between G1C content and gene density. The blue bars show the percent of the
genome (in 50-kbp windows) with the indicated G1C content. The percent of the total number of
genes associated with each G1C bin is represented by the yellow bars. The graph shows that about
5% of the genome has a G1C content of between 50 and 55%, but that this portion contains
nearly 15% of the genes.
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Fig. 11. Genome structural features.
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5.1 Retrotransposition in the human
genome

Retrotransposition of processed mRNA
transcripts into the genome results in func-
tional genes, called intronless paralogs, or
inactivated genes ( pseudogenes). A paralog
refers to a gene that appears in more than
one copy in a given organism as a result of

a duplication event. The existence of both
intron-containing and intronless forms of
genes encoding functionally similar or
identical proteins has been previously de-
scribed (84, 85). Cataloging these evolu-
tionary events on the genomic landscape is
of value in understanding the functional
consequences of such gene-duplication

events in cellular biology. Identification of
conserved intronless paralogs in the mouse
or other mammalian genomes should pro-
vide the basis for capturing the evolution-
ary chronology of these transposition
events and provide insights into gene loss
and accretion in the mammalian radiation.

A set of proteins corresponding to all 901

Fig. 11 (continued). Relation among gene density (orange), G1C content
(green), EST density (blue), and Alu density (pink) along the lengths of
each of the chromosomes. Gene density was calculated in 1-Mbp win-

dows. The percent of G1C nucleotides was calculated in 100-kbp
windows. The number of ESTs and Alu elements is shown per 100-kbp
window.
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Table 10. Features of the chromosomes. De novo/any refers to the union of de novo predictions that do not overlap Otto predictions and have at least one other type of supporting evidence; de novo/2x
refers to the union of de novo predictions that do not overlap Otto predictions and have at least two types of evidence. Deserts are regions of sequence with no annotated genes.

Chr.

Sequence coverage (CS assembly) Base composition Gene prediction* Gene density (genes/Mbp)

Size
(Mbp)

No. of
scaf-
folds

Largest
scaf-
fold

(Mbp)

No. of
scaf-
folds
.500
kbp

Se-
quence
covered

by
scaf-
folds
.500
kbp

% of
total
se-

quence
in

scaf-
folds
.500
kbp

%
repeat

%
GC

No of
CpG

islands
Otto

De
novo/
any

De
novo/

23

Total
(Otto
1 de
novo/
any)

Total
(Otto
1 de
novo/
any)

Se-
quence

in
deserts
.500/

kbp

Se-
quence

in
deserts

.1
Mbp

Otto
De

novo/
any

De
novo/

23

Otto
1 de
novo/
any

Otto
1 de
novo/

23

1 220 2,549 11 82 192 88 37 42 2,335 1,743 1,710 710 3,453 2,453 29 6 8 8 3 16 11
2 240 3,263 13 78 217 91 36 40 1,703 1,183 1,771 633 2,954 1,816 55 19 5 7 2 12 7
3 200 3,532 7 78 173 87 37 40 1,271 1,013 1,414 598 2,427 1,611 50 12 5 7 3 12 8
4 186 2,180 10 70 169 91 37 38 1,081 696 1,165 449 1,861 1,145 55 18 4 6 2 10 6
5 182 3,231 11 63 163 89 37 40 1,302 892 1,244 474 2,136 1,366 46 15 5 7 2 11 7
6 172 1,713 13 58 160 93 37 40 1,384 943 1,314 524 2,257 1,467 38 9 6 7 3 13 8
7 146 1,326 14 53 130 89 38 40 1,406 759 1,072 460 1,831 1,219 26 12 5 7 3 12 8
8 146 1,772 11 54 135 92 36 40 948 583 977 357 1,560 940 33 6 4 7 2 11 6
9 113 1,616 8 40 101 89 38 41 1,315 689 848 329 1,537 1,018 22 9 6 7 3 13 8

10 130 2,005 9 55 116 89 36 42 1,087 685 968 342 1,653 1,027 21 8 5 7 2 12 7
11 132 2,814 9 44 116 88 39 42 1,461 1,051 1,134 535 2,185 1,586 27 9 8 8 4 16 12
12 134 2,614 8 51 117 87 38 41 1,131 925 936 417 1,861 1,342 24 9 7 7 3 14 10
13 99 1,038 13 34 91 91 36 38 644 341 691 241 1,032 582 31 16 4 7 2 10 5
14 87 576 11 16 83 95 40 41 913 583 700 290 1,283 873 34 20 7 8 3 14 10
15 80 1,747 8 31 70 87 37 42 722 558 640 246 1,198 804 8 1 7 8 3 15 10
16 75 1,520 8 27 62 82 40 44 1,533 748 673 247 1,421 995 13 3 10 9 3 19 12
17 78 1,683 6 40 61 78 39 45 1,489 897 648 313 1,545 1,210 15 6 12 8 4 19 15
18 79 1,333 13 18 72 92 36 40 510 283 543 189 826 472 21 10 4 7 2 10 6
19 58 2,282 3 31 38 67 57 49 2,804 1,141 534 268 1,675 1,409 3 0 20 9 4 29 23
20 61 580 14 17 58 94 41 44 997 517 469 180 986 697 7 1 8 7 3 16 11
21 33 358 10 6 32 96 38 41 519 184 265 102 449 286 15 9 6 8 3 13 8
22 36 333 11 12 32 88 44 48 1,173 494 341 147 835 641 3 0 14 9 4 23 17
X 128 1,346 4 91 93 73 46 39 726 605 860 387 1,465 992 29 8 5 6 3 11 7
Y 19 638 2 10 12 65 50 39 65 55 155 49 210 104 4 2 3 8 2 11 5
U* 75 11,542 1 479 196 278 132 474 328
Total 2907 53,591 1,059 2,490 28,519 17,764 21,350 8,619 39,114 26,383 606 208
Avg. 116 2,144 9 44 104 87 40 41 1,160 714 812 333 1,526 1,047 25 9 7 7 3 14 9

*Chromosomal assignment unknown.

T
H

E
H

U
M

A
N

G
E

N
O

M
E

16
FEBRU

A
RY

2001
V

O
L

291
SC

IEN
C

E
w

w
w

.sciencem
ag.org

1
3

2
6

145



Otto-predicted, single-exon genes were sub-
jected to BLAST analysis against the proteins
encoded by the remaining multiexon predict-
ed transcripts. Using homology criteria of
70% sequence identity over 90% of the
length, we identified 298 instances of single-
to multi-exon correspondence. Of these 298
sequences, 97 were represented in the Gen-
Bank data set of experimentally validated
full-length genes at the stringency specified
and were verified by manual inspection.

We believe that these 97 cases may rep-
resent intronless paralogs (see Web table 1 on
Science Online at www.sciencemag.org/cgi/
content/full/291/5507/1304/DC1) of known
genes. Most of these are flanked by direct
repeat sequences, although the precise nature
of these repeats remains to be determined. All
of the cases for which we have high confi-
dence contain polyadenylated [poly(A)] tails
characteristic of retrotransposition.

Recent publications describing the phe-
nomenon of functional intronless paralogs
speculate that retrotransposition may serve as
a mechanism used to escape X-chromosomal
inactivation (84, 86 ). We do not find a bias
toward X chromosome origination of these
retrotransposed genes; rather, the results
show a random chromosome distribution of
both the intron-containing and corresponding
intronless paralogs. We also have found sev-
eral cases of retrotransposition from a single
source chromosome to multiple target chro-
mosomes. Interesting examples include the
retrotransposition of a five exon–containing
ribosomal protein L21 gene on chromosome
13 onto chromosomes 1, 3, 4, 7, 10, and 14,
respectively. The size of the source genes can
also show variability. The largest example is
the 31-exon diacylglycerol kinase zeta gene
on chromosome 11 that has an intronless
paralog on chromosome 13. Regardless of
route, retrotransposition with subsequent
gene changes in coding or noncoding regions
that lead to different functions or expression
patterns, represents a key route to providing
an enhanced functional repertoire in mam-
mals (87 ).

Our preliminary set of retrotransposed in-
tronless paralogs contains a clear overrepre-
sentation of genes involved in translational
processes (40% ribosomal proteins and 10%
translation elongation factors) and nuclear
regulation (HMG nonhistone proteins, 4%),
as well as metabolic and regulatory enzymes.
EST matches specific to a subset of intronless
paralogs suggest expression of these intron-
less paralogs. Differences in the upstream
regulatory sequences between the source
genes and their intronless paralogs could ac-
count for differences in tissue-specific gene
expression. Defining which, if any, of these
processed genes are functionally expressed
and translated will require further elucidation
and experimental validation.

5.2 Pseudogenes
A pseudogene is a nonfunctional copy that is
very similar to a normal gene but that has
been altered slightly so that it is not ex-

pressed. We developed a method for the pre-
liminary analysis of processed pseudogenes
in the human genome as a starting point in
elucidating the ongoing evolutionary forces

Table 11. Genome overview.

Size of the genome (including gaps) 2.91 Gbp
Size of the genome (excluding gaps) 2.66 Gbp
Longest contig 1.99 Mbp
Longest scaffold 14.4 Mbp
Percent of A1T in the genome 54
Percent of G1C in the genome 38
Percent of undetermined bases in the genome 9
Most GC-rich 50 kb Chr. 2 (66%)
Least GC-rich 50 kb Chr. X (25%)
Percent of genome classified as repeats 35
Number of annotated genes 26,383
Percent of annotated genes with unknown function 42
Number of genes (hypothetical and annotated) 39,114
Percent of hypothetical and annotated genes with unknown function 59
Gene with the most exons Titin (234 exons)
Average gene size 27 kbp
Most gene-rich chromosome Chr. 19 (23 genes/Mb)
Least gene-rich chromosomes Chr. 13 (5 genes/Mb),

Chr. Y (5 genes/Mb)
Total size of gene deserts (.500 kb with no annotated genes) 605 Mbp
Percent of base pairs spanned by genes 25.5 to 37.8*
Percent of base pairs spanned by exons 1.1 to 1.4*
Percent of base pairs spanned by introns 24.4 to 36.4*
Percent of base pairs in intergenic DNA 74.5 to 63.6*
Chromosome with highest proportion of DNA in annotated exons Chr. 19 (9.33)
Chromosome with lowest proportion of DNA in annotated exons Chr. Y (0.36)
Longest intergenic region (between annotated 1 hypothetical genes) Chr. 13 (3,038,416 bp)
Rate of SNP variation 1/1250 bp

*In these ranges, the percentages correspond to the annotated gene set (26, 383 genes) and the hypothetical 1
annotated gene set (39,114 genes), respectively.

Table 12. Rate of recombination per physical distance (cM/Mb) across the genome. Genethon markers
were placed on CSA-mapped assemblies, and then relative physical distances and rates were calculated
in 3-Mb windows for each chromosome. NA, not applicable.

Chrom.
Male Sex-average Female

Max. Avg. Min. Max. Avg. Min. Max. Avg. Min.

1 2.60 1.12 0.23 2.81 1.42 0.52 3.39 1.76 0.68
2 2.23 0.78 0.33 2.65 1.12 0.54 3.17 1.40 0.61
3 2.55 0.86 0.23 2.40 1.07 0.42 2.71 1.30 0.33
4 1.66 0.67 0.15 2.06 1.04 0.60 2.50 1.40 0.77
5 2.00 0.67 0.18 1.87 1.08 0.42 2.26 1.43 0.62
6 1.97 0.71 0.28 2.57 1.12 0.37 3.47 1.67 0.64
7 2.34 1.16 0.48 1.67 1.17 0.47 2.27 1.21 0.34
8 1.83 0.73 0.14 2.40 1.05 0.46 3.44 1.36 0.43
9 2.01 0.99 0.53 1.95 1.32 0.77 2.63 1.66 0.82

10 3.73 1.03 0.22 3.05 1.29 0.66 2.84 1.51 0.76
11 1.43 0.72 0.31 2.13 0.99 0.47 3.10 1.32 0.49
12 4.12 0.76 0.26 3.35 1.16 0.49 2.93 1.55 0.59
13 1.60 0.75 0.01 1.87 0.95 0.17 2.49 1.19 0.32
14 3.15 0.98 0.18 2.65 1.30 0.62 3.14 1.63 0.75
15 2.28 0.94 0.34 2.31 1.22 0.42 2.53 1.56 0.54
16 1.83 1.00 0.47 2.70 1.55 0.63 4.99 2.32 1.12
17 3.87 0.87 0.00 3.54 1.35 0.54 4.19 1.83 0.94
18 3.12 1.37 0.86 3.75 1.66 0.43 4.35 2.24 0.72
19 3.02 0.97 0.10 2.57 1.41 0.49 2.89 1.75 0.87
20 3.64 0.89 0.00 2.79 1.50 0.83 3.31 2.15 1.34
21 3.23 1.26 0.69 2.37 1.62 1.08 2.58 1.90 1.18
22 1.25 1.10 0.84 1.88 1.41 1.08 3.73 2.08 0.93
X NA NA NA NA NA NA 3.12 1.64 0.72
Y NA NA NA NA NA NA NA NA NA

Genome 4.12 0.88 0.00 3.75 1.22 0.17 4.99 1.55 0.32
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that account for gene inactivation. The gen-
eral structural characteristics of these pro-
cessed pseudogenes include the complete
lack of intervening sequences found in the
functional counterparts, a poly(A) tract at the
39 end, and direct repeats flanking the pseu-
dogene sequence. Processed pseudogenes oc-
cur as a result of retrotransposition, whereas
unprocessed pseudogenes arise from segmen-
tal genome duplication.

We searched the complete set of Otto-
predicted transcripts against the genomic se-
quence by means of BLAST. Genomic re-
gions corresponding to all Otto-predicted
transcripts were excluded from this analysis.
We identified 2909 regions matching with
greater than 70% identity over at least 70% of
the length of the transcripts that likely repre-
sent processed pseudogenes. This number is
probably an underestimate because specific
methods to search for pseudogenes were not
used.

We looked for correlations between
structural elements and the propensity for
retrotransposition in the human genome.
GC content and transcript length were com-
pared between the genes with processed

pseudogenes (1177 source genes) versus
the remainder of the predicted gene set.
Transcripts that give rise to processed pseu-
dogenes have shorter average transcript
length (1027 bp versus 1594 bp for the Otto
set) as compared with genes for which no
pseudogene was detected. The overall GC
content did not show any significant differ-
ence, contrary to a recent report (88). There
is a clear trend in gene families that are
present as processed pseudogenes. These
include ribosomal proteins (67%), lamin
receptors (10%), translation elongation fac-
tor alpha (5%), and HMG–non-histone pro-
teins (2%). The increased occurrence of
retrotransposition (both intronless paralogs
and processed pseudogenes) among genes
involved in translation and nuclear regula-
tion may reflect an increased transcription-
al activity of these genes.

5.3 Gene duplication in the human
genome
Building on a previously published procedure
(27 ), we developed a graph-theoretic algo-
rithm, called Lek, for grouping the predicted
human protein set into protein families (89).

The complete clusters that result from the
Lek clustering provide one basis for compar-
ing the role of whole-genome or chromosom-
al duplication in protein family expansion as
opposed to other means, such as tandem du-
plication. Because each complete cluster rep-
resents a closed and certain island of homol-
ogy, and because Lek is capable of simulta-
neously clustering protein complements of
several organisms, the number of proteins
contributed by each organism to a complete
cluster can be predicted with confidence de-
pending on the quality of the annotation of
each genome. The variance of each organ-
ism’s contribution to each cluster can then be
calculated, allowing an assessment of the rel-
ative importance of large-scale duplication
versus smaller-scale, organism-specific ex-
pansion and contraction of protein families,
presumably as a result of natural selection
operating on individual protein families with-
in an organism. As can be seen in Fig. 12, the
large variance in the relative numbers of hu-
man as compared with D. melanogaster and
Caenorhabditis elegans proteins in complete
clusters may be explained by multiple events
of relative expansions in gene families in
each of the three animal genomes. Such ex-
pansions would give rise to the distribution
that shows a peak at 1:1 in the ratio for
human-worm or human-fly clusters with the
slope spread covering both human and fly/
worm predominance, as we observed (Fig.
12). Furthermore, there are nearly as many
clusters where worm and fly proteins pre-
dominate despite the larger numbers of pro-
teins in the human. At face value, this anal-
ysis suggests that natural selection acting on
individual protein families has been a major
force driving the expansion of at least some
elements of the human protein set. However,
in our analysis, the difference between an
ancient whole-genome duplication followed
by loss, versus piecemeal duplication, cannot
be easily distinguished. In order to differen-
tiate these scenarios, more extended analyses
were performed.

5.4 Large-scale duplications
Using two independent methods, we
searched for large-scale duplications in the
human genome. First, we describe a protein
family– based method that identified highly
conserved blocks of duplication. We then
describe our comprehensive method for identi-
fying all interchromosomal block duplications.
The latter method identified a large number of
duplicated chromosomal segments covering
parts of all 24 chromosomes.

The first of the methods is based on the
idea of searching for blocks of highly con-
served homologous proteins that occur in
more than one location on the genome. For
this comparison, two genes were considered
equivalent if their protein products were de-

Table 13. Characteristics of CpG islands identified in chromosome 22 (34-Mbp sequence length) and the
whole genome (2.9-Gbp sequence length) by means of two different methods. Method 1 uses a CG
likelihood ratio of $0.6. Method 2 uses a CG likelihood ratio of $0.8.

Chromosome 22
Whole genome
(CS assembly)

Method 1 Method 2 Method 1 Method 2

Number of CpG islands
detected

5,211 522 195,706 26,876

Average length of island (bp) 390 535 395 497

Percent of sequence
predicted as CpG

5.9 0.8 2.6 0.4

Percent of first exons that
overlap a CpG island

44 25 42 22

Percent of first exons with
first position of exon
contained inside a CpG
island

37 22 40 21

Average distance between
first exon and closest CpG
island (bp)

1,013 10,486 2,182 17,021

Expected distance between
first exon and closest CpG
island (bp)

3,262 32,567 7,164 55,811

Table 14. Distribution of repetitive DNA in the compartmentalized shotgun assembly sequence.

Repetitive elements
Megabases in

assembled
sequences

Percent
of

assembly

Previously
predicted
(%) (83)

Alu 288 9.9 10.0
Mammalian interspersed repeat (MIR) 66 2.3 1.7
Medium reiteration (MER) 50 1.7 1.6
Long terminal repeat (LTR) 155 5.3 5.6
Long interspersed nucleotide element

(LINE)
466 16.1 16.7

Total 1025 35.3 35.6
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termined to be in the same family and the
same complete Lek cluster (essentially
paralogous genes) (89). Initially, each chro-
mosome was represented as a string of genes
ordered by the start codons for predicted
genes along the chromosome. We considered
the two strands as a single string, because
local inversions are relatively common events
relative to large-scale duplications. Each
gene was indexed according to the protein
family and Lek complete cluster (89). All
pairs of indexed gene strings were then
aligned in both the forward and reverse di-
rections with the Smith-Waterman algorithm
(90). A match between two proteins of the
same Lek complete cluster was given a score
of 10 and a mismatch 210, with gap open
and extend penalties of 24 and 21. With
these parameters, 19 conserved interchromo-
somal blocks of duplication were observed,
all of which were also detected and expanded
by the comprehensive method described be-
low. The detection of only a relatively small
number of block duplications was a conse-
quence of using an intrinsically conservative
method grounded in the conservative con-
straints of the complete Lek clusters.

In the second, more comprehensive ap-
proach, we aligned all chromosomes directly
with one another using an algorithm based on
the MUMmer system (91). This alignment
method uses a suffix tree data structure and a
linear-time algorithm to align long sequences
very rapidly; for example, two chromosomes
of 100 Mbp can be aligned in less than 20
min (on a Compaq Alpha computer) with 4
gigabytes of memory. This procedure was
used recently to identify numerous large-
scale segmental duplications among the five
chromosomes of A. thaliana (92); in that
organism, the method revealed that 60% of
the genome (66 Mbp) is covered by 24 very
large duplicated segments. For Arabidopsis, a
DNA-based alignment was sufficient to re-
veal the segmental duplications between
chromosomes; in the human genome, DNA
alignments at the whole-chromosome level
are insufficiently sensitive. Therefore, a mod-
ified procedure was developed and applied,
as follows. First, all 26,588 proteins
(9,675,713 million amino acids) were concat-
enated end-to-end in order as they occur
along each of the 24 chromosomes, irrespec-
tive of strand location. The concatenated pro-
tein set was then aligned against each chro-
mosome by the MUMmer algorithm. The
resulting matches were clustered to extract all
sets of three or more protein matches that
occur in close proximity on two different
chromosomes (93); these represent the can-
didate segmental duplications. A series of
filters were developed and applied to remove
likely false-positives from this set; for exam-
ple, small blocks that were spread across
many proteins were removed. To refine the

filtering methods, a shuffled protein set was
first created by taking the 26,588 proteins,
randomizing their order, and then partitioning
them into 24 shuffled chromosomes, each
containing the same number of proteins as the
true genome. This shuffled protein set has the
identical composition to the real genome; in
particular, every protein and every domain
appears the same number of times. The com-
plete algorithm was then applied to both the
real and the shuffled data, with the results on
the shuffled data being used to estimate the
false-positive rate. The algorithm after filter-
ing yielded 10,310 gene pairs in 1077 dupli-
cated blocks containing 3522 distinct genes;
tandemly duplicated expansions in many of
the blocks explain the excess of gene pairs to
distinct genes. In the shuffled data, by con-
trast, only 370 gene pairs were found, giving
a false-positive estimate of 3.6%. The most
likely explanation for the 1077 block dupli-
cations is ancient segmental duplications. In
many cases, the order of the proteins has been
shuffled, although proximity is preserved.
Out of the 1077 blocks, 159 contain only
three genes, 137 contain four genes, and 781
contain five or more genes.

To illustrate the extent of the detected
duplications, Fig. 13 shows all 1077 block
duplications indexed to each chromosome in
24 panels in which only duplications mapped
to the indexed chromosome are displayed.
The figure makes it clear that the duplications
are ubiquitous in the genome. One feature
that it displays is many relatively small chro-
mosomal stretches, with one-to-many dupli-
cation relationships that are graphically strik-
ing. One such example captured by the anal-
ysis is the well-documented olfactory recep-
tor (OR) family, which is scattered in blocks
throughout the genome and which has been
analyzed for genome-deployment reconstruc-

tions at several evolutionary stages (94 ). The
figure also illustrates that some chromo-
somes, such as chromosome 2, contain many
more detected large-scale duplications than
others. Indeed, one of the largest duplicated
segments is a large block of 33 proteins on
chromosome 2, spread among eight smaller
blocks in 2p, that aligns to a paralogous set on
chromosome 14, with one rearrangement (see
chromosomes 2 and 14 panels in Fig. 13).
The proteins are not contiguous but span a
region containing 97 proteins on chromo-
some 2 and 332 proteins on chromosome 14.
The likelihood of observing this many dupli-
cated proteins by chance, even over a span of
this length, is 2.3 3 10268 (93). This dupli-
cated set spans 20 Mbp on chromosome 2 and
63 Mbp on chromosome 14, over 70% of the
latter chromosome. Chromosome 2 also con-
tains a block duplication that is nearly as
large, which is shared by chromosome arm 2q
and chromosome 12. This duplication incor-
porates two of the four known Hox gene
clusters, but considerably expands the extent
of the duplications proximally and distally on
the pair of chromosome arms. This breadth of
duplication is also seen on the two chromo-
somes carrying the other two Hox clusters.

An additional large duplication, between
chromosomes 18 and 20, serves as a good
example to illustrate some of the features
common to many of the other observed large
duplications (Fig. 13, inset). This duplication
contains 64 detected ordered intrachromo-
somal pairs of homologous genes. After dis-
counting a 40-Mb stretch of chromosome 18
free of matches to chromosome 20, which is
likely to represent a large insert (between the
gene assignments “Krup rel” and “collagen
rel” on chromosome 18 in Fig. 13), the full
duplication segment covers 36 Mb on chro-
mosome 18 and 28 Mb on chromosome 20.

Fig. 12. Gene duplication in complete protein clusters. The predicted protein sets of human, worm,
and fly were subjected to Lek clustering (27). The numbers of clusters with varying ratios (whole
number) of human versus worm and human versus fly proteins per cluster were plotted.
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By this measure, the duplication segment
spans nearly half of each chromosome’s net
length. The most likely scenario is that the
whole span of this region was duplicated as a
single very large block, followed by shuffling
owing to smaller scale rearrangements. As
such, at least four subsequent rearrangements
would need to be invoked to explain the
relative insertions and inversions seen in the
duplicated segment interval. The 64 protein
pairs in this alignment occur among 217 pro-
tein assignments on chromosome 18, and
among 322 protein assignments on chromo-
some 20, for a density of involved proteins of
20 to 30%. This is consistent with an ancient
large-scale duplication followed by subse-
quent gene loss on one or both chromosomes.
Loss of just one member of a gene pair
subsequent to the duplication would result in
a failure to score a gene pair in the block; less
than 50% gene loss on the chromosomes
would lead to the duplication density ob-
served here. As an independent verification
of the significance of the alignments detect-
ed, it can be seen that a substantial number of
the pairs of aligning proteins in this duplica-
tion, including some of those annotated (Fig.
13), are those populating small Lek complete
clusters (see above). This indicates that they
are members of very small families of para-
logs; their relative scarcity within the genome
validates the uniqueness and robust nature of
their alignments.

Two additional qualitative features were ob-
served among many of the large-scale duplica-
tions. First, several proteins with disease asso-
ciations, with OMIM (Online Mendelian Inher-
itance in Man) assignments, are members of
duplicated segments (see web table 2 on Sci-
ence Online at www.sciencemag.org/cgi/con-
tent/full/291/5507/1304/DC1). We have also
observed a few instances where paralogs on
both duplicated segments are associated with
similar disease conditions. Notable among
these genes are proteins involved in hemostasis
(coagulation factors) that are associated with
bleeding disorders, transcriptional regulators
like the homeobox proteins associated with de-
velopmental disorders, and potassium channels
associated with cardiovascular conduction ab-
normalities. For each of these disease genes,
closer study of the paralogous genes in the
duplicated segment may reveal new insights
into disease causation, with further investiga-
tion needed to determine whether they might be
involved in the same or similar genetic diseases.
Second, although there is a conserved number
of proteins and coding exons predicted for spe-
cific large duplicated spans within the chromo-
some 18 to 20 alignment, the genomic DNA of
chromosome 18 in these specific spans is in
some cases more than 10-fold longer than the
corresponding chromosome 20 DNA. This se-
lective accretion of noncoding DNA (or con-
versely, loss of noncoding DNA) on one of a

pair of duplicated chromosome regions was
observed in many compared regions. Hypothe-
ses to explain which mechanisms foster these
processes must be tested.

Evaluation of the alignment results gives
some perspective on dating of the duplications.
As noted above, large-scale ancient segmental
duplication in fact best explains many of the
blocks detected by this genome-wide analysis.
The regions of human chromosomes involved
in the large-scale duplications expanded upon
above (chromosomes 2 to 14, 2 to 12, and 18 to
20) are each syntenic to a distinct mouse chro-
mosomal region. The corresponding mouse
chromosomal regions are much more similar in
sequence conservation, and even in order, to
their human synteny partners than the human
duplication regions are to each other. Further,
the corresponding mouse chromosomal regions
each bear a significant proportion of genes or-
thologous to the human genes on which the
human duplication assignments were made. On
the basis of these factors, the corresponding
mouse chromosomal spans, at coarse resolu-
tion, appear to be products of the same large-
scale duplications observed in humans. Al-
though further detailed analysis must be carried
out once a more complete genome is assembled
for mouse, the underlying large duplications
appear to predate the two species’ divergence.
This dates the duplications, at the latest, before
divergence of the primate and rodent lineages.
This date can be further refined upon examina-
tion of the synteny between human chromo-
somes and those of chicken, pufferfish (Fugu
rubripes), or zebrafish (95). The only sub-
stantial syntenic stretches mapped in these
species corresponding to both pairs of human
duplications are restricted to the Hox cluster
regions. When the synteny of these regions
(or others) to human chromosomes is extend-
ed with further mapping, the ages of the
nearly chromosome-length duplications seen
in humans are likely to be dated to the root of
vertebrate divergence.

The MUMmer-based results demonstrate
large block duplications that range in size from
a few genes to segments covering most of a
chromosome. The extent of segmental duplica-
tions raises the question of whether an ancient
whole-genome duplication event is the under-
lying explanation for the numerous duplicated
regions (96). The duplications have undergone
many deletions and subsequent rearrangements;
these events make it difficult to distinguish
between a whole-genome duplication and mul-
tiple smaller events. Further analysis, focused
especially on comparing the estimated ages of
all the block duplications, derived partially
from interspecies genome comparisons, will be
necessary to determine which of these two hy-
potheses is more likely. Comparisons of ge-
nomes of different vertebrates, and even cross-
phyla genome comparisons, will allow for the
deconvolution of duplications to eventually re-

veal the stagewise history of our genome, and
with it a history of the emergence of many of
the key functions that distinguish us from other
living things.

6 A Genome-Wide Examination of
Sequence Variations
Summary. Computational methods were used
to identify single-nucleotide polymorphisms
(SNPs) by comparison of the Celera sequence
to other SNP resources. The SNP rate be-
tween two chromosomes was ;1 per 1200 to
1500 bp. SNPs are distributed nonrandomly
throughout the genome. Only a very small
proportion of all SNPs (,1%) potentially
impact protein function based on the func-
tional analysis of SNPs that affect the pre-
dicted coding regions. This results in an es-
timate that only thousands, not millions, of
genetic variations may contribute to the struc-
tural diversity of human proteins.

Having a complete genome sequence enables
researchers to achieve a dramatic acceleration
in the rate of gene discovery, but only through
analysis of sequence variation in DNA can we
discover the genetic basis for variation in health
among human beings. Whole-genome shotgun
sequencing is a particularly effective method
for detecting sequence variation in tandem with
whole-genome assembly. In addition, we com-
pared the distribution and attributes of SNPs
ascertained by three other methods: (i) align-
ment of the Celera consensus sequence to the
PFP assembly, (ii) overlap of high-quality reads
of genomic sequence (referred to as “Kwok”;
1,120,195 SNPs) (97), and (iii) reduced repre-
sentation shotgun sequencing (referred to as
“TSC”; 632,640 SNPs) (98). These data were
consistent in showing an overall nucleotide di-
versity of ;8 3 1024, marked heterogeneity
across the genome in SNP density, and an
overwhelming preponderance of noncoding
variation that produces no change in expressed
proteins.

6.1 SNPs found by aligning the Celera
consensus to the PFP assembly
Ideally, methods of SNP discovery make full
use of sequence depth and quality at every site,
and quantitatively control the rate of false-pos-
itive and false-negative calls with an explicit
sampling model (99). Comparison of consensus
sequences in the absence of these details neces-
sitated a more ad hoc approach (quality scores
could not readily be obtained for the PFP as-
sembly). First, all sequence differences between
the two consensus sequences were identified;
these were then filtered to reduce the contribu-
tion of sequencing errors and misassembly. As
a measure of the effectiveness of the filtering
step, we monitored the ratio of transition and
transversion substitutions, because a 2:1 ratio
has been well documented as typical in mam-
malian evolution (100) and in human SNPs
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(101, 102). The filtering steps consisted of re-
moving variants where the quality score in the
Celera consensus was less than 30 and where
the density of variants was greater than 5 in 400
bp. These filters resulted in shifting the transi-
tion-to-transversion ratio from 1.57:1 to
1.89:1. When applied to 2.3 Gbp of alignments
between the Celera and PFP consensus se-
quences, these filters resulted in identification
of 2,104,820 putative SNPs from a total of
2,778,474 substitution differences. Overlaps
between this set of SNPs and those found by
other methods are described below.

6.2 Comparisons to public SNP
databases
Additional SNPs, including 2,536,021 from
dbSNP (www.ncbi.nlm.nih.gov/SNP) and
13,150 from HGMD (Human Gene Muta-
tion Database, from the University of
Wales, UK), were mapped on the Celera con-
sensus sequence by a sequence similarity
search with the program PowerBlast (103). The
two largest data sets in dbSNP are the Kwok
and TSC sets, with 47% and 25% of the dbSNP
records. Low-quality alignments with partial
coverage of the dbSNP sequence and align-
ments that had less than 98% sequence identity
between the Celera sequence and the dbSNP
flanking sequence were eliminated. dbSNP se-
quences mapping to multiple locations on the
Celera genome were discarded. A total of
2,336,935 dbSNP variants were mapped to
1,223,038 unique locations on the Celera se-
quence, implying considerable redundancy in
dbSNP. SNPs in the TSC set mapped to
585,811 unique genomic locations, and SNPs in
the Kwok set mapped to 438,032 unique loca-
tions. The combined unique SNPs counts used
in this analysis, including Celera-PFP, TSC,
and Kwok, is 2,737,668. Table 15 shows that a
substantial fraction of SNPs identified by one of
these methods was also found by another meth-
od. The very high overlap (36.2%) between the
Kwok and Celera-PFP SNPs may be due in part
to the use by Kwok of sequences that went into
the PFP assembly. The unusually low overlap
(16.4%) between the Kwok and TSC sets is due

to their being the smallest two sets. In addition,
24.5% of the Celera-PFP SNPs overlap with
SNPs derived from the Celera genome se-
quences (46). SNP validation in population
samples is an expensive and laborious process,
so confirmation on multiple data sets may pro-
vide an efficient initial validation “in silico” (by
computational analysis).

One means of assessing whether the
three sets of SNPs provide the same picture
of human variation is to tally the frequen-
cies of the six possible base changes in
each set of SNPs (Table 16). Previous mea-
sures of nucleotide diversity were mostly
derived from small-scale analysis on can-
didate genes (101), and our analysis with
all three data sets validates the previous
observations at the whole-genome scale.
There is remarkable homogeneity between
the SNPs found in the Kwok set, the TSC
set, and in our whole-genome shotgun (46 )
in this substitution pattern. Compared with
the rest of the data sets, Celera-PFP devi-
ates slightly from the 2 :1 transition-to-
transversion ratio observed in the other
SNP sets. This result is not unexpected,
because some fraction of the computation-
ally identified SNPs in the Celera-PFP
comparison may in fact be sequence errors.
A 2 :1 transition:transversion ratio for the
bona fide SNPs would be obtained if one
assumed that 15% of the sequence differ-
ences in the Celera-PFP set were a result of
( presumably random) sequence errors.

6.3 Estimation of nucleotide diversity
from ascertained SNPs
The number of SNPs identified varied
widely across chromosomes. In order to
normalize these values to the chromosome
size and sequence coverage, we used p, the
standard statistic for nucleotide diversity
(104 ). Nucleotide diversity is a measure of
per-site heterozygosity, quantifying the
probability that a pair of chromosomes
drawn from the population will differ at a
nucleotide site. In order to calculate nucle-
otide diversity for each chromosome, we
need to know the number of nucleotide
sites that were surveyed for variation, and
in methods like reduced respresentation se-
quencing, we need to know the sequence
quality and the depth of coverage at each

site. These data are not readily available, so
we could not estimate nucleotide diversity
from the TSC effort. Estimation of nucleo-
tide diversity from high-quality sequence
overlaps should be possible, but again,
more information is needed on the details
of all the alignments.

Estimation of nucleotide diversity from a
shotgun assembly entails calculating for each
column of the multialignment, the probability
that two or more distinct alleles are present,
and the probability of detecting a SNP if in
fact the alleles have different sequence (i.e.,
the probability of correct sequence calls). The
greater the depth of coverage and the higher
the sequence quality, the higher is the chance
of successfully detecting a SNP (105). Even
after correcting for variation in coverage, the
nucleotide diversity appeared to vary across
autosomes. The significance of this heteroge-
neity was tested by analysis of variance, with
estimates of p for 100-kbp windows to esti-
mate variability within chromosomes (for the
Celera-PFP comparison, F 5 29.73, P ,
0.0001).

Average diversity for the autosomes es-
timated from the Celera-PFP comparison
was 8.94 3 1024. Nucleotide diversity on
the X chromosome was 6.54 3 1024. The
X is expected to be less variable than au-
tosomes, because for every four copies of
autosomes in the population, there are only
three X chromosomes, and this smaller ef-
fective population size means that random
drift will more rapidly remove variation
from the X (106 ).

Having ascertained nucleotide variation
genome-wide, it appears that previous esti-
mates of nucleotide diversity in humans
based on samples of genes were reasonably
accurate (101, 102, 106, 107 ). Genome-wide,
our estimate of nucleotide diversity was
8.98 3 10-4 for the Celera-PFP alignment,
and a published estimate averaged over 10
densely resequenced human genes was
8.00 3 1024 (108).

6.4 Variation in nucleotide diversity
across the human genome
Such an apparently high degree of variabil-
ity among chromosomes in SNP density
raises the question of whether there is het-
erogeneity at a finer scale within chromo-

Table 15. Overlap of SNPs from genome-wide
SNP databases. Table entries are SNP counts for
each pair of data sets. Numbers in parentheses are
the fraction of overlap, calculated as the count of
overlapping SNPs divided by the number of SNPs
in the smaller of the two databases compared.
Total SNP counts for the databases are: Celera-
PFP, 2,104,820; TSC, 585,811; and Kwok 438,032.
Only unique SNPs in the TSC and Kwok data sets
were included.

TSC Kwok

Celera-PFP 188,694 158,532
(0.322) (0.362)

TSC 72,024
(0.164)

Table 16. Summary of nucleotide changes in different SNP data sets.

SNP data set
A/G
(%)

C/T
(%)

A/C
(%)

A/T
(%)

C/G
(%)

T/G
(%)

Transition:
transversion

Celera-PFP 30.7 30.7 10.3 8.6 9.2 10.3 1.59:1
Kwok* 33.7 33.8 8.5 7.0 8.6 8.4 2.07:1
TSC† 33.3 33.4 8.8 7.3 8.6 8.6 1.99:1

*November 2000 release of the NCBI database dbSNP (www.nci.nlm.nih.gov/SNP/) with the method defined as Overlap
SnpDetectionWithPolyBayes. The submitter of the data is Pui-Yan Kwok from Washington University. †November
2000 release of NCBI dbSNP (www.ncbi.nlm.nih.gov/SNP/) with the methods defined as TSC-Sanger, TSC-WICGR, and
TSC-WUGSC. The submitter of the data is Lincoln Stein from Cold Spring Harbor Laboratory.
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Fig. 13. Segmental duplica-
tions between chromo-
somes in the human ge-
nome. The 24 panels show
the 1077 duplicated blocks
of genes, containing 10,310
pairs of genes in total. Each
line represents a pair of ho-
mologous genes belonging
to a block; all blocks con-
tain at least three genes
on each of the chromo-
somes where they appear.
Each panel shows all the
duplications between a
single chromosome and
other chromosomes with
shared blocks. The chro-
mosome at the center of
each panel is shown as a
thick red line for emphasis.
Other chromosomes are
displayed from top to bot-
tom within each panel or-
dered by chromosome
number. The inset (bot-
tom, center right) shows a
close-up of one duplica-
tion between chromo-
somes 18 and 20, expand-
ed to display the gene
names of 12 of the 64
gene pairs shown.
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somes, and whether this heterogeneity is
greater than expected by chance. If SNPs
occur by random and independent mutations,
then it would seem that there ought to be a
Poisson distribution of numbers of SNPs in
fragments of arbitrary constant size. The ob-
served dispersion in the distribution of SNPs
in 100-kbp fragments was far greater than
predicted from a Poisson distribution (Fig.
14). However, this simplistic model ignores
the different recombination rates and popula-
tion histories that exist in different regions of
the genome. Population genetics theory holds
that we can account for this variation with a
mathematical formulation called the neutral
coalescent (109). Applying well-tested algo-
rithms for simulating the neutral coalescent
with recombination (110), and using an ef-
fective population size of 10,000 and a per-
base recombination rate equal to the mutation
rate (111), we generated a distribution of num-
bers of SNPs by this model as well (112). The
observed distribution of SNPs has a much larg-
er variance than either the Poisson model or the
coalescent model, and the difference is highly
significant. This implies that there is significant
variability across the genome in SNP density,
an observation that begs an explanation.

Several attributes of the DNA sequence
may affect the local density of SNPs, in-
cluding the rate at which DNA polymerase
makes errors and the efficacy of mismatch
repair. One key factor that is likely to be
associated with SNP density is the G1C
content, in part because methylated cy-
tosines in CpG dinucleotides tend to under-
go deamination to form thymine, account-
ing for a nearly 10-fold increase in the
mutation rate of CpGs over other dinucle-

otides. We tallied the GC content and nu-
cleotide diversities in 100-kbp windows
across the entire genome and found that the
correlation between them was positive (r 5
0.21) and highly significant (P , 0.0001),
but G1C content accounted for only a
small part of the variation.

6.5 SNPs by genomic class
To test homogeneity of SNP densities
across functional classes, we partitioned
sites into intergenic (defined as .5 kbp
from any predicted transcription unit), 59-
UTR, exonic (missense and silent), in-
tronic, and 39-UTR for 10,239 known
genes, derived from the NCBI RefSeq da-
tabase and all human genes predicted from
the Celera Otto annotation. In coding re-
gions, SNPs were categorized as either si-
lent, for those that do not change amino
acid sequence, or missense, for those that
change the protein product. The ratio of
missense to silent coding SNPs in Celera-
PFP, TSC, and Kwok sets (1.12, 0.91, and
0.78, respectively) shows a markedly re-
duced frequency of missense variants com-
pared with the neutral expectation, consis-
tent with the elimination by natural selec-
tion of a fraction of the deleterious amino
acid changes (112). These ratios are com-
parable to the missense-to-silent ratios of
0.88 and 1.17 found by Cargill et al. (101)
and by Halushka et al. (102). Similar re-
sults were observed in SNPs derived from
Celera shotgun sequences (46 ).

It is striking how small is the fraction of
SNPs that lead to potentially dysfunctional
alterations in proteins. In the 10,239 Ref-
Seq genes, missense SNPs were only about

0.12, 0.14, and 0.17% of the total SNP
counts in Celera-PFP, TSC, and Kwok
SNPs, respectively. Nonconservative pro-
tein changes constitute an even smaller frac-
tion of missense SNPs (47, 41, and 40% in
Celera-PFP, Kwok, and TSC). Intergenic re-
gions have been virtually unstudied (113), and
we note that 75% of the SNPs we identified
were intergenic (Table 17). The SNP rate was
highest in introns and lowest in exons. The SNP
rate was lower in intergenic regions than in
introns, providing one of the first discriminators
between these two classes of DNA. These SNP
rates were confirmed in the Celera SNPs, which
also exhibited a lower rate in exons than in
introns, and in extragenic regions than in in-
trons (46). Many of these intergenic SNPs will
provide valuable information in the form of
markers for linkage and association studies, and
some fraction is likely to have a regulatory
function as well.

7 An Overview of the Predicted
Protein-Coding Genes in the Human
Genome
Summary. This section provides an initial
computational analysis of the predicted
protein set with the aim of cataloging
prominent differences and similarities
when the human genome is compared with
other fully sequenced eukaryotic genomes.
Over 40% of the predicted protein set in
humans cannot be ascribed a molecular
function by methods that assign proteins to
known families. A protein domain– based
analysis provides a detailed catalog of the
prominent differences in the human ge-
nome when compared with the fly and
worm genomes. Prominent among these are
domain expansions in proteins involved in
developmental regulation and in cellular
processes such as neuronal function, hemo-
stasis, acquired immune response, and cy-
toskeletal complexity. The final enumera-
tion of protein families and details of pro-
tein structure will rely on additional exper-
imental work and comprehensive manual
curation.

A preliminary analysis of the predicted hu-
man protein-coding genes was conducted.
Two methods were used to analyze and clas-
sify the molecular functions of 26,588 pre-
dicted proteins that represent 26,383 gene
predictions with at least two lines of evidence
as described above. The first method was
based on an analysis at the level of protein
families, with both the publicly available
Pfam database (114, 115) and Celera’s Pan-
ther Classification (CPC) (Fig. 15) (116 ).
The second method was based on an analysis
at the level of protein domains, with both the
Pfam and SMART databases (115, 117 ).

The results presented here are prelimi-
nary and are subject to several limitations.

Fig. 14. SNP density in each 100-kbp interval as determined with Celera-PFP SNPs. The color codes
are as follows: black, Celera-PFP SNP density; blue, coalescent model; and red, Poisson distribution.
The figure shows that the distribution of SNPs along the genome is nonrandom and is not entirely
accounted for by a coalescent model of regional history.
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Both the gene predictions and functional
assignments have been made by using com-
putational tools, although the statistical
models in Panther, Pfam, and SMART have
been built, annotated, and reviewed by ex-
pert biologists. In the set of computationally
predicted genes, we expect both false-positive
predictions (some of these may in fact be inac-
tive pseudogenes) and false-negative predic-
tions (some human genes will not be computa-
tionally predicted). We also expect errors in
delimiting the boundaries of exons and genes.
Similarly, in the automatic functional assign-
ments, we also expect both false-positive and
false-negative predictions. The functional as-
signment protocol focuses on protein families
that tend to be found across several organisms,
or on families of known human genes. There-
fore, we do not assign a function to many genes
that are not in large families, even if the func-
tion is known. Unless otherwise specified, all
enumeration of the genes in any given family or
functional category was taken from the set of
26,588 predicted proteins, which were assigned
functions by using statistical score cutoffs de-
fined for models in Panther, Pfam, and
SMART.

For this initial examination of the pre-
dicted human protein set, three broad ques-
tions were asked: (i) What are the likely
molecular functions of the predicted gene
products, and how are these proteins cate-
gorized with current classification meth-
ods? (ii) What are the core functions that
appear to be common across the animals?

(iii) How does the human protein comple-
ment differ from that of other sequenced
eukaryotes?

7.1 Molecular functions of predicted
human proteins
Figure 15 shows an overview of the puta-
tive molecular functions of the predicted
26,588 human proteins that have at least
two lines of supporting evidence. About
41% (12,809) of the gene products could
not be classified from this initial analysis
and are termed proteins with unknown
functions. Because our automatic classifi-
cation methods treat only relatively large
protein families, there are a number of
“unclassified” sequences that do, in fact,
have a known or predicted function. For the
60% of the protein set that have automatic
functional predictions, the specific protein
functions have been placed into broad
classes. We focus here on molecular func-
tion (rather than higher order cellular pro-
cesses) in order to classify as many proteins
as possible. These functional predictions
are based on similarity to sequences of
known function.

In our analysis of the 12,731 additional low-
confidence predicted genes (those with only
one piece of supporting evidence), only 636
(5%) of these additional putative genes were
assigned molecular functions by the automated
methods. One-third of these 636 predicted
genes represented endogenous retroviral pro-
teins, further suggesting that the majority of

these unknown-function genes are not real
genes. Given that most of these additional
12,095 genes appear to be unique among the
genomes sequenced to date, many may simply
represent false-positive gene predictions.

The most common molecular functions are
the transcription factors and those involved in
nucleic acid metabolism (nucleic acid enzyme).
Other functions that are highly represented in
the human genome are the receptors, kinases,
and hydrolases. Not surprisingly, most of the
hydrolases are proteases. There are also many
proteins that are members of proto-oncogene
families, as well as families of “select regula-
tory molecules”: (i) proteins involved in specif-
ic steps of signal transduction such as hetero-
trimeric GTP-binding proteins (G proteins) and
cell cycle regulators, and (ii) proteins that mod-
ulate the activity of kinases, G proteins, and
phosphatases.

Fig. 15. Distribution
of the molecular
functions of 26,383
human genes. Each
slice lists the num-
bers and percentages
(in parentheses) of
human gene functions
assigned to a given
category of molecular
function. The outer cir-
cle shows the assign-
ment to molecular
function categories in
the Gene Ontology
(GO) (179), and the
inner circle shows
the assignment to
Celera’s Panther mo-
lecular function cate-
gories (116).

Table 17. Distribution of SNPs in classes of
genomic regions.

Genomic region
class

Size of
region

examined
(Mb)

Celera-PFP
SNP

density
(SNP/Mb)

Intergenic 2185 707
Gene (intron 1

exon)
646 917

Intron 615 921
First intron 164 808
Exon 31 529
First exon 10 592
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7.2 Evolutionary conservation of core
processes

Because of the various “model organism”
genome-sequencing projects that have al-
ready been completed, reasonable compara-
tive information is available for beginning the
analysis of the evolution of the human ge-
nome. The genomes of S. cerevisiae (“bak-
ers’ yeast”) (118) and two diverse inverte-
brates, C. elegans (a nematode worm) (119)
and D. melanogaster (fly) (26 ), as well as the
first plant genome, A. thaliana, recently com-
pleted (92), provide a diverse background for
genome comparisons.

We enumerated the “strict orthologs” con-
served between human and fly, and between
human and worm (Fig. 16) to address the
question, What are the core functions that
appear to be common across the animals?
The concept of orthology is important be-
cause if two genes are orthologs, they can be
traced by descent to the common ancestor of
the two organisms (an “evolutionarily con-
served protein set”), and therefore are likely
to perform similar conserved functions in the
different organisms. It is critical in this anal-
ysis to separate orthologs (a gene that appears
in two organisms by descent from a common
ancestor) from paralogs (a gene that appears
in more than one copy in a given organism by
a duplication event) because paralogs may
subsequently diverge in function. Following
the yeast-worm ortholog comparison in

(120), we identified two different cases for
each pairwise comparison (human-fly and
human-worm). The first case was a pair of
genes, one from each organism, for which
there was no other close homolog in either
organism. These are straightforwardly identi-
fied as orthologous, because there are no
additional members of the families that com-
plicate separating orthologs from paralogs.
The second case is a family of genes with
more than one member in either or both of the
organisms being compared. Chervitz et al.
(120) deal with this case by analyzing a
phylogenetic tree that described the relation-
ships between all of the sequences in both
organisms, and then looked for pairs of genes
that were nearest neighbors in the tree. If the
nearest-neighbor pairs were from different
organisms, those genes were presumed to be
orthologs. We note that these nearest neigh-
bors can often be confidently identified from
pairwise sequence comparison without hav-
ing to examine a phylogenetic tree (see leg-
end to Fig. 16). If the nearest neighbors are
not from different organisms, there has been
a paralogous expansion in one or both organ-
isms after the speciation event (and/or a gene
loss by one organism). When this one-to-one
correspondence is lost, defining an ortholog
becomes ambiguous. For our initial compu-
tational overview of the predicted human pro-
tein set, we could not answer this question for
every predicted protein. Therefore, we con-

sider only “strict orthologs,” i.e., the proteins
with unambiguous one-to-one relationships
(Fig. 16). By these criteria, there are 2758
strict human-fly orthologs, 2031 human-
worm (1523 in common between these sets).
We define the evolutionarily conserved set as
those 1523 human proteins that have strict
orthologs in both D. melanogaster and C.
elegans.

The distribution of the functions of the
conserved protein set is shown in Fig. 16.
Comparison with Fig. 15 shows that, not
surprisingly, the set of conserved proteins is
not distributed among molecular functions in
the same way as the whole human protein set.
Compared with the whole human set (Fig.
15), there are several categories that are over-
represented in the conserved set by a factor of
;2 or more. The first category is nucleic acid
enzymes, primarily the transcriptional ma-
chinery (notably DNA/RNA methyltrans-
ferases, DNA/RNA polymerases, helicases,
DNA ligases, DNA- and RNA-processing
factors, nucleases, and ribosomal proteins).
The basic transcriptional and translational
machinery is well known to have been con-
served over evolution, from bacteria through
to the most complex eukaryotes. Many ribo-
nucleoproteins involved in RNA splicing also
appear to be conserved among the animals.
Other enzyme types are also overrepresent-
ed (transferases, oxidoreductases, ligases,
lyases, and isomerases). Many of these en-

Fig. 16. Functions of putative
orthologs across vertebrate
and invertebrate genomes.
Each slice lists the number and
percentages (in parentheses)
of “strict orthologs” between
the human, fly, and worm ge-
nomes involved in a given cat-
egory of molecular function.
“Strict orthologs” are defined
here as bi-directional BLAST
best hits (180) such that each
orthologous pair (i) has a
BLASTP P-value of #10210

(120), and (ii) has a more sig-
nificant BLASTP score than
any paralogs in either organ-
ism, i.e., there has likely been
no duplication subsequent to
speciation that might make
the orthology ambiguous. This
measure is quite strict and is a
lower bound on the number of
orthologs. By these criteria,
there are 2758 strict human-
fly orthologs, and 2031 hu-
man-worm orthologs (1523 in
common between these sets).
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zymes are involved in intermediary metabo-
lism. The only exception is the hydrolase
category, which is not significantly overrep-
resented in the shared protein set. Proteases
form the largest part of this category, and
several large protease families have expanded
in each of these three organisms after their
divergence. The category of select regulatory
molecules is also overrepresented in the con-
served set. The major conserved families are
small guanosine triphosphatases (GTPases)
(especially the Ras-related superfamily, in-
cluding ADP ribosylation factor) and cell
cycle regulators (particularly the cullin fam-
ily, cyclin C family, and several cell division
protein kinases). The last two significantly
overrepresented categories are protein trans-
port and trafficking, and chaperones. The
most conserved groups in these categories are
proteins involved in coated vesicle-mediated
transport, and chaperones involved in protein
folding and heat-shock response [particularly
the DNAJ family, and heat-shock protein
60 (HSP60), HSP70, and HSP90 families].
These observations provide only a conserva-
tive estimate of the protein families in the
context of specific cellular processes that
were likely derived from the last common
ancestor of the human, fly, and worm. As
stated before, this analysis does not provide a
complete estimate of conservation across the
three animal genomes, as paralogous dupli-
cation makes the determination of true or-
thologs difficult within the members of con-
served protein families.

7.3 Differences between the human
genome and other sequenced
eukaryotic genomes
To explore the molecular building blocks of
the vertebrate taxon, we have compared the
human genome with the other sequenced
eukaryotic genomes at three levels: molec-
ular functions, protein families, and protein
domains.

Molecular differences can be correlated
with phenotypic differences to begin to reveal
the developmental and cellular processes that
are unique to the vertebrates. Tables 18 and
19 display a comparison among all sequenced
eukaryotic genomes, over selected protein/
domain families (defined by sequence simi-
larity, e.g., the serine-threonine protein ki-
nases) and superfamilies (defined by shared
molecular function, which may include sev-
eral sequence-related families, e.g., the cyto-
kines). In these tables we have focused on
(super) families that are either very large or
that differ significantly in humans compared
with the other sequenced eukaryote genomes.
We have found that the most prominent hu-
man expansions are in proteins involved in (i)
acquired immune functions; (ii) neural devel-
opment, structure, and functions; (iii) inter-
cellular and intracellular signaling pathways

in development and homeostasis; (iv) hemo-
stasis; and (v) apoptosis.

Acquired immunity. One of the most
striking differences between the human ge-
nome and the Drosophila or C. elegans ge-
nome is the appearance of genes involved in
acquired immunity (Tables 18 and 19). This
is expected, because the acquired immune
response is a defense system that only occurs
in vertebrates. We observe 22 class I and 22
class II major histocompatibility complex
(MHC) antigen genes and 114 other immu-
noglobulin genes in the human genome. In
addition, there are 59 genes in the cognate
immunoglobulin receptor family. At the do-
main level, this is exemplified by an expan-
sion and recruitment of the ancient immuno-
globulin fold to constitute molecules such as
MHC, and of the integrin fold to form several
of the cell adhesion molecules that mediate
interactions between immune effector cells
and the extracellular matrix. Vertebrate-spe-
cific proteins include the paracrine immune
regulators family of secreted 4-alpha helical
bundle proteins, namely the cytokines and
chemokines. Some of the cytoplasmic signal
transduction components associated with cy-
tokine receptor signal transduction are also
features that are poorly represented in the fly
and worm. These include protein domains
found in the signal transducer and activator of
transcription (STATs), the suppressors of cy-
tokine signaling (SOCS), and protein inhibi-
tors of activated STATs (PIAS). In contrast,
many of the animal-specific protein domains
that play a role in innate immune response,
such as the Toll receptors, do not appear to be
significantly expanded in the human genome.

Neural development, structure, and
function. In the human genome, as compared
with the worm and fly genomes, there is a
marked increase in the number of members
of protein families that are involved in
neural development. Examples include neu-
rotrophic factors such as ependymin, nerve
growth factor, and signaling molecules
such as semaphorins, as well as the number
of proteins involved directly in neural
structure and function such as myelin pro-
teins, voltage-gated ion channels, and syn-
aptic proteins such as synaptotagmin.
These observations correlate well with the
known phenotypic differences between the
nervous systems of these taxa, notably (i)
the increase in the number and connectivity
of neurons; (ii) the increase in number of
distinct neural cell types (as many as a
thousand or more in human compared with
a few hundred in fly and worm) (121); (iii)
the increased length of individual axons;
and (iv) the significant increase in glial cell
number, especially the appearance of my-
elinating glial cells, which are electrically
inert supporting cells differentiated from
the same stem cells as neurons. A number

of prominent protein expansions are in-
volved in the processes of neural develop-
ment. Of the extracellular domains that me-
diate cell adhesion, the connexin domain–
containing proteins (122) exist only in hu-
mans. These proteins, which are not present
in the Drosophila or C. elegans genomes,
appear to provide the constitutive subunits
of intercellular channels and the structural
basis for electrical coupling. Pathway find-
ing by axons and neuronal network forma-
tion is mediated through a subset of ephrins
and their cognate receptor tyrosine kinases
that act as positional labels to establish
topographical projections (123). The prob-
able biological role for the semaphorins (22
in human compared with 6 in the fly and 2
in the worm) and their receptors (neuropi-
lins and plexins) is that of axonal guidance
molecules (124 ). Signaling molecules such
as neurotrophic factors and some cytokines
have been shown to regulate neuronal cell
survival, proliferation, and axon guidance
(125). Notch receptors and ligands play
important roles in glial cell fate determina-
tion and gliogenesis (126 ).

Other human expanded gene families play
key roles directly in neural structure and
function. One example is synaptotagmin (ex-
panded more than twofold in humans relative
to the invertebrates), originally found to reg-
ulate synaptic transmission by serving as a
Ca21 sensor (or receptor) during synaptic
vesicle fusion and release (127 ). Of interest is
the increased co-occurrence in humans of
PDZ and the SH3 domains in neuronal-
specific adaptor molecules; examples include
proteins that likely modulate channel activity
at synaptic junctions (128). We also noted
expansions in several ion-channel families
(Table 19), including the EAG subfamily
(related to cyclic nucleotide gated channels),
the voltage-gated calcium/sodium channel
family, the inward-rectifier potassium chan-
nel family, and the voltage-gated potassium
channel, alpha subunit family. Voltage-gated
sodium and potassium channels are involved
in the generation of action potentials in neu-
rons. Together with voltage-gated calcium
channels, they also play a key role in cou-
pling action potentials to neurotransmitter re-
lease, in the development of neurites, and in
short-term memory. The recent observation
of a calcium-regulated association between
sodium channels and synaptotagmin may
have consequences for the establishment and
regulation of neuronal excitability (129).

Myelin basic protein and myelin-associat-
ed glycoprotein are major classes of protein
components in both the central and peripheral
nervous system of vertebrates. Myelin P0 is a
major component of peripheral myelin, and
myelin proteolipid and myelin oligodendro-
cyte glycopotein are found in the central
nervous system. Mutations in any of these
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Table 18. Domain-based comparative analysis of proteins in H. sapiens (H),
D. melanogaster (F), C. elegans (W), S. cerevisiae (Y), and A. thaliana (A). The
predicted protein set of each of the above eukaryotic organisms was analyzed
with Pfam version 5.5 using E value cutoffs of 0.001. The number of proteins
containing the specified Pfam domains as well as the total number of domains
(in parentheses) are shown in each column. Domains were categorized into
cellular processes for presentation. Some domains (i.e., SH2) are listed in

more than one cellular process. Results of the Pfam analysis may differ from
results obtained based on human curation of protein families, owing to the
limitations of large-scale automatic classifications. Representative examples
of domains with reduced counts owing to the stringent E value cutoff used for
this analysis are marked with a double asterisk (**). Examples include short
divergent and predominantly alpha-helical domains, and certain classes of
cysteine-rich zinc finger proteins.

Accession
number

Domain name Domain description H F W Y A

Developmental and homeostatic regulators
PF02039 Adrenomedullin Adrenomedullin 1 0 0 0 0
PF00212 ANP Atrial natriuretic peptide 2 0 0 0 0
PF00028 Cadherin Cadherin domain 100 (550) 14 (157) 16 (66) 0 0
PF00214 Calc_CGRP_IAPP Calcitonin/CGRP/IAPP family 3 0 0 0 0
PF01110 CNTF Ciliary neurotrophic factor 1 0 0 0 0
PF01093 Clusterin Clusterin 3 0 0 0 0
PF00029 Connexin Connexin 14 (16) 0 0 0 0
PF00976 ACTH_domain Corticotropin ACTH domain 1 0 0 0 0
PF00473 CRF Corticotropin-releasing factor family 2 1 0 0 0
PF00007 Cys_knot Cystine-knot domain 10 (11) 2 0 0 0
PF00778 DIX Dix domain 5 2 4 0 0
PF00322 Endothelin Endothelin family 3 0 0 0 0
PF00812 Ephrin Ephrin 7 (8) 2 4 0 0
PF01404 EPh_Ibd Ephrin receptor ligand binding domain 12 2 1 0 0
PF00167 FGF Fibroblast growth factor 23 1 1 0 0
PF01534 Frizzled Frizzled/Smoothened family membrane region 9 7 3 0 0
PF00236 Hormone6 Glycoprotein hormones 1 0 0 0 0
PF01153 Glypican Glypican 14 2 1 0 0
PF01271 Granin Grainin (chromogranin or secretogranin) 3 0 0 0 0
PF02058 Guanylin Guanylin precursor 1 0 0 0 0
PF00049 Insulin Insulin/IGF/Relaxin family 7 4 0 0 0
PF00219 IGFBP Insulin-like growth factor binding proteins 10 0 0 0 0
PF02024 Leptin Leptin 1 0 0 0 0
PF00193 Xlink LINK (hyaluron binding) 13 (23) 0 1 0 0
PF00243 NGF Nerve growth factor family 3 0 0 0 0
PF02158 Neuregulin Neuregulin family 4 0 0 0 0
PF00184 Hormone5 Neurohypophysial hormones 1 0 0 0 0
PF02070 NMU Neuromedin U 1 0 0 0 0
PF00066 Notch Notch (DSL) domain 3 (5) 2 (4) 2 (6) 0 0
PF00865 Osteopontin Osteopontin 1 0 0 0 0
PF00159 Hormone3 Pancreatic hormone peptides 3 0 0 0 0
PF01279 Parathyroid Parathyroid hormone family 2 0 0 0 0
PF00123 Hormone2 Peptide hormone 5 (9) 0 0 0 0
PF00341 PDGF Platelet-derived growth factor (PDGF) 5 1 0 0 0
PF01403 Sema Sema domain 27 (29) 8 (10) 3 (4) 0 0
PF01033 Somatomedin_B Somatomedin B domain 5 (8) 3 0 0 0
PF00103 Hormone Somatotropin 1 0 0 0 0
PF02208 Sorb Sorbin homologous domain 2 0 0 0 0
PF02404 SCF Stem cell factor 2 0 0 0 0
PF01034 Syndecan Syndecan domain 3 1 1 0 0
PF00020 TNFR_c6 TNFR/NGFR cysteine-rich region 17 (31) 1 0 0 0
PF00019 TGF-b Transforming growth factor b-like domain 27 (28) 6 4 0 0
PF01099 Uteroglobin Uteroglobin family 3 0 0 0 0
PF01160 Opiods_neuropep Vertebrate endogenous opioids neuropeptide 3 0 0 0 0
PF00110 Wnt Wnt family of developmental signaling proteins 18 7 (10) 5 0 0

Hemostasis
PF01821 ANATO Anaphylotoxin-like domain 6 (14) 0 0 0 0
PF00386 C1q C1q domain 24 0 0 0 0
PF00200 Disintegrin Disintegrin 18 2 3 0 0
PF00754 F5_F8_type_C F5/8 type C domain 15 (20) 5 (6) 2 0 0
PF01410 COLFI Fibrillar collagen C-terminal domain 10 0 0 0 0
PF00039 Fn1 Fibronectin type I domain 5 (18) 0 0 0 0
PF00040 Fn2 Fibronectin type II domain 11 (16) 0 0 0 0
PF00051 Kringle Kringle domain 15 (24) 2 2 0 0
PF01823 MACPF MAC/Perforin domain 6 0 0 0 0
PF00354 Pentaxin Pentaxin family 9 0 0 0 0
PF00277 SAA_proteins Serum amyloid A protein 4 0 0 0 0
PF00084 Sushi Sushi domain (SCR repeat) 53 (191) 11 (42) 8 (45) 0 0
PF02210 TSPN Thrombospondin N-terminal–like domains 14 1 0 0 0
PF01108 Tissue_fac Tissue factor 1 0 0 0 0
PF00868 Transglutamin_N Transglutaminase family 6 1 0 0 0
PF00927 Transglutamin_C Transglutaminase family 8 1 0 0 0
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Table 18 (Continued )

Accession
number

Domain name Domain description H F W Y A

PF00594 Gla Vitamin K-dependent carboxylation/gamma-
carboxyglutamic (GLA) domain

11 0 0 0 0

Immune response
PF00711 Defensin_beta Beta defensin 1 0 0 0 0
PF00748 Calpain_inhib Calpain inhibitor repeat 3 (9) 0 0 0 0
PF00666 Cathelicidins Cathelicidins 2 0 0 0 0
PF00129 MHC_I Class I histocompatibility antigen, domains alpha 1

and 2
18 (20) 0 0 0 0

PF00993 MHC_II_alpha** Class II histocompatibility antigen, alpha domain 5 (6) 0 0 0 0
PF00969 MHC_II_beta** Class II histocompatibility antigen, beta domain 7 0 0 0 0
PF00879 Defensin_propep Defensin propeptide 3 0 0 0 0
PF01109 GM_CSF Granulocyte-macrophage colony-stimulating factor 1 0 0 0 0
PF00047 Ig Immunoglobulin domain 381 (930) 125 (291) 67 (323) 0 0
PF00143 Interferon Interferon alpha/beta domain 7 (9) 0 0 0 0
PF00714 IFN-gamma Interferon gamma 1 0 0 0 0
PF00726 IL10 Interleukin-10 1 0 0 0 0
PF02372 IL15 Interleukin-15 1 0 0 0 0
PF00715 IL2 Interleukin-2 1 0 0 0 0
PF00727 IL4 Interleukin-4 1 0 0 0 0
PF02025 IL5 Interleukin-5 1 0 0 0 0
PF01415 IL7 Interleukin-7/9 family 1 0 0 0 0
PF00340 IL1 Interleukin-1 7 0 0 0 0
PF02394 IL1_propep Interleukin-1 propeptide 1 0 0 0 0
PF02059 IL3 Interleukin-3 1 0 0 0 0
PF00489 IL6 Interleukin-6/G-CSF/MGF family 2 0 0 0 0
PF01291 LIF_OSM Leukemia inhibitory factor (LIF)/oncostatin (OSM)

family
2 0 0 0 0

PF00323 Defensins Mammalian defensin 2 0 0 0 0
PF01091 PTN_MK PTN/MK heparin-binding protein 2 0 0 0 0
PF00277 SAA_proteins Serum amyloid A protein 4 0 0 0 0
PF00048 IL8 Small cytokines (intecrine/chemokine),

interleukin-8 like
32 0 0 0 0

PF01582 TIR TIR domain 18 8 2 0 131 (143)
PF00229 TNF TNF (tumor necrosis factor) family 12 0 0 0 0
PF00088 Trefoil Trefoil (P-type) domain 5 (6) 0 2 0 0

PI-PY-rho GTPase signaling
PF00779 BTK BTK motif 5 1 0 0 0
PF00168 C2 C2 domain 73 (101) 32 (44) 24 (35) 6 (9) 66 (90)
PF00609 DAGKa Diacylglycerol kinase accessory domain (presumed) 9 4 7 0 6
PF00781 DAGKc Diacylglycerol kinase catalytic domain (presumed) 10 8 8 2 11 (12)
PF00610 DEP Domain found in Dishevelled, Egl-10, and

Pleckstrin (DEP)
12 (13) 4 10 5 2

PF01363 FYVE FYVE zinc finger 28 (30) 14 15 5 15
PF00996 GDI GDP dissociation inhibitor 6 2 1 1 3
PF00503 G-alpha G-protein alpha subunit 27 (30) 10 20 (23) 2 5
PF00631 G-gamma G-protein gamma like domains 16 5 5 1 0
PF00616 RasGAP GTPase-activator protein for Ras-like GTPase 11 5 8 3 0
PF00618 RasGEFN Guanine nucleotide exchange factor for Ras-like

GTPases; N-terminal motif
9 2 3 5 0

PF00625 Guanylate_kin Guanylate kinase 12 8 7 1 4
PF02189 ITAM Immunoreceptor tyrosine-based activation motif 3 0 0 0 0
PF00169 PH PH domain 193 (212) 72 (78) 65 (68) 24 23
PF00130 DAG_PE-bind Phorbol esters/diacylglycerol binding domain (C1

domain)
45 (56) 25 (31) 26 (40) 1 (2) 4

PF00388 PI-PLC-X Phosphatidylinositol-specific phospholipase C, X
domain

12 3 7 1 8

PF00387 PI-PLC-Y Phosphatidylinositol-specific phospholipase C, Y
domain

11 2 7 1 8

PF00640 PID Phosphotyrosine interaction domain (PTB/PID) 24 (27) 13 11 (12) 0 0
PF02192 PI3K_p85B PI3-kinase family, p85-binding domain 2 1 1 0 0
PF00794 PI3K_rbd PI3-kinase family, ras-binding domain 6 3 1 0 0
PF01412 ArfGAP Putative GTP-ase activating protein for Arf 16 9 8 6 15
PF02196 RBD Raf-like Ras-binding domain 6 (7) 4 1 0 0
PF02145 Rap_GAP Rap/ran-GAP 5 4 2 0 0
PF00788 RA Ras association (RalGDS/AF-6) domain 18 (19) 7 (9) 6 1 0
PF00071 Ras Ras family 126 56 (57) 51 23 78
PF00617 RasGEF RasGEF domain 21 8 7 5 0
PF00615 RGS Regulator of G protein signaling domain 27 6 (7) 12 (13) 1 0
PF02197 RIIa Regulatory subunit of type II PKA R-subunit 4 1 2 1 0
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Table 18 (Continued )

Accession
number

Domain name Domain description H F W Y A

PF00620 RhoGAP RhoGAP domain 59 19 20 9 8
PF00621 RhoGEF RhoGEF domain 46 23 (24) 18 (19) 3 0
PF00536 SAM SAM domain (Sterile alpha motif) 29 (31) 15 8 3 6
PF01369 Sec7 Sec7 domain 13 5 5 5 9
PF00017 SH2 Src homology 2 (SH2) domain 87 (95) 33 (39) 44 (48) 1 3
PF00018 SH3 Src homology 3 (SH3) domain 143 (182) 55 (75) 46 (61) 23 (27) 4
PF01017 STAT STAT protein 7 1 1 (2) 0 0
PF00790 VHS VHS domain 4 2 4 4 8
PF00568 WH1 WH1 domain 7 2 2 (3) 1 0

Domains involved in apoptosis
PF00452 Bcl-2 Bcl-2 9 2 1 0 0
PF02180 BH4 Bcl-2 homology region 4 3 0 1 0 0
PF00619 CARD Caspase recruitment domain 16 0 2 0 0
PF00531 Death Death domain 16 5 7 0 0
PF01335 DED Death effector domain 4 (5) 0 0 0 0
PF02179 BAG Domain present in Hsp70 regulators 5 (8) 3 2 1 5
PF00656 ICE_p20 ICE-like protease (caspase) p20 domain 11 7 3 0 0
PF00653 BIR Inhibitor of Apoptosis domain 8 (14) 5 (9) 2 (3) 1 (2) 0

Cytoskeletal
PF00022 Actin Actin 61 (64) 15 (16) 12 9 (11) 24
PF00191 Annexin Annexin 16 (55) 4 (16) 4 (11) 0 6 (16)
PF00402 Calponin Calponin family 13 (22) 3 7 (19) 0 0
PF00373 Band_41 FERM domain (Band 4.1 family) 29 (30) 17 (19) 11 (14) 0 0
PF00880 Nebulin_repeat Nebulin repeat 4 (148) 1 (2) 1 0 0
PF00681 Plectin_repeat Plectin repeat 2 (11) 0 0 0 0
PF00435 Spectrin Spectrin repeat 31 (195) 13 (171) 10 (93) 0 0
PF00418 Tubulin-binding Tau and MAP proteins, tubulin-binding 4 (12) 1 (4) 2 (8) 0 0
PF00992 Troponin Troponin 4 6 8 0 0
PF02209 VHP Villin headpiece domain 5 2 2 0 5
PF01044 Vinculin Vinculin family 4 2 1 0 0

ECM adhesion
PF01391 Collagen Collagen triple helix repeat (20 copies) 65 (279) 10 (46) 174 (384) 0 0
PF01413 C4 C-terminal tandem repeated domain in type 4

procollagen
6 (11) 2 (4) 3 (6) 0 0

PF00431 CUB CUB domain 47 (69) 9 (47) 43 (67) 0 0
PF00008 EGF EGF-like domain 108 (420) 45 (186) 54 (157) 0 1
PF00147 Fibrinogen_C Fibrinogen beta and gamma chains, C-terminal

globular domain
26 10 (11) 6 0 0

PF00041 Fn3 Fibronectin type III domain 106 (545) 42 (168) 34 (156) 0 1
PF00757 Furin-like Furin-like cysteine rich region 5 2 1 0 0
PF00357 Integrin_A Integrin alpha cytoplasmic region 3 1 2 0 0
PF00362 Integrin_B Integrins, beta chain 8 2 2 0 0
PF00052 Laminin_B Laminin B (Domain IV) 8 (12) 4 (7) 6 (10) 0 0
PF00053 Laminin_EGF Laminin EGF-like (Domains III and V) 24 (126) 9 (62) 11 (65) 0 0
PF00054 Laminin_G Laminin G domain 30 (57) 18 (42) 14 (26) 0 0
PF00055 Laminin_Nterm Laminin N-terminal (Domain VI) 10 6 4 0 0
PF00059 Lectin_c Lectin C-type domain 47 (76) 23 (24) 91 (132) 0 0
PF01463 LRRCT Leucine rich repeat C-terminal domain 69 (81) 23 (30) 7 (9) 0 0
PF01462 LRRNT Leucine rich repeat N-terminal domain 40 (44) 7 (13) 3 (6) 0 0
PF00057 Ldl_recept_a Low-density lipoprotein receptor domain class A 35 (127) 33 (152) 27 (113) 0 0
PF00058 Ldl_recept_b Low-density lipoprotein receptor repeat class B 15 (96) 9 (56) 7 (22) 0 0
PF00530 SRCR Scavenger receptor cysteine-rich domain 11 (46) 4 (8) 1 (2) 0 0
PF00084 Sushi Sushi domain (SCR repeat) 53 (191) 11 (42) 8 (45) 0 0
PF00090 Tsp_1 Thrombospondin type 1 domain 41 (66) 11 (23) 18 (47) 0 0
PF00092 Vwa von Willebrand factor type A domain 34 (58) 0 17 (19) 0 1
PF00093 Vwc von Willebrand factor type C domain 19 (28) 6 (11) 2 (5) 0 0
PF00094 Vwd von Willebrand factor type D domain 15 (35) 3 (7) 9 0 0

Protein interaction domains
PF00244 14-3-3 14-3-3 proteins 20 3 3 2 15
PF00023 Ank Ank repeat 145 (404) 72 (269) 75 (223) 12 (20) 66 (111)
PF00514 Armadillo_seg Armadillo/beta-catenin-like repeats 22 (56) 11 (38) 3 (11) 2 (10) 25 (67)
PF00168 C2 C2 domain 73 (101) 32 (44) 24 (35) 6 (9) 66 (90)
PF00027 cNMP_binding Cyclic nucleotide-binding domain 26 (31) 21 (33) 15 (20) 2 (3) 22
PF01556 DnaJ_C DnaJ C terminal region 12 9 5 3 19
PF00226 DnaJ DnaJ domain 44 34 33 20 93
PF00036 Efhand** EF hand 83 (151) 64 (117) 41 (86) 4 (11) 120 (328)
PF00611 FCH Fes/CIP4 homology domain 9 3 2 4 0
PF01846 FF FF domain 4 (11) 4 (10) 3 (16) 2 (5) 4 (8)
PF00498 FHA FHA domain 13 15 7 13 (14) 17
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myelin proteins result in severe demyelina-
tion, which is a pathological condition in
which the myelin is lost and the nerve con-
duction is severely impaired (130). Humans
have at least 10 genes belonging to four
different families involved in myelin produc-

tion (five myelin P0, three myelin proteolip-
id, myelin basic protein, and myelin-oligo-
dendrocyte glycoprotein, or MOG), and pos-
sibly more-remotely related members of the
MOG family. Flies have only a single myelin
proteolipid, and worms have none at all.

Intercellular and intracellular signaling
pathways in development and homeostasis.
Many protein families that have expanded in
humans relative to the invertebrates are in-
volved in signaling processes, particularly in
response to development and differentiation

Table 18 (Continued )

Accession
number

Domain name Domain description H F W Y A

PF00254 FKBP FKBP-type peptidyl-prolyl cis-trans isomerases 15 (20) 7 (8) 7 (13) 4 24 (29)
PF01590 GAF GAF domain 7 (8) 2 (4) 1 0 10
PF01344 Kelch Kelch motif 54 (157) 12 (48) 13 (41) 3 102 (178)
PF00560 LRR** Leucine Rich Repeat 25 (30) 24 (30) 7 (11) 1 15 (16)
PF00917 MATH MATH domain 11 5 88 (161) 1 61 (74)
PF00989 PAS PAS domain 18 (19) 9 (10) 6 1 13 (18)
PF00595 PDZ PDZ domain (Also known as DHR or GLGF) 96 (154) 60 (87) 46 (66) 2 5
PF00169 PH PH domain 193 (212) 72 (78) 65 (68) 24 23
PF01535 PPR** PPR repeat 5 3 (4) 0 1 474 (2485)
PF00536 SAM SAM domain (Sterile alpha motif) 29 (31) 15 8 3 6
PF01369 Sec7 Sec7 domain 13 5 5 5 9
PF00017 SH2 Src homology 2 (SH2) domain 87 (95) 33 (39) 44 (48) 1 3
PF00018 SH3 Src homology 3 (SH3) domain 143 (182) 55 (75) 46 (61) 23 (27) 4
PF01740 STAS STAS domain 5 1 6 2 13
PF00515 TPR** TPR domain 72 (131) 39 (101) 28 (54) 16 (31) 65 (124)
PF00400 WD40** WD40 domain 136 (305) 98 (226) 72 (153) 56 (121) 167 (344)
PF00397 WW WW domain 32 (53) 24 (39) 16 (24) 5 (8) 11 (15)
PF00569 ZZ ZZ-Zinc finger present in dystrophin, CBP/p300 10 (11) 13 10 2 10

Nuclear interaction domains
PF01754 Zf-A20 A20-like zinc finger 2 (8) 2 2 0 8
PF01388 ARID ARID DNA binding domain 11 6 4 2 7
PF01426 BAH BAH domain 8 (10) 7 (8) 4 (5) 5 21 (25)
PF00643 Zf-B_box** B-box zinc finger 32 (35) 1 2 0 0
PF00533 BRCT BRCA1 C Terminus (BRCT) domain 17 (28) 10 (18) 23 (35) 10 (16) 12 (16)
PF00439 Bromodomain Bromodomain 37 (48) 16 (22) 18 (26) 10 (15) 28
PF00651 BTB BTB/POZ domain 97 (98) 62 (64) 86 (91) 1 (2) 30 (31)
PF00145 DNA_methylase C-5 cytosine-specific DNA methylase 3 (4) 1 0 0 13 (15)
PF00385 Chromo chromo’ (CHRromatin Organization MOdifier)

domain
24 (27) 14 (15) 17 (18) 1 (2) 12

PF00125 Histone Core histone H2A/H2B/H3/H4 75 (81) 5 71 (73) 8 48
PF00134 Cyclin Cyclin 19 10 10 11 35
PF00270 DEAD DEAD/DEAH box helicase 63 (66) 48 (50) 55 (57) 50 (52) 84 (87)
PF01529 Zf-DHHC DHHC zinc finger domain 15 20 16 7 22
PF00646 F-box** F-box domain 16 15 309 (324) 9 165 (167)
PF00250 Fork_head Fork head domain 35 (36) 20 (21) 15 4 0
PF00320 GATA GATA zinc finger 11 (17) 5(6) 8 (10) 9 26
PF01585 G-patch G-patch domain 18 16 13 4 14 (15)
PF00010 HLH** Helix-loop-helix DNA-binding domain 60 (61) 44 24 4 39
PF00850 Hist_deacetyl Histone deacetylase family 12 5 (6) 8 (10) 5 10
PF00046 Homeobox Homeobox domain 160 (178) 100 (103) 82 (84) 6 66
PF01833 TIG IPT/TIG domain 29 (53) 11 (13) 5 (7) 2 1
PF02373 JmjC JmjC domain 10 4 6 4 7
PF02375 JmjN JmjN domain 7 4 2 3 7
PF00013 KH-domain KH domain 28 (67) 14 (32) 17 (46) 4 (14) 27 (61)
PF01352 KRAB KRAB box 204 (243) 0 0 0 0
PF00104 Hormone_rec Ligand-binding domain of nuclear hormone

receptor
47 17 142 (147) 0 0

PF00412 LIM LIM domain containing proteins 62 (129) 33 (83) 33 (79) 4 (7) 10 (16)
PF00917 MATH MATH domain 11 5 88 (161) 1 61 (74)
PF00249 Myb_DNA-binding Myb-like DNA-binding domain 32 (43) 18 (24) 17 (24) 15 (20) 243 (401)
PF02344 Myc-LZ Myc leucine zipper domain 1 0 0 0 0
PF01753 Zf-MYND MYND finger 14 14 9 1 7
PF00628 PHD PHD-finger 68 (86) 40 (53) 32 (44) 14 (15) 96 (105)
PF00157 Pou Pou domain—N-terminal to homeobox domain 15 5 4 0 0
PF02257 RFX_DNA_binding RFX DNA-binding domain 7 2 1 1 0
PF00076 Rrm RNA recognition motif (a.k.a. RRM, RBD, or RNP

domain)
224 (324) 127 (199) 94 (145) 43 (73) 232 (369)

PF02037 SAP SAP domain 15 8 5 5 6 (7)
PF00622 SPRY SPRY domain 44 (51) 10 (12) 5 (7) 3 6
PF01852 START START domain 10 2 6 0 23
PF00907 T-box T-box 17 (19) 8 22 0 0
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(Tables 18 and 19). They include secreted
hormones and growth factors, receptors, in-
tracellular signaling molecules, and transcrip-
tion factors.

Developmental signaling molecules that are
enriched in the human genome include growth
factors such as wnt, transforming growth fac-
tor–b (TGF-b), fibroblast growth factor (FGF),
nerve growth factor, platelet derived growth
factor (PDGF), and ephrins. These growth fac-
tors affect tissue differentiation and a wide
range of cellular processes involving actin-cy-
toskeletal and nuclear regulation. The corre-
sponding receptors of these developmental li-
gands are also expanded in humans. For exam-
ple, our analysis suggests at least 8 human
ephrin genes (2 in the fly, 4 in the worm) and 12
ephrin receptors (2 in the fly, 1 in the worm). In
the wnt signaling pathway, we find 18 wnt
family genes (6 in the fly, 5 in the worm) and
12 frizzled receptors (6 in the fly, 5 in the
worm). The Groucho family of transcriptional
corepressors downstream in the wnt pathway
are even more markedly expanded, with 13
predicted members in humans (2 in the fly, 1 in
the worm).

Extracellular adhesion molecules involved
in signaling are expanded in the human genome
(Tables 18 and 19). The interactions of several
of these adhesion domains with extracellular
matrix proteoglycans play a critical role in host
defense, morphogenesis, and tissue repair
(131). Consistent with the well-defined role of
heparan sulfate proteoglycans in modulating
these interactions (132), we observe an expan-
sion of the heparin sulfate sulfotransferases in
the human genome relative to worm and fly.
These sulfotransferases modulate tissue differ-
entiation (133). A similar expansion in humans
is noted in structural proteins that constitute the
actin-cytoskeletal architecture. Compared with
the fly and worm, we observe an explosive
expansion of the nebulin (35 domains per pro-
tein on average), aggrecan (12 domains per
protein on average), and plectin (5 domains per
protein on average) repeats in humans. These
repeats are present in proteins involved in mod-
ulating the actin-cytoskeleton with predominant
expression in neuronal, muscle, and vascular
tissues.

Comparison across the five sequenced eu-
karyotic organisms revealed several expand-
ed protein families and domains involved in
cytoplasmic signal transduction (Table 18).
In particular, signal transduction pathways
playing roles in developmental regulation and
acquired immunity were substantially en-
riched. There is a factor of 2 or greater ex-
pansion in humans in the Ras superfamily
GTPases and the GTPase activator and GTP
exchange factors associated with them. Al-
though there are about the same number of
tyrosine kinases in the human and C. elegans
genomes, in humans there is an increase in
the SH2, PTB, and ITAM domains involved
in phosphotyrosine signal transduction. Fur-
ther, there is a twofold expansion of phos-
phodiesterases in the human genome com-
pared with either the worm or fly genomes.

The downstream effectors of the intracellu-
lar signaling molecules include the transcription
factors that transduce developmental fates. Sig-
nificant expansions are noted in the ligand-
binding nuclear hormone receptor class of tran-
scription factors compared with the fly genome,
although not to the extent observed in the worm
(Tables 18 and 19). Perhaps the most striking
expansion in humans is in the C2H2 zinc finger
transcription factors. Pfam detects a total of
4500 C2H2 zinc finger domains in 564 human
proteins, compared with 771 in 234 fly proteins.
This means that there has been a dramatic
expansion not only in the number of C2H2
transcription factors, but also in the number of
these DNA-binding motifs per transcription
factor (8 on average in humans, 3.3 on average
in the fly, and 2.3 on average in the worm).
Furthermore, many of these transcription fac-
tors contain either the KRAB or SCAN do-
mains, which are not found in the fly or worm
genomes. These domains are involved in the
oligomerization of transcription factors and in-
crease the combinatorial partnering of these
factors. In general, most of the transcription
factor domains are shared between the three
animal genomes, but the reassortment of these
domains results in organism-specific transcrip-
tion factor families. The domain combinations
found in the human, fly, and worm include the
BTB with C2H2 in the fly and humans, and

homeodomains alone or in combination with
Pou and LIM domains in all of the animal
genomes. In plants, however, a different set of
transcription factors are expanded, namely, the
myb family, and a unique set that includes VP1
and AP2 domain–containing proteins (134).
The yeast genome has a paucity of transcription
factors compared with the multicellular eu-
karyotes, and its repertoire is limited to the
expansion of the yeast-specific C6 transcription
factor family involved in metabolic regulation.

While we have illustrated expansions in a
subset of signal transduction molecules in the
human genome compared with the other eu-
karyotic genomes, it should be noted that
most of the protein domains are highly con-
served. An interesting observation is that
worms and humans have approximately the
same number of both tyrosine kinases and
serine/threonine kinases (Table 19). It is im-
portant to note, however, that these are mere-
ly counts of the catalytic domain; the proteins
that contain these domains also display a
wide repertoire of interaction domains with
significant combinatorial diversity.

Hemostasis. Hemostasis is regulated pri-
marily by plasma proteases of the coagulation
pathway and by the interactions that occur be-
tween the vascular endothelium and platelets.
Consistent with known anatomical and physio-
logical differences between vertebrates and in-
vertebrates, extracellular adhesion domains that
constitute proteins integral to hemostasis are
expanded in the human relative to the fly and
worm (Tables 18 and 19). We note the evolu-
tion of domains such as FIMAC, FN1, FN2,
and C1q that mediate surface interactions be-
tween hematopoeitic cells and the vascular ma-
trix. In addition, there has been extensive re-
cruitment of more-ancient animal-specific do-
mains such as VWA, VWC, VWD, kringle,
and FN3 into multidomain proteins that are
involved in hemostatic regulation. Although we
do not find a large expansion in the total num-
ber of serine proteases, this enzymatic domain
has been specifically recruited into several of
these multidomain proteins for proteolytic reg-
ulation in the vascular compartment. These are
represented in plasma proteins that belong to
the kinin and complement pathways. There is a

Table 18 (Continued )

Accession
number

Domain name Domain description H F W Y A

PF02135 Zf-TAZ TAZ finger 2 (3) 1 (2) 6 (7) 0 10 (15)
PF01285 TEA TEA domain 4 1 1 1 0
PF02176 Zf-TRAF TRAF-type zinc finger 6 (9) 1 (3) 1 0 2
PF00352 TBP Transcription factor TFIID (or TATA-binding

protein, TBP)
2 (4) 4 (8) 2 (4) 1 (2) 2 (4)

PF00567 TUDOR TUDOR domain 9 (24) 9 (19) 4 (5) 0 2
PF00642 Zf-CCCH Zinc finger C-x8-C-x5-C-x3-H type (and similar) 17 (22) 6 (8) 22 (42) 3 (5) 31 (46)
PF00096 Zf-C2H2** ZInc finger, C2H2 type 564 (4500) 234 (771) 68 (155) 34 (56) 21 (24)
PF00097 Zf-C3HC4 Zinc finger, C3HC4 type (RING finger) 135 (137) 57 88 (89) 18 298 (304)
PF00098 Zf-CCHC Zinc knuckle 9 (17) 6 (10) 17 (33) 7 (13) 68 (91)
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significant expansion in two families of matrix
metalloproteases: ADAM (a disintegrin and
metalloprotease) and MMPs (matrix metallo-
proteases) (Table 19). Proteolysis of extracel-
lular matrix (ECM) proteins is critical for tissue
development and for tissue degradation in dis-
eases such as cancer, arthritis, Alzheimer’s dis-
ease, and a variety of inflammatory conditions
(135, 136). ADAMs are a family of integral
membrane proteins with a pivotal role in fibrin-
ogenolysis and modulating interactions be-
tween hematopoietic components and the
vascular matrix components. These proteins
have been shown to cleave matrix proteins,
and even signaling molecules: ADAM-17
converts tumor necrosis factor–a, and
ADAM-10 has been implicated in the Notch
signaling pathway (135). We have identified
19 members of the matrix metalloprotease
family, and a total of 51 members of the
ADAM and ADAM-TS families.

Apoptosis. Evolutionary conservation of
some of the apoptotic pathway components
across eukarya is consistent with its central
role in developmental regulation and as a
response to pathogens and stress signals. The
signal transduction pathways involved in pro-
grammed cell death, or apoptosis, are medi-
ated by interactions between well-character-
ized domains that include extracellular do-
mains, adaptor (protein-protein interaction)
domains, and those found in effector and
regulatory enzymes (137 ). We enumerated
the protein counts of central adaptor and ef-
fector enzyme domains that are found only in
the apoptotic pathways to provide an estimate
of divergence across eukarya and relative
expansion in the human genome when com-
pared with the fly and worm (Table 18).
Adaptor domains found in proteins restricted
only to apoptotic regulation such as the DED
domains are vertebrate-specific, whereas oth-
ers like BIR, CARD, and Bcl2 are represent-
ed in the fly and worm (although the number
of Bcl2 family members in humans is signif-
icantly expanded). Although plants and yeast
lack the caspases, caspase-like molecules,
namely the para- and meta-caspases, have
been reported in these organisms (138). Com-
pared with other animal genomes, the human
genome shows an expansion in the adaptor
and effector domain–containing proteins in-
volved in apoptosis, as well as in the pro-
teases involved in the cascade such as the
caspase and calpain families.

Expansions of other protein families.
Metabolic enzymes. There are fewer cyto-
chrome P450 genes in humans than in either
the fly or worm. Lipoxygenases (six in hu-
mans), on the other hand, appear to be specific
to the vertebrates and plants, whereas the lip-
oxygenase-activating proteins (four in humans)
may be vertebrate-specific. Lipoxygenases are
involved in arachidonic acid metabolism, and
they and their activators have been implicated

in diverse human pathology ranging from
allergic responses to cancers. One of the most
surprising human expansions, however, is in
the number of glyceraldehyde-3-phosphate
dehydrogenase (GAPDH) genes (46 in hu-
mans, 3 in the fly, and 4 in the worm). There
is, however, evidence for many retrotrans-

posed GAPDH pseudogenes (139), which
may account for this apparent expansion.
However, it is interesting that GAPDH, long
known as a conserved enzyme involved in
basic metabolism found across all phyla from
bacteria to humans, has recently been shown
to have other functions. It has a second cat-

Table 19. Number of proteins assigned to selected Panther families or subfamilies in H. sapiens (H), D.
melanogaster (F), C. elegans (W), S. cerevisiae (Y), and A. thaliana (A).

Panther family/subfamily* H F W Y A

Neural structure, function, development

Ependymin 1 0 0 0 0
Ion channels

Acetylcholine receptor 17 12 56 0 0
Amiloride-sensitive/degenerin 11 24 27 0 0
CNG/EAG 22 9 9 0 30
IRK 16 3 3 0 0
ITP/ryanodine 10 2 4 0 0
Neurotransmitter-gated 61 51 59 0 19
P2X purinoceptor 10 0 0 0 0
TASK 12 12 48 1 5
Transient receptor 15 3 3 1 0
Voltage-gated Ca21 alpha 22 4 8 2 2
Voltage-gated Ca21 alpha-2 10 3 2 0 0
Voltage-gated Ca21 beta 5 2 2 0 0
Voltage-gated Ca21 gamma 1 0 0 0 0
Voltage-gated K1 alpha 33 5 11 0 0
Voltage-gated KQT 6 2 3 0 0
Voltage-gated Na1 11 4 4 9 1

Myelin basic protein 1 0 0 0 0
Myelin PO 5 0 0 0 0
Myelin proteolipid 3 1 0 0 0
Myelin-oligodendrocyte glycoprotein 1 0 0 0 0
Neuropilin 2 0 0 0 0
Plexin 9 2 0 0 0
Semaphorin 22 6 2 0 0
Synaptotagmin 10 3 3 0 0

Immune response
Defensin 3 0 0 0 0
Cytokine† 86 14 1 0 0

GCSF 1 0 0 0 0
GMCSF 1 0 0 0 0
Intercrine alpha 15 0 0 0 0
Intercrine beta 5 0 0 0 0
Inteferon 8 0 0 0 0
Interleukin 26 1 1 0 0
Leukemia inhibitory factor 1 0 0 0 0
MCSF 1 0 0 0 0
Peptidoglycan recognition protein 2 13 0 0 0
Pre-B cell enhancing factor 1 0 0 0 0
Small inducible cytokine A 14 0 0 0 0
Sl cytokine 2 0 0 0 0
TNF 9 0 0 0 0

Cytokine receptor† 62 1 0 0 0
Bradykinin/C-C chemokine receptor 7 0 0 0 0
Fl cytokine receptor 2 0 0 0 0
Interferon receptor 3 0 0 0 0
Interleukin receptor 32 0 0 0 0
Leukocyte tyrosine kinase

receptor
3 0 0 0 0

MCSF receptor 1 0 0 0 0
TNF receptor 3 0 0 0 0

Immunoglobulin receptor† 59 0 0 0 0
T-cell receptor alpha chain 16 0 0 0 0
T-cell receptor beta chain 15 0 0 0 0
T-cell receptor gamma chain 1 0 0 0 0
T-cell receptor delta chain 1 0 0 0 0
Immunoglobulin FC receptor 8 0 0 0 0
Killer cell receptor 16 0 0 0 0
Polymeric-immunoglobulin receptor 4 0 0 0 0
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alytic activity, as a uracil DNA glycosylase
(140) and functions as a cell cycle regulator
(141) and has even been implicated in apo-
ptosis (142).

Translation. Another striking set of hu-
man expansions has occurred in certain fam-
ilies involved in the translational machinery.
We identified 28 different ribosomal subunits
that each have at least 10 copies in the ge-
nome; on average, for all ribosomal proteins
there is about an 8- to 10-fold expansion in
the number of genes relative to either the
worm or fly. Retrotransposed pseudogenes

may account for many of these expansions
[see the discussion above and (143)]. Recent
evidence suggests that a number of ribosomal
proteins have secondary functions indepen-
dent of their involvement in protein biosyn-
thesis; for example, L13a and the related L7
subunits (36 copies in humans) have been
shown to induce apoptosis (144 ).

There is also a four- to fivefold expansion
in the elongation factor 1-alpha family
(eEF1A; 56 human genes). Many of these
expansions likely represent intronless para-
logs that have presumably arisen from retro-

transposition, and again there is evidence that
many of these may be pseudogenes (145).
However, a second form (eEF1A2) of this
factor has been identied with tissue-specific
expression in skeletal muscle and a comple-
mentary expression pattern to the ubiquitous-
ly expressed eEF1A (146 ).

Ribonucleoproteins. Alternative splicing
results in multiple transcripts from a single
gene, and can therefore generate additional
diversity in an organism’s protein comple-
ment. We have identified 269 genes for ri-
bonucleoproteins. This represents over 2.5
times the number of ribonucleoprotein genes
in the worm, two times that of the fly, and
about the same as the 265 identified in the
Arabidopsis genome. Whether the diversity
of ribonucleoprotein genes in humans con-
tributes to gene regulation at either the splic-
ing or translational level is unknown.

Posttranslational modifications. In this
set of processes, the most prominent expan-
sion is the transglutaminases, calcium-depen-
dent enzymes that catalyze the cross-linking
of proteins in cellular processes such as he-
mostasis and apoptosis (147 ). The vitamin
K–dependent gamma carboxylase gene prod-
uct acts on the GLA domain (missing in the
fly and worm) found in coagulation factors,
osteocalcin, and matrix GLA protein (148).
Tyrosylprotein sulfotransferases participate
in the posttranslational modification of pro-
teins involved in inflammation and hemosta-
sis, including coagulation factors and chemo-
kine receptors (149). Although there is no
significant numerical increase in the counts
for domains involved in nuclear protein mod-
ification, there are a number of domain ar-
rangements in the predicted human proteins
that are not found in the other currently se-
quenced genomes. These include the tandem
association of two histone deacetylase do-
mains in HD6 with a ubiquitin finger domain,
a feature lacking in the fly genome. An ad-
ditional example is the co-occurrence of im-
portant nuclear regulatory enzyme PARP
(poly-ADP ribosyl transferase) domain fused
to protein-interaction domains—BRCT and
VWA in humans.

Concluding remarks. There are several
possible explanations for the differences in
phenotypic complexity observed in humans
when compared to the fly and worm. Some of
these relate to the prominent differences in
the immune system, hemostasis, neuronal,
vascular, and cytoskeletal complexity. The
finding that the human genome contains few-
er genes than previously predicted might be
compensated for by combinatorial diversity
generated at the levels of protein architecture,
transcriptional and translational control, post-
translational modification of proteins, or
posttranscriptional regulation. Extensive do-
main shuffling to increase or alter combina-
torial diversity can provide an exponential

Table 19 (Continued )

Panther family/subfamily* H F W Y A

MHC class I 22 0 0 0 0
MHC class II 20 0 0 0 0
Other immunoglobulin† 114 0 0 0 0
Toll receptor–related 10 6 0 0 0

Developmental and homeostatic regulators
Signaling molecules†

Calcitonin 3 0 0 0 0
Ephrin 8 2 4 0 0
FGF 24 1 1 0 0
Glucagon 4 0 0 0 0
Glycoprotein hormone beta chain 2 0 0 0 0
Insulin 1 0 0 0 0
Insulin-like hormone 3 0 0 0 0
Nerve growth factor 3 0 0 0 0
Neuregulin/heregulin 6 0 0 0 0
neuropeptide Y 4 0 0 0 0
PDGF 1 1 0 0 0
Relaxin 3 0 0 0 0
Stannocalcin 2 0 0 0 0
Thymopoeitin 2 0 1 0 0
Thyomosin beta 4 2 0 0 0
TGF-b 29 6 4 0 0
VEGF 4 0 0 0 0
Wnt 18 6 5 0 0

Receptors†
Ephrin receptor 12 2 1 0 0
FGF receptor 4 4 0 0 0
Frizzled receptor 12 6 5 0 0
Parathyroid hormone receptor 2 0 0 0 0
VEGF receptor 5 0 0 0 0
BDNF/NT-3 nerve growth factor

receptor
4 0 0 0 0

Kinases and phosphatases
Dual-specificity protein phosphatase 29 8 10 4 11
S/T and dual-specificity protein

kinase† 395 198 315 114 1102
S/T protein phosphatase 15 19 51 13 29
Y protein kinase† 106 47 100 5 16
Y protein phosphatase 56 22 95 5 6

Signal transduction
ARF family 55 29 27 12 45
Cyclic nucleotide phosphodiesterase 25 8 6 1 0
G protein-coupled receptors†‡ 616 146 284 0 1
G-protein alpha 27 10 22 2 5
G-protein beta 5 3 2 1 1
G-protein gamma 13 2 2 0 0
Ras superfamily 141 64 62 26 86
G-protein modulators†

ARF GTPase-activating 20 8 9 5 15
Neurofibromin 7 2 0 2 0
Ras GTPase-activating 9 3 8 1 0
Tuberin 7 3 2 0 0
Vav proto-oncogene family 35 15 13 3 0
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increase in the ability to mediate protein-
protein interactions without dramatically in-
creasing the absolute size of the protein com-
plement (150). Evolution of apparently new
(from the perspective of sequence analysis)
protein domains and increasing regulatory
complexity by domain accretion both quanti-
tatively and qualitatively (recruitment of nov-
el domains with preexisting ones) are two
features that we observe in humans. Perhaps
the best illustration of this trend is the C2H2
zinc finger–containing transcription factors,
where we see expansion in the number of
domains per protein, together with verte-
brate-specific domains such as KRAB and
SCAN. Recent reports on the prominent use
of internal ribosomal entry sites in the human
genome to regulate translation of specific
classes of proteins suggests that this is an area
that needs further research to identify the full
extent of this process in the human genome
(151). At the posttranslational level, although
we provide examples of expansions of some
protein families involved in these modifica-
tions, further experimental evidence is re-
quired to evaluate whether this is correlated
with increased complexity in protein process-
ing. Posttranscriptional processing and the
extent of isoform generation in the human
remain to be cataloged in their entirety. Given
the conserved nature of the spliceosomal ma-
chinery, further analysis will be required to
dissect regulation at this level.

8 Conclusions

8.1 The whole-genome sequencing
approach versus BAC by BAC
Experience in applying the whole-genome
shotgun sequencing approach to a diverse
group of organisms with a wide range of
genome sizes and repeat content allows us to
assess its strengths and weaknesses. With the
success of the method for a large number of
microbial genomes, Drosophila, and now the
human, there can be no doubt concerning the
utility of this method. The large number of
microbial genomes that have been sequenced
by this method (15, 80, 152) demonstrate that
megabase-sized genomes can be sequenced
efficiently without any input other that the de
novo mate-paired sequences. With more
complex genomes like those of Drosophila or
human, map information, in the form of well-
ordered markers, has been critical for long-
range ordering of scaffolds. For joining scaf-
folds into chromosomes, the quality of the
map (in terms of the order of the markers) is
more important than the number of markers
per se. Although this mapping could have
been performed concurrently with sequenc-
ing, the prior existence of mapping data was
beneficial. During the sequencing of the A.
thaliana genome, sequencing of individual
BAC clones permitted extension of the se-

Table 19 (Continued )

Panther family/subfamily* H F W Y A

Transcription factors/chromatin organization

C2H2 zinc finger–containing† 607 232 79 28 8
COE 7 1 1 0 0
CREB 7 1 2 0 0
ETS-related 25 8 10 0 0
Forkhead-related 34 19 15 4 0
FOS 8 2 1 0 0
Groucho 13 2 1 0 0
Histone H1 5 0 1 0 0
Histone H2A 24 1 17 3 13
Histone H2B 21 1 17 2 12
Histone H3 28 2 24 2 16
Histone H4 9 1 16 1 8
Homeotic† 168 104 74 4 78

ABD-B 5 0 0 0 0
Bithoraxoid 1 8 1 0 0
Iroquois class 7 3 1 0 0
Distal-less 5 2 1 0 0
Engrailed 2 2 1 0 0
LIM-containing 17 8 3 0 0
MEIS/KNOX class 9 4 4 2 26
NK-3/NK-2 class 9 4 5 0 0
Paired box 38 28 23 0 2
Six 5 3 4 0 0

Leucine zipper 6 0 0 0 0
Nuclear hormone receptor† 59 25 183 1 4
Pou-related 15 5 4 1 0
Runt-related 3 4 2 0 0

ECM adhesion

Cadherin 113 17 16 0 0
Claudin 20 0 0 0 0
Complement receptor-related 22 8 6 0 0
Connexin 14 0 0 0 0
Galectin 12 5 22 0 0
Glypican 13 2 1 0 0
ICAM 6 0 0 0 0
Integrin alpha 24 7 4 0 1
Integrin beta 9 2 2 0 0
LDL receptor family 26 19 20 0 2
Proteoglycans 22 9 7 0 5

Apoptosis

Bcl-2 12 1 0 0 0
Calpain 22 4 11 1 3
Calpain inhibitor 4 0 0 0 1
Caspase 13 7 3 0 0

Hemostasis

ADAM/ADAMTS 51 9 12 0 0
Fibronectin 3 0 0 0 0
Globin 10 2 3 0 3
Matrix metalloprotease 19 2 7 0 3
Serum amyloid A 4 0 0 0 0
Serum amyloid P (subfamily of

Pentaxin)
2 0 0 0 0

Serum paraoxonase/arylesterase 4 0 3 0 0
Serum albumin 4 0 0 0 0
Transglutaminase 10 1 0 0 0

Other enzymes

Cytochrome p450 60 89 83 3 256
GAPDH 46 3 4 3 8
Heparan sulfotransferase 11 4 2 0 0

Splicing and translation

EF-1alpha 56 13 10 6 13
Ribonucleoproteins† 269 135 104 60 265
Ribosomal proteins† 812 111 80 117 256

*The table lists Panther families or subfamilies relevant to the text that either (i) are not specifically represented by Pfam
(Table 18) or (ii) differ in counts from the corresponding Pfam models. †This class represents a number of different
families in the same Panther molecular function subcategory. ‡This count includes only rhodopsin-class, secretin-
class, and metabotropic glutamate-class GPCRs.
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quence well into centromeric regions and al-
lowed high-quality resolution of complex re-
peat regions. Likewise, in Drosophila, the
BAC physical map was most useful in re-
gions near the highly repetitive centromeres
and telomeres. WGA has been found to de-
liver excellent-quality reconstructions of the
unique regions of the genome. As the genome
size, and more importantly the repetitive con-
tent, increases, the WGA approach delivers
less of the repetitive sequence.

The cost and overall efficiency of clone-by-
clone approaches makes them difficult to justify
as a stand-alone strategy for future large-scale
genome-sequencing projects. Specific applica-
tions of BAC-based or other clone mapping and
sequencing strategies to resolve ambiguities in
sequence assembly that cannot be efficiently
resolved with computational approaches alone
are clearly worth exploring. Hybrid approaches
to whole-genome sequencing will only work if
there is sufficient coverage in both the whole-
genome shotgun phase and the BAC clone se-
quencing phase. Our experience with human
genome assembly suggests that this will require
at least 33 coverage of both whole-genome and
BAC shotgun sequence data.

8.2 The low gene number in humans
We have sequenced and assembled ;95% of
the euchromatic sequence of H. sapiens and
used a new automated gene prediction meth-
od to produce a preliminary catalog of the
human genes. This has provided a major sur-
prise: We have found far fewer genes (26,000
to 38,000) than the earlier molecular pre-
dictions (50,000 to over 140,000). Whatever
the reasons for this current disparity, only
detailed annotation, comparative genomics
(particularly using the Mus musculus ge-
nome), and careful molecular dissection of
complex phenotypes will clarify this critical
issue of the basic “parts list” of our genome.
Certainly, the analysis is still incomplete and
considerable refinement will occur in the
years to come as the precise structure of each
transcription unit is evaluated. A good place
to start is to determine why the gene esti-
mates derived from EST data are so discor-
dant with our predictions. It is likely that the
following contribute to an inflated gene num-
ber derived from ESTs: the variable lengths
of 39- and 59-untranslated leaders and trailers;
the little-understood vagaries of RNA pro-
cessing that often leave intronic regions in an
unspliced condition; the finding that nearly
40% of human genes are alternatively spliced
(153); and finally, the unsolved technical
problems in EST library construction where
contamination from heterogeneous nuclear
RNA and genomic DNA are not uncommon.
Of course, it is possible that there are genes
that remain unpredicted owing to the absence
of EST or protein data to support them, al-
though our use of mouse genome data for

predicting genes should limit this number. As
was true at the beginning of genome sequenc-
ing, ultimately it will be necessary to measure
mRNA in specific cell types to demonstrate
the presence of a gene.

J. B. S. Haldane speculated in 1937 that a
population of organisms might have to pay a
price for the number of genes it can possibly
carry. He theorized that when the number of
genes becomes too large, each zygote carries
so many new deleterious mutations that the
population simply cannot maintain itself. On
the basis of this premise, and on the basis of
available mutation rates and x-ray–induced
mutations at specific loci, Muller, in 1967
(154 ), calculated that the mammalian ge-
nome would contain a maximum of not much
more than 30,000 genes (155). An estimate of
30,000 gene loci for humans was also arrived
at by Crow and Kimura (156 ). Muller’s esti-
mate for D. melanogaster was 10,000 genes,
compared to 13,000 derived by annotation of
the fly genome (26, 27 ). These arguments for
the theoretical maximum gene number were
based on simplified ideas of genetic load—
that all genes have a certain low rate of
mutation to a deleterious state. However, it is
clear that many mouse, fly, worm, and yeast
knockout mutations lead to almost no dis-
cernible phenotypic perturbations.

The modest number of human genes
means that we must look elsewhere for the
mechanisms that generate the complexities
inherent in human development and the so-
phisticated signaling systems that maintain
homeostasis. There are a large number of
ways in which the functions of individual
genes and gene products are regulated. The
degree of “openness” of chromatin structure
and hence transcriptional activity is regulated
by protein complexes that involve histone
and DNA enzymatic modifications. We enu-
merate many of the proteins that are likely
involved in nuclear regulation in Table 19.
The location, timing, and quantity of tran-
scription are intimately linked to nuclear sig-
nal transduction events as well as by the
tissue-specific expression of many of these
proteins. Equally important are regulatory
DNA elements that include insulators, re-
peats, and endogenous viruses (157 ); meth-
ylation of CpG islands in imprinting (158);
and promoter-enhancer and intronic regions
that modulate transcription. The spliceosomal
machinery consists of multisubunit proteins
(Table 19) as well as structural and catalytic
RNA elements (159) that regulate transcript
structure through alternative start and termi-
nation sites and splicing. Hence, there is a
need to study different classes of RNA mol-
ecules (160) such as small nucleolar RNAs,
antisense riboregulator RNA, RNA involved
in X-dosage compensation, and other struc-
tural RNAs to appreciate their precise role in
regulating gene expression. The phenomenon

of RNA editing in which coding changes
occur directly at the level of mRNA is of
clinical and biological relevance (161). Final-
ly, examples of translational control include
internal ribosomal entry sites that are found
in proteins involved in cell cycle regulation
and apoptosis (162). At the protein level,
minor alterations in the nature of protein-
protein interactions, protein modifications,
and localization can have dramatic effects on
cellular physiology (163). This dynamic sys-
tem therefore has many ways to modulate
activity, which suggests that definition of
complex systems by analysis of single genes
is unlikely to be entirely successful.

In situ studies have shown that the human
genome is asymmetrically populated with
G1C content, CpG islands, and genes (68).
However, the genes are not distributed quite
as unequally as had been predicted (Table 9)
(69). The most G1C-rich fraction of the ge-
nome, H3 isochores, constitute more of the
genome than previously thought (about 9%),
and are the most gene-dense fraction, but
contain only 25% of the genes, rather than the
predicted ;40%. The low G1C L isochores
make up 65% of the genome, and 48% of the
genes. This inhomogeneity, the net result of
millions of years of mammalian gene dupli-
cation, has been described as the “desertifi-
cation” of the vertebrate genome (71). Why
are there clustered regions of high and low
gene density, and are these accidents of his-
tory or driven by selection and evolution? If
these deserts are dispensable, it ought to be
possible to find mammalian genomes that are
far smaller in size than the human genome.
Indeed, many species of bats have genome
sizes that are much smaller than that of hu-
mans; for example, Miniopterus, a species of
Italian bat, has a genome size that is only
50% that of humans (164 ). Similarly, Mun-
tiacus, a species of Asian barking deer, has a
genome size that is ;70% that of humans.

8.3 Human DNA sequence variation
and its distribution across the genome
This is the first eukaryotic genome in which a
nearly uniform ascertainment of polymorphism
has been completed. Although we have identi-
fied and mapped more than 3 million SNPs, this
by no means implies that the task of finding and
cataloging SNPs is complete. These represent
only a fraction of the SNPs present in the
human population as a whole. Nevertheless,
this first glimpse at genome-wide variation has
revealed strong inhomogeneities in the distribu-
tion of SNPs across the genome. Polymorphism
in DNA carries with it a snapshot of the past
operation of population genetic forces, includ-
ing mutation, migration, selection, and genetic
drift. The availability of a dense array of SNPs
will allow questions related to each of these
factors to be addressed on a genome-wide basis.
SNP studies can establish the range of haplo-
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types present in subjects of different ethnogeo-
graphic origins, providing insights into popula-
tion history and migration patterns. Although
such studies have suggested that modern human
lineages derive from Africa, many important
questions regarding human origins remain un-
answered, and more analyses using detailed
SNP maps will be needed to settle these con-
troversies. In addition to providing evidence for
population expansions, migration, and admix-
ture, SNPs can serve as markers for the extent
of evolutionary constraint acting on particular
genes. The correlation between patterns of in-
traspecies and interspecies genetic variation
may prove to be especially informative to iden-
tify sites of reduced genetic diversity that may
mark loci where sequence variations are not
tolerated.

The remarkable heterogeneity in SNP
density implies that there are a variety of
forces acting on polymorphism—sparse re-
gions may have lower SNP density because
the mutation rate is lower, because most of
those regions have a lower fraction of muta-
tions that are tolerated, or because recent
strong selection in favor of a newly arisen
allele “swept” the linked variation out of the
population (165). The effect of random ge-
netic drift also varies widely across the ge-
nome. The nonrecombining portion of the Y
chromosome faces the strongest pressure
from random drift because there are roughly
one-quarter as many Y chromosomes in the
population as there are autosomal chromo-
somes, and the level of polymorphism on the
Y is correspondingly less. Similarly, the X
chromosome has a smaller effective popu-
lation size than the autosomes, and its nu-
cleotide diversity is also reduced. But even
across a single autosome, the effective pop-
ulation size can vary because the density of
deleterious mutations may vary. Regions of
high density of deleterious mutations will
see a greater rate of elimination by selec-
tion, and the effective population size will
be smaller (166 ). As a result, the density of
even completely neutral SNPs will be lower
in such regions. There is a large literature
on the association between SNP density
and local recombination rates in Drosoph-
ila, and it remains an important task to
assess the strength of this association in the
human genome, because of its impact on
the design of local SNP densities for dis-
ease-association studies. It also remains an
important task to validate SNPs on a
genomic scale in order to assess the degree
of heterogeneity among geographic and
ethnic populations.

8.4 Genome complexity
We will soon be in a position to move away
from the cataloging of individual compo-
nents of the system, and beyond the sim-
plistic notions of “this binds to that, which

then docks on this, and then the complex
moves there. . . .” (167 ) to the exciting area
of network perturbations, nonlinear re-
sponses and thresholds, and their pivotal
role in human diseases.

The enumeration of other “parts lists” re-
veals that in organisms with complex nervous
systems, neither gene number, neuron number,
nor number of cell types correlates in any
meaningful manner with even simplistic mea-
sures of structural or behavioral complexity.
Nor would they be expected to; this is the realm
of nonlinearities and epigenesis (168). The 520
million neurons of the common octopus exceed
the neuronal number in the brain of a mouse by
an order of magnitude. It is apparent from a
comparison of genomic data on the mouse and
human, and from comparative mammalian neu-
roanatomy (169), that the morphological and
behavioral diversity found in mammals is un-
derpinned by a similar gene repertoire and sim-
ilar neuroanatomies. For example, when one
compares a pygmy marmoset (which is only 4
inches tall and weighs about 6 ounces) to a
chimpanzee, the brain volume of this minute
primate is found to be only about 1.5 cm3, two
orders of magnitude less than that of a chimp
and three orders less than that of humans. Yet
the neuroanatomies of all three brains are strik-
ingly similar, and the behavioral characteristics
of the pygmy marmoset are little different from
those of chimpanzees. Between humans and
chimpanzees, the gene number, gene structures
and functions, chromosomal and genomic or-
ganizations, and cell types and neuroanatomies
are almost indistinguishable, yet the develop-
mental modifications that predisposed human
lineages to cortical expansion and development
of the larynx, giving rise to language, culminat-
ed in a massive singularity that by even the
simplest of criteria made humans more com-
plex in a behavioral sense.

Simple examination of the number of neu-
rons, cell types, or genes or of the genome
size does not alone account for the differenc-
es in complexity that we observe. Rather, it is
the interactions within and among these sets
that result in such great variation. In addition,
it is possible that there are “special cases” of
regulatory gene networks that have a dispro-
portionate effect on the overall system. We
have presented several examples of “regula-
tory genes” that are significantly increased in
the human genome compared with the fly and
worm. These include extracellular ligands
and their cognate receptors (e.g., wnt, friz-
zled, TGF-b, ephrins, and connexins), as well
as nuclear regulators (e.g., the KRAB and
homeodomain transcription factor families),
where a few proteins control broad develop-
mental processes. The answers to these
“complexities” perhaps lie in these expanded
gene families and differences in the regulato-
ry control of ancient genes, proteins, path-
ways, and cells.

8.5 Beyond single components
While few would disagree with the intuitive
conclusion that Einstein’s brain was more
complex than that of Drosophila, closer com-
parisons such as whether the set of predicted
human proteins is more complex than the
protein set of Drosophila, and if so, to what
degree, are not straightforward, since protein,
protein domain, or protein-protein interaction
measures do not capture context-dependent
interactions that underpin the dynamics un-
derlying phenotype.

Currently, there are more than 30 different
mathematical descriptions of complexity (170).
However, we have yet to understand the math-
ematical dependency relating the number of
genes with organism complexity. One pragmat-
ic approach to the analysis of biological sys-
tems, which are composed of nonidentical ele-
ments (proteins, protein complexes, interacting
cell types, and interacting neuronal popula-
tions), is through graph theory (171). The ele-
ments of the system can be represented by the
vertices of complex topographies, with the edg-
es representing the interactions between them.
Examination of large networks reveals that they
can self-organize, but more important, they can
be particularly robust. This robustness is not
due to redundancy, but is a property of inho-
mogeneously wired networks. The error toler-
ance of such networks comes with a price; they
are vulnerable to the selection or removal of a
few nodes that contribute disproportionately to
network stability. Gene knockouts provide an
illustration. Some knockouts may have minor
effects, whereas others have catastrophic effects
on the system. In the case of vimentin, a sup-
posedly critical component of the cytoplasmic
intermediate filament network of mammals, the
knockout of the gene in mice reveals them to be
reproductively normal, with no obvious pheno-
typic effects (172), and yet the usually conspic-
uous vimentin network is completely absent.
On the other hand, ;30% of knockouts in
Drosophila and mice correspond to critical
nodes whose reduction in gene product, or total
elimination, causes the network to crash most
of the time, although even in some of these
cases, phenotypic normalcy ensues, given the
appropriate genetic background. Thus, there are
no “good” genes or “bad” genes, but only net-
works that exist at various levels and at differ-
ent connectivities, and at different states of
sensitivity to perturbation. Sophisticated math-
ematical analysis needs to be constantly evalu-
ated against hard biological data sets that spe-
cifically address network dynamics. Nowhere is
this more critical than in attempts to come to
grips with “complexity,” particularly because
deconvoluting and correcting complex net-
works that have undergone perturbation, and
have resulted in human diseases, is the greatest
significant challenge now facing us.

It has been predicted for the last 15 years
that complete sequencing of the human ge-
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nome would open up new strategies for hu-
man biological research and would have a
major impact on medicine, and through med-
icine and public health, on society. Effects on
biomedical research are already being felt.
This assembly of the human genome se-
quence is but a first, hesitant step on a long
and exciting journey toward understanding
the role of the genome in human biology. It
has been possible only because of innova-
tions in instrumentation and software that
have allowed automation of almost every step
of the process from DNA preparation to an-
notation. The next steps are clear: We must
define the complexity that ensues when this
relatively modest set of about 30,000 genes is
expressed. The sequence provides the frame-
work upon which all the genetics, biochem-
istry, physiology, and ultimately phenotype
depend. It provides the boundaries for scien-
tific inquiry. The sequence is only the first
level of understanding of the genome. All
genes and their control elements must be
identified; their functions, in concert as well
as in isolation, defined; their sequence varia-
tion worldwide described; and the relation
between genome variation and specific phe-
notypic characteristics determined. Now we
know what we have to explain.

Another paramount challenge awaits:
public discussion of this information and its
potential for improvement of personal health.
Many diverse sources of data have shown
that any two individuals are more than 99.9%
identical in sequence, which means that all
the glorious differences among individuals in
our species that can be attributed to genes
falls in a mere 0.1% of the sequence. There
are two fallacies to be avoided: determinism,
the idea that all characteristics of the person
are “hard-wired” by the genome; and reduc-
tionism, the view that with complete knowl-
edge of the human genome sequence, it is
only a matter of time before our understand-
ing of gene functions and interactions will
provide a complete causal description of hu-
man variability. The real challenge of human
biology, beyond the task of finding out how
genes orchestrate the construction and main-
tenance of the miraculous mechanism of our
bodies, will lie ahead as we seek to explain
how our minds have come to organize
thoughts sufficiently well to investigate our
own existence.
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ERRATUM

C O R R E C T I O N S A N D C L A R I F I C A T I O N S

RREPOREPORTSTS: “The sequence of the human genome” by J. C. Venter et al.

(16 Feb. 2001, p. 1304). In Table 10, the last column under the head-

ing “Gene prediction” should have read “Total (Otto + de novo/2×).”

This section of the table with the corrected column heading is

shown here. The asterisk indicates that the chromosomal assignment

is unknown.

In the References and Notes section, the authors for reference 176

should have read “A. Krogh et al.”; the journal name in reference 177

should have been “Proc. Intell. Syst. Mol. Biol.”; and in note 181, the

acknowledgement list should have included after G. Edwards the

names L. Foster, D. Bhandari, P. Davies, T. Safford, and J. Schira.

Gene prediction*

Otto
De

novo/
any

De
novo/

2�

Total
(Otto
� de
novo/
any)

Total
(Otto
� de
novo/
    )

1,743 1,710 710 3,453 2,453
1,183 1,771 633 2,954 1,816
1,013 1,414 598 2,427 1,611

696 1,165 449 1,861 1,145
892 1,244 474 2,136 1,366
943 1,314 524 2,257 1,467
759 1,072 460 1,831 1,219
583 977 357 1,560 940
689 848 329 1,537 1,018
685 968 342 1,653 1,027

1,051 1,134 535 2,185 1,586
925 936 417 1,861 1,342
341 691 241 1,032 582
583 700 290 1,283 873
558 640 246 1,198 804
748 673 247 1,421 995
897 648 313 1,545 1,210
283 543 189 826 472

1,141 534 268 1,675 1,409
517 469 180 986 697
184 265 102 449 286
494 341 147 835 641
605 860 387 1,465 992

55 155 49 210 104
196 278 132 474 328

17,764 21,350 8,619 39,114 26,383
714 812 333 1,526 1,047

2�
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