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ABSTRACT 

of the thesis on 

A Rule-Based Approach for Spotting Characters from 

Continuous Speech in Indian Languages 

Machine recognition of continuous speech involves 

transforming continuous speech signal into a discrete set of 

symbols>ach describing a meaningful speech sound. The objective 
---- 

of this research is to address issues involved in the development 

of a speech-to-text system for an Indian language. The basic 
/--- - 

idea is to exploit the nature of the -.Xnd-ian languages for 
I ' 

capturing the phonetic information in the speech signal in a 
\- ' 

symbolic form. A knowledge-based approach for spotting the 

characters of a language in continuous speech is proposed. The 

knowledge consis-cs primarily of acoustic-phonetics of speech 

sounds. 

Use of knowledge for character spotting in continuous speech 

in the Indian language, Hindi is discussed. We first discuss 

reasons for choosing character as a  unit.^ ....... f o r  .. sign,al-to-symbol 
-._.__I,__,_. .. ............ 

Acoustic-phonetics of speech in Hindi describe ............... 

the sounds in a systematic manner in terms of articulatory 

movements. The manifestation of this acoustic-phonetic knowledge 
f .  

\ , , in speech signal is studied with the help of a knowledge expert 
1' 

and speech data analysis. The acoustic-phonetic knowledge for 

each character of Hindi is then represented in the form of 

production rules. A significant feature of this knowledge-based 

spotting approact is that processing of speech signal is done 

according to description of a given character. 



A rule-based implementation of knowledge-based approach for 

character spotting in continuous speech in Hindi is discussed. 

While the total number of characters including consonant clusters 

is estimated to be arounc(<G;>only -- a subset of about /350,.' - -- 

characters consisting of Vowels(V) and Consonant-Vowel(CV) 

combinations are considered for implementation. The acoustic- 

phonetic knowledge for all the characters is represented in the 

form of production rules. Character spotting systems are 

implemented for each character separately. Inaccuracies in 

processing the speech signal are represented by assigning 

confidence measures at every stage of spotting- Zl!zzy 

nathematical concepts are used to relate the character to signal .k .. - " - ,  

parameters. We demonstrate the flexibility of the system to 

provide better performance as more knowledge is available for 

spotting each character, without significantly increasing the 

overall complexity. 

The main contributions of this thesis are: 

' 1) Choice of characters as a symbol 

2) Acquisition and representation of acoustic-phonetic 

knowledge for characters in Hindi 

. 3) A rule-based system implementation of character spotting 

4) Use of Fuzzy mathematical concepts to relate characters 

to signal parameters 

5) Performance evaluation of character spotting system. 



INTRODUCTION TO THE PROBLEM OF SPEECH RECOGNITION 

1.1 Background to the Problem of Speech Recognition 

Speech recognition involves transforming input speech into a 

sequence of units called symbols and converting the symbol 

sequence into a text corresponding to the message in the speech 

signal. The goal of our research is to provide a machine with 

speech input facility to take dictation of continuous speech. The 

emphasis is on spotting the characters (symbols) of Hindi, an 

Indian Language, from continuous speech using knowledge-based 

approach. The main contributions of this thesis are: (1) Choice 

of character as a symbol (2) Acquisition and representation of 

acoustic-phonetic knowledge for characters in Hindi (3) A rule- 

based system implementation of character spotting (4) Use of 

fuzzy mathematical concepts to relate characters to signal 

parameters (5) Performance evaluation of character spotting 

systems. 

Speech recognition systems vary from simple isolated word 

recognition systems to highly complex continuous speech 

recognition systems. Continuous speech being the natural mode of 

human communication, recognition of continuous speech is the 

ultimate goal in any speech recognition research. Typically, 

continuous speech recognition is performed in two stages as shown 

in Fig. 1.1. They are: (1) Speech signal-to-symbol 

transformation and (2) Symbol-to-text conversion. In the 

signal-to-symbol transformation stage, the input speech is 





converted into a symbol sequence. Usually these symbols represent 

some speech units. The symbol sequence is then converted into a 

meaningful text by the symbol-to-text conversion stage using 

lexical, syntactic and semantic knowledge sources. In most of 

the systems the symbols are extracted from the speech signal 

using a fixed set of parameters, like spectral coefficients. The 

difficulty in such systems is that any loss of information at the 

signal-to-symbol transformation stage has to be compensated by 

the higher level knowledge sources. Another major problem, 

especially for languages like English, is that, the text 

consisting of words and sentences has to be expressed as / 

,!. - f  

/ , 3 
' -4 

sequences of symbols for all possible pronunciations. Since a I 

/ 

given symbol representing a speech unit may be mapped onto fi,ro ,.. /"< - ". - . *  - '  Lr,, ." 
different characters (or strings of characters) depending on the '$P'd 

context, the symbol-to-text conversion becomes very complex. 

Moreover, a lot of manual effort is required to generate the 

pronunciation dictionary in terms of the symbols for new 

,vocabularies and tasks. Our approach, in tune with recent trends 

[106,23,42] is to focus attention on signal-to-symbol 

transformation stage in order to capture as much information from 

the signal as possible. The issues involved here are: (1) Choice 

of the symbols and (2) Methods of processing to be done on the 

speech signal to derive these symbols. When characters which 

correspond to unique pronunciation are adopted as symbols, the 

task of symbol-to-text conversion becomes trivial. But the burden 

of speech recognition then falls on the signal-to-symbol 

transformation stage. 

The main objective of this thesis is to discuss the issues 



in the design of a speech signal-to-symbol transformation module 

for a speech-to-text conversion system for the Indian language 

Hindi. The idea is to use to the maximum possible extent, the 

langyaq_e-a&-_th_e__s_ignal- .leveL i-tself , in order to capture the 
L - - 

speech information in the signal in a symbolic form. We ropose 
LA-/-) 

/--' - 
characters of Hindi as symbols, and spotting the characters .-b. i,, 
+ . .., , ,,_ - . . . 

A .  ", 
..a 

.- _ ...... -.. - ' 1.1 
continuous speech as the basic approach for signal-to-symbol 1 -  

- , , .. . ,, --, ,~ .. . ,. ----- -.--- "-"-" -, --, -- -,- ",.~ ...... . .. ..- " - -. . 

transformation. A knowledge-based system is proposed for spottin 

each character. 

In this chapter we present a brief review of the attempts 

being made to realize speech recognition by machine. First, we 

discuss in the next section various classes of speech recognition 

systems and also bring out the distinction between speech 

understanding and recognition. In Section 1.3 we discuss in some 

detail, the approaches adopted to realize continuous speech 

recognition. This discussion demonstrates the importance of the 

acoustic-phonetic block in a speech recognition system. Attempts 
7 

/' 

on discussed in Section 1.4. The 

scope of the current research which focuses primarily on the 

acoustic-phonetic block of a speech recognition system is given 

in Section 1.5. This section also dwells briefly on the 

characteristics of Indian languages relevant for the ideas to be 

proposed in this thesis. The specific issues of the acoustic- 

phonetic knowledge of Indian languages are discussed in 

Chapter 111. Since rule-based approach is used to implement 

character spotting, we present in Section 1.6 a brief review of 

knowledge-based approach, especially expert systems, for problem 



solving. Finally, we give an outline of the thesis in Section 1.7 

where we discuss the organization of the following chapters in 

this thesis. 

12 Classes of Speech Recognition Systems 

A number of speech recognition systems 1601 were developed 

in the past twenty years. They can be broadly classified into 

three categories: (1) Isolated Word Recognition (IWR) systems 
? 

where words are separated by pauses, (2) Connected Word 

Recognition (CWR) systems where the basic units are still words 

but there is no pause between words and (3) Continuous Speech 
----- / '- - .---- b' 

Recognition(CSR) systems __,_-.-- where the basic units of recognition are 
-"-_____l_____r .__ ._ _, _.. . - . , . . 

-.-----,-/--.- 

smaller than words. 

Most of the IWR systems are speaker dependent and have a 

limited vocabulary. They consist of two phases: a training phase 

and a recognition phase. The speaker was first made to utter a 

word and the corresponding signal is processed and the 

information is stored as a template. During the recognition 

phase, the same type of information is obtained from the input 

utterance and this information is compared with the templates 

prestored in the memory obtained in the training phase. The match 

obtained with least distance is labeled as the recognized word. 

The IWR systems do not have the problems of segmentation and 

contextual effects. The reference and test patterns may be 

represented using a spectral filter bank output values [la] or 

using linear prediction coefficients [70,91] or cepstral 

coefficients [39] or parameters based on group delay processing 

[68,101,25] or sometimes by parameters based on auditory models 



[35,44,67]. A comparison on the use of some of these parameters 

in speech recognition is given in [17]. In most of these cases, 

because of intraspeaker variability, there may not be time --- -.-_(/ - , 

alignment between the test pattern and reference template. So 

some kind of time warping is used to align the templates. IWR 

systems perform well for speaker dependent and restricted tasks 

with a limited vocabulary. 

In connected word recognition (CWR) systems the restriction 

of pausing between words is removed. However, the speaker is 

still constrained to speak in a careful manner to minimize the 
-#------*., -. 

coarticulation effects at word boundaries. In these systems, a 
J'-- -A w--.~----/L-~--.- - " 
set of reference patterns are stored for the words in the 

vocabulary of the task. Generally the units are isolated words. 

The connected word pattern is matched to a modified sequence of 

isolated word patterns taking into consideration the context in 

which the word occurs and the best matching word pattern is 

hypothesized as the spoken sentence. Dynamic Time Warping (DTW) 

algorithms which use dynamic programming to perform time warping 

are used to provide optimum alignment between the spoken input 

and the sequence of modified reference word patterns. Various 

types of dynamic programming (DP) techniques are applied to time 

warping, like two-level DP matching [87], stochastic DTW [76], 

one pass DP [7] and embedded training [79]. A Number of 

techniques, like multiple reference patterns, have been used for 

speaker independent recognition [all. To increase the .vocabulary 

size vector quantization techniques [34] have been proposed. 

Vector quantization code books give the system the flexibility of 

speaker independence [92] and large vocabulary [50]. 



7 
, 

The techniques used for IWR and CWR systems mnnot easily be 

extended to continuous speech recognition (CSR) systems. The main 

difficulty is with the -- l a r ~ e  ---. n u m b e r _ s , w _ w  that are to be 
._ __ " - + - -  - ~--.------"-- 

recognized. Also the effects of ~~articulation at word junctures 

make the matching process error prone. So, insthqd of using DTW 
-4 --'---- - *- - ._-. 

methods, segmentation and labeling schemes are used for 
. ..---- . -. ' .--=., -.. .. ..,. - . , . . .  ̂ ... . . . .<,.. _ ,._' . -- - . -. , 

,- , .. 

continuous speech recognition. The utterance is normally 
_.-_ - +^. ,.s- 

L. _- - 
transcribed in terms of subword units [98,8] like phones[93], 

phonemes [86], diphones [15,89,90], syllables [73,95,96] and 

demi-syllables [85]. It is also -.__CI__.-CI..I possible to spot -.--.-.- . the - . - subword _ _ 

Speech recognition systems can also be classified by the 

task they perform. In this, there are two types of systems: (1) 

speech-to-text systems and (2) speech understanding systems. A 

speech-to-text system converts input speech into corresponding 

text, whereas a speech understanding system tries to capture the 

message in the speech and respond to it. In literature, the word 

ttspeech recognition systemw is used to denote both these systems. 

However, in this thesis, when we refer to our system as a speech 

recognition system, we mean a speech-to-text conversion system 

and not a speech understanding system. 

Although many classes of systems are available, the 

preferred mode of human-machine communication will be through 

continuous speech mainly because human beings do not pause 

between successive words even in such highly restricted tasks 

such as reading out telephone numbers. We are interested only in 

continuous speech recognition systems in this thesis. 



1 3  Continuous Speech Recognition Systems 

A number of CSR systems have been developed since 1960. A 

major thrust towards this goal was received from ARPA-SUR [53] 

project in USA in the seventies, the Alvey [lo41 and ESPIRIT (301 

projects in Europe and the fifth generation computing systems 

project in Japan in eighties. The issues involved in the design 

of CSR systems are 1, ---..--.. contextual --. ._---% .-.-. effects ,-- x ,- in - .. 
continuous speech, choice of a-ropriate unit for recognition 
\- /-.- ...* --- --.. /--- A -  - -  --- ... J* a - _, --- "- 
[93], extraction of relevant parameters an@.metb~.ds of processing 

-7 "-,,---.. -.. - , -" 
* - - 

the speech signal. Some of the difficulties in designing these 
..A/-\./--- +-.- / /-" 

systems are: (1) the absence of clear boundardes between speech 

units in a word or between words, (2) the effect of anticipatory 

doarticulagon which is difficult to model in continuous speech, 

(3) f e e  -variations in speech sounds uttered by different -- 
be -- 

speakers and sometimes even when the same speaker repeats the 

same sentence and (4) problem of obtaining precise rules to 

formalize the relation between the signal parameters and the 

corresponding symbolic representation due to fuzzy nature of 

quantities involved. A number of systems were successfully 

developed for incorporating knowledge sources at various levels 

to compensate the errors caused by the varying nature of the 

input speech signal, its extracted parameters and the linguistic 

knowledge [61]. 

1.3.1 Brief History of Developed Systems 

Reddy [82] demonstrated an initial capability in connected 

word sequence recognition using a 16 word vocabulary. Four major 

speech understanding systems which accept continuous speech were 



developed during ARPA-SUR project [54] in seventies. They were 

(1)SDC system [46], (2)BBNfs HWIM [45], (3) CMU's Hearsay-I1 [29] 

and (4) CMUfs Harpy [9]. All these systems had a limited 

vocabulary and were designed for a specific task. 

Harpy, one of the successful systems during the ARPA-SUR 

[53] project adopted an integrated network approach for knowledge 

representation. In this various knowledge sour% such as 
-.- --..-I ..-- -../ -- --.- --. -/A%- -+ --- 

acoustic-phonetics, lexicon and syntax are integrated into 3- +---. . -*.,... ".--..I..,., .--------.--- .-....-..., .-.. -,- .-....-*, --,-.--. /--.. -.---- ...-- xc"'s, -.-~#-.- ---- 
finite state network. To each state in this network is associated -_ .P'\./-- - --- -..*---- 

a phone template. The network represents allophonic variations of 

the phonemes occurring in the sentences. The interpretation of an 

input utterance consists finding path through the network 

with maximum likelihood according to the phone transcription of 
_--- - --__ ___ C 

_ _ __I_ -__--- 

an utterance. In order to reduce the complexity, a beam search 

was used. 

The fpcus in the development of Hearsay-I1 [29] was to 

design a framework for experimenting with the representation and 

cooperation of diverse knowledge sources such as acoustic- 

phonetic, lexical, syntactic, semantic and pragmatic knowledge 

sources. The knowledge sources are independent but they are 

required to cooperate in hypothesizing and in correcting other 

hypotheses. This cooperation is implemented in a global data 

structure called Qlackboard. -- .The blackboard is partitioned into 

several levels and each level holds a different representative 

problem space. 

As against this, the BBNts HWIM [45] philosophy is based on 

perceptual process. It includes an acoustic-phonetic recognizer 

block, a lexical retrieval block, a word hypothesization block 



and a syntax block. The HWIM system follows an earlier system 

SPEECHLIS [99] developed by the same group. The contribution from 

HWIM system is the integration of syntax and semantics through 

the design of a-ble - ------_ of produ-.-tb-e ,_--- ~ ~ ~ t a x  tree of a . 

-tsse?ganf i~ int;erpreta$Aon. -- A- The SDC system follows 

a strategy that depends on verification of syllables obtained 

from processing the speech signal using higher level knowledge 

sources with a uniquely designed mapper that maps the syllables 

to words. 

At the same time when ARPA-SUR project was being undertaken 

IBM developed a number of CSR systems. The system ARCS [60] uses 

a hierarchical structure based on segmenting speech into some 

transitional units and using linguistic information to transcribe 

the continuous speech. Other systems based on ------̂ I centisecond - -  m~deJ, . ,r+a~s?-.-. -. 

and phone model were developed by Jelinek [47] and Bahl [3]. 

In recent times the importance of using knowledge at the 

acoustic-phonetic level [106,97] was realized. A few systems have 

been proposed where the focus was on using the knowledge at the 

acoustic-phonetic level [13]. In one system by De Mori [20], a 

set of cooperating expert systems, called expert society, is used 

for continuous speech recognition based on syllable 

hypothesization before phoneme recognition is done. It uses 
- 

a simple structure where eoustic-ph- and e i c & &  experts - -- - ---- 

are organized hierarchically and communication through them is 

achieved using a message passing network. Another system proposed 

by Regel [83] stresses the need for an acoustic-phonetic module 

which uses vast amount of speech knowledge. The system uses 

phones as symbols for signal-to-symbol transformation. IBM [48] 



7&1,(;*,, ' 

also announced a 20,000 word speaker dependent system. BYBLOS 

[16], a continuous speech recognition system developed by BBN, 

used speech specific knowledge like coarticulation effects to 

develop context dependent models of phonemes using hidden Markov 

models [ 8 0 ]  which are used by the higher level knowledge sources 

for speech recognition. REMOBR [72] is a speech recognition 

system aimed at developing the acoustic-phonetic decoding using 

speech knowledge and expert systems concepts. APHO-WX [36] is a 

continuous speech recognition system developed in France which 

uses expert system concepts in acoustic-phonetic decoding. SUMMIT 

[I071 system developed at MIT uses knowledge based approach in 

arriving at a phoneme lattice using multilevel representation of 

spectrograms. @GEL '[71] is an another system developed at CMU 

that uses location and classification rules to derive a phoneme 

lattice from speech signal. (.SPHINX '[62] system developed at CMU 

uses hidden Markov models to get triphone and function word model 

for continuous speech recognition. 

In the framework of Alvey initiative, VODIS [104], a DTW 

based continuous speech recognizer was developed. In the same 

framework experiments on continuous speech recognition systems 

are being carried out at the Center for Speech Technology and - 
/ 

Research in Edinburgh. 
- .  

In Japan, the work on continuous speech recognition [40] 

focused on extracting suitable parameters from the speech signal 

and also developing a suitable language model [553. At present in 

the framework of Fifth Generation Computing Systems (FGCS) 

project work at various universities and research institutes like 

ATR Interpreting Labs and NTT Human Interface Labs, continuous 



speech recognition systems that use dynamic programming concepts 

[94], hidden Markov models (52,511, expert systems (74,411 and 

artificial neural networks (56,881 are being developed. 

The above mentioned systems followed various approaches for 

recognizing continuous speech. The next section explains some of 

those approaches. 

1.3.2 Techniques used in Continuous Speech Recogmgnrtwn 

The systems described earlier used a variety of approaches 

for recognizing continuous speech. Most of them used a segmentor 

to divide the signal into phonetic units and a classifier to 

recognize the individual phonetic segments. Much of the 

variations in continuous speech due to context, rate of speech 

are taken care of in the contextual phonological rules used in 

the labeling process. The sequences of phonetic segments are then 

processed using a language model. The language model consists of 

various knowledge sources like lexicon, syntax and semantics. The 

rules which describe the lexical constraints form the lexical 

knowledge. Rules in the language which provide information on 

word order and other grammar rules form the qntactic knowledge 
---. - 

base. The subject verb agreement rules and other rules dealing 

with the meaning of the sentence form the &antic knowledge. ------ 
These systems were developed keeping in mind the necessity of 

using speech and linguistic knowledge in one form or other. The 

techniques used by these systems can be classified as 

(1) Artificial Intelligence techniques that use pattern 

recognition and Search, (2) Expert systems, (3) Hidden Markov 

Modeling(-) and (4) Artificial Neural Networks(ANW). 



1.3.2.1 Artificial Intelligence Techniques 

Methods based on Artificial Intelligence were initiated in 

1971 in the frame work of ARPA-SUR [ 5 4 ]  project. Here the speech 

recognition problem was formulated as a search problem and higher 

level knowledge sources were used to reduce the search effort. 
-- ---- 

Continuous speech recognition is achieved using anficoustic 
/ 

processor followed by a language processo,r. The acoustic 
4 

processor acts on the speech signal to produce a phonetic 

transcription of what has been said. In this stage of processing 

some fixed parameters like formant frequencies and other 

parameters are extracted from the digital waveform which are used 

to derive a phonetic segment lattice. The next step in the 

recognition process is to find candidate words and word sequences 

from the phonetic segment lattice using lexical, syntactic, 

semantic and pragmatic knowledge. This is done by the language 

processor which searches the phonetic segment lattice for good 

matching words that can be used as seeds to build longer partial 

sentences. Thus the output of the language processor is a 
4- -. 

- .--.-/. - --.* ...-. - -- . - -- 
I. .. .. . . . < . - . 8 : l .  , 

&; ,,' 

sentence that satisfies all the constraints imposed by the \..,--- ..-' -" - -- ,- ,,*. ".- --...- .. . .- . . - . . \ .  /. , ,' ... . . ,.. . 
.. .- 

. . 

various knowledge sources. The important contribution to speech .. ----/. -.. . ,-- . . * .- . .,.~ 

recognition in this framework is the extensive use of heuristic 

search techniques to search through the phonetic segment 

lattice. Various system configurations came into existence based 

on how the higher level knowledge sources are modeled and are 

allowed to communicate with each other. Some of the models are 

the hierarchical model, blackboard model, integrated network 

model and locus model [ 3 3 ] .  Activation of the knowledge sources 

is governed by heuristic search techniques and some of the search 



schemes used are depth first search, breadth first search, 

probabilistic search and best few (beam)search. 

1.3.22 Expert System Techniques 

In the early eighties, it was realized that knowledge of a 

task domain can be explicitly obtained and represented. Thus 

expert system or knowledge-based approach gained prominence in 

artificial intelligence. The idea in an expert system is that the 

knowledge available with a human expert can be extracted and used 

by the system which then performs just like a human expert. Also 

m o w l e d g e  __ is - separated - ---- from the control strategy or reasoning \L 

mechanism. Knowledge is represented in different forms with 

provision for assigning confidence to the conclusion arrived at 

by using the knowledge base. This approach implies that knowledge 

has to be manually extracted and entered in the system unless 

some automatic learning procedure is incorporated. Since in most 

of these systems knowledge is separated from the inference 

mechanism, updating the knowledge is a simple task. A number of I 

Y 
systems have been developed which use the concepts of expert 

society where a number knowledge sources in the form of expert 
t-, 

systems interact mostly in a hierarchical fashion. Expert systems 

were developed for speech recognition based on the knowledge , 
1 - 

obtained from spectrogram reading and from various specialists in . 

phonetics and languages. , I 

1.3.2.3 Hidden Markov Model Approach 

Soon it was realized that it is difficult to obtain explicit 

knowledge and update the knowledge using expert system approach 



f o r  complex t a s k s  l i k e  speech recogni t ion ,  e s p e c i a l l y  f o r  speaker 

independent and t a s k  independent systems. I f  a l a r g e  number of 

t r a i n i n g  samples a r e  a v a i l a b l e ,  then  powerful s t a t i s t i c a l  models 

can  b e  u s e d  t o  accompl ish  speech  r e c o g n i t i o n .  Hidden Markov 

Model(HMM) is one such s t a t i s t i c a l  technique which is c u r r e n t l y  

used f o r  modeling continuous speech. 

A s  a g a i n s t  t h e  DTW approach,  where a r e f e r e n c e  was 

represented  by t h e  p a t t e r n  i t s e l f ,  t h e  hidden Markov model uses  a 

model t o  r e p r e s e n t  t h e  r e f e r e n c e .  Levinson [ 6 4 ]  d e s c r i b e s  a 

hidden Markov model a s  follows: A p r o b a b i l i s t i c  funct ion  of a 

(hidden) Markov chain  is a s t o c h a s t i c  process  generated by two 

i n t e r r e l a t e d  mechanisms. One is an underlying Markov chain  having 

a number o f  s t a t e s  and t h e  second one is a s e t  of random 

func t ions  one of which is assoc ia ted  with each s t a t e .  A t  discrete 

i n s t a n t s  of t i m e  t h e  process  is assumed t o  be i n  a unique s t a t e  

a n d  a n  o b s e r v a t i o n  i s  g e n e r a t e d  by  t h e  random f u n c t i o n  

c ~ r r e s p o n d i n g  t o  t h e  c u r r e n t  s t a t e .  The underlying Markov chain 

t h e n  changes  s t a t e  a c c o r d i n g  t o  i t s  t r a n s i t i o n a l  p r o b a b i l i t y  

matrix.  The observer  sees only t h e  output  of  t h e  random funct ions  

a s soc ia ted  wiFh each s t a t e  and cannot d i r e c t l y  observe t h e  s t a t e s  

of t h e  underlying Markov chain and hence t h e  term hidden Markov 

model. 

There a r e  d i s t i n c t  advantages of t h i s  type  of  s t a t i s t i c a l  

model f o r  speech p a t t e r n s .  It can model t h e  temporal v a r i a b i l i t y  

of speech da ta .  I t  can a l s o  capture  t h e  v a r i a b i l i t y  of speech 

s i g n a l  i n  an a n a l y s i s  vec tor .  Moreover t h e r e  is an e s t a b l i s h e d  

technique f o r  t r a i n i n g  t h e  model namely t h e  Baum-Welch algorithm. 

I n  t h e  experiments descr ibed by Levinson [ 6 5 ] ,  which used HMM 



with vector quantization, the recognition accuracy was comparable 

to that of DTW recognizers. It is further observed that DTW 

recognizers have a very simple training phase and a very 

- complicated recognition phase, whereas HMM recognizers have a 

complicated training phase and a simple recognition phase. To be 

recognized, the input is compared to a reference model. Hidden 

Markov Models have been used for different types of system 

configurations [ 2 6 ] .  
4'- 

1.3.2 4 ArtijZial Neural Networks Approach 

Artificial neural networks models attempt to achieve real 

time response and human-like performance using many simple 

processing elements operating in parallel as in biological neural 

network system. These models have great potential for speech 

recognition, where many hypotheses are to be pursued in parallel 

and high computation rates are required. Performance of the 

current systems are far below the performance of humans [63]. 

Processing elements or nodes in a neural network are connected 
Y* 

with links with variable weights. The simplest node sums a large 

number of w,eighted inputs and passes the result through a 

nonlinearity. A node is characterized by an internal offset or a 

threshold and by the type of nonlinearity used. The three types 

of nonlinearity used are kyrd limiters, threshold logic elements 
".A -- 

and sigmoidal nbnlinearity. More complex nodes may include time 

dependencies and operations other than simple summation. Neural 

network models are specified by their topology, node 

characteristics, and training or learning rules used. These rules 

specify how weights have to be adapted during use to improve 



performance. A number of systems based on this approach are being 

developed [43,84,75,88]. 

1.3.3 Dificulties with the fihting Systems 

While we have said that HMMs and artificial neural networks 

show good promise, many scientists argue that only by integrating 

an expert's knowledge with these models one can attain a high 

recognition performance. In SPHINX, the most successful speech 

recognition system built so far, it is the integration of speech 

knowledge with the hidden Markov model formalism that gave it a 

high recognition rate. Hence the importance of knowledge in 

continuous speech recognition cannot be discounted. 

In most of the speech recognition systems built so far, the 

speech signal is first segmented into some units which are then 

labeled. The labeling was done upon subword units mostly based on 

phonetic characteristics. These systems do not have high accuracy 

because reliable extraction of phonetic features from parameters 

of the speech signal is difficult. It is due to the fuzzy nature 

of relations between features and parameters. Moreover, -- the 
- 

signal representation in all these ca6.q was-_based on fixed -. _ - -  ---. /- - _ _ _^ --_--- 
/- \--- - --- 
parameters irrespectiv-e of &he phonetic n_ature of the segment. -/--.--- -- - . . - -. 

-'\ / - 
Hence recent systems are focusing on capturing the phonetic 

information in the signal in A symbolic - form using acoustic- 
- - -- 

phonetic knowledge and processing the signal in a knowledge 

directed manner. 

1.4 Acoustic-Phonetic Block in Speech Recognition: Phonetic Engine 

The trend in the last few years is to develop a signal-to- 



symbol transformation module which captures most of the phonetic 

information in the speech signal in symbolic form. They use 

extensively the relevant acoustic-phonetic knowledge to decode 

the speech signal into phonetic units. This enables one to 

develop systems for large vocabularies in a speaker independent 

mode. These high performance front-ends for speech recognition 
-----. 

systems are called engines; [69]. Based on the symbols 
___. ------_I 

9 

that are being used in the signal-to-symbol transformation, 

various kinds of phonetic engines are being developed. Most of 

the earlier systems used some kind of template matching. But the 

c resent day phonetic engines - use sophisticated knowledge-based - --- ---__.____ _ --- __ 
techniques for signal-to-.symbol transformation. " -  - .- The phonetic 

L 

engine concepts are extensively used by De Mori [21] , Cole [14]. . ,')'" 
and Haton [42]. 

1.5 Scope of the Current Research 

Most of the continuous speech recognition systems developed 

so far were intended to respond to a query in a voice input mode. 

The systems tend to interpret the input based on the stored 

knowledge aQout the vocabulary of the task. They exploit the 

redundancies of the language and context to correct the errors in 

the symbol string generated from input speech. Hence these 

systems perform more of speech understanding than speech 

recognition. Thus the performance in terms of percentage accuracy 

of words or sentences is not very relevant. Indeed understanding 

is a much more complex task than mere recognition, since all the 

higher levels of knowledge including pragmatics have to be 

represented and used. 



We propose to undertake a well defined task which consists 

of recognizing the input speech to generate the corresponding 

text. This is like taking .dictation, where the output is unique - --  - - -  

in the sense that--the mir_c_hip-e - - i s  to - -- -reproduce _ _ _ .- __-- the . . spoken text 

without giving "any interpretation. The output text is meant for 
-/-- -----.-. --- - --- . - -  /- - " "  

human use and hence a few errors are tolerable. Humans seem to 

perform this task of taking dictation in an effortless manner 

even though the subject matter is not well understood and the 

vocabulary is not completely known. 

1.5.1 Speech-to- T a t  Conversion Systems for Indian Languages 

Our main objective is to address the issues relating to the 

development of a signal-to-symbol trans(ormation system for 

Indian languages [102]. Ultimately we are interested in 

developing a speech-to-text system that is speaker inde~endxnL -.- 

vocabulary independent and task independent. Accuracy in the ----- --___I-_-- -------- .-*.> . = -  *-A*m - *-,- 
output text is not very important as long as the text is 

understood by the human user. If necessary, the output text may 

further be corrected by the user manually. 

The orgqnization of our speech-to-text conversion system is 

shown in Fig.l.2. It consists of four modules: the acoustic- 

phonetic expert, the lexical expert, the syntactic expert and the 

semantic expert, which are connected in a hierarchical fashion. 

The acoustic-phonetic expert converts the input speech signal 

into a symbol sequence using primarily the acoustic-phonetic 

knowledge. The lexical expert converts this symbol sequence into 

a sequence of words using primarily the lexical knowledge. The 

syntactic expert converts the word sequence into a sequence of 





phrases and clauses forming a sentence using primarily the 

syntactic knowledge and finally, the semantic expert selects only 

meaningful sentences to form the output text. Each module may use 

any type of knowledge it needs to perform its specified function. 

For example, the acoustic-phonetic expert may use not only 

acoustic-phonetic knowledge but also any other knowledge needed 

for signal-to-symbol transformation. 

The focus of the present work is on the acoustic-phonetic 

expert module. I__L1_-. The k q -  point - is--  the selectioOnn -of- a seal and its 

r e c o a n i w  - ------.I__.. in continuous _ _  I _ I speech. I_ - In the following subsection we 

describe some of the characteristics of Indian languages that are 

exploited in the selection of a symbol for the signal-to-symbol 

transformation. 

1.5.2 Charactektics of Indian Languages 

We need symbols which can capture all the *~-etJc ---- .-6 ---------.-- * - 

variati-ons in speeqh and at the same time they can be converted 
__---. - - .  

easily ipqo a.text form [I]. For this purpose we exploit the _ _ ._--- 

phonetic nature of Indian languages. By this we mean that in 
* o , <  t J 

Indian languages like Hindi Itwe generally speak what we write and I , , , , , , . ,  
---"I. ^ . L 

tn ?eqP 1- 

we write what we speak1'. That is why we propose the characters of----- -- __ _ 

Hindi as symbols for signal-to-symbol transformation. The text to 

be obtained in this case will be simply a concatenation of the 

written characters derived from the speech signal. Thus the 

complex process of creating a pronunciation dictionary for words 

is avoided. 

Some of the advantages of using characters as symbols are : 

(1) The set of characters captures all the permissible 



combinations of consonants and vowels in the language. 

(2) The number of characters in Hindi is finite and it is 

much smaller than the number of words. The number of 

characters is around 5000. 

(3) Characters have a unique relationship to the 

J,?' t articulatory description and also to the symbolic ,i f 
L- .J,*-. -"p 

f l  representation to which an utterance has to be 

ultimately converted. 

(4) Description of a character captures the necessary 

coarticulation information relevant for its 

recognition. 

(5) The character set is phonetically structured. 

Some of the disadvantages of the character set are : 

(1) They are still too large in number to deal with the 

existing systems. 

(2) There are significant coarticulation effects of 

one character over the adjacent character. 
L. 

V 

fp. p.. . J J ~ , L ~ ; ,  , 
1.5.3 Signal-to-Symbol Tranrfrmation for Indian Languages - ( .- Y ~ H P .  ,‘ p b p - " ? .  &A , > .  , 
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To recognize a character from speech signal two approaches 

can be used, namely, (1) segmentation and labeling and (2) 

spotting. We use spotting because the unit is w.e1_1 de,fin.e,d and 
, " - - . .  . - -  . . , . . . . ... ..... . .-,. .. - +..__ . ". 

co-nbins most of the requi-re$ informat.;im f . ~  deriving. .it from a .- -_,_.-.*-- ,. ,-,"." _, .... r . -- . , - *.., , ,. - ---' ^ ...--. 

,=.psec~~i~g.ml... Character spotting requires that the information 

contained in the speech signal be related to the description of 

the character. We propose a knowledge-based approach to spotting 

characters from the speech signal. 

Although there are nearly 5000 characters in the language, 



____- - -  - -- 

we consider a subset of about f10 charaot.er;.which occur about 

90% ,bf the time. To spot a character in speech, a description of 

the character is provided in terms of t h e e *  qrodgc,t,hn .' 
-+= / Q  I .- 

mechanism and the p 
V-\ J---'----/ -^__ --.- __ . , 1 The 

description represents the knowledge of the character and this 

knowledge is used to spot the character in continuous speech. For 

spotting, a rule-based system is proposed-$0 b.-psed because the ' :: 
\c -- --- -I_ 

' , 
rules_mn alsoha-gsed t;Q degennine the- order in which the signal --- --. 

is to be processed in order to detess the presence of the +/--. _*- ̂  

1.- - - -- 
L. 

character. To implement the proposed knowledge-based approach for 

character spotting, we need the acoustic-phonetic knowledge of 

the characters of Indian languages. This will be discussed in 

detail in Chapter 111. 

1.6 Expert Systems in Automatic Speech Recognition 

Automatic speech recognition is characterized by a close 

interaction between a low level processing, i.e., acoustic- 

phonetic processing and high level interpretation. Knowledge 

engineering techniques are helpful at both these levels. expert 

systems are,particularly suitable at both levels because we have 

human experts who possess explicit knowledge about the domain. 

They also provide general framework for the architecture of the 

recognition system, Further, expert systems for speech 

recognition are particularly suitable because here the problem 

knowledge is distributed at various levels and an expert system 

for each level leads to modularity and flexibility in the design 

of speech recognition systems [106,49,11,22]. 

The acoustic-phonetic decoding or speech signal-to-character 



transformation in a speech recognition system constitutes a major 

bottleneck in the design of practical speech recognition systems 

especially in multispeaker environments. Prototype-based 

approaches, like classical pattern matching as explained in the 

previous chapter, have proved to be insufficient in order to 

obtain high accuracy. On the other hand a rule-based approach for 
1-- - --_._- - .,_- --- --." _ 

I 
recognition yields good results but cannot take into account the 

- -,..,..,-* 
\ -- 
large amount of training data. This can be done by capturing the 
\*-"",-" .- " "  

expertise accumulated over the years by phonetician and speech 

scientist, especially in reading spectrograms and other types of 

parametric representation of character. The .strong motivation for 

using the expertise can be listed as follows: 

(1) Availability of expertise. 

(2) Expertise can be formalized by a set of rules. 

(3) Expertise is independent of vocabulary. 

The hierarchical model proposed for continuous speech 

recognition system consists of different ekperts, the first one 

of this being an acoustic-phonetic expert. A good acoustic- 

phonetic expert makes the others redundant because the character 

' sequence corresponding to the input utterance is available at the 

output of the acoustic-phonetic block itself. 

The expert system approach enables us to use the knowledge 

sources a human being uses to perform the task of signal-to- 

character transformation. In our case the knowledge required for 

signal-to-symbol transformation is acquired from a trained 

acoustic-phonetic expert who will be able to spell clearly how 

the knowledge is used in interpreting speech patterns. This 

knowledge is used as the rule base for the expert system. 



1.7 Organization of the Thesis 

The main focus in this thesis is to demonstrate the 

potential of character spotting approach for speech signal-to- 

symbol transformation for the Indian language, Hindi. The thesis 

is organized as follows: 

We discuss in the next Chapter considerations in the choice 
..._)__ ___  _ _ _ _  ,.--,, _,l"..",.._. . .. .... -..1., ".. . .,, -,..* ', 

of b a c t e r s  _.__. _ as I.__. symbols _.-- ,.... . ifor signal-to-symbol transformation for 

continuous speech in Hindi. We also discuss the advantages of 
_-_l.l --  -*-.,"* _ I _ _ .  -, " - 

and the need for acoustic-phonetic 

knowledge to implement the approach. Issues in the acquisition of 

acoustic-phonetic knowledge for Hindi characters and the sources 

of the knowledge are discussed in detail in Chapter 111. The 

procedure for acquiring knowledge for each character and 
.--<-.-, - 

representation of this knowledge in the \form - _ -  - of -- rules a r e  

described in Chapter IV. The procedure is illustrated in detail 

for one character. In Chapter V we give implementation details of 

rule-based expert systems
L

' for character spotting and discuss the _ -..----- 
use of -mathematical concepts for interpreting the results --- 
of activation of the rules in a knowledge base. In Chapter VI the 

-- C * - L  _, . - *. _ ,"_ 

.parformance of ,the ch otting experts are studied through 
--." ---.--- -*.-+ . 

several experiments on groups of characters. The importance of 

tuning the rule base and entries in the fuzzy table on the 

performance of the system is emphasized. Finally the results of 

signal-to-symbol transformation is demonstrated for two 

utterances. Chapter VII gives a brief summary of the thesis work 

and discusses issues for further study. 



CHAPTER-// 

CHOICE OF UNITS FOR SIGNALTO-SYMBOL TRANSFORMATION 

The first task in continuous speech recognition is to 

transform the input speech signal into some symbolic form, which 

can then be interpreted to determine the corresponding text using 

higher level knowledge sources such as lexical, syntactic and 

semantic knowledge. Consideration. in--the choice uf units for 

symbolic representation for a speech-to-text conversion system 

for Indian languages form the main subject matter of this 

chapter. The need for identifying such units and the 

characteristics these units should possess, are discussed in 

Section 2.1. Different types of units used in CSR systems 

together with their relative advantages and disadvantages are 

presented in Section 2.2. That section also discusses problems 

with some of these units. In Section 2.3 we discuss phonetic 

characteristics of alphabet in Indian languages by taking Hindi 

as an example. This discussion demonstrates the significance of 

character of the language as a unit. In Section 2.4 the problem 

of recognizing a character in continuous speech is addressed and 

the advantages in using a character spotting approach are 

described. This section also explains the importance of using the 

acoustic-phonetic knowledge of Hindi character for implementing - - 
the character sp~tting. Details of the relevant acoustic- 

phonetic knowledge, its acquisition and representation are given 

in the Chapter 111. 



2.1 Need for Units/Symbols in Continuous Speech Recognition 

The main purpose of symbolic representation of speech signal 

is to be able to use the higher level knowledge sources to 

interpret the text corresponding to the speech signal. The 

units/symbols should represent the phonetic characteristics in 
7" .,-1 

the input speech signal, since these characteristics uniquely 1 
Jy.7' 5 

describe the speech production process which in turn is unique 
;w .~., . 

for a given message/text. The significance of proper choice of 

these units can be seen from the limitations of the system 

already developed. In most systems where speech signal is 

represented by units corresponding to a fixed set of parameters, 

the parameters dictate the amount of phonetic information 

captured by the symbol sequence. For many systems the 

recognition accuracy of units corresponding to dynamic sounds 

such as stops is very poor [lOC!]. Loss of crucial information 

cannct ezsily be conpensated by the redundancies in the higher 

level knowledge sources. Moreover these knowledge sources are 

also incomplete in most cases. 

2.2 m e s  of Units 

Speech signal can be represented in terms of units which are 

derived from the spectral values of a fixed size (10 to 20 msec) 

segment of speech. In this, each segment of speech is 

represented by a N-dimensional vector of spectral values. The 

value of N is typically in the range 16 to 32. The vector space 

is quantized into a convenient number of levels (typically 100 to 

1000). In this case the number of - distinct - levels form the 

number of symbols. The main advantage of this scheme is that ---- - - 



processing the speech signal is straight forward and no knowledge 

is used in the processing. However, the symbols are arbitrary 

and have no relation to the phonetic characteristics of speech 

sounds. Hence it is extremely difficult to relate the symbol 

sequence to a text consisting of a sequence of words. 

A slightly better characterization of speech signal is 

through the use of units representing acoustically uniform 

segments called phones as used in [93]. In this, each segment is 

represented by the spectral value of the central frame of data 

(10 to 20 msec) in the segment. There are about 100 such 

units/symbols used in the systems developed at CMU in 70,s [54]. 

To successfully use this representation, it is necessary to 

express all possible sequences of utterances in terms of these 
L * . . a  

units, which requires a lot of manual effort for a given task. ., 
I 

Phoneme is a common linguistic unit used to describe speech. 

There are typically 40 phonemes for a language like English. 

However phoneme is only an abstraction, and in actual speech it 

represents several different sounds called allophones. - - The 
.- 

alloph~nes. represent the contextual variations of a phoneme. 

Utterances are expressed in terms of sequences of phonemes. While 

the number of phonemes is small and it is relatively easy to 

describe a text in terms of them, it is very difficult to 

identify the ph~jlemes in continuous speech. Segmentation and 

labeling of speech signal becomes a nontrivial task in this case. 

Recognition accuracy will be very poor, usually in the range 20 % 

to 40% [61]. 

Inaccuracies in phoneme labeling occur due to the 

difficulties in segmentation at the phoneme transitions. 



Diphone, which represents transitions of a consonant-vowel 

sequence, solves the problem of segmentation, because it is 

relatively easy to determine the central region of a consonant 

and central region of a vowel. Diphones also capture the 

allophonic variations caused by coarticulation. But the number 

of diphones is excessively large. Moreover it is difficult to 

apply phonological rules on diphones to derive diphone sequences 

for sentences. 

A large unit like syllable is relatively easier to locate 

and identify in continuous speech. But it is difficult to define 

precisely all syllables. Also the number of syllables in a 

language is quite large [73]. 

Word as a unit, eliminates many problems of segmentation and 

labeling caused by variability of pronunciation, coarticulation 

etc. But the number of words in a ianguage i s  so large that it 

is iinpr~cfical to considsr it as a unit except for limited 

vocabulary tasks. ,p j2 ,2 ,v  ; , & T . ~  1 1  .. 

As we have seen, there are tradeoffs in the choice of units 

for representing the speech signal. The larger the unit, the more 

are the number of units. Thus at the lower end there are 

relatively a few phonemes but as we go towards the larger end to 

diphone, syllable or word levels, the number of units become 

excessively large. From the point of view of processing 

complexity also, the identification of a phoneme in continuous 

speech is difficult because the relevant information for 

identification of the phoneme is not present in itself due to 

coarticulation. Further when composing phonemes to form larger 

units, a great deal of composition rules are necessary because 



rules have to be used for specifying transition between phonemes 

and their boundaries. Whereas if the unit is large, then the 

above difficultis5 can be overcome in the sense that most of the 

speech sounds in the units can be easily recognized. This __ _ - is 

because the coarticulation information is captured in the unit 
_l_---____l -- _ .. - _ 

itself. Moreover the composition rules are simple, since these 

units are not greatly affected by the environment in which they 

occur. It &'/is desirable that there be a natural relationship '/'* 

between the speech production model, the speech signal, the 

intermediate representation and the ultimate symbol to which the 

signal has to be converted. If this is the criterion, then most 

of the units 1ik:e allophones, diphones and syllables do not have 

any relationship with the ultimate unit of representation which 
qc \:.,'..$ 

is normally the orEhographic form for the spoken utterance. In I,, i 

most of these cases a pronunciation dictionary is necessary to ru:  - t 
, , 

relate these abstract units to the orthographic characters. It is a 

therefore necessary to have a realistic unit with the following 

characteristics: /(I))) The unit is large enough to make detection 
1. - 

of such units possible with comparatively easy processing 

methods, (2)/The number of units should not be too large and (3) 
\ / 

The units should be able to represent all utterances in the 

language. 

In the next section we discuss the choice of symbol for 

Indian languages taking these factors into consideration. 

2.3 Choice of Units for Speech Recognition in Indian Languages 

In this section we explain our choice of symbol for signal- 

to-symbol transformation in Indian languages, particularly for 



Hindi. We propose the characters of the language, Hindi, as units 

for the speech signal-to-symbol transformation. The main reason 

for this choice is the JI-. unique relationship between the spoken -.,,"'.< -- 
cJ--- - .- / -- - -. " 

utterance and the written character which is due to the phonetic 
-A/------- --..-- - .. - - -  , " 

nature of the language. The characters are mostly consonants, 

vowels and combinations of consonants (C) and vowels (V) in the 

forms CV, CCV, and CCCV. Identification of the segments in the 

spoken utterance of a character, particularly the stop 

consonants, is made easier because we already know the 

2JJ 
acoustic/phonetic environment in which these occur. Since the --- . 
unit is large most- 0.f the coarticulation information is also 

, ..-------- - ---t - - - 

captured in the unit itself. Yet, influence of one character over 
<,, -- - -- _ - .I " . -+*  * 

the other exists, and is to be taken into account. But this 

occurs in a few cases only. Also, the composition of these 

characters to form higher Jpvp'L representation units like words 

is a trivial task. 

The alphabet for Hindi is given in Fig.2.i. It can be 

observed that the alphabet are structured according to the place 

and manner of articulation. In the structure of the stop 

consonants like /ka/(q ) ,  /ca/! .J ) ,  a ) /ta/( if- ) and 

/pa/(q ) ,  the movement of the articulators is from the velar end 

to the radiation end. Detailed articulatory description of these 

is discussed in the next chapter. 

The number of distinct units in Hindi is not excessively 

large. Typically for Hindi the number including all consonant 

clusters is about 5000. This is calculated as follows. There are 

totally 33 consonants 356 CC clusters, 77 CCC clusters and one 
---" ---- - -- - - 2 ---- ----A+ .- 

CCCC cluster". In this calculation we considered only the valid 
l_.---l_ " _-.-- - 



Set of characters representing /a/w /a:/(W) /i/( 5 )  /i:/( 2 )  
vowel speech soimds /u/(3) /u:/t 3) /e/(q ) /ai/( $ ) 

/o/(kly /ad(& 

Set of characters representing 

CU coabinations uhere C is any 

plosive and U is /a/ (flj 

LIIUOICED VOICED I M S Q L  
UMSP~MTED IQSPIRRTED UMSPIRIITED IQSPIRRTED 1 

1 1/ta/ 8 1 /tha/('U) /da/  (4  ) /dha/(a ha/( ) 
, ALUEOMR 1 1 '  I 

Set of other CV coabinaiions / g a / (  1 Ira/( 7) /la/( & ) /va/( d- 1 

where U is /a/(g) / a /  I&( 6 ) / :a / (  ) M(  5 ) 

The characters in Hindi occur in the follouing f o r w  : 

C, u, CU, CCV, cccu, CCCCV 

Pig. 2.1. Structure of the character set for Hindi 
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consonant clusters of ~indi. since each of these clusters can 

occur with any of the 10 vowels, totally 46$0 characters, or 9' 
roughly 5000 characters, are possible. Though the number appears 

to be large there is a unique description for each of the 

character. Because of this unique description, it is much easier 

to spot the character as a whole in an utterance rather than 

segmenting and labeling some abstract units, and then forming a 

symbol from these abstract units. The difgi=+-.n- our approach ( 
-------' - - - - 

is that the number of units is 1-arge. We have limited 
I____ -+ 

.-----~--~-~ 1'- --.- _____,,,_r,_~ -----_,.".l-- ---"..-'---. - .. 
\-- 

our study 

in the present work to vowels(V)- and consonant-vowel CV) ,J ; 
combinations. This forms a set of 340'characters consisting of !-=s---j 
the 10 vowels and 330 CV combinations. In terms of their 

frequency, this subset of characters constitute nearly 90 percent 

of occurences in a text. It is also not difficult tc form 
- .--.A 

meaningful words from this subset. For detailed study 
- 

I 

these,340 :characters are used in this thesis. Appendix 1 gives 
\ 

J 

the 340 character subset together with the notation used to 

represent them in this thesis. 

2.4 Our Approach to Signal-to-Symbol Transformation 

Having chosen the character as the basic unit, the next step 

is how to transform a speech signal into the corresponding string 

of characters. One straight forward method is segmentation and 

labeling, where a fixed set of parameters are extracted from the 

speech signal and the characters are identified by matching the 

descriptions in terms of the parameters. In this thesis we 

propose a character spotting approach, - in --- - ---------- which kha-4hs~rigtion 

of a character is given in terms of parameters and features 
.-- - ..-- --.-_ ---..-"_ "_ -__. , .- .- ,... - IJ C_,._FC=--.-- -- ..... __ , .. .. . : ,, .-I-,.I- -I-:,- *r.2,e= ,- > ,- . . --.-. - ..- .*.-,- "- .-"..,--;-.*%,.-..- 



relevant to the character. The speech signal is processed in a __ _---.-.- -_ " - - ---. - L- -\-*-+ 
- ._*_---- . _ - - /.-- i; 

manner dictated by the ,r;_haracter instea g a f-ixedv , \ -./---"- - - .__ 4 -. -._--- -1 ' 

strategy fcn-pyo~essim. 
2_-- 

-- 

i---. The advantages of the character set for Hindi are that they 

/ have unique description in terms of speech production apparatus. 1 
I 
I \ The characters are also organized phonetically in such a way that 
I 

I a slight change in the articulatory movement is most likely to \ 
i 

!-,,produce the sound corresponding to the adjacent character. In 

order to take advantage of the phonetic nature and structu3e of 

the character set for spotting a character in speech signal, it 

is necessary to have a detailed description of the production of 

the character in isolation and in the context of other 

characters. The description of each character in terms of speech 

production parameters and their acoustic manifestation together 

with the relationship hetween acoustic features and signal _ _ . " - -  - .  - 

parameters constitutes the acoustic-phone-tic knowledge. 
_,____--- _^_i. -. - *- - - ' *.. 

This 

knowledge is essential to implement the character spotting 

approach. We discuss the acoustic-phonetic knowledge of Hindi 

character set and issues involved in obtaining this knowledge in 

the next chapter. 

Summary 

In this chapter we discussed the need for transforming 

speech signal into discrete units for continuous speech 

recognition. Different kinds of units used in literature are 

discussed. Choice of proper units is essential for reducing the 

complexity in speech-to-text conversion. In this respect the 

suitability of character as a unit for speech recognition in 



Indian languages is brought out. With character as the unit, we 

proposed an approach based on spotting the characters in an 

utterance using knowledge-based techniques. In order to implement 

this approach it is necessary to collect the acoustic-phonetic 

knowledge which forms the subject matter of the next chapter. 



CHAPTER - III  

ACOUSTIC-PHONETIC KNOWLEDGE FOR CHARACTER SPOTTING 

For spotting the characters in continuous speech, it is 

necessary to have a complete description of each of the 

characters in terms of its speech production (articulatory and 

phonetic description), its acoustic manifestation (acoustic 

features) and the relation of the acoustic features to the 

parameters of the speech signal. All this constitutes the 

acoustic-phonetic knowledge of the character set. The purpose of 

this chapter is to describe the acoustic-phonetic knowledge 

relevant for the character set of Hindi. The background needed 

to describe the acoustic-phonetic knowledge is discussed in 

S~ctjon 3 . 1 .  In particular, we give a brief introduction to the 

speech production mechanism and the categories of speech sounds. 

We also discuss characteristics of speech waveform to show the 

relation between ____- --- the .ace-ustic --- ". f-e-atu- re.^ and the- - parameters - -- - - of - the a- - - 
., 

-speech signal,_ In Section 3.2 we give a list of the phonetic 
" ____ --7- ' - 

features based on speech production. Using this background we 

provide in Section 3.3 the phonetic description of the character 

set in Hindi. This section illustrates the phonetic nature of 

the alphabet in Indian Languages in general, and in Hindi in 

particular. Acoustic-phonetic know _ _ .  W i  
* + .- ating the 

phonetic features of speech production to the parameters of . -- - .,__ . _ - *  I I - I -.,C,--n-----"--*--j-. *- / .- . - - - .  - 
speech signal. The sources for acquiring this knowledge are 

discussed in Section 3.4. The way the acoustic-phonetic 

knowledge of the character set is derived in our studies is 



illustrated in Section 3.5. The procedure to derive a complete 

description of the specific knowledge for a character and 

representation of this knowledge for implementing the character 

spotting approach are discussed in the following chapters. 

3.1 Speech Production 

3.1.1 Speech Production Mechanism (Articulatory Description) 

Fig.3.1 shows various parts of the human speech production 

mechanism. The basic source of power for the production of 

speech is the respiratory system which moves air in and out of 

the lungs. As the air is pushed out of the lungs, it goes up the 
-- . -. . 

trache,a and into the larynx at which point it must pass through --.- 
the vocal cords. The vocal cords can be kept either apart or 

close together at will. When the vocal cords are close together, 

the pressure of the air stream through the narrow opening causes 

the vocal cords to vibrate resulting in modulation of the air 

stream. The air passage above the larynx is known as the vocal 

tract. The vocal tract can be divided into two parts - the oral 
tract and the nasal tract. The oral tract is formed by the 

pharym, oral cavity and the mouth. The principal components of 

the nasal tract is the nasal cavity and the nostrils. 

The muscular flap'velum ~.- can be either raised to shut off the 

nasal tract to the air stream from the larynx or lowered to 

allow the air stream to flow through the nasal tract. The velum, 

tongue and the lips are the principal articulators in speech 

production. Characteristics of the speech sounds depend on the 

configuration of the vocal tract. 
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I. Hard palate 
2. Soft palate 
3. Velum 
4. Nasal cavity 
5. Nostrib 
6. Lips 
7. Tongue 
8. Pharynx 

10. Glottis 
I I .  Vocal cords 
12. Thyroid cartilage 
13. Cricoid cartilase 
14. Trachea 
IS. Oesophagus 

Fig. 3 . 1 .  Vocal tract showing oral and nasal tracts  



Figs.3.2 and 3.3 give sections of the vocal tract with the 

nomenclatur4 of relevant places on the upper and lower surfaces 

of the vocal tract [59]. The names are used to categorize and 

describe various speech sounds. With this background of the 

speech production mechanism and the terminology, let us now look 

at the categorization of speech sounds in terms of articulatory 

description. 

3.1.2 Categories of Speech Sounds 

Speech sounds are characterized by both dynamic and static 

behavior of articulators. The static behavior of articulators 

are usually discussed in terms of static positions of 

articulators as well as on the manner of production (or manner of 

articulation). The dynamic behavior of articulators are usually 

discussed in terms of initial position of articulators usually 

called place of rirticulation. One may categorize speech sounds 

into two broad classes - consonants and vowels. Consonants are 

produced when the air stream through the vocal tract is 

obstructed in some way by the articulators. The classification 

of various consonants is based on the place where the obstruction 

takes place as well as on the manner of articulation in the 

production of the consonant. Vowels are produced with a 

relatively free passage of the air stream in the vocal tract with 

the vocal cords set into strong vibration resulting in sound 

generation. The quality of the vowel is a function of the shape 

of the vocal tract and hence vowel classification is based on 

the positions of the articulators which dictate the shape. 



Fig. 3.2. Upper surface of vocal tract 

Fig. 3.3. Lower surface of vocal tract 

4 0  



Consonant categorization is usually done in two levels. 

The first level is based on the ;manner of articulation and the 
74 , - 

second level is based on theiFlaie --.__ o f  articulbtion. The 

obstruction in the vocal tract could occur in many ways. The 

articulation may completely close the oral tract for an instant 

or a relatively long period. They may narrow the space 

considerably or they may modify the shape by approaching each 

other. When complete closure of the oral tract occurs, 'stopt 
7--. - 

sounds are produced. The complete closure of the oral tract 

results in pressure building up behind the obstruction. When the 

articulators come apart, the air stream is released sharply. 

When the articulators come nearer and the air flow is only 

partially obstructed, aifu*ulent air flow occurs at the point of 

constriction resulting in 'fricative' --- ..-... . - sounds. The air stream 

along the center nf ths ere1 trsst is obstructed #her. there is 

incomplete closure of the tract between the tongue and the roof 

and this produces 'lateral' sounds. 'Trills' are produced When 

the tip of the tongue intermittently touches the alveolar ridge. 

'Tap' sounds are produced when the tongue makes a single tap 

against the alveolar ridge. ~f f~ i -ca tes_ '_ , , -  are produced when the 

tongue tip or blade close on the alveolar ridge as for a stop but 

instead of coming freely apart separate only slightly. The 

condition of the vocal cords vibration determines whether the 

consonant is voiced or unvoiced. The second level classification 

of consonants based on the place of articulation is dictated by 

the position of the maximum constriction in the vocal tract. 

Fig.3.4 shows the points of constrictions in the vocal tract and 

their names for classifying the places of articulation. 



Plrcas of r ~ t u / r t i o n  : 1 Bilabial ; 2 Labiodental ; 3 Dental ; 
4 Alveolar; 6 Retroflex ; 6 Palato-Alvrolar ; 7 Palatal ; 8 Velar. 

Fig. 3.4. Position of articulators for different places of 

articulation 



Vowel categorization is based on the shape a f  the vocal 

tract and the shape is mostly dictated by the position of the 

tongue and the shape of the lips. The velum too plays a role in 

that it dictates whether or not the nasal tract is coupled to the 

vocal tract. The position of the tongue is categorized in terms 

of the highest point of the tongue. Fig.3.5 shows the tongue 

position for different vowels sounds in Hindi. The term 'front' 
-. .- 

in the figure refers to positions closer to the mouth and 'back' ---- _ 

refers to positions inwards away from the mouth. The shape of 

the lips is usually either rounded or unrounded. 

3.1.3 Nature of Speech Signal 

Having looked at the characteristics of the speech 

production mechanism and the categories of speech sounds produced 

by it let us now look at the speech signal which is the 

output of the vocal tract system. The speech waveform, which 

is the time domain representation of the speech signal, depicts 

the instantaneous amplitude of the signal. The speech waveform is 

a direct form representation of the sound waves. The nature of 

the speech signal for different categories of speech sounds 

will now be discussed. 

The condition of the vocal cords dictates the gross 

characteristics of the speech waveform. The open condition of the 

vocal cords results in free flow of the air stream and no 

specific quality is imbibed by the air stream. On the other 

hand, when the vocal cords are vibrating, the air stream 

is also modulated and this results in periodicity in the speech 

signal. These two conditions are characterized as the unvo-iced - -  - 



front 
"A- 

back 

Fig. 3 . 5 .  Position of tongue for dif ferent  vowels 



and rv~iq..d. natux._r?, of the speech signal respectively. The inverse 

of the base period of the periodic speech signal is 

characterized as the 'pitch' which directly relates to the 

frequency of vibration of the vocal cords. The speech 

waveform for the onsonants show a burst of signal with no _I_.- .*- -  ** - 

specific periodicity for a short period due to the sharp release 

of the air stream. The &ca%iy.es show a noise like 
-- . .. . 

characteristic in the speech waveform due to the,turbulant nature 

of the air stream through the constriction in the vocal tract. 

The vowels are produced with strong vibrations of the vocal cords 

and result in high amplitude periodic signal. The quality of the 

vowel comes out as the fine structure in the waveform shape 

which is determi-ed by the various resonances of the vocal tract. 

The resonances of the vocal tract are termed as the formant - --------- -- --=------I 

frequencies. The formant frequencies are not directly apparent 

in the speech waveform. They are discernible as the peaks in the 

envelope of the frequency spectrum of the speech waveform. The 

nasal sounds are produced with the ,oral --~t closed at or near 

the mouth and the nas~l~it,raact .o=."pa to the air stream. The nasal 

sounds are always produced with the vocal cords vibrating. Thus 

the speech waveform for the nasals show periodicity. The fine 

structure in the waveform shape reflects the additional 

resonances due to the nasal cavity. The closed oral tract can 

absorb energy at certain frequencies and this results in 
y-e- 

antiresonances or-- --... -*"*-..-- which appear as valleys or dips in / d 

the spectral envelope of the frequency spectrum of the signal. 

Fig.3.6(a) shows the detailed speech waveform for some 

categories of speech sound highlighting the points discussed in 
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Fig. 3 . 6 ( a )  Speech waveform 
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Fig. 3.6 (a) Speech waveform 
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this section. Fig.3.6(b) shows the frequency spectrum of a 

vowel region of the speech signal identifying the formant 

peaks. 

3.2 Phonetic Features of Speech Production 

Phonetics deals with the study of pronunciation of speech 

sounds of a language. Based on the different categories of speech 

sounds, the various phonetic features that are used in describing 

the speech sounds are the following [12]: 

1) voiced 2) unvoiced 3) ficative 4) amcate 5) stop 

6) semivowel 7) vowel 8) aspiration 9) velar 10) palatal 

11) labial 12) denti-alveolar 13) re froflex 14)front 15) back 

16) central 17) rounded 18) unrounded 19) close 20) open 

21) half-close 22) nasal 23) trill 24) lateral 25) glide 

A brief description of each of the features with examples 

for the case of Hindi language are given below. 

/ Voiced : Voiced sounds are produced by a mechanism where the 

vocal cords are in a position such that they will vibrate when 

there is sufficient air stream. Eg. b ) , d $ ) and 

/g/( J-r . 1 -  
'1 

Unvoiced : Unvoiced sounds are produced by a mechanism in which 

the vocal cords are opened so wide that there can be no vocal 

cord vibrations. Eg. /p/( 5 ) ,  /t/( ij ) and /k/( 3j ) .  

3 Fricatives : Fricative sounds are those sounds that are produced 

by close approximation of two articulators without complete 

closure. The turbulent air flow results in noise-like 
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Fig. 3 . 6 ( b )  FT power spectrum and signal 
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characteristics in the sound. Eg. /s/ ( g- ) and /?/ ( q ) . . 
stops : Stop sounds are produced by the complete closure of the 

vocal tract for a short time by the articulators involved so that 

air stream cannot escape through the mouth. Eg. p q ) ,  . 
/ q 1 and /k/( @ I *  

f- Affricate r These are combination sounds where a stop is followed 

by a fricative. Eg. /c/( 3 ) and /j/( 4 ) .  . 
Semivowel : Semivowels are vowel-like sounds with more 

constricted vocal tract than in most vowels. Eg. y ) and . 
/ \ I / (  a . 1 . 

7 Vowel : Vowel sounds are produced with strong vibrations of the 

vocal cords when none of the articulators come close and 

the passage of air stream is completely unobstructed. The 

different categories of vowels are specified in terms of 

position of the tongue and roundinq of lips. Eg. /a/ ( ) , 

, Aspirated : This sound is produced when forced air stream flcws 

through open vocal tract with very little or no vocal cord 

vibration. The sound produced is that of a turbulent air flow 

which implies that it has noise like characteristics but with 

spectral detail dictated by the vocal tract resonances. This 

feature is present in certain class of stop consonants. Eg. 

Pj. Velar : This feature specifies one place of articulation of stop 

consonant. The place of articulation is in the vocal tract at the 

velum. Eg. /k/( & ) and /g/( ) .  
\ . 

'9 Palatal : This feature specifies a second place of 

articulation. Here the stop consonant is produced with the blade 



of the tongue approaching or touching the hard palate. 

Denti-alveolar : This feature specifies a third place of 

articulation. Here the stop consonant is produced by the tongue 

tip approaching or touching a region between dental and alveolar 

ridge. Eg. /t/( 5 ) .  

Retroflex : This feature specifies a fourth place of 

articulation though it resembles closely the manner of 

articulation. Here the sound is produced by curling the tip of 

the tongue up and back so that the underside touches the back 

portion of the ridge. Eg. /t/ ( ) . 
Labial : This feature specifies a fifth place of articulation. 

Here the stop consonant is produced by bringing the two lips 

together. Eg . /p/ ( 7 ) and /b/ ( < ) . 
Front : This feature specifies the type of vowel produced or in a 

way it specifies the place of articulation for the vowel. This 

type of vowel is produced when the highest point of the tongue is 

in the front portion of the oval tract (closer to the mouth). 

Egg / 5 and /e/( Q 1 -  

Back : A vowel of this type is produced when the tongue is close 

to the upper or back surface of the vocal tract inwards away 

from the mouth. Eg. /u/ ( 3 ) and /o/ ( ) . 
Central : This is another feature which specifies the type of 

vowel produced. A vowel of this type is produced when the 

position of the highest point of tongue is at the central portion 

of the vocal tract. Eg. /a/( fl ) .  

Rounded : This feature specifies the manner in which the vowels 

are produced. A vowel of this type is produced with the lips 



rounded. Eg. /u/ ( 3 ) . 
C l o s e  : This feature specifies the position of the tongue with 

respect to its neutral position. When vowels of this type are 

produced the body of the tongue is raised above its normal 

position. Eg. /u/( 3 ) .  

H a l f  - close : When vowels of this type are produced the body of 

the tongue is in its neutral position. Eg. /o/ ( a ) . 
O p e n  : When vowels of this type are produced the body of the 

tongue is below its neutral position. Eg. /a/( 3 ) .  

N a s a l  : Nasal sounds are produced when the air stream is allowed 

to pass through the nasal tract instead of the vocal tract. 

E9. /n/( < 1 and /m/( y 1. 

T r i l l  : This feature specifies the degree of vibration of an 

articulator when air strean passes through the vocal tract. 

Eg. /r/! 1 .  . 
L a t e r a l  : These sounds are produced when a large portion of the 

air stream flows over the side of the tongue. Here the tips or 

the sides of the tongue touch the roof of the oral cavity. 

E9- /l/( J. I *  

Though a list of features is given, it is not necessary that 

the descripticn of a character contain everyone of these 

features. A character can be described by a subset of these 

features by studying the speech production mechanism. In the 

next section we describe the organization of the character set 

in Hindi using these features. 

3 3  Phonetic Description of the Alphabet in Hindi 

The list of characters in Hindi that form the basic alphabet 



set is shown in Fig.2.l of Chapter 11. The table in the figure 

gives only the basic set of characters and the actual number of 

all possible characters is approximately 5000. me - number _of 

L 
,charac.ters consisting of vowels and cons~nant vowel combinations 

- /' 
only is 340. The characters can be described in terms of the 

A-- 

- - 

twenty five phonetic features described in the previous section. b % L  
--. -....-\ . ...- --".--.. -. - //' - '-. , .. '. . -- .. . _* . _  . , . .. ,-.-..~.. ./-* .. I .. .<... 

Appendix 1 gives a description of the characters that are 

considered in our study. 

This description forms one of the key knowledge bases in our 

approach. Having ~btained this description, it is necessary to 

relate the phonetic features to its acoustic manifestation in the 

signal. This relationship owledge . . base 
\ -.-. - .- -- 

is what is considered in.th,e next section. 
' . - -  .__ _ _. . . , . . . ' ... . . 1 ' ,  ..- 

3.4 Sources of Acoustic-Phonetic Knowledge 

Acoustic-phonetic knowledge for the character set has to be 

collected from various sources. The primary source is an expert 

phonetician who will be able to describe the speech production 

process for each character in terms of the articulators and 

acoustic features. Speech spectrogram is a display of visible 

speech which is a good to,ol used by phoneticians to describe the 

acoustic manifestation of the production process. A detailed 

analysis of speech signal using signal processing algorithms will 

enable us to quantify the acoustic features seen in a speech 

spectrogram. Ultimately, it is our ability to process the speech 

signal in a desired manner which dictates the utility of the 

acoustic-phonetic knowledge for speech recognition. 



3.4.1 Expert Plzonetician 's Description of Cllaracters 

The phonetic features listed in Section 3.2 and the 

character descriptions based on these phonetic features have 

evolved through interaction with phoneticians. These 

categorizations and descriptions help in viewing the character 

set from a meaningful perspective with an orthogonal set of 

descriptors. 

The integration of the various sets of features is what 

occurs in the actual acoustic signal. It is necessary to estimate 
- - - - --- _- -- --.. _ _ 

what _ featur-es in the acoustic_s~ignal -. account for the various - _  - --  ..I . _ 

descri.ptors or phonetic features to realize the necessary - -  i _ * - -- - - -  . -.. -. 

map~ing from the signal to the d-escr-igtions. A phonetician can 
--/ /. - .-.--\_. - ----_ " . 

describe a character in terms of its .-phonetic features and +' -- -- -- -. ."_" - - .  bL - - 
L-----.-- - * - 

acoustic -- -.- beh-aviour. 

The expertise in a phonetician is in terms of the 

understanding of the interaction of various phonetic features and 

their acoustic manifestation arrived at by careful analysis and 

interpretation of several cases. This understanding enables a 

phonetician to interpret the speech signal and perform a reverse 

mapping from speech signal (or spectrogram) to acoustic features 

to phonetic features. It is this knowledge that we need to 

abstract from the phonetician. 

3.4.2 Spectrogram Reading 

Phoneticians use spectrogram as the basis for analysis of 

speech sounds. Spectrogram is the frequency domain representation 

of speech signal at various instants of time. The two-dimensional 

representation of a speech signal consisting of the signal 



amplitude as a function of time is converted to a three- 

dimensional representation consisting of the amplitude (actually 

power expressed in dB) of the various frequency components in 

the signal as a function of time. The three dimensional 

space is represented in two dimensions by time and frequency 

in the x and y axes respectively, with the amplitude represented 

by the gray levels of the display. Peaks in the envelope of the 

frequency spectrum of the signal appear as darker regions in 

the spectrogram. Steadiness of the spectral characteristics of 

the signal over a certain interval of time is reflected as a 

steady pattern persisting for some time. Vowel sounds display 

regular vertical eiationsl . --  in the pattern due to the impulse- 

like nature of the vocal cord vibrations. A voice bar is also 

present at the low frequency end due to energy concentration 

at the pitch frequency. Voiced sounds which in our terminology 

correspond to the low energy signal with vocal cord vibrations, 

exhibit only the voice bar in most cases. Noise-like 

characteristics in the signal result in patterns with randomly 

distributed dark regions in the frequency axis. Low energy 

regions in the signal show light patterns while high energy 

regions exhibit dark patterns. Distribution of signal energy in 

the frequency spectrum is conveyed by the distribution of the 

dark regions along the frequency axis. In short, the spectrogram 

patterns reflect the frequency domain characteristics of the 

signal as a function of time. 

Formants, which appear as dark horizontal bands in the 

spectrogram, are important features used in spectrogram reading. 

Due to the relationship of formants to vocal tract resonances, 



the tracks of formants on the spectrogram provide clues to infer 

the shape of the vocal tract and the position of the articulators 

during speech production. 

Fig.3.7 shows speech signal and corresponding spectrograms 

for different vowels of Hindi spoken by a male speaker. The 

formant tracks for F1, F2, F3 and in some cases F4, F5 can be 

seen in the figure. It can be clearly seen that differences in 

the spectrogram for various cases of vowel utterances are in the 

positions of the formant tracks F1 and F2. Vowels exhibit flat 

formant tracks as there are no vocal tract changes during the 

production of st.eady vowels. Diphthongs, on the other hand, 

exhibit a change in the shape of the vocal tract in its 

production. There is a gradual change of the shape of the vocal 

tract from one vowel .position to another vowel position. This 

appears in the spectrogram as inclined formant tracks which 

start from the position corresponding to the initial vowel and 

gradually change position to that corresponding to the final 

vowel. Fig.3.8 shows the formant tracks corresponding to the 

diphthong /ai/ ( 3 ) and /au/ ( MY.). Semivowels show formant 

changes in the initial portion of the utterance due to the 

quick change in the articulatory positions at the beginning of 

the utterance. Fig.3.9 shows the characteristics of the change 

in formants for the semivowels /ya/ ( a ) , /ra/ ( T ) , /la/ ( J ) 
and /va/( ) of Hindi. Fig.3.10 gives the speech signal and the 

corresponding spectrogram of a sentence spoken in Hindi by a 

male speaker. A manual transcription of the different regions of 

the signal in terms of the characters of Hindi is also marked. 

The sentence contains combinations of CV as well as CCV sounds, 
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Fig. 3.7. Speech signal and spectrogram for vowels 
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Fig. 3.8. Speech signal and spectrogram for diphthongs 
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Fig.3.10. Speech signal and spectrogram of the utterance 

amaratva nahi: c a : hta:  - * - 
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Fig.3.10. Speech signal and spectrogram of the utterance 

amaratva nahi: ca: hta: 
3m=?- * v 



where, C is a consonant and V is a vowel. Changes that 

take place in the speech production mechanism in the course of 

production of the sentence are evident in the spectrogram. 

The pictorial representation of the spectrogram makes it 

possible for us to see the patterns and detect trends in the 

signal using our visual capability. The spectrogram thus proves 

useful in the analysis. One should remember that the 

spectrograms considered were for the case of speech uttered by a 

single speaker. For proper analysis, it is necessary to study 

spectrograms for various speech sounds spoken by several 

speakers. This comes under the purview of the phonetician. 

At this stage, we are in a position to relate the 
;' 1 

_pho~et ic feat9= t o ~ ~ e i ~ O a _ c . o u u s s t t ~ c b g h ~ i ~ ~ ~ . . - ~ - - . f f e ~ s s s s s , .  ,o_f.--th-e, /. j 

spectrogram. The relationship is still qualitative since we - ---- 
discuss in terns of patterns and trends in the spectrogram and 

their behaviour. These patterns are nothing but descriptions of 

the acoustic manifestation and hence we can consider this 

relationship as between phonetic features and acoustic manifesta- 

tion. In some sense the spectrogram is a faithful repre- 

sentation of the signal. Hence it is possible to quantify some 

aspects of the acoustic manifestation in terms of values. But 

this is not en o quantify the patterns and trends, 
1 -- --\-- -A- - . -,.-en - - ___..-- 

as well, which is not easily possible. IIt-4s--better_ to view the 
\-. - -  -- - 

analysis b-ased on spectr~gram as providing clues in terms ofyhat+- 
<.- 

to 1-in the signal to establish the presence or absence of 

a feature, and use the values obtained from the spectrogram in 

'the detection process. This leads us to the next topic of 

discussion, namely, parametric analysis of speech signal. 
a 



3.4.3 Ana!y.uk of Spt2c~h Signal 

A careful analysis of the speech signal is required to 

extract features visible on a spectrogram. Certain features can 

be categorized as gross features and certain others as fine or 

detailed features. The gross features are the ones that are 

applicable almost in a universal manner over various categories 

of speech sounds. The fine features usually relate to a smaller 

set of categories. The choice of the set of parameters is an 

important consideration and is based on the techniques available 

as well as the efficacy of the parameters in representing 

features of interest. Certain features may warrant the 

development of special techniques for extracting new 

parameters. 

Some of the parameters that are used in this work to spot 

gross features are energy (ENR), spectral flatness (SPF), 

spectral distance or Itakura distance of adjacent frames of 

signal~(SPD), high frequency energy to low frequency energy ratio 

(HLR), and the first coefficient of linear prediction analysis 

which reflects the low frequency energy content/(LPl). - Fig.3.11 

shows the plot of these parameters for an utterance. The figure 

includes the corresponding speech waveform which is time 

aligned with the parameters. The phonetic transcription of the 

speech signal is also indicated in the figure. The plot 

also includes the formant tracks or rather spectral peaks 

which we shall discuss later. Instants of change in the signal 

are also identified and the types of changes that occur in 

various parameters are clearly visible with respect to the 

identified instants of change in the signal. 
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The( -- ENR,parameter is chosen due to its direct relationship 

to the amplitude or the strength of the signal. The SPF./parameter 

provides a gross measure of the shape of the spectrum. It has the 

ability to characterize the degree of flatness in the spectrum 

which reflects the degree of noise-like behavior in the signal. 
I 

This parameter is obtained by linear prediction analysis of the 

signal. It qugntifies the dynamic range of the modeled spectrum. 

The S~D;parameter quantifies the degree of change in spectral 
__,' ' 

characteristics of adjacent regions of the signal. This parameter 

is also obtained from linear prediction analysis of the signal. 

This quantifies the spectral difference between the modeled 

spectrum of the signal in adjacent regions. The HLR parameter 

refers to the ratio of energies in regions above and below 

J.-25--kHz. The parameter is computed from the Fourier transform _ -_--I_ 

magnitude spectrum. The LP1 parameter quantifies the emphasis of 

the low frequency in the modeled signal. The parameter has chara- 

cteristics akin to the inverse of the HLR parameter, but the 

quantification has differences in emphasis. The former is model 

based while the latter has an arbitrary point of demarcation 

between the high and low frequency regions. 
- -  -.-.& ---.-,, 

Thus, these set of Iparameters j provide a gross 

characterization of the signal and form the basis for detecting 
------p-. -,..- ~.-<"...,~"-,, - - - "" .- - .- 

the presence -__ _.iT.v- or l absence of relevant_lcjross atomic features. A ._"_----.- _------ _ _ _ _  ..___- 
/ -=- -.-. -, .- - -- 
detailed analysis of these parameters is called for in arriving 

at the ranges and thresholds for different parameters for 

various acoustic categories of the signal. This is done by means 

of plots of the form shown in Fig.3.11 of a large set of 

utterances. 



As seen in Section 3.4.2, the detailed acoustic features in 

the signal are most often inferred from the trends in formant 

tracks. Hence ubtaining formant tracks of the signal should 

contribute significantly to the detailed acoustic categorization 

of the signal. A well known technique for obtaining formants is 

by peak picking the linear prediction modeled spectrum [78]. 

This gives spurious peaks in many cases. s q u e  based on 
- ~ . - - - - - ~  - 

,group delay s~ectrum [2-51 was used in our studies. The formant 
L# y- .--- ---..-- -- . - .- - ---__ _ _ _ - -  - < _  _" _ - -  + 

contours shown in the bottom plot of figure are obtained by 

this technique. .A point to be noted with reference to the 

frequency verses time plot of the form shown in figure is that 

it should not be read like a spectrogram. The plot only shows 

the location of peaks in the spectral envelope. Other details 

are masked. An important aspect of the technique is that it is 

nonmodel based and hence peaks obtained from this should reflect 

the formant information better than that the obtained by model- 

based techniques. Note that in these plots the peaks for unvoiced 

segments of data were masked. 

Formant contour plots of the form shown are analyzed for a 

large set of utterances to arrive at the ranges, thresholds and 

trends of these parameters for various acoustic features. 

3.5 Acoustic-Phonetic Knowledge for Character Set 

The phonetic features shared by the character set suggests 

some form of grouping amongst them. The grouping facilitates 

compilation and organization of the knowledge base. In addition, 

it helps in working out some common control strategies and rules. 

The details of the classifications of rule base for the character 



set based on phonetic features are given in Section 3.5.1. The 

derivation of acoustic correlates for various phonetic features 

for each character is discussed in Section 3.5.2. Section 3.5.3 

covers the derivation of invariant acoustic cues to overcome 

variability associated with the signal. 

3.5.1 Grouping of Characters 

We can group all the character occurring in Hindi into two 
L' C, c I / -  

groups - vowels and others. The second group consists of 

consonants occurring on their own and combination of consonants 

with vowels. In order to achieve this grouping we try to use 

some gross phonetic features. For example, the feature vocalic1 

can be used to separate vowel regions from other consonantal 

regions. This feature together with other features like burst 

and aspiration can be used to separate regions in the utterance 

into two groups namely vowels and others. A rule that can be 

used is: 
I 

Rule 1: If vocalic region is preceded by stop or burst - --- --. - 
or a,spiration or a cio,@~.nationnnnnoff any of these, ._--.. ̂ _- --xu--. .̂ 

: J~ then it is eliminated or rejected as a vowel 

occurring on it own. If the silence region 

1. vowel as a phonetic feature is termed vocalic here to 

distinguish it from vowel as a character. 



preceding the vocalic region is longer in 

L' duration, then this region can be considered as a 

vowel occurring on its own. 

In the above classification the speech sounds under the 

first group are listed as vowels occurring on their own. This 

list for the case of Hindi is as follows: /a/( 31 ) ,  /a:/( ) ,  

/ 3 1 / 2 1 .  /u/( 3 1 1  / u : / ( V ) t  /e/(Ti 1 1  /ail( b 1 ,  C" 
0 ) I  and /au/( M?). The first rule for all the characters 

in this list will be the same, namely, Rule 1. This rule when 

applied on the input utterance will identify regions 

corresponding to these sounds. This group can be further 

subdivided into subgroups based on features like front, back and 

central. This particular feature set is chosen because the 

number of vowels occurring with central feature is less in number 

and a large number of vowels are distinguished by front and back 

features. Based on this classification, the vowels under first 

group can be subdivided as front vowels, back vowels and central 

vowels. For example, the subgroup having the common feature 

front which consists of characters /i/ ( 5 ) , /i:/ ( f ) , /e/ ( ) 

will have a common rule called --llll_. front detecti~n.xule. - .- Whereas the 

f characters /u/ ( 3 ) , /u:/ ( 3 ) , /o/ ( 3 ) will have a -common rule 

called back and the rest of the vowel characters 

will have a rule called the central detectkrule. Each of the -.--.-..----. --------- 
sub-groups is further subdivided into smaller groups based on 

features like -- high, U h - m i d ,  - mid, low-mid and low which are the -_ 
remaining features distinguishing members within each sub group. 

These remaining Zeatures distinguish individual character within 

each sub group. Hence -----.- each .. ...-~_har,a cter in the subgroup.;.,-will have 
'v..,.. " .,,. . ..-.. .. --. , . -, 



the necessary rule to detect the appropriate features. 6' 
.-_ - - * 

7---------- - 
-- -. 

Thus, in writing the rules for each of the character 

corresponding to vowel group there can be a set of rules common 

to a number of characters but there will be at least one rule 

that distinguishes one character from the other. The same set of 

rules can be used with slight modifications to account for 

contextual effects when these sounds are considered in the 

context of consonants, namely, recognize the vowel part in CV, 

CCV and CCCV combinations. 

The second group cprresponding to the other category can be 

further subgrouped based on suitable distinguishing features. In 

this group each character has a consonant part followed by vowel 

part. The consonantal part can be a either a single consonant or 
cc v 

a cluster of consonants. Each single consonant can be either a 

stop, a fricative, an affricate, a lateral, a trill or a glide. 

A cluster can be a combination of the above. Using suitable 

features a number of subgroups can be formed. Members of the 

subgroup can use suitable distinguishing features to either form 

subgroups or reach individual characters. This can be carried 

through until each characters has appropriate distinguishing 

rules. 

The grouping is done based on 

(1) The complexity of observing the feature. The less 

complex it is the easier it is t o  form the 

corresponding group. The more complex features are 

chosen as we form further subgroups. In this manner in 

the set of rules used for each character the gross 

features are. 
,_--___C 

---- all 
--^ _ . an.$, . .  the . - finer ----_.-.--,-..Y____.,_..,__, features 



are -- chosen at the _end. This i.rrgves the performance - - 
of charactex-.-s~of;ting. 

..-----/# 7- - 
(2) The feature chosen should group the characters based on 

J 
the* similarity of the corresponding sounds. Among 

the characters with confusable sounds that are formed 

into a group more complex features are used to separate 

out individual characters. The complexity of a feature 

is based on deriving the feature from the parametric 

representation of the signal. 

Based on these principles the feature voiced is chosen to 

classify the second group into voiced and unvoked 
--..--- 

subgroups. 

Here the decision is based on the characteristics of the 

consonant occurring at the beginning of a speech sound. The - 
voiced feature is used because it is easier to identify the 

w ------- -. --. *-- . a - - ---- -.-. - L 

presence or absence of this feature in the si-pal when compared 
*-- - . 

--1- -.---- - - --- _ _- - --- - - -  _- * ----- ?A _,_ \- 

to the -- . features -----. . ~ L e c e  arfi~u1-ation. ---- _- - - -  - 

Further grouping of speech sounds can be obtained by 

considering each one of the subgroups and their distinguishing 

characteristic. For example in the case of unvoiced subgroup, 

the classification can be based on the place of articulation 

namely, bilabial, dental, alveolar, retroflex and velar. The 

e t _ e d  feature is moved to the last stage of grouping because 

when producing such speech sounds it is observed that not many 

speakers produce this difference in sound though this is a 

distinguishing feature. 

At the final stage of classification, once the initial 

consonant segment is identified the groupings based on clusters 

can be done. Here the same knowledge base used for the 
L. 



consonantal segments can be used to identify the different 

consonants in the clusters. 

Once the consonant region is identified, the groupings 

developed for the vowel group can be applied to lead to the 

complete character. It is to be remembered that the groupings 

are done only to facilitate the listing of rules but ultimately 

each character will have its own set of acoustic correlates to 

reflect its individual nature. 

3.5.2 Acoustic Correlates of Character Set 

Having classified the character set into a taxonomy based on 

features and putting it in the form of a rule base as a starting 

point, it is now necessary to determine the acoustic correlates 

for the phonetic features in the context of each character. 

The following list gives some of the parameters and features 

they determine as obtained from an acoustic-phonetic expert: 

Parameter Description Feature Indicated 

r~ Total energy 
0- 5 KHz.  

first auto 
correlation 

Zero Crossing - 

Fo Fundamental 
frequency 

F1, F2 and F3 First three 

Burst Spectrum Peak of burst 
spectrum 
( frequency) 

Dips Dips in low 
frequently 
energy 

A high value indicates 
sonorant vowel or voiced 
consonant. A high value also 
indicates absence of unvoiced 
consonant and nasals. 
A high value indicates lack 
of high frequency energy 
(not a fricative) 
A high value indicates fric- 
ative, voicelessness, silence 
or pause. 
Its presence indicates 
voicing 
These signify the place of 
articulation of vowels. 
Its value indicates place of 
articulation for stops and 
nasals. 
It indicates presence of 
fricative, aspiration and 
burst. 



Based  o n  t h e  a b o v e  a s  w e l l  a s  o t h e r  s t u d i e s  c o v e r e d  i n  

S e c t i o n  3 . 4 ,  a  g e n e r a l  s e t  o f  p a r a m e t e r s  wh ich  a r e  u s e f u l  i n  

i d e n t i f y i n g  p h o n e t i c  f e a t u r e  i n  t h e  s i g n a l  a r e  g i v e n  below. 

(1) From t h e  t i m e  waveform and a u t o c o r r e l a t i o n  f u n c t i o n  

( a )  Fundamental f r equency  o r  p i t c h  

(b)  Zero c r o s s i n g  r a t e  

( 2 )  From t h e  F o u r i e r  t r a n s f o r m  s p e c t r a  

( a )  Root mean s q u a r e  energy  

(b)  T o t a l  Energy 

(c) Very low f requency  energy  

(d)  R a t i o  o f  h igh  f requency  t o  low f requency  energy  

(e) l o g a r i t h m  o f  e n e r g i e s  i n  nonover lapp ing  f requency  
7-y 

( 3 )  A u t o c o r r e l a t i o n  c o e f f i c i e n t s  
.. 

( a )  r c  - t o t a l  energy  

(b)  rl - low f requency  energy  

L i n e a r  P r e d i c t i o n  C o e f f i c i e n t s  

( a )  F i r s t  LPC - low f requency  energy  

(b) S p e c t r a l  F l a t n e s s  measure 

(c) Formants 1, 2 and 3 

(d)  Nonoverlapping f requency  bands  o f  energy.  

( 4 )  Changes i n  pa r ame te r s  described above 

( a )  ~ f p s  i n  s p e c t r a l  pa r ame te r s  

(b)  Sharp  changes  i n  i n t e n s i t y  

(c) Abrupt  d r o p  i n  energy  

(d) Gradual  d r o p  i n  energy  

The pa r ame te r s  l is ted above a r e  n o t  e x h a u s t i v e  and it is n o t  

n e c e s s a r y  t h a t  a l l  t h e s e  pa r ame te r s  be used i n  each  c h a r a c t e r  



expert. The description of the character dictates the type of 

parameter to be used and also the method of extracting the 

parameters from the speech signal. For example when vowel 

segments are being identified in a character it may be necessary 

to have better spectral resolution whereas when consonantal 
, _ _ _ s _ _ _ s - . - -  w-.-,.-- -l-K'=--*----- - 

segments are being analyzed, particularly in the case of stop 

consonants, it may be necessary to have better temporal 
-'l*slun. 

resolution. Thus, knowledge-based signal processing can be done 

to extract relevant parameters using specific signal processing 

techniques. 

In the case of vowels it is generally considered that 

position of first three formants are sufficient cues for 

identifying various features like central back front high ------.---.-.----- .- . . I.. ,* . ... . . .. . .. ... ! ... . - - . ..--. !-..-. .-. -. . . . .-' 
high-mid, mid, low-mid, low, rounded and unrounded. Vowel speech 

L --___.__l-ti.-.-.l̂ l 
__-___*,..X._."-^ - -- -'-^.--*P.-. . \  . -.. .~..* .-. -- ,l....\,..,... , ( .  

sounds or their description in terms of phonetic features are 

conceived as points in an acoustic vowel space in which the 

-coordinates _" are Lk,s,t %.-.- and secpd_.,_ -- ___--____~___,__4- 

formpnt frequencies. 
- - >  - In 

addition, third formant is used to decide the feature rounded to 
_/-- - -_ _ - -  - - 

nrounded. Generally for Hindi vowels it is observed that there 

is a quality difference as well as durational difference between 

long and short vowels. These are evident when comparing formant 

plots for the vowels /a/ ( n )  and /a:/ (3;R) in the ~ i g s .  3.12 and 

3.11 respectivel-y . 
There are several acoustic cues that contribute to the 

identification of a stop consonant [2,5,6,8,10,38]. The acoustic 

subunits that can be used for classification of stops are silence 
r 

followed by burst f o 1 ~ - - ~ - ~ - n r - - ~ e ~ c e a a o f f a s p i r a t i o n .  - 
We use spectral distance measure [37] and spectral flatness 
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measure to take a decision about voiced and unvoiced silence. 

Location of the burst region can be accomplished by using the 

condition that there is predominance of high frequency energy 

over low frequency energy in case of unvoiced stop consonants. -- -- .-- -. -.- - 
In case of voiced sto~s-onsonants pitch or voice bar is present 

--., -- -. -, " .edY 

and there is effect of low frequency energy in addition to high 

frequency energy. The abrupt changes in burst release are 

indicated by spectral distance measure. This is clearly evident 

in Fig.3.13. The duration of the burst is generally of the order 

of 5 to 15 milliseconds and that of transition varies from 20 to 

70 milliseconds depending on whether the consonant is aspirated 

or not. 

Frequency spectrum of the burst gives some clues to the 

place of articul-ation of the stop consonants [4,24]. This is 

normally obtained by doing special kind of signal processing in 

the regions which are identified as end of silence or in the 

burst regions or in the regions which are to the left of vocalic 

regions when either burst or aspiration is not correctly 

4 hypothesized. The location of peak of the burst frequency +,pe.+ 

spectrum gives information about the place of articulation. In 

addition, the formant transitions into the vocalic region give 

additional information about the place of articulation of the b , , ~  

stop consonant. This clue is better utilized when we consider 

the stop consonant in context. The advantage of the written 

characters of a language as symbols in our case is very much 

evident here. Because most of the characters we consider are CV 

combinations, the required transition information is captured in 

the grossly hypothesized region of the character. We look for 

73 
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place of articulation cues after identifying a particular segment - 
as CV, where C is a stop consonant and V is a vowel. We know the 

variations of the formants a priori because we know the kind of 

vowel that follows the consonant. The formant frequency 

transitions are also known because the target vowel is known. 

The peak of the burst spectrum takes on different values in 

terms of frequency for different places of articulation. If this 

frequency is very low, then it corresponds to Jabial place of P 

articulation. When it is high it corresponds to dental place - of b 
articulation. A value in between the two corresponds to velar I. 

place of articulation. 

The voiced and unvoiced nature of the stop consonants can be 

identified using number of cues [ 2 , 2 7 ] .  These are the voice 

onset time, transition of first formant, duration of closure and 

also the duration of the preceding vowel. -1Gn case o-f_--~y_o~ced 
A 

_~ctops the duration of closure is found to be smaller--as compared p I.--- _<-,-- -" --- - _ "  " *- . C 1 "  - 

to that of voiced closures. Voice onset time is less for voiced 

stops when compared with that of unvoiced stop consonants. The 

rising transition of first formant clearly indicates that the 

manner of articulation of stop is voiced whereas steady nature of 

the first formant indicates an unvoiced stop consonant. These 

cues are evident in most of the data analyzed and a few examples 

are shown in Fig.3.14. 

The s ' --an-spirRted nature of the stop consonants Qy=- -...-.-.- ----- ----- 

characterized by the duration of the stop consonant. In most of 

the aspirated consonants there is a definite delay in the onset 

of vowel after the release of the burst. In addition, these 

regions have formant structure. Formant structure is indicated by 
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low and mediun. values of spectral flatness (SPF) measure and 

presence of noise energy is indicated by a high value if high 

frequency to low frequency energy ratio (HLR). These 

characteristics are indicated by spectral flatness measure as 

well as HLR. This is clearly evident as shown by Fig.3.15. 

The onset of formant frequencies and formant transitions 

give the required acoustic correlates for finding the place of 

articulation of nasal stops [19,31]. In addition, the dips in 
- *  

vocalic regions can be used to locate the nasal stops in case 

they occur as intervocalic nasals. Irrespective of the place of 

articulation the nasal consonants indicate presence of a dominant 

low frequency component around 250 Hz, which gives a gross clue 

for the location of nasal consonants in addition to the dips in 

energy. This fact is clearly evident in the Figs.3.16 and 3.17. 

Identification of laterals, trills and glides depend on the 
-- --._ 

--.I_.._ 
-----* -..---.-_- 

onset-and direction, of formant transitions. For 
-'-'L, 

'--------------- - -  .- --.. - -  - . . . . . - .- -. .----,- . 
, .... 

, _ . . . .  .. 

example, if the formant transitions are rising relative to the 

steady state frequency of the vowel, then it can be identified as 

/v/ ( q ) . In contrast, if F2 is falling and Fj is steady, then 

it can be identified as /I/( 5). In all these cases the formant 
transitions are much longer than in the case of stops. The 

threshold here is of the order of 60 msec. 

Primary acoustic cues for fricatives [32] are their manner 

of articulation and their place of articulation. These can be 

voiced or unvoiced fricatives. The onset of noise should be 

gradual. The distribution of the spectral peaks of the noise 

contribute to the identification of the place of articulation 

fricatives. 
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3.5.3 Acoustic Invariance and its Use in Character Spotting 

Invariant acoustic cues [66] refer to acoustic patterns 

derived from the signal which remain stable despite the fact that 

there are many sources of variability affecting the structure of 

the speech signal. The variations in features arise due to (1) 

different vocal tract sizes and shapes, (2) different contexts in 

which the speech sounds occur and (3) rate of speech and stress. 

In summary, some of the invariant properties that have been 
.r -.-- -s--.-;----.lll- "---  

" .- " .̂ - 
identified are: 

(1) The generalized patterns in the frequency and amplitude 

domain. That is spectral patterns which will not be 

dependent on fine acoustic structure such as formant 

frequencies say for place of articulation of stop 

consonants. 

(2) Onset properties can be used for discriminating 

consonant place of articulation and vowel quality. 

(3) The amplitude characteristics and the way the acoustic 

energy changes, and the frequencies at which these 

acoustic changes occur can be used to discriminate stop 

consonants, fricatives glides and vowel speech sounds. 

(4) Presence of additional peakd in case of nasals and 
< \  

nasalised sounds. ,( , 
J 

(5) Low frequency periodicity and nature of its change. 

(6) Voice onset time and vowel onset time. 

Summary 

In this chapter the derivation of the acoustic-phonetic 

knowledge for character spotting is discussed. A brief 



description of the speech production mechanism is given to 

provide the necessary background. 24 set of phonetic features is 

identified based on the articulatory description and the complete 

character set is defined in terms of this feature set. Various 

sources ---- of knowledge are identified to study the phonetic 
I-- -,---- --. -. -.- -- - "- - - * I I - 

features in terms of acoustic behavior. The choice of parameters 
- -  C . ..%-___-__" _ 

I-"- % .  - _ .  . .  
derived from the signal and their characteristics are 

highlighted. The use of various sources of knowledge to implement 

the character spotting approach is discussed. In the next chapter 

we shall see the details of illustration of one character expert. 



C W T E R  - IV 

ILLUSTRATION OF A CHARACTER EXPERT 

We propose to develop a rule-based expert system for each 

character to implement the character spotting approach. For this 

it is necessary to collect the acoustic-phonetic knowledge for 

each character and represent the knowledge in a suitable form. In 

the previous Chapter we have presented the basics of acoustic- 

phonetics and the sources of this knowledge. In this Chapter we - - - - \ . -__ -. 
---A- 

d> 
wil~illustrate ho-acquire the km+w e for a character and Cx 

7 - , -__ e-c-r--=- 
a 
- -- how-x_esg& the k w l e d ~ f e  in the form of rules. We take the 

-- --_- --" _ __. --C-ll-19---Y*-- -- --I- 
character /ka:/( ) for illustration. Speech production 

mechanism for the character and the description of the character 

in terms of phonetic features are given in Section 4.1. The 

description of the character in terms of speech parameters is 

derived in Section 4.2. Combining the descriptions given in the 

Sections 4.1 and 4.2, the categories of rules for the character 

are presented in Section 4.3. This Section also explains the 

organization of the rules for a character. Representation of the 

knowledge in the form of IF.. .THEN rules is illustrated in 

Section 4.4. Issues in the.implementation of a character spotting 

expert system are discussed in the next Chapter. 

4.1 Phonetic Description of the Character /ka:/ (m) 

The character /ka:/( dm ) is a consonant-vowel (CV) 

combination. speech production mechanism of the consonant and 

vowel parts of the character /ka:/( dm ) and the phonetic 



description of the character based on the speech production 

mechanism are presented in this Section. 

The speech sroduction mechanism of the consonant part of 

the character /ka:/ ( JJ) is as follows [57] : The back part of 

the tongue is engaged in the formation of a complete barrier 

which prevents the air stream from passing through the mouth 

cavity. The velum is raised and the passage of the air stream 

through the nasal cavity is blocked. The lips as well as the 

lower jaw are in neutral position. The central and back part of 

the tongue are raised to the velo-palatal area, filling the arch- 

like space of the backpart of the roof of the mouth, so that air 

streaming through the lungs is not able to break through. The tip 

of the tongue lies behind the lower front teeth. A shallow valley 

is formed in the front part of the tongue and the middle portion 

of it is raised. The front part and the tip of the tongue are 

loose and the mid and back part display tensity especially in the 

area where the contact between the tongue and the roof of the 

mouth is formed. The vocal cords are silent and the consonant is 

voiceless. The air stream which is stopped in the laryngo- 

pharyngeal cavity is not compressed. 

The sudden release of the back barrier results in a burst 

which is, from the point of view of European languages, 

exceptionally short. It is shorter than the plosive /k/ in 

English words like /keg/. The burst is very abrupt and clear. The 

main characteristics of burst of Hindi plosive /k/ ( & ) is the 

absence of aspiration unlike the French, Italian and English 

k .  The area of articulation for Hindi plosive /k/(&) in 
\ 

a :  ) is considerably wider. It is largely related to the 



position of the tongue for the following vowel. If a back vowel 

follows the sound /k/ ( % ) as in /ka:/ ( ) then it will be 

articulated in the palato-velar region. 

During the production of the vowel part of the character 

/ka:/ ( B ) , the jaw angle is open and the tip of the tongue is 

placed behind the ridge of the lower teeth, not pressing it. The 

front part of the tongue is slightly hollowed in its mid area and 

middle part of the tongue is elevated to a slight degree towards 

the position of the back part of the tongue which is pulled back 

to a gently sloping position. This vowel is long in duration but 

is not dipthongised and the quality is stable. There is no 

rounding of lips during its pronunciation. 

The duration of the sound /a:/( ) in /ka:/ (m )varies a 
great deal. It is usually long, but it may be reduced to the 

length of a short vowel without losing its quality. The length of 

the sound depends on the context such as stress, degree of 

emphasis, position in the word and speaker. The variability of 

the length of this vowel does not affect its quality. This is 

similar to the observation made by Ohala[77] that both quality as 

determined by the formants and length characterize this vowel 

part in /ka:/(m ) . 
The speech production mechanism as given above the phonetic 

description of the character /ka:/( fl ) , in terms of the 

features present@& in the previous Chapter, is as follows : 
-_------ - /& d q ' f  

b n ~ c e d  Unaspirated Velar Plosive followed by Ic L'A ' +,J,o 5' 
i 

\ Voiced Long Open Back Vowel C - - . - 
- . -  

The relationship between each of these features and the speech' 

signal parameters is derived in the next section. 



4.2 Parametric Description of the Character /ka:/(dS) 

As we have t o  obtain the features in the phonetic 

description of a character from the speech signal in order to 

spot the character, it is necessary to derive the relationship 

between these phonetic features and some measurable speech signal 
___,r ---- - _ -- - -- 

parameters. This relationship is, in general, one to many because 

the same feature may be related to speech parameters in different 

ways in different contexts. Therefore, the parametric description 

of the phonetic features has to be derived by taking a particular 

context into account. In this section, we derive the relationship 

between the phonetic description of the character /ka:/(d3 ) and 

speech parameters. The parameters used for analysis of speech 

sounds in the present study are described in the previous 

chapter. 

According to the phonetic description of the 

/ka:/(m), the consonant part is an unvoiced plosive. The speech 

signal of an unvoiced plosive is characterized by a 

region corresponding to the closure part of the plosive, followed ! $CA.y' 

by a burst of energy corresponding to the release part. The; 
tP 

, ,&.&lL 

silence region cf  an unvoiced plosive is characterized by low' -tZ4., 
I 

values of the total energy (ENR) and the low frequency energy;/-\ 
1 u -- 
I y' 

(represented by the parameter LPl), and a high value of spectral1 

flatness measure (SPF). The burst region of the plosive is: 

characterized by a high value of the parameter HLR, which is the: 

ratio of the high frequency energy to the low frequency energy, / 
and a mid value of the total energy (ENR). ---' 

Though the consonant part of the character is described as 

an unaspirated plosive, according to the expert phonetician there 



is a slight amount of aspiration present in the production of 

this particular consonant. This has been confirmed through 

spectrographic studies. The duration of the aspiration region in 

the character /ka:/ (m  ' ) is much less than that of the aspirated 

consonant in tho, character /kha:/(m). So, the plosive in 

/ka:/(&f) is described as having a short period of aspiration 

also. The aspiration region is characterized by the spectral 

flatness measure (SPF) which is neither high nor low. The high 

frequency energy (represented by the parameter HLR) in this 

region is high. The duration of the aspiration region is obtained 

as the period between the end of the burst region and the voice 

onset time (VOT) of the following vowel. The VOT is detected by a 

very high value of the spectral distance (SPD) just before the 

vowel-like region. 

The place of articulation of the plosive, Velar, in the 

context of the character /ka:/(m) is identified by the presence 

of a peak in the low frequency region of the burst spectrum. This 

feature is also characterized by the falling transition of the 

second formant (F2) and coming together of the second and third 

formant frequencies (F2 and F3) of the following vowel. 

Having given the parametric description of the consonant 

part, we now derive the relationship between the phonetic 

description of the vowel part of the character /ka:/(m) and the 

speech parameters. The speech signal in the vowel part is 

characterized by high values of the total energy (ENR) and the 

low frequency energy (LP1). These parameters are used to identify 

vowel-like regions in the speech signal. The phonetic description 

of the vowel as such is represented mainly by the first and 



second formant frequencies (F1 and F2) and the difference between 

F1 and F2. The Long feature of the vowel in Hindi is 

characterized by the duration of the vowel region as well as the 

quality of the vowel. The quality of the vowel is mainly 

represented by the formant frequencies. The Back feature of the 

vowel is identified by a low value of the difference between F2 

and F1. The feature Open is characterized by a high value of F1 

and the feature Unrounded by a low value of F2. 

Because of the variant nature of the speech signal, it is 

not possible to fix a range of values for each of the parameters 

describing a feature such that the range will hold good always. 

Therefore a ranqe of values is arrived at for each parameter 

describing a feature a'fter analyzing the speech data for many 

instances of the character. pathematical techniques : -----.---/---- -. -- -?' 

(discussed in the next chapter) are used to take care of the 
2_)---~-,.-~- 

-. _I..I _..'- - . .  .. ..-- ,. 

cases in which the parameter takes a value ,j~st.,~~o~u,tside-.the range 
-,-.--- - .-. ;_,__ ,_ ,. . ,". . ,. .%I...-. .__ ,. ."..I 

-....----- ' .  . 

specified. 

The phonetic description of the character and the parametric 

representation derived for each of the features in the 

description are used to develop the knowledge base of the 

character spotting expert system. The method of forming the 

acoustic-phonetic rules and organization of the rules is the 

topic of the next section. 

i +<y . i i ' "  

4 3  Categories of Rules for the Character /ka:/@3) 
( F M ~ P  7 -J 

A character spotting expert system activates the acoustic- 

phonetic rules to estimate the presence of the phonetic 

description of the character in the speech signal and then 

88  



hypothesize the presence of the character in the speech signal. 

In this process, it extracts the necessary parameters from the 

speech signal. Extraction of parameters like formant frequencies 

involves computationally intensive processing of speech signal. 

In order to reduce the total computation time, it is decided to 

first locate the regions of the speech signal in which the bk;,i 

character is likely to be present based on some- -- grgss features, --- - 

Further processing of speech signal is done only in these located 

regions to extract the parameters necessary for capturing other 

features in the description of the character and then hypothesize 

the presence or absence of the character. 

The set of ,gross - features -- - .- for a character consists of __.. . -. . . . - ... --c --- i 

features that capture some description of different segments of 

the character using parameters which can be extracted by simple 

processing of speech sisnal. Location rules combine these grsss 
L- ---------- - -----I_. --. --I_ __ _ 

features in a manner governed by the description of the character 

to identify the regions in which the character is likely to be 

present. Subsequently, hypothesization rules representing the 

intrinsic cues, coarticulation cues and context-dependent cues 

are activated in the located regions to hypothesize the presence 

or absence of the character [ 2 8 ] .  

Intrinsic cues capture the invariant_-properties of the 
2 . - - .. .. . -- . - -.---..__I_ _-.. 

segments in the c h a r a c t e r . ~ o a r t i c u l a t i o n  rules capture the - I__-- 

variations in the acoustic correlates of speech segments due to 

the influence oT other segments within a character. xmnkexL - 
ependent cues capture the variations that the acoustic -5!- --..--+.-- -- 

correlates of a character undergo in different contexts. 

The rules for spotting the character /ka:/ ( cjFSi ) are 

organized into different categories as shown in Table 4.1. 



Table 4.1 Rules for Bpotting the Character /ka:/( ) 

I I 
I GROSS FEATURES I 
I * Rules to locate vocalic regions I 
I * Rules to locate closure regions I 
I * Rules to locate burst regions I 
I * Rules to locate aspirated regions I 
I LOCATION RULES , /-.I , r77 - 7' 
I * Rules to check whether the above gross I 
I features conform to the description of I 
I the character /ka:/ (a) to hypothesize I 
I the possible presence of the character I 
I RULES FOR INTRINSIC CUES I 
I * Rules to identify the vowel by checking r i  1 Y 

I the formants I 
I * Rules to identify the place of articu- I 
i lation by checking burst spectrum I 

* Rules to provide appropriate confidence I ! I 

I for identification of character I 
1 RULES FOR COARTICULATION CUES I 
I * Rules to check the effect of vowel on I 
I the consonant as given in description I 
I * Rules to check the effect of consonant I 
I on vowel I 
I * Rules to provide appropriate confidence I 
I with which the character is identified I 
I RULES FOR CONTEXT-DEPENDENT CUES I 
I * Rules to check the effect of adjacent I 
I characters as provided by the description I 
I to arrive at an overall confidence value with) 

I which the character is identified I 



4.4 Acoustic-Phonetic Rules for the Character /ka:/m) 

The gross features, location cues, intrinsic cues, 

coarticulation cues and context-dependent cues for the character 

/ka:/( fi ) are enumerated in this section. 

( I j  Gross Features 

The gross features for /ka:/ ( o;Fj ) and the parameters used 

for their identification are as follows : 

. , -. . -. , . . - "- .- .- .. . _ . ,, . , ,... , , 

Low frequency energy, spectral flatness and 

i total energy 
I 
I Burst 

Vocalic 
I 

Total energy and ratio of high frequency 

energy to low frequency energy 

Low frequency energy and total energy 

,: Aspiration Presence of high frequency energy after 

burst, spectral flatness and definite delay 

in the onset of vowel 

Parameter plots for two utterances in which the character 

/ k a : / ( m )  is present are given in Fig.4.1 and Fig.4.2. The 

regions where /ka:/(83) is present are marked in the figures. The 

parameters log energy (ENR) , spectral flatness (SPF) , spectral 

distance (SPD), high frequency to low frequency energy ratio 

(HLR) and first linear prediction coefficient (LP1) are 

normalized with respect to their maximum and minimum values in 

the utterance. Normalized values range from 0 to 255. The 

threshold ranges for each parameter used in the rules for 
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Fig. 4.1. Parameter plots to illustrate the gross features 

for /ka:/(m) 
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Fig. 4.2. Parameter plots to illustrate the gross features 
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identification of gross features are specified in terms of the 

normalized values. The rules for identification of gross 

features are as follows: 

(1) IF ((LP1 is below 100) and 

(SPF is above 175) and 

(ENR is below 100)) 
-.--- --- -. 

THEN locate (silence region 
h -- -1 

IF ((ENR is in the range 100 to 150) and 

(HLR is above 150)) 
- - .---\ 

THEN 1ocate)burst-region ., 

IF ((LF1 is above 175) or 

(ENR is above 200)) 
-.I.__ _" --- <-. . ? %  

THEN locate 
---__ --- _-i 

(4) IF ((SPF is between 125 and 200) and 

(HLR is between 100 and 200)) 
- -I 

THEN locate kpiration region 
__----.- _ _ _ -- - -. .- -/ 

(2) Location Rule 

The location rules use the description of character 

/ka:/(a) to combine the gross features detected and locate the 

regions where the character is likely to be present. The 

location rule for /ka:/(*) is as follows: 



5 ;  , / c C "  

IF ((silence is followed by burst) and l,,. ' ,be 

((burst is followed by voiced) or 

((burst is followed by aspiration) and 

(aspiration is followed by voiced)))) ir 
THEN mark the region as a located region 

In the case of /ka:/ ( m) the gross features are silence, 

burst, aspiration and vocalic. As per the description of 

/ka:/( d 7  ) ,  silence should be followed by burst before onset of 

vowel. Sometimes the features detected may not be in sequence. 

There may be overlapping regions of gross features. At times 

some features may be completely missing. This is taken care of by 

the location rules in the way the gross features are combined. 

It is observe6 that the feature aspiration which does not 

form part of the description of /ka:/ f ZiT  )is used in the 

location rules because from the signal and parameter plots we 

observe certain amount of aspiration in /ka:/( JX ) When the 

location rules are satisfied, the beginning of silence region to 

the end of vocalic region is marked as a located region of 

character /ka: / ( ) . 

(3) Intrinsic Cues 

The rule for capturing the intrinsic cues of the vowel part 

of /ka:/( XI ) are based on formant frequency information. F1 and 

F2 in the rule indicate the first and second formant frequencies. 



IF ((Fl is in 600-700 Hz) and 

(F2 is in 1000-1200 Hz) and 

((F2-F1) is 300-600 Hz)) 
--. -.- 

THEW hypothesize the )&;d of / ' : /  ' $  &i ) 

The invariant feature for place of articulation of the 

plosive is the presence of burst in the signal and the frequency 

of the peak of the burst spectrum. The corresponding rule is as 

follows: 

IF (Frequency of the peak of the burst spectrum is in the 

range 1000-1200 Hz) 

THEN hypothesize the place of /ka:/ ( 47 ) 

(4) Commculotian cues (M hl Y '  ) 
These are obtained only for the consonant part within the 

character in a CV context based on formant transitions. The 

corresponding coarticulation cues are: 

i) F2 transition is falling $ 
'.. . 

ii) F2 and F3 come closer _A_.- .- 
I i l  

. , . . I -  

(5) Contat-dependent Cues ( T@,  *&.) w 1 

These are obtained for adjacent character context from 

reading spectrograms. The corresponding context-dependent cues 

are: 

i) Frequency of the peak of the burst spectrum is in 

the range 900-1200 Hz, if preceded by a back vowel. 

ii) Frequency of the peak of the burst spectrum is in 

the range 1500-2000 Hz, if preceded by a front vowel. 



The acoustic-phonetic rules derived from the phonetic and 

parametric descriptions of the character are represented in the 

form of IF...THEN rules in the character expert. Issues involved 

in the implementat-. of the character expert are discussed in 
--- -. - ----- _-a. 

the next chapter. 

Summary 

In this chapter the concept of character spotting in signal- 

to-symbol transformation is explained with the help of an 

illustration. The speech production mechanism of the character 

/ka:/(oFSi) is presented and the phonetic description of the ----- 
_C-- 

---- 
character is given. The process of deriving the rules from 

parametric representation of the utterance of a character is 
-----.---- -T- e- 

discussed. The next chapter gives the details of ?mplementaticn 

of character expert systems- 



CHRPTER - V 

IMPLEMENTATION OF A RULE-BASED SYSTEM 

Acquisition and representation of the acoustic-phonetic 

knowledge is to be followed by activation of the knowledge to 

accomplish the task of spotting characters in continuous speech. 

The objective of this chapter is to discuss the issues in 

implementing a rule-based system for character spotting. Expert 

system approach is followed in the proposed implementation. In 

Section 5.1 different methods of activating a rule base are 

discussed followed by a discussion of the method adopted for 

activatinqthe ----_.I acoustic-phonetic-.,@owl&ge, ,,__-__ _ _ _  _ _,_ . ..*_I -. - . .. . -. The imprecise nature 
--________- -.----.---..--.- ---. ~-~____.__,.__^_,,._l. .-  - - ,  ". '  , , _. , ._,..-~-''~'-. 

of the knowledge at the phonetic and parameter levels calls for 

interpreting n~Pes suit-ably to provide confidence measures for 

the outcomes of the rule interpreter. We propose the use of 

mathematical concepts to derive the confidence measures. 

These concepts are discussed in Section 5.2. With this 

background the expert system implementation of character spotting 

is presented in Section 5.3. The section also discusses the 

design issues involved in the implementation. Finally in Section 

5.4 we give the detailed working of a character spotting expert 

system. Performance of the expert system for several characters 

is illustrated in Chapter VI. 

5.1 Activation of Acoustic-Phonetic Knowledge 

The rule-based character expert consists of three 

components, namely, (1) production rules which describe the 
A- "rr- +.--".- 



relation between the character and speech parameters, (2) a data 

memory - - and a working memory, where the data memory consists of 

speech data and the working memory contains the results of the 

processing when a rule is fired and (3) an inference eelin_e to 
---..+..._ ._ 

interpret the rules. Each production rule is an expression which 

consists of two parts called antecedents and consequents. They 

typically take the following forms: 

IF (condition) THEN (assertion) 

IF (antecedent) THEN (consequent) 

IF (condition) THEN (action) 

Based on the control strategy that is used to activate the 

productions, rule-based (or production) systems may be classified 

as p ~ r e ~ ~ , r o - d ~ . ~ f . i . ~ n  systems or appl~,c&t-ion_,~lrie~~ted .(or 

performance) production systems. In pure production systems a 

simple recognize strategy is used. In this strategy, - 
all conditions in each production are evaluated, the action 

specified by one of the applicable productions (which is 

determined a priori) is executed and the status of the working 

memory updated. This is repeated until there are no more 

applicable productions or the goal condition has been satisfied. 

In contrast, performance production systems are complicated. The 

rules may be grouped into subclasses and e W i c a > e d -  mn-fli~t-. 

resolution trate9&es_may-.,Qe .-emgloyed to choose the appropriate /.-..--,-/< ---- - 
rule. In performance production systems, there are two different 

control strategies that are used to activate the knowledge base, 

namely, antecedent driven (or data driven) -. I strategy and - -  . . - 
consequent driven (or expectation ---- - . -dziven) strategy. 

In the antecedent driven strategy the IF portion of a rule 



is compared with the current state of the working memory, if the 

conditions are matched, then the rule is fired, and the contents 

of the working memory are updated. This process is repeated 

until a goal is reached. On the other hand, in the consequent 

driven strategy, the activation starts with the goal element it 

is wishes to establish. The rule base is then searched to find a 

rule whose THEN portion is the required goal. The IF portion of 

this rule provides new subgoals. The rule base is again searched 

for rules to establish these subgoals which may in turn require 

that new subgoals be established. This procedure is repeated 

until all the subgoals are established. 

Conflict resolution is an important part of performance 

production systems. Conflict resolution is a strategy that is 

employed to choose one rule from a set of rclles whose IF portions 

satisfy the current status of the working memory. Several methods 

exist for handling conflict resolution [ 5 8 ] .  

The proposed character expert belongs to the class of 

performance_production systems. The control strategy employed is 
~ . _ _ . P - C . - - " - - -  w.b/--. *- ---. . -, 

neither antecedent driven or consequent driven. The strategy is 

goal oriented, but the goal which is spotting a character is 

\ - fixed. The organization _--.-- of - -the-rules is such that they- look only 

for those features (or parameters) in the speech signal that are 
------.--__. -- - --- - 

relevant to the description of . the .- particular character. There 
'--- -<-----._--- . - d- - -  - - - -  - - - -  - i- I 

is no necessity for a complex conflict resolution strategy in 

this system. This is because each character is described 

uniquely. In addition, the productions are ordered as location 

cues, intrinsic cues, coarticulation cues and context-dependent 

cues. In each of these groups the rules are again ordered, based 



on the description of the character. Thus the control strategy 

is built into the ordering of the production rules based on the 

description of the character. Once the order of the rules is 

arrived at, it is a simple operation of sequentially firing each - 
rule until there are no more rules to be fired. 

Another important variation from the normal production 

systems is that at each stage of analysis the hypothesis is not 

binary. We explain in the next section why it is so and how we 

interpret the results in the signal-to-symbol transformation. 

5 3  Fuzzy Mathematical Concepts Applied to Knowledge Activation 

In rule-based decision making using the knowledge obtained 

from a human expert, it is accepted that the human supplied rules 

not only have inconsistencies but are also incomplete. In the --- ,. ---..-4 ---.--_. -..- -.A- ;.-... .-""-. ..........:&-"-. 

character spotting expert, in addition to the acoustic-phonetic 

knowledge which is ~mbiquoou~, the parameters that are extracted 
EL. -..- " 3 

from the speech signal are also imprecise. This complicates the 
.- -. 

inferencing mechanism when spotting a character in continuous 

speech. In order to compensate for these deficiencies, the rules 

of the expeqt system for character spotting ,instead of taking a 

binary decision award a confidence measure for the inferences 
? 

made and sometimes to the rule itself. The awarding of 

confidence measures is accomplished using Zadeh8s theory [105] 

which proposes the use of fuzzy relations and restrictions to 

represent the knowledge as correctly as possible. 

5.2.1 Relation between the Phonetic Description and Numeric Values 

Fuzzy restriction is a relation which acts as an elastic 



constraint on the values that may be assigned to a variable". 

Such restrictions play an important role in speech recognition 

and particularly in signal-to-symbol transformation because the 

environment there happens to be fuzzy or uncertain. 

Let If denote a numerically valued variable corresponding 

to the second formant frequency which ranges over the interval 

900-2700 Hz. With this interval regarded as the universe of 

discourse, U, back may be interpreted as the label of a fuzzy 

subset of U which is characterized by a compatibility function 

p ( f) . The function p ( f) may be viewed as the membership function 
of the fuzzy subset back. The value p f  = p (f) at the 

corresponding frequency f represents the grade membership of 

f in back. For example, let back a fuzzy subset of U consist 

of the frequencies in the range 1200-1600 Hz. Now p (f) for a 

value If in the range 1200-1600 will be 1.0 while for f taking 

values 2000, 2500, 2700, p(f) might take values of 0.5, 0.2, 0.0 

respectively, depending upon the fuzziness desired at the 

boundaries of the set back. 

A fuzzy subset of a universe U consisting of the elements 

ul, u2, ... un may be expressed as : 

A = ( < ~ ~ t U ~ > t  " t < ~ ~ t u ~ > )  

where pi's represent grade membership of ui in A. Normally p i  

are assumed to be in the range [O.O ... 1.01 where 0.0 represents 

no membership and 1.0 represents full membership. In our case the 

range of membership indication is chosen to be an integer 

range [0 .. 1271 for ease of computation. 



An arbitrary fuzzy subset of the universe U may be expressed 

A = u <c'f(U) ,u' (5.2) 
U€ A 

where p f  : U + [O. 0 . . . 1.01 is the membership or compatibility 

function of A. A denotes the union of fuzzy singletons over the 

universe U. The points in U where the value pf(u) > 0.0 

constitutes the support of A and points at which pf(u) = 0.5 are 

the cross over points of A. 

For example if the universe of discourse is all the second 

formant frequencies from 900 to 2700 Hz in steps of 50 Hz, then 

let 

back = (1000, 1050, 1100) 

and 

backfuzzy = {<0.1,900>, <0.2,950>, <0.5,1000>, 

where back and backfuzzy represent nonfuzzy and fuzzy subsets of 

In a continuous domain if U is the universe of discourse 

containing all second formant frequencies in the range 

900-2700 Hz, tpen A might be expressed as 

A = u <(l/(l+(rf(u))2)) ,u> ( 5 - 3 )  
U€A 

That is A is a fuzzy subset of the unit interval. 

In many cases it is advantageous to compute the membership 

function of a fuzzy subset of the real line in terms of a 

standard function whose parameters may be adjusted to fit a 

specified membership function in an approximate fashion. Three 

such functions St s - ~  and n (Fig.5.1) are defined below: 



? 

- 
IT c u r v e  - 

- 
- 
- 

L 1 1 

F i g .  5 . 1 .  S Curve, S-' Curve and IT Curve 



S (u: x,y,z) = 0 
2 

if u s x  
= 2[(u-x)/(z-x)] if x s u c y  (5.4) 
= 1 - (2[ (u-Z)/(Z-X) 12) if y 5 u 
= 1 if u z z  

In S curve the parameter y is equal to (x+z)/2 and is the 

crossover point. In K curve the parameter x is the bandwidth and 

it is the difference between the crossover points. In the same 

curve y is the point at which confidence is unity. 

In our experimentation the membership function is made to 

vary from 0 to 127 instead of 0.0 to 1.0 in all the three cases 

for ease of computation. 

5.2.2 Use of .Fuzzy Mathematical Concepts in Character Spotting 

An example of fuzzy representation of acoustic parameters of 

the speech signal is given Table 5.1. Table 5.1 gives the 

confidence measure that a second formant frequency of 1200 Hz 

exhibits when it is considered as an argument for the different 

compatibility functions s", S and K .  The s", S and K curves 

are used as compatibility functions for the features back, front 

and central respectively. In Table 5.1 pback, pfront and pcentral 

represent the corresponding confidence measures obtained. 
i s - 1  i 1-,b T 

-- 1 I 
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Table 5.1. Confidence measures for 
a second formant frequency of 1200 Hz 
for different compatibility functions 

To propagate this uncertainty the concept that the degree 

of uncertainty of a combined proposition is a function of the 

Quantitative 
Value 

Second 
Formant 
Frequency is 
1200 Hz 

degree of uncertainty of the component propositions is also used. 

In order to d~ this the logical connectives of fuzzy relations 

Fuzzy 
Membership 

pback = 0.7 

pfront = O o O  

pcentral = O g 2  

are used. For example, 

X1 OR X2 = maximum (Xl,X2) 

X1 AND X2 = minimum (Xl,X2) 

NOT X1 = NOT(X1) or (127 - X1) 
To prevent the exponential blow up of inferences at various 

stages of signal-to-symbol transformation, the inferences are 

pruned by using only those whose certainty exceeds a certain 

threshold. F,or example let us consider the following rule: 

IF (1) Low frequency energy is high or 

(2) Total energy is high 

THEN vocalic. 

Here the vocalic decision will be assigned a confidence 

or certainty measure which is the maximum of confidences 

obtained from inferences (1) and (2) but the vocalic decision 

will completely fail when the confidence of both (1) 
---- - -- -- - -- 

and fall 

below a certain predetermined threshold. 
_--_ - .,~,,, .~.. . . - .. .. . . . 



5 3  Expert System for Character Spotting 

The acoustic-phonetic block is designed as an expert system. 
,- / 

The design can follow two different methods. In one method we 
-- -- - - _. _. 1- - --- - 

have an expert system where the acoustic-phonetic knowledge of 

all the characters can be integrated based on grouping of 
u 

characters. In the second method an expert system is provided for 
hhh -..-hhh-hhhhhh ,,,. - - ,. ,... .--. ... - .~ . . . -. ,... ,.. 

each character. 

In the expert system based on grouping of characters, it is 

assumed that the characters can be grouped based on the 

commonality that exists in the descriptions of the characters. 

The advantage of such a grouping would be that the same 

parameters need be derived from the speech signal for a 

particular group. The grouping of characters should be based on 

the criterion that the confusability within a cpa~ is maximum 
---.._____ 

while the confusability across groups is less. Arriving at such - .--.\//.-.. -------- - ----.---- ..... ,--,.., ., .. ~ . -, .,, . . , . . ., ~. 

a grouping is a difficult as there are a number of issues that 

need to be addressed. In addition, as the knowledge base 

increases in size to include the descriptions of all the 

characters, the complexity of the expert system increases. In 

the characte~ spotting approach a single expert is used for each 

character. 

5.3.1 Expert System for Each Character 

The advantages of having an expert system for each 

character are: 

(1) The description of each character is unique, and it can 

be represented by a small number of rules. The 

knowledge base of a character expert can be easily 



modified while evaluating the performance of the 

system. 

(2) The knowledge base also dictates the signal 

processing strategy. It is possible to extract 

parameters relevant to each character from the signal 

as determined by its description. 

(3) Exception handling is simple, because it is 

possible to incorporate additional rules without 

excessively increasing the number of rules. 

All the character experts can act simultaneously on the 

speech signal to spot the respective characters. This structure 

enables parallel processing techniques to be applied to take care 

of the large number of character experts. The expert system 

consists of (1) ~coustic-phonetic knowledge base, (2) Inference 

engine, (3) Acoustic Processor and (4) Working memory 

The proposed model for implementation of individual 

character experts and combining them to get a symbol sequence 

corresponding to the speech signal is indicated in Fig.5.2. The 

output of ea,ch character expert gives the confidence level with 

which the character is hypothesized. It is expected here that 

each expert is spotting the associated character with maximum 

confidence, whereas other characters incorrectly spotted by any 

particular expert have lesser confidence. The integration of the 

outputs of the experts is done by some simple thresholding 

scheme. The alternatives at any point of time are limited by 

rejecting all characters which have confidence level below a 

certain threshold. The output of the acoustic-phonetic expert 



Fig. 5.2. Model of speech signal-to-symbol transformation system 

based on character spotting approach 
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bl ck is a sequence of characters with b l - t e r n ~ e J a n d  ...t he* - _  1- - / 
- - -  

associated ponf idencq levels .l/; 
\ -- ---. - - --- - - 

5.3.2 Issues in Designing a Character &pert 

The functional block diagram of a character expert is given 

in Fig.5.3. The main issue in designing a character expert is 

the integration of numeric and symbolic knowledge. 

From Section 5.1 we see that there is a necessity for 

integrating the qualitative and quantitative data when the 

character expert is to spot a character in a given utterance. For 

example the location cues of /ka:/ ( ) are described in terms 

of gross features like silence, vocalic, aspirated and burst. But 

the features are to be interpreted from the speech signal using 

numerical data. So in order to hypothesize the location of 

a :  ( )  it is necessary to match the description of the 

character in terms of features which are themselves read from 

numerical data obtained by signal processing. 

Various signal processing techniques are used on the speech 

signal under the control of the inference mechanism to extract 

the parameters from the speech signal that are relevant for a 

particular feature. Algorithms are written to extract parameters 

from the speech signal. The relevant parameters extracted for 

that character are stored in buffers. The data in the buffers is 

analyzed to match the parametric description of a feature. The 

results of the matching are stored in a special type of data 

structure, like pointers, and the details available in this data 

structure are feature name and its attributes like time of 

beginning, time of ending and the duration. Special procedures 



Fig. 5.3. Functional block diagram of character expert 
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are written to convert the acoustic description given by the 

phonetician to a set of IF..THEN rules. The results obtained 

after a rule has been fired are stored in another data structure 

which contains a description of the character in terms of its 

attributes. similarly, procedures are written to , Q k e  care of - _.. -..-.. .. .*,- .L. - - ..-,--/ - "-. . ,..- , - - - - -  

-- _--,, -c-/-----.,---- 
the intrinsic cues, coarticulation she fine features 1 namely .....--.-.-,-*+--, ~.-" /-.-.._.- 

..___--~...,.Li__--...~-. .. ____..,~ - . _  

cues and context-dependent cues. The procedures or functions 
-.---- - /-------- -. .--- -~-- ". - .--*-.. --- - 
check for the particular parameter or feature to be in the 

specified range, and based on the results returns a confidence 

measure. Thus the expert's description of a character which is 

mostly symbolic in nature and the parametric representation of 

symbols which involves numerical or quantitative analysis are 

integrated in the expert system using specific data structures -- \- . --- _ 
The rule base for spotting the character /ka:/fl) 

and the associated fuzzy table are given in Appendix 2. 

5.4 Implementation Details of a Character Spotting Expert System 

5.4.1 Description of Working of a Character Spotting Fxpert System 

The opwations during signal-to-character transformation are 

mainly numerical computation, analyzing the parametric data and 

symbolic manipulation. It is advantageous to encode this 

operational knowledge as IF..THEN rules. The rule base is divided 

into number of groups in order that the search in the rule base 

can be reduced.   his also gives structuredness to the rule base. 

Generally a group is made up of rules which are applicable to a 

particular context of analysis. So a context name is associated 

with each of the groups. A simple and flexible grammar is used 



for the rules, the syntactic and semantic details of which are as 

follows: 

Fuzzy concepts are introduced into the expert system by 

a s s i g n i n g  g r a d e  m e m b e r s h i p  t o  t h e  c o n d i t i o n s  a n d  

predicates(antecedents) in the IF...THEN rules, are evaluated. 

The grade membership is usually a value between 0.0 to 1.0. 

However in our case we assign integer values between 0 to 127 to 

reduce the computational complexity. The action part of a rule 

can be a predicate. In this case, if the condition part of the 

rule succeeds, then the maximum of the condition value and the 

current value of the predicate is assigned to it as its new 

value. Sometimes a rule cannot be trusted beyond a limit 

irrespective of its condition being true (i.e., grade membership 

value of 127). In this case the predicate appearing in the action 

part should not be assigned more than a maximum limit set for 

that rule. This is taken care of by an option < const > included 

in the grammar of the rule base. This sets the above said limit 

and is called the gramaticality of the rule. Fig. 5.4 shows the 

grammar of the rule base. 

There a,re two types of functions permitted in the rule. One 

of them, the system functions, are directly implemented into the 

inference engine. This increases the efficiency of the system 

when evaluating these functions. Another important characteristic 

of these functions is that they do not change the external data 

memory. The other type of function are the user defined 

functions. 

The rules are created as a text 'file. The rules are 

compiled and internally represented in a form that is suitable 



Rule Base : . 

$ <context> 

{ <const> ) IF <cond> 

THEN <action> { , <action> ) 

<cond> --> func ( )  1 func(pararn,param) (pred 1 const 
<action> --> func() lfunc(param,param)lpred 

<param> --> func()~func(param,param)~pred~const~v 

cond - condition, func - function, param - parameter, 
pred - predicate, const - constant, v - variable 

Fig.5.4. Grammar of the rule base 



for the inference engine. The inference engine uses a #'single 

passw strategy. Successful rules are fired in the order they 

occur. Conditions are checked first and if the condition value is 

greater than or equal to the threshold, the rule is triggered 

i.e., the action part is executed. Facility is provided to 

remember the value of the evaluated condition function until any 

other user function is executed. An assumption made here is that 

execution of the condition in the rule with same argument does 

not change the state of the system unless a user function is 

fired. 

5.4.2 Procedural Block Diagram of Expert System 

The internal block diagram of the expert system is shown in 

Fig.5.5 The overall design is highly modular. The 1/0 

requirements of each of the procedures are clearly specified. All 

constants, thresholds and fuzzy curves are kept in a look-up 

table of records of variable size. The inference engine is 

permitted to communicate with function/action procedure block and 

the knowledge base. It can also use a section of working memory 

in case of bpcktracking. Test functions and action procedure 

blocks can communicate with other blocks as shown in Fig.5.5. 

It is this block which can read/write into the intermediate 

data structure and which can call the parameter examine routines 

for feature detection. The parameter examine routines are self 

contained and general enough to detect all the features in all 

situations. The routines refer to the tables for various 

constants and fuzzy curves. Another aspect of the design is to 

provide interactive tracking and tuning facility which can help 
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in interactive debugging in rule base. This facility provides the 

setting and resetting of break points, skipping a rule and 

displaying/modifying a data. This unit can access all state 

variables of the engine and also data and table memory. 

A detailed description of the various blocks in Fig.5.5 may 

be found in the Appendix 3. 

X4.3 Inference Flow and Working of the Expert System 

The sequence of steps followed by character expert for 

spotting a character in a continuous speech recognition are as 

follows : 

(1) Initialization 

(2) Hypothesizing the possible location 

(3) Intrinsic cues to identify vowel and consonant segments 

(4) Coarticulation cues to identify the consonantal 

segments in a character 

(5) Context dependent cues to identify the character. 

The inference engine works on the rules of the knowledge 

base and speech data. On successful matching of premises of a 

rule, the action specified in the rule is performed and the 

working memory is updated. The acoustic processor in the 

character expert processes the speech signal under the control of 

the inference engine whenever any rule in the knowledge base 

requires specific signal processing to be performed on the speech 

signal. The output of the processor is stored in the working 

memory from where the inference engine can access it whenever 

required. The activation of rules in the knowledge base is 



continued until there are no more rules to be triggered. The 

confidence with which the character is spotted is obtained from 

the working memory. 

Summary 

This chapter discussed in detail the different knowledge 

representation schemes and our choice for representing the 

acoustic-phonetic knowledge. Organization of this rule base and 

its activation are also discussed. Reasons for choosing the 

method of developing an expert system for each character are 

explained. The issued involved in the design of expert system 

with particular reference to the use of fuzzy mathematical 

concepts for knowledge activation are discussed in detail. 

Working of various blocks of character spotting expert system is 

explained. The results obtained by testing a large number of 

character spotting systems on a large data base and the 

performance evaluation of prototype expert systems are discussed 

in the next chapter. 



CHAPTER- VI 

PERFORMANCE EVALUATION OF CHARACTER SPO'ITING EXPERTS 

The o b j e c t i v e  o f  t h i s  c h a p t e r  is t o  i l l u s t r a t e  t h e  

p e r f o r m a n c e  o f  t h e  c h a r a c t e r  s p o t t i n g  e x p e r t  s y s t e m s  on  

continuous speech of s e v e r a l  u t t e rances .  Seventy f i v e  c h a r a c t e r  ,-~.- -.--, 
__ --. - .... 

\___"I- .. . -  _,__ - - -  ' yq- I 
e x p e r t s  a r e  chosen f o r  use i n  t h i s  study. S i x t y  n ine  sentences  i-/j  

--.- -- __I___Z___,_ ,._ ..---..,.--.... ._ . ."._ . . .. - .  1 ,,. , -. ----- i 
.*.-- , 

; 6 <; A, 
c o l l e c t e d  from a  s t o r y  book i n  H i n d i  form t h e  t e s t  d a t a  f o r  i...,.-... .& 

performance eva lua t ion  s t u d i e s .  The c h a r a c t e r s  and sentences  used 

i n  t h i s  s t u d y  a r e  l i s t e d  i n  t h e  Appendix 4. The c h a p t e r  is 

organized a s  follows: I n  Sec t ion  6.1 w e  d e s c r i b e  t h e  experimental  

cond i t ions  under which t h e  performance eva lua t ion  is c a r r i e d  out .  

The s e c t i o n  a l s o  desc r ibes  t h e  proposed experimental  s t u d i e s  t o  

i l l u s t r a t e  t h e  working o f  t h e  s p o t t i n g  e x p e r t  f o r  d i f f e r e n t  

groups of confusable  cha rac te r s .  I n  Sec t ion  6.2 w e  d i s c u s s  t h e  

performance of  t h e  system f o r  s p o t t i n g  t h e  g r o s s  f e a t u r e s  used i n  

l o c a t i n g  t h e  p o s s i b l e  reg ions  of cha rac te r s .  The performance of 

v a r i o u s  s t a g e s  i n  t h e  working of a  c h a r a c t e r  s p o t t i n g  e x p e r t  is 

d i s c u s s e d  i n  S e c t i o n  6.3 f o r  a few c h a r a c t e r s .  R e s u l t s  f o r  

s e v e r a l  g r o u p s  o f  c h a r a c t e r s  o v e r  a l l  t h e  u t t e r a n c e s  a r e  

p r e s e n t e d  i n  S e c t i o n  6.4. I n  t h i s  s e c t i o n  w e  show t h a t  w i t h  

proper  tun ing  of t h e  r u l e s  and fuzzy t a b l e s  it is p o s s i b l e  t o  g e t  

good performance f o r  s e v e r a l  confusable  c h a r a c t e r  sets. F ina l ly ,  

t h e  r e s u l t s  of signal- to-symbol t ransformat ion  us ing  seventy f i v e  

w e l l  tuned c h a r a c t e r  e x p e r t s  on two--utterances a r e  i l l u s t r a t e d  i n  -- . ,, . .,- :,,-,-. 

S e c t i o n  6.5. These r e s u l t s  show t h e  p romise  o f  t h e  approach  

presented  i n  t h e  t h e s i s ,  al though ex tens ive  tuning  of t h e  r u l e  



base for large number of characters is needed before the approach 

can be used in practice. 

6.1 Experimental Conditions and Proposed Studies 

Before we actually start to analyze the results and evaluate 

the performance of the character spotting systems, we again 

stress here that our goal is signal-to-symbol transformation to -.- -----< 

capture the phonetic information -".-- - - . in the speech signal as much as 
I >._ _, ' ^ ,--___ _ -- --a--*r*'--' I--- - .+<. -.. -. .- ..." 

possible. This reduces the complexity of the symbol-to-text ---- 
conversion stage in a continuous speech recognition system. In 

our case we have chosen the characters of the Indian language, 

Hindi, as symbols, and the data used is fluent speech spoken by 

native speakers. The structured nature of the language and the 

un i que re 1 a t-_i_p &e:wz~-~= sppk/~ u t * e r ~ ~ ~ ~ . ~ d ~ , ~ ~ ~ ~ ~ - ~ ~ ~ t , t e ! !  
-- ---4 --* -.". ---- *- 

>llows-.~~s -I~/ --+kl------+- o c l e a r l ~ d e - E k e  - ._.l-j.- the --,- _ rules . -. - - --- 
governing the transformation from speech to characters in Hindi. 

Our approach to the solution of the problem is unique in the 

sense that we are attempting here to spot the symbols in a given 

utterance. The symbols are well defined in terms of articulatory, 

phonetic apd acoustic features. We use a knowledge-based 

approach wherein the rules relating various characters and their 

representation in terms of features or parameters of speech data 

are obtained from different sources. Spotting of the characters 

is done by activating the knowledge and using fuzzy mathematical 

concepts to derive confidence levels to the results of spotting. 

The number of characters is large (about 5000) but the rules that 

are used for each character spotting system are only a few (about 
&-----I 
. The spotting systems use a simple inferencing mechanism. 



Performance is evaluated by looking at the confidence levels with 

which a character is spotted in continuous speech. 

The speech data consists of utterances of the test sentences 

(See Appendix 4) in Hindi read by a native speaker. Each 

utterance is at least 1.0 second long and is spoken normally. 

The data is recorded in an ordinary laboratory room using a 

directional microphone. The data is sampled at 10 kHz and 

digitized using 12-bit precision. The data is processed on a 

VAXSTATION system (details of the system are given in 

Appendix 5). For these studies all the parameters are extracted 

off line. Fuzzy tables were constructed for different character 

experts. Except for a few gross cues, which help in 

hypothesizing the possible presence of a character and its 

boundaries, each character has its own fuzzy table. The fuzzy 

tables were prepared initially with the help of expert 

phonetician. These tables were refined based on the results of 

experiments conducted on a large set of data. 

The performance evaluation studies are mainly meant to 

illustrate how different segments of knowledge in the form of 

rule-base aud fuzzy tables influence the confidence level of /;d 
character spotting. ur first-eygeriiaent is on spotting the 

__I____ " A*- - 
gross features which are used to locate the possible regions of a ---- - .- -- - -- - ------ " 4 .- --.-- - 
character. It is essential that the rules and fuzzy tables 

related to these rules are tuned in such a way that the features 
'2 'b 

are identified with high confidence. our second experiment is to .----- -.,..= .-.* - 

illustrate the detailed--uarking of spotting experts for a few 
--- - - "- * .  - 

characters. The main purpose of this is to show how the 

ambiguities at the gross feature identification level are 



resolved using the intrinsic and contextual rules. Our next set ---- .̂ - ---- 
r- - - " . . -  

of experiments are designed to illustrate performance of the 

character spotting experts for yeveral confusable character -. A sets 
(6 ! ----- --- . _. , - 4- 
v 

over all the test utterances. dur final experiment consists of 

running all the seventy five character spotting experts on 

utterances of-to illustrate the overall performance 

of the proposed signal-to-symbol transformation for continuous 

speech in Hindi. These experiments are discussed in detail in 

the following sections. 

6 2  Experimental Studies for Spotting Gross Features 

Spotting of a character is done in two stages, namely, 

locating the possible presence of the character based on gross 

features and identifying the character using intrinsic and 

contextual cues in the located regions. We describe an 

experiment to spot the gross features corresponding to the CV 

characters where C is any of the five unvoiced unaspirated stop 

consonants, and the V portion is the vowel /a:/( 3m. The gross 

features are vocalic for vowel portion and unvoiced closure 

(unvoiced silence), burst and aspiration for consonant portion of 

a character. The parameters used for these features are: 

energy (ENR) , first linear prediction coefficient (LP 1) , high-low 
frequency energy ratio (HLR) , spectral distance (SPD) and spectral 
flatness(SPF). The results of spotting these features are given 

in terms of the confidence with which each feature is spotted. 

Only the rules relevant to feature spotting are used on all 'the 

test utterances. The gross features occur in various contexts in 

the test data. Table 6.1 shows the results of testing the expert 



Table 6.1 Perf ormance characteristics 

for gross feature identification 

FEATURES 

Notation used in the table : vP/P I (CONF) I 
P indicatas the number of times feature 

is hypothesized 

Q indicates the number of times the feature 

occurred in the data 

CONF indicates the confidence with whioh 

the character is hypothesized. Minimum 

confidence is indicated for diagonal 

terms. Maximum confidence is indioated 

for off diagonal terms 



systems for locating the features using their parametric 

description. Entries in the table are of the type P/Q which 

indicate the number (Q) of occurrences of the feature in all the 

utterances and the number (P) of times the feature is spotted. 

The entry also gives in parentheses the lowest conf -. idence_-_leygl ---.-. -.,.- 
,--------- - - "  

among the occurrences in the case of the correctly identified 

feature and the - highest I_____ b~~nfidep$y level in the case of wrongly _ __--- - . I-*%- - -- ' - _..- 

identified feature. There are a large number of vocalic regions 

present in the data. This is mainly because most of the 

characters end with a vowel. The confidence level in spotting 

the vocalic regions is the maximum possible in almost all the 

places where these regions are present. This is indicated as 127 

in parentheses corresponding to the vocalic feature in Table 6.1. 

Similarly the features unvoiced closure, burst and aspiration are 

spotted and their confidence levels are given in Table 6.1. It 

is seen that there are some misclassifications by the closure, - - 4-- -.., _ -... L. 1 - 
burst - and - aspiration features, whereas there are no 

W"\-,- .- . *-- . - ' -- - 
- I -  _ "  

misclassifications by the vocalic features. 
_ I _.,?I .- . - . ,  

6 3  Illustration of Performance of a Character Expert 

In this section we discuss the results of applying location - 
rules and h on rules pf character experts. We 
''-4 \,c\ 

consider the following nine characters for illustration: 

/ka:/( W ) f  / a /  f a :  f a :  3 f /pa:/(qT 1 ,  

/da:/( ) ,  /ba:/( a), /ma/(q ) and /na/( X ) .  In particular we 

show how evidences (though vague) from different rules can be 

effectively combined to arrive at correct decisions. Moreover, 

the discussion also shows that the performance of a character 



spotting expert can be improved continuously by modifying the -- - .. " - - 

entries in the fuzzy table and also by modifying the rule base as 
A-.. _ _ _  _ - - * - - .  . - --- - 

the character expert is run on more and more data. 

First we consider the character /ka:/(m) for illustration. 

The experiment with / k a : / ( m  ) spotting system consists of 

applying the rules on the speech data corresponding to an 

utterance of a sentence which has some occurrences of the 

character. Fig.6.1 shows the confidence levels at various stages 

in spotting the character. The fuzzy table was initially 

constructed based on the expert phonetician's knowledge and on 

the data analyzed for some utterances containing the character. 

The parameters used to locate the gross features consist of total 

energy, the first linear prediction coefficient, high-low 

frequency energy ratio and some transient features based on plots 

such as spectral flatness and spectral distance. The gross 

features to be identified here are silence, burst, aspiration and 

vocalic regions. The expert system was able to spot the gross 

features wherever they occurred in the utterance. Some other 

regions which do not correspond to these features were also 

spotted. We,notice that a large number of burst regions are 

hypothesized. This is because the parameter values have a wide 

range for burst detection so that they are not missed if present. 

But spurious regions are taken care of when combining evidence 

obtained by applying different rules. The figure shows that there 

are three regions which are located by the rules using gross 

features. But the final hypothesized region based on intrinsic 

and context dependent rules is only one and that is the correct 

region for the character /ka:/(m). 
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Next we consider the character /ca:/( 3 ) where the 

consonant is described as an unvoiced unaspirated affricate. For 

an affricate the burst region is followed by a frication region. 

So frication is included as a gross feature for this character. 

Fig.6.2 shows the confidence levels with which the gross features 

of the characters are spotted. This illustrates that gross 

features need not be same for all the characters and that they 

are decided by the description of the character. 

Similarly, results of character spotting systems for the 

other unvoiced, unaspirated consonants, namely, /$a:/ ( 7-J ) , 
/ta:/( fl) and /pa:/(W) are shown in Figs.6.3 to 6.5. It can be 

seen from these figures and also from Fig.6.1 that aspiration is 

included as a gross feature, though the consonants of these 

characters are described as unaspirated. This is done mainly 

because it is observed experimentally and also from the expert 

phonetician's knowledge that these consonants contain certain 

amount of aspiration. The extent of aspiration as measured by the 

duration is much less than that of the unvoiced aspirated 

consonants. It is also observed that the duration of the 

aspiration region is different for each of the unaspirated 

consonants. This information is used in the location rules when 

the gross features are combined to locate the character region. 

Though the gross features are same, the way they are 

combined in the location rules need not be same for all 

characters. This is illustrated by comparing spotting of voiced 

unaspirated consonant characters with the spotting of unvoiced 

unaspirated consonant characters. Fig.6.6 and Fig.6.7 illustrate 

spotting of characters /ba:/ ( a ) and /da:/ ( a ) , respectively. 
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In the case of these voiced aspirated characters the gross 

features silence, burst and aspiration appear within the vocalic 

region, whereas they generally precede a vocalic region in the 

case of unvoiced consonant characters. Location rules use this 

information when the gross features are combined. 

Another important point to note here is that the threshold 

ranges for the parameters used in the rules for identifying a 

gross feature are not same for all characters. For example, the 

characteristics of silence and burst regions are different for 

unvoiced consonants from that of voiced characters. So different 

thresholds may be used in identifying the gross features for each 

character. 

Hypothesization rules are different for each character. The 

location rules for a character are tuned such that the character 

region is not missed. The hypothesization rules are tuned to spot 

the character with high confidence wherever the character is 

present. This is illustrated in Figs. 6.1 to 6.7 for different 

characters. Results of spotting the nasal characters /ma/( ) 

and /na/( a ) are given in Fig.6.8 and Fig.6.9 respectively. 

The confidence level plots shown so far in this section 

indicate the results corresponding to individual character 

experts where the rules are refined to get the best performance 

from the character expert. In order to study the effectiveness of 

character spotting approach it is necessary to obtain the results 

of running all the character experts on an utterance. In our 

experiments this is done in stages where we consider sets of 

confusable characters and evaluate their performance. This study 

is explained in the next section. 
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6.4 Performance Evaluation for Groups of Characters 

In this section we study the performance of character 

spotting experts for groups of characters, mainly to illustrate 

the results among characters considered to be confusable. In 

particular, we consider the following groups of characters. The 

results for these groups are shown in the respective tables. 

(1) Table 6.2 : Unvoiced, unaspirated consonants with same vowel 

ending. (/ka:/ ( a), a :  (3) , /fa:/ ( a), /tat/ ( fl ) , 

/pa:/( 1 )  

(2) Table 6.3 : Voiced, unaspirated consonants with same vowel 

ending. a :  1 , a :  , /+:/(a 1, /da:/( U 1 , 
/ba:/( a 1 1  

(3) Table 6.4 : Nasals (/ma:/( ) and /na:/( ) ) 

(4) Table 6.5 : Sonorants (/ya:/( ) ,  /ra:/(a ) ,  /la:/(a) , 

/va:/( a 1 1  

(5) Table 6.6 : Fricatives /sa:/ ( a) and /ba:/ (511). 
(6) Table 6.7 : Consonant /k/( & ) with different vowel endings. 

((/ka/( 1, a :  f i f  / : a  f /ku/( 3 1 

/ f /ke/( t 1, /ko/( A ) )  

All these character experts were tuned using large data 

before they were tried on all the test utterances. The 

performance is good in most of the cases. Even highly confusable 

characters such as /ta:/ ( a ) , /ta:/ ( 3T ) and /pa:/ ( T ) have not 

shown much confusion among themselves. 



Table 6.2 Performanoe oharacteristics of 

experts for consonant-vowel (CU) oombination 

C is /k/,/o/,/+/,/t/and /p/ and U is /a:/ 

Notation used in the table I m 
P indicates the number of times ohr.~ioter 

is hvpothesized 

Q indicates the number of times the oharaote 

occurred in the data 

CONF indicates the confidence with which 

the character is hypothesized. Minimum 

confidence is indioated for diagonal 

terms. Haximum confidence is indicated 

for off diagonal terms 



Table 6.3 Performance characteristics of 

experts for consonant-vowel (CU) combinations 

C is /g/,/J/,/d/,/d/and /b/ and U is /a:/ 

Notation used in the table : 

P indicates the number of times charaoter 

is hypothesized 

Q indicates the number of times the character 

occurred in the data 

CONF indicates the confidence with whioh 

the character is hypothesized. Minimum 

confidence is indicated for diagonal 

terms. Maximum confidence is indioated 

for off diagonal terms 



Table 6.4 Performance oharaoteristios of 

experts f o r  consonant-vowe 1 (CU) combinations 
C is / W a n d  /n/ and U is /a;/ 

IDENTIFIED 

Notat 

P ind 

ion used in the table : 

icates the number of times character 

is hypothesized 

Q indicates the number of times the oharacter 

occurred in the data 

CONF indicates the confidence w i t h  which 

the character is hypothesized. Minimum 
confidence is indiaated f o r  diagonal 

terms. Maximum confidence is indicated 

for off diagonal terms 



Table 6.5 P e r f o r ~ a n c e  characteristics of 

experts f o r  consonant-uowel (CU)  combinations 

C is /y/,/r/,/l/ and /u/ and U  is /a:/ 

CHARACTER 

EXPERTS 

/ya:/J/ra:/J/la:/l/ua:/ 

Notation used in the table : 

P indicates the number of times character 

is hypothesized 

Q indicates the number of t i ~ e s  the character 

occurred in the data 

CONF indicates the confidence with which 

the character is hypothesized. 



Table 6.6 Performance characteristics of 

experts for consonant-vowel (CU) combinations 
C is /s/and /;/ and U is /a:/ 

I IDENTIFIED 

Notation used in the table : 

P indicates the number of times character 

is hypothesized 

Q indicates the n u ~ b e r  of times the character 

occurred in the data 

CONF indicates the confidence with which 

the character is hupothesized. Hinimum 

confidence is indicated for diagonal 

terms. Haximum confidence is indicated 

for off diagonal t e r ~ s  



Table 6.7 PERFORMANCE CHARACTERISTICS OF EXPERTS FOR CONSONANT 

UOWEL (CU) COMBINATIONS - C IS /k/ AND U IS ANY UOWEL 

Notation used in the table : 

CHARACTER 

EXPERTS 

/ka/< 4 ) 
/ka:/( ) 

/ki/( b) 
/ki:/( ) 

k u  5 ) 
/ku:/( % )  
/ke/( & ) 

/ko/( ) 

P indicates the number of times character is hupothesized 

Q indicates the number of times the charaoter occured in data 

CONF indicates the confidence w i t h  which the character is 

hypothesized. Minimum confidence is indicated f o r  

diagonal terms and M a x i ~ u ~  confidence is indicated f o r  

off diagonal terms. 

IDENTIFIED CHARACTERS 

5/5 
(120) 

1/5 
(100) 

- 
- 
- 
- 
- 

- 

2/10 
(100) 

10/10 
(120) 

- 
- 
- 
- 
- 

- 

- 
- 

5/5 
(120) 

- 
- 
- 
- 

- 

- 
- 
- 

t i:3, 
- 
- 
- 

- 

- 
- 
- 
- 

6/6 
(120) 

- 
- 

- 

- 
- 
- 
- 
- 

t 
- 

- 

- 
- 
- 
- 
- 
- 

18/18 
(120) 

- 

- 
- 

- 
- 
- 
- 
- 

3/3 
(128) 



6.5 Illustration of Signal-to-Symbol Transformation 

In order to study the effectiveness of signal-to-symbol 

transformation, we have considered spotting of all of 75 

character experts on two utterances. Limitations due to the 

systems available made us chose only 75 character experts for 

this study. The two utterances contain characters from various 

groups we have considered earlier. The two utterances are 

/ma:ta: pita: ko bula: bheja:/(= k a h )  

/pita:ji: ko/ ( a 
The results of these experiments for the two utterances are 

given in Figs. 6.10 and 6.11. All the character spotting systems 

are tuned in order to reduce the misclassifications. Any 

misclassifications that have occurred are given as alternate 

choices for that symbol or character. In the case of the first 

utterance we see that all the characters present in the utterance 

were hypothesized with high confidence level. The character 

/bhe/( br ) was not recognized because it does not form part of 

75 character spotting systems. In the second case also the 

characters contained in the utterance are identified with high 

confidence level although there were some misclassifications as 

shown by the character lattice in Fig.6.11. 

The results of this experiment suggest that character 

spotting does help in achieving signal-to-symbol transformation 

in Indian languages. The main advantage here is the unit chosen 

for signal-to-symbol transformation and also the spotting 

approach adopted for signal-to-symbol transformation. It also 

suggests that a large number of experts to recognize the 

characters is really not an issue since each expert uses only a 

few rules and refining the rule base is not a complex task. 
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Fig.6.10. Illustration of signal-to-symbol transformation for 

utterance 1. The confidence level and the region 

spotted by each character expert are indicated. 
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Fig.6.11. Illustration of signal-to-symbol transformation for 

utterance 2. The confidence level and the region 

spotted by each character expert are indicated 
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Fig.6.11. Illustration of signal-to-symbol transformation for 

utterance 2. The confidence level and the region 

spotted by each character expert are indicated 



CHAPTER- VII 

SUMMARY AND CONCLUSIONS 

This thesis addressed some issues in the development of a 

speech recognition system for Indian languages. The ultimate 

goal of this research is to develop a speech-to-text conversion 

system for Indian languages. The system should give text output 

that can be understood by a human reader. In this respect the 

text need not be error free. The system should however be task 

n t  , speaker independent and vocabulary indepens-ent . It --__ - --- C__-- - - -  . - 

should accept speech carefully read out from a text in an 

ordinary office room environment. The objective is to adopt an 

approach in the design which will eventually accomplish these 

goals. 

Speech-to-text conversion involves two stages, namely, 

speech signal-to-symbol transformation stage and symbol-to-text 

conversion stage. Review of literature suggests that the most 

important block in a continuous speech recognition system is the 

transformation of speech signal into symbolic form in order to --. - 
--_--L- " , _  - . _ _  _.. .r . -  < .  

capture the significant phonetic informati%n in the input. 

Therefore in this thesis we have discussed some issues related to 

the signal-to-symbol transformation for the Indian language, 

Hindi. The most important issue is the choice of symbol itself. 

Proper choice of the symbol significantly reduces the complexity 

of the symbol-to-text conversion stage. In most Indian languages 

generally ~ e - - w _ r ~ e - w ~ ~ w e - - s p e a k  and we speak wh-~t we -- wyite.I1. 

Due to this phonetic nature of these languages we have chosen 

147 



characters as basic units or symbols. Characters consist of 

vowels(V), consonants(C), consonant-vowel combinations(CV, CCV, 

CCCV). Spotting the characters in continuous speech is adopted as 

the basic approach for signal-to-symbol transformation. Since the 

number of characters in Hindi is large (about 5000), we have 

considered in this study only a subset of characters, numbering 

consisting of the vowels(V) and the consonant-vowel(CV) 

combinations. This choice was primarily dictated by the fact that 

these characters occur frequently in Hindi text and also because 

the design philosophy' can be extended to other characters in a 

straightforward manner. Moreover, characters consisting of 

consonant clusters such as CCV and CCCV have much more redundancy 

and are relatively easier to spot in continuous speech. 

To realize the character spotting approach it is necessary 

to acquire the relevant acoustic-phonetic knowledge for each 

character and to represent the knowledge in a suitable form. 

Description of the characters . in terms of the speech production 

mechanism, the acoustic manifestation of speech for each 

character and the description of acoustic features in terms of 

the parameters of the speech signal, .all these constitute the 

acoustic-phonetic knowledge. The main source of this knowledge is - --- 
an expert acoustic-phonetician who can express the features of 

the characters in terms of the articulatory and acoustic 

parameters and relate them to the features and parameters 

derivable from *:he speech signal. The other sources of knowledge 

are the literature and experimentation. We have adopted all of 

these to derive the acoustic-phonetic knowledge for the 340 

characters. This knowledge. is represented in the form of 



production rules. The rules for each character are organized in 

the form of location rules, intrinsic rules, coarticulation rules -----------_- __l_____--- I__ -- - -  - - I. _. l l* 

and context deagdddeent rules, G f e a u q e s  - such as vocalic, 

aspiration, burst and silence were used to identify possible 

regions of the location of the character. Rules for spotting are 

activated by using an expert system for each character. Due to 

the ambiguous nature of the features and their relation to speech 

parameters, fuzzy mathematical concepts were used to infer the 

results of activation of the rules. The confidence values are 

derived with tho help of a fuzzy table for the parameter values 

while activating the rules. The advantage of this approach is 

that the fuzzy table entries can be refined based on the 

experimental results on a large set of speech data. The rule base 

can also be continuously updated by adding, deleting and 

modifying the rules. 

Only B o f  the 350 characters were tested over a large data. 

The rule base and fuzzy tables for these 75 character experts was r , .. _--__ - " 

refined during experimentation in order to get a good d P*. '  
-/--- -.-J\ 

performance for character spotting. The performance of the 

character spotting experts was studied on utterances of 69 test 

sentences in Hindi. The performance evaluation studies show that 

the gross features used for location are spotted with high 

confidence level. Experiments were also conducted on subsets of 

confusable characters. The results show that the normally 

confusable characters such as /ta:/( ) /ta:/( ;$r) and 

/pa:/( W )  and /ma:/ (m) and /na:/(;TT) could be spotted with 

a high level of confidence. Signal-to-symbol transforniation of an 

utterance of a sentence generates a character lattice which 



suggests that significant phonetic features in the signal can be 

captured through a string of characters. All these results were 

demonstrated using only 75 character spotting experts. 

The main contributions of this thesis are the following: 

(1) Demonstration of the significance of the acoustic-phonetic 

knowledge to extract the phonetic information in the 

speech signal in symbolic form. 

(2) Importance of the choice of characters as symbols in the 

development of a speech-to-text conversion system for 

Indian languages. 

(3) Acquisition and representation of acoustic-phonetic 

knowledge for characters in Hindi. 

(4) Development of a rule-based expert system for character 

spotting in continuous speech in Hindi. 

(5) Use of fuzzy mathematical. concepts in interpreting the 

results of activation ef the rules for character spotting. 

(6) Demonstration of the potential of character spotting 

approach for continuous speech recognition in Indian 

languages. 

This thesis is only an attempt to show the possibility of 

using a character spotting approach for continuous speech 

recognition in Hindi. The scope of the study was restricted to a 

few characters occurring in Hindi. But it requires a lot of 

manual efforts to collect the acoustic-phonetic kn-owledge and to 
1- 1-- 

-'-- - --  -- --.-. --- - -__ __ -- ----., + .. .-,- -,. ,-'- 

I tune the :rule base and the entries in the fuzzy tables. However, 

this is only a one time effort. Once it is done, it helps to 

develop a speech-to-text system that is task independent and 

vocabulary independent. Tuning the rules and tables is also 
i ,  

/' , \. 
-31,.6-; ",; . 

/ 
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needed to accomplish a good recognition performance independent 

of speaker. 

Basically the whole set of character experts have to be imp- 

lemented and the results of these systems acting simultaneously 

on the speech signal have to be studied from various angles like 

better performance and real-time response. It is observed that in 

a few spotting systems 'the fuzzy tables have to be refined based 

on speech from various speakers. This refinement i ~ & k n ~ m a n u a l l y  ------ ---- . 

. L-T It has to ,-' be,axtomated. ,_- - This means that the system i/ 
has to be provided with the learning capability to refine the 

rules automatically. A system that combines the learning capa- 
j# 2 T .  

- ? bilities of neural networks at the lower stage (speech parameters Ib,,, 
L to acoustic feature transformation) with the knowledge-based , , ' y - 3 -  

approach in feature to character conversion can be implemented. I t 
It is possible to achieve real-time response from the system if,, 

all the character spotting experts are implemented in parallel. 

It is also possible to explore grouping the characters so that 
L. 

any common rules need be applied only once. 

There is scope to improve the performance of the character 

spotting by using other approaches like the hidden Markov model 

(HMM) and artificial neural networks(ANN). It appears that a 

combination of these methods may have to be developed to deal 

with the variations and ambiguities in speech. The main thrust in --. .- 

,this development should be to provide methods to process the -. -- - ---- . --.- I- - 

signal in a manner suitable to spot a given character. While the 
-. . - _/-I------ - l- _ 
character spotting approach seems to be promising for phonetic 

languages like Indian languages, it is not clear at this stage 

how successful this will be for languages like English. 



Appendix I 

DESCRIPTION OF CHARACTER SET 

In this appendix, we list all the 340 characters occuring as 

consonant-vowel combinations. For each Hindi character, the 

notation we follow to represent it and the equivalent Computer 
1 

Ponetic Alphabet (CPA) notation are provided. The description 

of the character is given in detail. Some of the characters 

could not be represented using Computer Phonetic Alphabet. We 

have used the nearest fit. 

The notation which we follow for the description of the 

character in terms of phonetic and articulary features is 

explained below. In this notation we have used the diacritic 'ht 

to represent aspirated sounds. For some sounds in Hindi where 

there is no equivalent in CPA, nearest diacritics are used to 

represent the equivalent CPA notation. 

In this report, all noncluster characters in Hindi are 

described in terms of the following set of features: 
- 
( 1) Front I (8) Unrounded 1 (15)Unaspirated (22) Retrofiex . 
(2) Back ;' (9) Short ; (1G)Velar (23 j Fricative 

I 
1 

(3) Central (10) Long (17) Palatal (24) Lateral . 
r--- 

'( 4 ) Open (11) Diphthong (18) Alveolar (25)Trill 
I 

(5) Close (12) Voiced (19) Dental (2 6) Semivowel 

(6)Halfclose (13)Unvoiced (20) Bilabial (27) Nasal 
, 

r 

(7) Rounded ( 14) Aspirated (21) Labio-dental 

Notation: 

{ } Beginning and end of the description. I ( 'Followed byt. 

( , ) All features within parentheses separated by commas 

should be present simultaneously, 



Cor~~yu!sr phor,c!ic ~;l , l~;lbcl  ';CI'A) comparcd with the inter- 
:~.I!lurldl p!~otlcr~. illph3bet (!. 'A), includ~ng keywolds for en- 
g; i ih  ard trcr~c.!~ 
- . - - - p- - - . .- -. -. - 

CI'A k n g i ~ s h  keyword Frcnch keyword IPA 
- - -- - - - -- - - 

crenm 
bi: 

bait 
bcr 
bird (r-1s)) vicriarlt) 
bal 

syn!lir,:rc 
by 
COW 

boy 

yank 

wick 
which 
12p 
rap (rerroflrx) 

cri 
fichc (Que) 
tee 
lilitr 

pstte 
pate 

coup 
tou!e (Oue) 
2 e ; l U  

nolc, lcrt 
v u 
butte (Qur) 
leu 

hwvf,  9cur 
quztrr  

vin (Vur )  
vin 
vent (Qur) 
vcEt 
pon t 
brun 
maillo: 
!lull 
ou: 

l l !  

rond (apical) 
rond (uvular) 

m* I' mo 11 1 
nip n ~ d  
bottle (syllabic) 
bird, hcrrtcr (syllabic) 
bottom (syllabic) 
button (syllabic) 

oignon 
sing camping 
foe fait 
very vie 
thin 
thcy 
s11 sou 
zip bisr 
chute champs 
vision j e  
lrit ha! ha! 
pit Po"' 
bond bon 
I C i I  toll 

dip donc 
cake cape 
give gant 
cheek 
jeep 

(glottal stop) 
(silence) 

Computer Phonetic Alphabet(CPA) reproduced from 

R e f . 1 .  Matthew Lennig and Jean Paul Brassard, llMachine-Readable 

Phonetic Alphabet f o r  English and Frenchw, Speech Communication, 



No. Phon- Hindi CPA 
e t i c  Desc r ip t ion  
Code Symbol Code ................................................................... 

1 / a /  .:3T 3 ( ( S h o r t ,  Open, Central /Back,  Unrounded) 

2 / / :$ LA] { (Long, Open, Back, Unrounded) ) 

3 / i / 5 [I] ( (Shor t  , Close , Fron t ,  Unrounded) ) 

i- 

4 
-3 / i : j  q i { (Long, Close ,  F ron t ,  Unrounded) ) 

5 / u / b1 { ( S h o r t ,  Close ,  Back, Roundedj ) 

6 / u : 1 ...:i> - CuJ { (Long , Close ,  Back, Rounded) ) 
. 

7 / e l  k3 { ( S h o r t ,  Hal f- c lose ,  F ron t ,  Unrounded)) 

8 / a i l  ' !t j { ( ( S h o r t ,  Open, C e n t r a l ,  Unrounded) 1 
(Shor t ,  C l o s e ,  F ron t ,  Unrounded), 
Diphthong) ) 

9 / o /  : .-. { ( S h o r t ,  Hal f- c lose ,  Back, Rounded) ) 

10 au  -::a - -  I;.J { ( ( S h o r t ,  Open, Back, Unrounded) I I 
(Shor t ,  C l o s e ,  Back, Rounded) , 
Diphthong) ) ................................................................... 



................................................................... 
No. Phon- Hindi CPA 

etic Description 
Code Symbol Code ................................................................... - - 

11 )ka/ p FA] ((Unvoiced, Unaspirated, Velar) ( I 
(Short, Open, Back, Unrounded) ) 

12 1 ka:/ ' ]  ( (Unvoiced, Unaspirated, velar) I I 
(Long, Open, Back, Unrounded) ) 

is / ki / 1 ;  PI] ( (Unvoiced, ~naspirated, Velar) I I 
(Short, Close, Front, Unrounded)) 

14 k :  ;f;t p i  ( (Unvoiced, Unaspirated, Velar) I I 
(Long, Close, Front, Unrounded) ) 

15 /ku / Eu] { (Unvoiced, ~naspirated, Velar) I I 
' cC (Short, Close, Back, Rounded) ) 

16 / ku:/ , ku-) ( (Unvoiced, Unaspirated, Velar) I I 
,>.. (Long, Close, Back, Rounded) ) 

17 /ke / ;f; E ( (Unvoiced, Unaspirated, Velar) I I 
(Short, Half -close, Front, Unrounded) 

18 jkaij $5 a ( (Unvoiced, Unaspirated, Velar) I I 
((Short, Open, Central, Unrounded) 1 1  
(Short, Close, Front, Unrounded), 
Diphthong) ) 

19 1 ko / f ( (Unvoiced, unaspirated, Velar) I I 
(Short, Half-close, Back, Rounded) ) 

20 I I kau 1 L- kawj ( (Unvoiced, Unaspirated, 
((Short, Open, Back, Unrounded) 
(Short, Close, Back, Rounded) , 
Diphthong) ) ................................................................... 



................................................................... 
No. Phon- Hindi CPA 

etic Description 
Code Symbol Code ................................................................... 

21 / m a /  T;I [kh~] ( (Unvoiced, Aspirated, Velar) ( I 
(Short, Open, Back, Unrounded) ) 

22 /ma:/ [ k ~  1 ( (Unvoiced, Aspirated, Velar) I I 
(Long, Open, Back, Unrounded) ) 

23 /mi/ fq 7.. . [khl] ( (Unvoiced, Aspirated, Velar) ( I 
(Short, Close, Front, Unrounded) ) 

24 /mi:/ [khij ( (unvoiced, Aspirated, Velar) I I 
(Long, Close, Front, Unrounded) ) 

25 q rkhu] L ( (Unvoiced, Aspirated, Velar) / I 
.+ 0 (Short, Close, Back, Rounded) ) 

26 /mu:/ Fr :khul ( (Unvoiced, Aspirated, Velar) 1 
C. (Long, Close, Back, Rounded) ) 

27 / m e /  -Q [kh~l ( (Unvoiced, Aspirated, Velar) I I 
(Short, Half-close,Front, Unrounded)) 

2 8  ,'mad $3 [)rhajl ( (Unvoiced, Aspirated, Velar) I I 
((Short, Open, Central, Unrounded)l 1 
(Short, Close, Front, Unrounded), 
Diphthong) ) 

29 / kho / Tjl [khoj ( (Unvoiced, Aspirated, Velar) I I 
(Short, Half-close, Back, Rounded)) 

30 I /khau/ -3 [khawj ( (Unvoiced, Aspirated, Velar) 1 I 
( (Short, Open, Back, Unrounded) I I 
(Short, Close, Back, Rounded), 
Diphthong) ) _------_____- -_------------------------------------------------ 



No. Phon- Hindi CPA 
etic Description 
Code Symbol Code ................................................................... 

31 /ga/ [gA] { (Voiced, Unaspirated, Velar) I I 
(Short, Open, Back, Unrounded)) 

32 ha:/ [9A] ( (Voiced, ~naspirated, Velar) 1 1 
(Long, Open, Back, Unrounded)) 

33 /gi / iq [gl] ( (Voiced, Unaspirated, Velar) 1 I 
(Short, Close, Front, Unrounded)) 

34 g :  bi] ( (Voiced, Unaspirated, Velar) I I 
(Long, Close, Front, Unrounded)) 

35 k u /  7.1 Lgu] ((Voiced, Unaspirated, Velar) I I 
..A?- (Short, Close, Back, Rounded) ) 

36 /gut/ q- [SU] ( (Voiced, Unaspirated, Velar) I I 
,? (Long, Close, Back, Rounded) ) 

37 /ge / 5 ~ g ~ j  ( (voiced, Unaspirated, Velar) I 1 
(Short, Half -close, Front, Unrounded) 

38 /gai/ [gaj] ( (Voiced, Unaspirated, Velar) I I 
((Short, Open, Central, Unrounded) 1 I 
(Short, Close, Front, Unrounded), 
Diphthong) ) 

39 /go/ .lil [go] ( (Voiced, Unaspirated, Velar) I I 
(Short, Half-close, Back, Rounded) ) 

40 /gau/ - [gawJ ( (Voiced, Unaspirated, Velar) I I 
* ( (Short, Open, Back, Unrounded) I ( 

(Short, Close, Back, Rounded) , 
Diphthong) ) ................................................................... 



................................................................... 
No. Phon- Hindi CPA 

et ic  Descript ion 
Code Symbol Code ................................................................... 

4 1  /gha/ 4 [gh~] ((Voiced, Aspi ra ted ,  V e l a r )  I ( 
(Short ,  Open, Back, Unrounded) ) 

4 2  /gha:/ [ g h ~ ]  ( (Voiced, Aspi ra ted ,  V e l a r )  I I 
(Long, Open, Back, Unrounded)) 

4 3  /ghi/ f [ghl] ( (Voiced, Aspi ra ted ,  V e l a r )  1 1 
(Short ,  Close,  Front ,  Unrounded) ) 

4 4  /ghi:/ .;% - [ghi] ( (Voiced, Aspi ra ted ,  Velar) ) I 
, . (Long, Close,  Front ,  Unrounded) ) 

4 5  /ghu/ F?- [ghu] { (Voiced, Aspi ra ted ,  V e l a r )  / I 
...,-, (Short ,  Close,  Back, Rounded) ) 

4 6  /ghu:/ q- I.-, cghu7 ( (Voiced, Aspi ra ted ,  Velar) I 
,:-. (Long,  lose, Back, Rounded) ) 

4 7  /ghe/ -A ;- I -[gh~] ( (Voiced, Aspi ra ted ,  V e l a r )  I I 
' -I (Short ,  Half- close,  Front ,  Unroundedj 

..-A+ 

4 8  /ghai/ cghajj ( (Voiced, Aspirated,  V e l a r )  I 
( ( S h o r t ,  Open,Central, Unrounded) I I 

(Short ,  Close, Front ,  Unrounded), 
Diphthong) ) 

4 9  /gho/ Elf rghO] ( (Voiced, Aspi ra ted ,  V e l a r )  ( I 
(Short ,  Half -close, Back, Rounded) ) 

50 /ghau/ 53 [ghaw] ((Voiced, Aspirated,  V e l a r )  I I 
( ( S h o r t ,  Open, Back, Unrounded) 1 1  
(Short ,  Close, Back, Rounded), 
Diphthong) ) .............................................................. 



No. Phon- Hindi CPA 
etic Description 
Code Symbol Code ................................................................... 

51 / ~ a /  7 [tSAj ( (Unvoiced, Unaspirated, Palatal) I ( 
(Short, Open, Front, Unrounded) ) 

52 ha:/ 5 [~sA] ( (Unvoiced, Unaspirated, Palatal) I I 
(Long, Open, Back, Unrounded) ) 

53 hi/ fi3 L~sI] ( (Unvoiced, Unaspirated, Palatal) I 1 
(Short, Close, Front, Unrounded)) 

54 hi:/ [tSi] { (Unvoiced, Unaspirated, Palatal) I 1 
(Long, Close, Front, Unrounded) ) 

55 /cu/ - '.- LtSUJ ( (Unvoiced, Unaspirated, Palatal) I I 
L> (Short, Close, Back, Rounded) ) 

56 /cu:/ - (tSd ( (Unvoiced, Unaspirated, Palatal) I I 
c. (Long, Close, Back, ~ounded)) 

57 /ce/ ---+ -- ~ S E ]  ( (Unvoiced, Unaspirated, Palatal) I I 
( -  i 

(Short, Half-close, Front, Unrounded) 

58 /cai/ - (t~al ( (Unvoiced, Unaspirated, Palatal) 1 I 
( (Short, Open, Central, Unrounded) 1 I 
(Short, Close, Front, Unrounded), 
Diphthong) ) 

59 /co/ itsol ( (Unvoiced, Unaspirated, Palatal) I I 
(Short, Half-close, Back, Rounded)) 

60 /cad 4q Ltsawl ( (Unvoiced, Unaspirated, Palatal) 
((Short, Open, Back, Unrounded) 
(Short, Close, Back, Rounded), 
Diphthong) ) 

I I 
................................................................... 



I 
I 

o m  'd l 
O r t 3  1 
a r - o  I 
m a r  I 

I I 

- - 
A h - C  Un-  C rns r - m - 3  

v c ' a v m c  
0 0 V O  3 0  
w r - r t w  o r -  
r t a v r t w  a - m o -  r t m  

a s  - a 
3- SG0- 
r w - o ' a w  
M U I  U I m U I  
I -  (DSZ 
o r -  - -  
r w  w 
O P ,  r o w  
m r t  ' i ( D r t  
( D m  0 3 ( D  - a p+-a - 

w 
W W P ,  
P , @ R  
a a ( D  
x x a  . - -  
# C ' d  
O S P ,  
c w r  
S O P  a c  rt 
(0 3 9, a a r  
- ( D y  - a 

Y- - 

# 'd 
0 P, 
C  r 
3 P, 
art 
m P, 
a r 
YY 

Y - - 



-- -- 

No. Phon-Hindi CPA 
etic Description 
Code Symbol Code ................................................................... 

71 Jjal idZ1, ((Voiced, Unaspirated, Palatal) I I 
(Short, Open, Front, Unrounded) ) 

72 /ja:/ TT @zAJ ( (Voiced, Unaspirated, Palatal) 1 1 
(Long, Open, Back, Unrounded) ) 

73 /ji/ -- i d z ~ ~  ( (Voiced, Unaspirated, Palatal) I I 
(Short, Close, Front, Unrounded)) 

74 /ji:i LdZi; ( (Voiced, Unaspirated, Palatal) I I 
(Long, Close, Front, Unrounded)) 

- 
75 /ju/ .GT L ~ z G ~  ( (Voiced, Unaspirated, Palatal) / / 

..a (Short, Close, Back, Rounded) ) 

76 /ju:/ 
- 
% . . :  LdZu] ( (Voiced, Unaspirated, Palatal) 1 1 

<-.. (Long, Close, Back, Rounded) ! 

77 /jei 
.-A 
...-r;l [~zE] ( (Voiced, ~naspirated, Palatal) 1 1 

(Short, Half-close, Front, Unrounded) 

78 a CdZaj; { (Voiced, Unaspirated, Palatal) I I 
((Short, Open, Central, Unrounded) 1 I 
(Short, Close, Front, Unrounded), 
Diphthong) ) 

79 /jo/ [dZoJ ( (voiced, Unaspirated, Palatal) 1 
(Short, Half -close, Back, Rounded) ) 

80 /jau/ 3 Ld~awJ { (Voiced, ~naspirated, Palatal) I I 
((Short, Open, Back, Unrounded) j 1 
(Short, Close, Back, Rounded), 
Diphthong) ) 



_-_--------------.-------------------------------------------------- 
No. Phon- Hindi CPA 

etic Description 
Code Symbol Code ................................................................... 

81 hha/ W @Zh-] ( (Voiced, Aspirated, Palatal) I I 
(Short, Open, Front, Unrounded)) 

82 /jha:/ a TIZ~AJ ( (Voiced, Aspirated, Palatal) ( I b 

(Long, Open, Back, Unrounded)) 

83 h i  kq mZh13 ( (Voiced, Aspirated, Palatal) I I 
(Short, Close, Front, Unrounded)) 

84 h i :  kT [dzhi] ( (voiced, Aspirated, Palatal) I 1 
(Long, Close, Front, Unrounded) ) 

85 /jhu/ bZhuJ ( (voiced, Aspirated, Palatal) I I 
.A (Short, Close, Back, Rounded) ) 

86 /jhu:/ ~:i pzhu] ( (Voiced, Aspirated, Palatal) I 1 
a?, (Long, Close, Back, Rounded) ) 

87 /jhe/ ldzhd ((Voiced, ~spirated, Palatal) I I 
(Short, Half-close, Front, Unrounded) 

- 3. 
88 /jhai/ idZhafJ ( (Voiced, Aspirated, Palatal) I I 

( (Short, Open, Central, Unroundad) 1 1 
(Short, Close, Front, Unrounded), 
Diphthong) ) 

89 /jho/ LdZh03 ( (Voiced, Aspirated, Palatal) I I 
(Short, Half -close, Back, Rounded) ) 

90 /jhau/ a [dzhaw] ( (Voiced, Aspirated, Palatal) I I 
((Short, Open, Back, Unrounded) ( I 
(Short, Close, Back, Rounded) , 
Diphthong) ) 



................................................................... 
'No. Phon- Hindi CPA 

etic Description 
Code Symbol Code 

-- 

91 /$a/ 7- @*J ( (Unvoiced, ~naspirated, Retroflex) ( I 
((Short, Open, Central, Unrounded)) 

92 /ta:/ ,:il L ~ A ]  ( (Unvoiced, Unaspirated, Retroflex) 1 1 
(Long, Open, Back, Unrounded)) 

93 /ti/ Lt1J ( (Unvoiced, Unaspirated, Retroflex) 1 1 
(Short, Close, Front, Unrounded) ) 

94 /$i:/ 3 hi] ( (Unvoiced, Unaspirated, Retrof lex) ( 1 
(Long, Close, Front, Unrounded) ) 

95 /tu/ L.. 7- LtuJ ( (unvoiced, ~naspirated, Retrof lex) ( ( 
'A> (Short, Close, Back, Rounded) ) 

96 /tu :/ L.. -IT Ltuj ( (Unvoiced, Unaspirated, Retrof lex) I ( 
I?.. (Long, Close, Back, Rounded) ) 

3 97 /fe/ t:-, b~ 1 ( (Unvoiced, Unaspirated, Retrof lax) I I 
(Short, Half-close, Front, Unrounded) 

98 /tai/ 'j- 
I:_.. b a  j] ( (Unvoiced, Unaspirated, Retrof lex) I 

( (Short, Open, Central, Unrounded) I ( 
(Short, Close, Front, Unrounded) , 
Diphthong) ) 

99 /to/ [to] ( (Unvoiced, Unaspirated, Retroflex) I I 
(Short, Half-close, Back, Rounded)) 

100 /tau/ a [taw] ((Unvoiced, Unaspirated, Retroflex) I I 
( (Short, Open, Back, Unrounded) ( I 

- . .  
(Short, close, Back, Rounded) , 
Diphthong) ) ................................................................... 



................................................................... 
No. Phon- Hindi CPA 

etic Description 
Code Symbol Code ................................................................... 

lol /Fha/ kh~l ( (Unvoiced, Aspirated, Retrof lex) I 1 
(Short, Open, Central, Unrounded)) 

102 /tha:/ L ~ ~ A J  ( (Unvoiced, Aspirated, Retroflex) I 1 a (Long, Open, Back, Unrounded) ) 

103 khi/ 5 ~ t ~ 1 1  ( (Unvoiced, Aspirated, Retroflex) I 1 
~ L J  (Short, Close, Front, Unrounded)) 

104 Ithi:/ i;t [thd ( (Unvoiced, Aspirated, Retroflex) I 1 
?, (Long, Close, Front, Unrounded)) 

105 khu/ 6 lthuI ( (unvoiced, ~spirated, Retrof lex) ( I 
..a (Short, Close, , Back, Rounded) ) 

106 Ahu:/ [thul (Unvoiced, Aspirated, Retroflex) 1 1 
\.--1 .? . (Long, Close, Back, Rounded) ) 

107 &he/ [th~l ( (Unvoiced, Aspirated, Retrof lex) I 1 
I.-) (Short, Half-close, Front, Unrounded) 

* [tha j] ( (Unvoiced, Aspirated, Retroflex) ( I 108 /fhai/ 
((Short, Open, Central, Unrounded) 1 I 
(Short, Close, Front, Unrounded), 
Diphthong) ) 

109 kho/ 3 [tho] ( (Unvoiced, Aspirated, Retrof lex) I I 
(Short, Half -close, Back, Rounded) ) 

110 /thau/ ;thaw] ( (Unvoiced, ~spirated, Retrof lex) 
((Short, Open, Back, Unrounded) 
(Short, Close, Back, Rounded) , 
Diphthong) ) 

I I 



---- - 

N o .  Phon- Hindi CPA 
e t  ic  Descript ion 
Code Symbol Code 

- - - - - - - - 

Y 

.C I d { (Voiced, Unaspirated,  Retrof l e x )  1 1 
(Short ,  Open, Cen t ra l ,  Unrounded)) 

3- LdAJ ( (Voiced, Unaspirated,  Re t ro f l ex )  I I 
(Long, Open, Back, Unrounded)) 

@ [dIJ { (Voiced, Unaspirated,  Retrof l e x )  I 1 
,-.? (Short ,  C l o s e ,  Front ,  Unrounded)) 

3 i d i l  ( (Voiced, Unaspirated,  Re t ro f l ex )  1 1 
(Long, Close, Front ,  Unrounded)) 

LdU 7 ( (Voiced, Unaspirated,  Retrof l e x )  I ( 
..L, -. 
..A- (Short ,  C l o s e ,  Back, Rounded) ) 

7- .. . ~ d d  ( (Voiced, Unaspirated,  Retrof l e x )  I I 
.- . 
L?. (Long, Close, Back, Rounded) ) 

[ d ~ j  { (Voiced, Unaspirated,  Retrof l e x )  / [ 
.. '. .-.. (Short, Half - c lose ,  Front ,  Unrounded) 

+ 
. C, L d a S  ((Voiced, Unaspirated,  Re t ro f l ex j  / / 

( (Short ,  Open, Cen t ra l ,  Unrounded) ( ( 
(Short ,  Close,  Front ,  Unrounded), 
Diphthong) ) 

3 ~ d 0 3  ( (Voiced, Unaspirated,  Retrof lex)  I I 
..-.?I (Short, Half- close,  Back, Rounded)) 

.* Maw] {(Voiced, Unaspirated,  Ret rof lex)  
( (Short, Open, Back, Unrounded) 
(Short ,  Close, Back, Rounded), 
Diphthong) ) 

I I 



--------------------------- - - - - - - - -  

No. Phon- Hirbc t i  CPA 
e t ic  Descript ion 
Code Symbol Code ................................................................... 

121 /gha/ wh-] ( (Voiced, Aspirated,  Retrof l ex )  I I 
(Short ,  Open, C e n t r a l ,  Unrounded)) 

122 /dha:/ 7 
(i, r L ~ ~ A J  ( (Voiced, Aspirated,  Ret rof lex)  I 1 

(Long, Open, Back, Unrounded)) 

123 h i  [dh1] ( (Voiced, Aspirated,  Ret rof lex)  I 1 
(Short ,  Close, Front ,  Unrounded)) 

124 /$hi:/ 9 
'.p 

Ldhi] ( (Voiced, Aspirated,  Retrof l ex)  I I 
(Long, Close, Front ,  Unrounded) ) 

125 /$hu/ 7 
f.x, 

Ldhd ( (Voiced, Aspirated,  Ret rof lex)  I I 
,a (Short ,  Close, Back, Rounded) ) 

126 bhu:/ I. =- _ ~ d ~ u l  ( (Voiced, Aspirated,  Ret rof lex)  I I 
'.L 
L- (Long, Close, Back, Rounded)) 

127 /the/ Lf 
'..is 

L ~ ~ E J  ( (Voiced, Aspirated,  Retrof l ex )  I I 
(Short ,  Half - close,  Front ,  Unrounded) 

- 

128 /$had Ldha-$ ( (Voiced, Aspirated,  Ret rof lex)  I I 
( (Shor t ,  Open, Cen t ra l ,  Unrounded) I I 
(Short ,  Close, Front ,  Unrounded), . . 

Diphthong) ) 
129 /$hd ~2 [dh07 ( (voiced, Aspirated,  Ret rof lex)  ( ( 

(Short ,  Half - close,  Back, Rounded) ) 

130 / t a u /  LdhawJ ( (Voiced, Aspirated,  Ret rof lex)  I I 
( ( S h o r t ,  Open, Back, Unrounded) I ( 
(Short ,  Close, Back, Rounded) , 
Diphthong) ) ................................................................... 



No. Phon- Hindi CPA 
etic ~escription 
Code Symbol Code 

131 ,kai -7 T ( (Unvoiced, Unaspirated, Denti-alveolar) 1 I 
(Short, Open, Central/Back, Unrounded)) 

132 ka:/ 7 [TA~ ((Unvoiced, Unaspirated, Denti-alveolar) I I 
(Long, Open, Back, Unrounded) ) 

133 /ti/ fiq [TI] ( (unvoiced, Unaspirated, Denti-alveolar) I I 
(Short, Close, Front, Unrounded)) 

134 ki:! a L T ~  ( (Unvoiced, Unaspirated, Denti-alveolar) I ( 
(Long, Close, Front, Unrounded)) 

135 ku:/ - LTUJ { (Unvoiced, Unaspirated, Denti-alveolar) 1 1 \-1 
. A- (Short, Close, Back, Rounded)) 

136 ku:/ 77- LTUJ ( (Unvoiced, Unaspirated, Denti-alveolar) I I 
I ~ . .  (Long, Close, Back Rounded) ) 

' , 
137 /te/ -\ - [TEJ ((unvoiced, Unaspirated, Denti-alveolar) I I ,;.I (Short, Half-close, Front, Unrounded)) 

138 a i /  [TajJ ( (Unvoiced, Unaspirated, Denti-alveolar) 1 j 
((Short, Open, Central, Unrounded) I ) 
(Short, Close, Front, Unrounded), 
Diphthong) ) 

139 /to/ / LTO] ( (Unvoiced, Unaspirated, Denti-alveolar) ( I 
(Short, Half-close, Back, Rounded) ) 

140 /tau/ [TawJ ((unvoiced, Unaspirated, Denti-alveolar) 1 1  
((Short, Open, Back, Unrounded) I I 
(Short, Close, Back, Rounded) , 
Diphthong) ) ....................................................................... 



....................................................................... 
No. Phon- Hindi CPA 

etic Description 
Code Symbol Code ....................................................................... 

141 h a /  CT [Th,] ( (Unvoiced, Aspirated, Denti-alveolar) I 1 
(Short, Open, Central/Back, Unrounded) ) 

142 /tha:/ . LThA] ( (Unvoiced, Aspirated, Denti-alveolar) I I 
(Long, Open, Back, Unrounded) ) 

143 /thi/ $ [Thl] ( (unvoiced, Aspirated,  ent ti-alveolar) 1 ( 
(Short, Close, Front, Unrounded) ) 

144 khi: 1 T i  ( (Unvoiced, Aspirated,  ent ti-alveolar) ( I - (Long, Close, Front, Unrounded)) 

145 khu/ q [Thuj ((Unvoiced, Aspirated, Denti-alveolar) I I 
(Short, Close, Back, Rounded) ) 

146 khu:/ :--J- LThuJ ((Unvoiced, Aspirated, Denti-alveolar) ( I 
Q-.. (Long, Close, Back, Rounded) ) 

147 Ahel .If [T~E 1 ( (Unvoiced, Aspirated, Denti-alveolar) I I 
<:-. (Short, Half-close, Front, Unrounded)) 

148 bhai/ LTha j] ( (Unvoiced, Aspirated, Denti-alveolar) I I 
((Short, Open, Central, Unrounded) ( I 
(Short, Close, Front, Unrounded) , 
Diphthong) ) 

149 /tho/ ?Tf LT~OJ ( (Unvoiced, Aspirated, Denti-alveolar) I I 
(Short, Half -close, Back, Rounded) ) 

150 k h a d  ? f  [Thad ( (Unvoiced, Aspirated, Denti-alveolar) I I 
( (Short, Open, Back, Unrounded) I I 
(Short, Close, Back, Rounded) , 
Diphthong) ) ................................................................. 



----------------------------------------------------------------------- 
No. Phon- Hindi CPA 

etic Description 
Code Symbol Code ....................................................................... 

151 ha/ D ( (Voiced, Unaspirated, Denti-alveolar) ( I 
-t (Short, Open, Central, Unrounded)) 

152 /da:/ ;=r LDA] { (Voiced, Unaspirated, Denti-alveolar) ( I 
(Long, Open, Back, Unrounded)) 

153 /di/ fk LDIj { (Voiced, Unaspirated, Denti-alveolar) I I 
-f (Short, Close, Front, Unrounded)) 

154 hi:/ LDi J ( (Voiced, Unaspirated, Denti-alveolar) ( I 
(Long, Close, Front, Unrounded)) 

155 /du! ~DUJ { (Voiced, ~naspirated, Denti-alveolar) I I 
-t 

L 

.A? (Short, Close, Back, Rounded) ) 

156 bu:/ LDUJ { (Voiced, Unaspirated, Denti-alveolar) ! I 
'3. (Long, Close, Sack, Rounded) j 

157 he! f LDEj { (Voiced, Unaspirated, Denti-alveolar) I ( 
'7 (Short, Half-close, Front, Unrounded)) 

158 kaii - I- 'f C D ~ ~ J )  ( (Voiced, Unaspirated,  ent ti-alveolar) i 1 
7 ((Short, Open, Central, Unrounded) I I 

(Short, Close, Front, Unrounded), 
Diphthong) ) 

159 ho/ ;=t Lpd ((Voiced, Unaspirated, Denti-alveolar) ( I  
(Short, Half-close, Back, Rounded)) 

160 had L'awJ { (Voiced, unaspirated, d en ti-alveolar) I I 
-t ((Short, Open, Back, Unrounded) 1 )  

(Short, Close, Back, Rounded) , 
Diphthong) ) 



- - 

No. Phon- Hindi CPA 
etic Description 
Code Symbol Code 

--------------- --- 

161 hha/ :+-- [D'-] ( (Voiced, Aspirated, Denti-alveolar) ( I 
(Short, Open, Central, Unrounded)) 

162 ,ha:/ :,TI [D~AJ ( (Voiced, Aspirated, Denti-alveolar) ( I 
(Long, Open, Back, Unrounded)) 

163 hhi/ b;:~ [D~I] ( (Voiced, Aspirated, Denti-alveolar) I I 
(Short, Close, Front, Unrounded)) 

164 idhi:/ c-% -._ i ~ ~ i j  ( (Voiced, Aspirated,  ent ti-alveolar) I I 
(Long, Close, Front, Unrounded)) 

165 /dhdl I= ~7 hhU! ( (Voiced, Aspirated, Denti-alveolar) I I 
-.is (Short, Close, Back, Rounded) ) 

166 /dhu:/ q- ~ohul ( (Voiced, Aspirated, Denti-alveolar) ( I 
,:> .. (Long, Close, Back, Rounded) j 

167 /dhei b h ~ j  ( (Voiced, Aspirated, Denti-alveolar) 1 
(Short, Half-close, Front, Unrounded) 

168 bhav bha jj ( (Voiced, Aspirated, Denti-alveolar; 
((Short, Open, Central, Unrounded) 
(Short, Close, Front, Unrounded), 

i I 
Diphthong) ) 

169 hho/ t [oh01 ( (Voiced, ~spirated, Denti-alveolar) 1 . ( . 
(Short, Half-close, Back, Rounded)) 

170 /dhau/ ~3 ~ o h a w ~  ( (Voiced, Aspirated, Denti-alveolar) I I 
((Short, Open, Back, Unrounded) ) (  
(Short, Close, Back, Rounded) , 
Diphthong) ) 



--- 

No. Phon- Hindi CPA 
etic Description 
Code Symbol Code 

171 ha/ KT lpAJ ( (Unvoiced, Unaspirated, Bilabial) ( I 
(Short, Open, Central, Unrounded)) 

172 /pa:/ [PA] ( (Unvoiced, Unaspirated, Bilabial) I I 
(Long, Open, Back, Unrounded) ) 

173 /pi/ h LpIj ( (Unvoiced, Unaspirated, Bilabial) ( I 
(Short, Close, Front, Unrounded)) 

174 i :  Cit Cpij ( (Unvoiced, Unaspirated, ~ilabial) I I 
(Long, Close, Front, Unrounded)) 

175 ;Ipu/ CpU; ((Unvoiced, Unaspirated, Bilabial) I I 
(Short, Close, Back, Rounded)) 

176 /pu;/ 5[- [ puj ( (Unvoiced, Unaspirated, Bilabial) ] I 
.>. (Long, Close, Back, Roundedjj 

177 he/ 13 i p ~ j  ( (Unvoiced, Unaspirated, Bilabial) I I 
(Short, Half-close, Front, Unrounded) 

178 ,$ail p a  ; (Unvoiced, Unaspirated, Bilabial) I I 
( (Short, Open, Central, Unrounded) I ( 
(Short, Close, Front, Unrounded) , 
Diphthong) ) 

179 &o/ [$ i p ~ ]  ( (Unvoiced, ~naspirated, ~ilabial) I I 
(Short, Half-close, Back, Rounded)) 

180 haul $ [paw] ( (Unvoiced, Unaspirated, Bilabial) 
( (Short, Open, Back, Unrounded) I 
(Short, Close, Back, Rounded) , 
Diphthong) ) ................................................................... 



- - -  

No. Phon- Hindi CPA 
etic Description 
Code Symbol Code 

181 / ~ h a /  Cr;; [pĥ ] { (Unvoiced, ~ ~ p i r a t e d ,  Bilabial) ( I 
(Short, Open, Central, Unrounded)) 

182 /pha:/ CphA] { (unvoiced, Aspirated, Bilabial) I I 
(Long, Open, Back, Unrounded) ) 

183 /phi/ $$; [phl] { (Unvoiced, ~spirated, ~ilabial) I I 
(Short, Close, Front, Unrounded)) 

184 /phi:/ ,fi [phi] ( (Unvoiced, Aspirated, Bilabial) I I 
(Long, Close, Front, Unrounded)) 

h -I 185 /phu / [p Uj { (Unvoiced, Aspirated, Bilabial) 1 
..A> (Short, Close, Back, Rounded) ) 

7 
186 /phu: / rphu I { (Unvoiced, Aspirated, Bilabial) I I 

L?. L J (rLang, Close, Sack, Rounded) ) 

- ' ' { (Unvoiced, Aspirated, Bilabial) I I 187 /phe/ 'Cf; L ~ E J  
(Short, Half-close, Front, Unrounded) 

/ [phij] ( (unvoiced, Aspirated, Bilabial) ( I 188 /phai, 
L ((Short, Open, Central, Unrounded) ( I 

(Short, Close, Front, Unrounded), 
Diphthong) ) 

189 /pho/ fi {(Unvoiced, ~spirated, Bilabial) 1 1  
(Short, Half-close, Back, Rounded)) 

190 /phau/ C f f  [phaw] { (Unvoiced, Aspirated, Bilabial) ( 
( (Short, Open, Back, Unrounded) I I 
(Short, Close, Back, Rounded) , 
Diphthong) ) ................................................................... 



................................................................... 
No. Phon- ~ i n d i  CPA 

etic Description 
Code Symbol Code ................................................................... 

191 /ba/ $ \b*] { (Voiced, Unaspirated, Bilabial) I I 
(Short, Open, Central, Unrounded)) 

192 /ba: / c q  A { (Voiced, Unaspirated, Bilabial) ( I 
(Long, Open, Back, Unrounded)) 

193 /bi / L ~ I ]  { (Voiced, Unaspirated, ~ilabial) 1 ( 
(Short, Close, Front, Unrounded) ) 

194 i :  / a [-bi j { (Voiced, Unaspirated, Bilabial) I I 
(Long, Close, Front, Unrounded)) 

195 /bu/ q f b ~ ]  { (Voiced, Unaspirated, Bilabial) 1 1 
.A- (Short, Close, Back, Rounded) ) 

196 /bu: / , [bu] ! (Voiced, Unaspirated, Bilabial) I I 
o:~.. (Long, Close, Back, Rounded) ) 

197 /be i [ b ~  1 { (Voiced, Unaspirated, Bilabial) 1 ( 
(Short, Half-close, Front, Unrounded) 

--A) 

198 /baij .11 [hajj ((Voiced, Unaspirated, Bilabial) 1 )  
( (Short, Open, Central, Unrounded) ( ( 
(Short, Close, Front, Unrounded), 
Diphthong) ) 

199 /bo ,/ '3 [bo] ( (Voiced, Unaspirated, Bilabial) ( ( 
I (Short, Half -close, Back, Rounded) ) 

200 /bau/ 4 [bawl {(Voiced, Unaspirated, Bilabial) I 
#.- ( (Short, Open, Back, Unrounded) I ( 

(Short, Close, Back, Rounded) , 
Diphthong) ) --_ ...................................................... 



................................................................... 
No. Phon- Hindi CPA 

etic Description 
Code Symbol Code ................................................................... 

201 /bha/ I? [bh"] { (Voiced, Aspirated, Bilabial) I I 
(Short, Open, Central, Unrounded)) 

202 /bha: / 'LT PA] { (Voiced, Aspirated, Bilabial) 1 I 
(Long, Open, Back, Unrounded) ) 

*T'. 
203 /bhi/ PI] {(Voiced, Aspirated, Bilabial) I I 

(Short, Close, Front, Unrounded)) 

204 {(Voiced, Aspirated, Bilabial) I ( 
(Long, Close, Front, Unrounded)) 

/ 'bhu] { (Voiced, Aspirated, Bilabial) I / 205 /bhU,, i 
(Short, Close, Back, Rounded) ) 

206 /bhu:,/ ' A?. [bhu3 { (Voiced, Aspirated, Bilabial) ( I 
I (Long, Close, Back, Rounded) ) 

207 /bhe/ ilf [ b h ~  j { (Voiced, Aspirated, Bilabial) I I 
(Short, Half-close, Front, Unrounded) 

/ 208 , bhai/' 'q [bha j] { (Voiced, Aspirated, Bilabial) i 1 
((Short, Open, Central, Unrounded) I ( 
(Short, Close, Front, Unrounded), 
Diphthong) ) 

209 /bho/ '4 fbhO] ( (Voiced, Aspirated, Bilabial) 1 1 
/ L (Short, Half-close, Back, Rounded)) 

210 /bhau/ rbhaw] L { (Voiced, Aspirated, Bilabial) I I 
( (Short, Open, Back, Unrounded) ( 1 
(Short, Close, Back, Rounded) , 
Diphthong) ) 



- 

N o .  Phon- Hindi  CPA 
e t  ic  Desc r ip t ion  
Code Syml o l  Code ................................................................... 

211 /?a/ J { ( R e t r o f l e x ,  Nasal) I I 
(Shor t ,  Open, C e n t r a l ,  Unrounded) ) 

212 /?a:/ q [ { ( R e t r o f l e x ,  Nasal) ( I 
(Long, Open, Back, Unrounded)) 

213 /?i / t ~ j  b11 { ( R e t r o f l e x ,  Nasal) I I 
(Shor t ,  C l o s e ,  F ron t ,  Unrounded) ) 

: / 4 i { ( R e t r o f l e x ,  Nasal) I 1 214 / . 
(Long, C l o s e ,  F ron t ,  Unrounded) ) 

215 / p /  q ~ U J  { (Ret rof  l ex ,  Nasal) I I 
( Sho r t ,  C l o s e ,  Back, Rounded)) 

216 /!u:/ [nu] { (Retrof  l ex ,  Nasal) 1 ( 
.- - .  (Long, C l o s e ,  Back, Rounded) ) 

217 / n e /  / 
3 [?E? { (Retrof  l e x ,  Nasal) I ( 

(Shor t ,  Half- close ,  F ron t ,  Unrounded) 

218' / ?a i l  [ ~ a j  3 { ( R e t r o f l e x ,  Nasal)  I I 
( ( S h o r t ,  Open, C e n t r a l ,  Unrounded) 1 1  
(Shor t ,  C l o s e ,  F ron t ,  Unrounded), 
Diphthong) ) 

rjt [ ~ o ]  { (Retrof  l e x ,  Nasal)  I I 
(Shor t ,  Half - c lose ,  Back, Rounded) ) 

220 /?au/  c?t bawl { (Retrof  l e x ,  Nasal)  I I 
( ( S h o r t ,  Open, Back, Unrounded) ( 1  
( S h o r t ,  C l o s e ,  Back, Rounded), 
Diphthong) ) ................................................................... 



No. Phon- Hindi CPA 
e t i c  Descr ip t ion  
Code Syplbol Code ................................................................... 

221 / n a  / ? n ( (Alveolar ,  Nasal)  1 1 
(Shor t ,  Open, C e n t r a l ,  Unrounded)) 

222 /na:  / ;F/ [n~] ( (Alveolar ,  Nasal)  I I 
(Long, Open, Back, Unrounded)) 

223 / n i  / h Ln17 ( (Alveolar ,  Nasal) 1 1 
(Shor t ,  Close ,  F r o n t ,  Unrounded)) 

224 n :  / qt [ n i l  ( (Alveolar ,  Nasal) 1 1 
/ (Long, Close,  F r o n t ,  Unrounded)) 

225 / nu /  3 42 [nu! ( (Alveolar ,  Nasal)  I ) 
1 (Shor t ,  Close ,  Back, Rounded) ) 

226 ,/ nu:/ 7 <>. [nu] ( (Alveolar ,  Nasal)  
I (Long, Close,  Back, Rounded) ) 

227 j n e j  ? j n ~ j  ( ( ~ l v e o l a r ,  Nasal)  1 1  
(Short,Half-close,Front, Unrounded)) 

228 / n a i l  [naj]  ( (Alveolar ,  Nasal)  / 
( (Shor t ,  Open, C e n t r a l ,  Unrounded) 1 1 
(Shor t ,  Close ,  F ron t ,  Unrounded), 
Diphthong) ) 

229  / n o  / fn01 3 (Alveolar ,  Nasal)  I ( 
I c (Shor t ,  Hal f- c lose ,  Back, Rounded)) 

230 /mu/ [naw~) ( (Alveolar ,  Nasal) 1 I 
I ( (Shor t ,  Open, Back, Unrounded) ( I 

(Shor t ,  Close ,  Back, Rounded) , 
Diphthong) ) ................................................................... 



No. Phon- Hindi  CPA 
et ic  Desc r ip t i on  
Code Symbol Code ................................................................... 

231 / a /  ~7 [m*> ( ( B i l a b i a l ,  Nasal) 1 1 
(Shor t ,  Open, C e n t r a l ,  Unrounded) ) 

232 m a :  L ~ A ]  ( ( B i l a b i a l ,  Nasal) I I 
(Long, Open, Back, Unrounded)) 

233 m i  fjq LmrJ ( ( B i l a b i a l ,  Nasal) 1 1 
(Shor t ,  C lose ,  F r o n t ,  Unrounded) ) 

234 / m i :  Tft L m i ]  ( ( B i l a b i a l ,  Nasal) 1 1 
(Long, C l o s e ,  F r o n t ,  Unrounded)) 

I 235 /mui q [mu] ( ( B i l a b i a l ,  Nasal) I 1 
(Shor t ,  C l o s e ,  Back, Rounded) ) 

236 ,/mu:! q- [mu? ( ( B i l a b i a l ,  Nasal) 1 ( 
.?. (Long, C l o s e ,  Back, Rounded) 

237 i n e  / a [ m ~ ]  ( ( B i l a b i a l ,  Nasal) I I 
( Sho r t ,  Half  -close, F ron t ,  ~ n r o u n h e d )  

238 / n a i /  ' [ m a j j  ( ( B i l a b i a l ,  Nasal) 1 I 
( ( S h o r t ,  Open, C e n t r a l ,  Unrounded) j ( 
(Shor t ,  C l o s e ,  F r o n t ,  Unrounded), 
~ i p h t h o n g )  ) 

239 / m o  / @ [m03 ( ( B i l a b i a l ,  Nasal) I I 
/ (Shor t ,  Half  -close, Back, Rounded) ) 

240 / mau/ [maw]  ( ( B i l a b i a l ,  Nasal) I I 
( (Shor t ,  Open, Back, Unrounded) 1 1 
(Shor t ,  C l o s e ,  Back, Rounded) , 

Diphthong) ) ................................................................... 



................................................................... 
No. Phon- Hindi CPA 

etic Description 
Code Symbol Code 

241 lyi/ Lj*] ( (Voiced, Palatal, semivowel) 1 I 
I (Short, Open, Front, Unrounded) ) 

242 a :  / [j~] ( (Voiced, Palatal, Semivowel) I I 
/ (Long, Open, Back, Unrounded) ) 

243 / yi / $7 [j I] ( (Voiced, Palatal, Semivowel) I I 
(Short, Close, Front, Unrounded) ) 

244 /yi:/ j i ( (Voiced, Palatal, Semivowel) ( I 
(Long, Close, Front, Unrounded)) 

245 /yu / -T [ j ~ j  ( (Voiced, Palatal, Semivowel) I / 
.,A (Short, Close, Back, Rounded) ) 

246 u :  / T [ ju] ( (Voiced, Palatal, Semivowel) I I 
I' 

'- 
V. 

L (Long, Close, Back, Rounded) ) 

247 / ye / -.-. -7 [ j ~ ]  ( (Voiced, Palatal, Semivowel) I I 
(Short, Half-close, Front, Unrounded) 

+ 248 a 1 ..-A rjaj] ( (Voiced, Palatal, Semivowel) 1 I 
I I- ( (Short, Open, Central, Unrounded) I I 

(Short, Close, Front, Unrounded), 
Diphthong) ) 

249 /yo / ,x [joJ { (Voiced, Palatal, Semivowel) I I 
(Short, Half-close, Back, Rounded) ) 

250 / yau/ . [jaw] ( (Voiced, Palatal, Semivowel) I ( 
( (Short, Open, Back, Unrounded) 1 I 
(Short, Close, Back, Rounded), 
Diphthong) ) ................................................................... 



_ _ _ _ _ _  ....................................................... 
No. Phon- Hindi CPA 

e t ic  Descr ip t ion  
Code Symbol Code _ _ _  ....................................................... 

251 I a / -T LrA] ( (Voiced, Alveolar ,  T r i l l )  I I -,. 
(Shor t ,  Open, Cen t ra l ,  Unrounded)) 

252 a :  ;rr FA] ( (Voiced, Alveolar ,    rill) I 1 
(Long, Open, Back, Unrounded) ) 

253 /ri / @ [ r ~ ]  ( (Voiced, Alveolar ,  T r i l l )  1 1 
I (Shor t ,  C l o s e ,  Front,  Unrounded) ) 

I 
254 /ri:/ ?h iri] ((Voiced, Alveolar ,  T r i l l )  / I 

I t. l (Long, C l o s e ,  Front ,  Unrounded) ) 

I 255 / m i  i 
[ r ~ ]  {(Voiced, Alveolar ,  T r i l l )  f 1 

(Shor t ,  C l o s e ,  Back, Rounded) ) 

256 m :  x.7  ... [ ~ U J  {(Voiced, Alveolar,  T r i l l )  I ! 
(Long, C l o s e ,  Back, Rounded! ) 

257 i r e /  3 u [rE] (Voiced, Alveolar ,  T r i l l )  I I 
(Shor t ,  Half- close, Front,  Unrounded) 

/ s 25s / r a i l  t:' [ r a j j  ((Voiced, Alveolar,  T r i l l )  / / 
( ( S h o r t ,  Open, Cent ra l ,  Unrounded) I ( 
(Short ,  C l o s e ,  Front,  Unrounded), 
Diphthong) ) 

259 / ro  / 0 ( (Voiced, Alveolar,  T r i l l )  I I 
I I (Short ,  Half -close, Back, Rounded) ) 

260 / rau/  [raw] { (Voiced, Alveolar,  T r i l l )  I ( 
( ( S h o r t ,  Open, Back, Unrounded) I I 
(Short ,  C l o s e ,  Back, Rounded) , 
Diphthong) ) 

................................................................... 



------ --- ~~ - - 

No. Phon- H i n d i  CPA 
e t ic  Description 
C o d e  S y m b o l  C o d e  

[I-] ( ( V o i c e d ,  A l v e o l a r ,  L a t e r a l )  I ( 
( S h o r t ,  O p e n ,  C e n t r a l ,  U n r o u n d e d ) )  

[ l~]  ( ( V o i c e d ,  A l v e o l a r ,  L a t e r a l )  ( ( 
( L o n g ,  O p e n ,  B a c k ,  U n r o u n d e d ) )  

[11] ( ( V o i c e d ,  A l v e o l a r ,  L a t e r a l )  I I 
( S h o r t ,  C l o s e ,  F r o n t ,  U n r o u n d e d ) )  

[li] ( ( V o i c e d ,  A l v e o l a r ,  L a t e r a l )  I I 
( L o n g ,  C l o s e ,  F r o n t ,  U n r o u n d e d ) )  

[IU] ( ( v o i c e d ,  A l v e o l a r ,  L a t e r a l )  I 
( S h o r t ,  C l o s e ,  B a c k ,  R o u n d e d )  ) 

1 ( ( V o i c e d ,  A l v e o l a r ,  L a t e r a l )  I I 
( L o n g ,  C l o s e ,  B a c k ,  R o u n d e d ;  j 

[ l ~ ]  ( ( V o i c e d ,  A l v e o l a r ,  L a t e r a l )  / 1 
( S h o r t ,  H a l f - c l o s e ,  F r o n t ,  U n r o u n d e d )  

[laj] ( ( V o i c e d ,  A l v e o l a r ,  L a t e r a l )  I I 
( ( S h o r t ,  O p e n ,  C e n t r a l ,  U n r o u n d e d )  I I 
( S h o r t ,  C l o s e ,  F r o n t ,  U n r o u n d e d )  , 
D i p h t h o n g )  ) 

[lo] ( ( v o i c e d ,  A l v e o l a r ,  L a t e r a l )  I I 
( S h o r t ,  H a l f - c l o s e ,  B a c k ,  R o u n d e d )  ) 

[law] ( ( V o i c e d ,  A l v e o l a r ,  L a t e r a l )  1 I 
( ( S h o r t ,  O p e n ,  B a c k ,  U n r o u n d e d )  I I 
( S h o r t ,  C l o s e ,  B a c k ,  R o u n d e d ) ,  
D i p h t h o n g )  ) 



- - - - - -  

No. Phon- Hindi CPA 
etic Description 
Code Symbol Code 

271 I ~a / q [v*> { (Voiced, Labio-dental, semivowel) I 1 
(Short, Open, Front, Unrounded) ) 

272 a :  / ,T LvA 2 { (Voiced, Labio-dental, Semivowel) I I 
(Long, Open, Back, Unrounded)) 

273 /vi/ CVI] { (Voiced, Labio-dental, Semivowel) I I 
I I - 

(Short, Close, Front, Unrounded)) 

274 /vi:/ 3 Cvi j { (Voiced, Labio-dental , Semivowel) I I 
(Long, Close, Front, Unrounded)) 

275 /vu/ ~7 [vU] { (Voiced, Bilabial, Semivowel) 1 1 
1 ..* (Short, Close, Back, Rounded) ) 

I 

276 /vu: / , [vu] { (Voiced, Bilabial, Semivowel) ( I 
/ a>,  (Long, Close, Back, Rounded) ) 

277 /ve/ IT LvEj { (Voiced, Labio-dental , semivowel) ( ( 
(Short, Half-close, Front, Unrounded) 

278 a rvaj] { (Voiced, Labio-dental, Semivowel j I ( 
((Short, Open, Central, Unrounded) I ( 
(Short, Close, Front, Unrounded), 
Diphthong) ) 

279 /vo/ PO] { (Voiced, Bilabial, Semivowel) ( I 
I (Short, Half -close, Back, Rounded) ) 

280 /vau/ ,$ [vaw] { (Voiced, Labio-dental, Semivowel) 
((Short, Open, Back, Unrounded) I 
(Short, Close, Back, Rounded) , 

Diphthong) ) 

I 



-p--pp-ppp - -~ - -  

No. Phon-Hindi CPA 
etic Description 
Code Symbol Code 

281 /$a/ [$A] ( (Unvoiced, Palatal, Fricative) I I 
(Short, Open, Front, Unrounded) ) 

282 /$a: / [$A] ( (Unvoiced, Palatal, Fricative) I ( 
(Long, Open, Back, Unrounded) ) 

ti $ 1  ( (Unvoiced, Palatal, ~ricative) I I 283 /$i/ -. 

(Short, Close, Front, Unrounded)) 

284 J$i:/ [$i] ( (Unvoiced, Palatal, Fricative) I I 
I (Long, Close, Front, Unrounded) ) 

285 /Su/ q L A  r$u ? ( (Unvoiced, Palatal, Fricative) I I 
..a (Short, Close, Back, Rounded) ) 

r$uJ { (Unvoiced, Palatal, Fricative) ( 286 ,/&.I:/ 
I .?. (Long, Close, Back, Rounded) ) 

287 /$e/ fl L $ E ~  ( (Unvoiced, Palatal, Fricative) ( I 
(Short, Half -close, Front, Unrounded) 

1 288 /$ai, ids jj ( (Unvoiced, Palatal, ~ricative] 1 
I ((Short, Open, Central, Unrounded) ( 1  

- . .  
(Short, close, Front, Unrounded), 
Diphthong) ) 

28s /so/ fi PO] { (Unvoiced, Palatal, Fricative) ( I 
I (Short, Half -close, Back, Rounded) ) 

290 /$au/ $t [haw] ((Unvoiced, Palatal, Fricative) 1 I 
( (Short, Open, Back, Unrounded) 1 1 
(Short, Close, Back, Rounded) , 
Diphthong) ) 



- - - -pppp-pppp-pppp p p p p  p p p p  p p p p  - p-pppp-p-p-- 

No. Phon- Hindi CPA 
etic Description 
Code Symbol Code ................................................................... 

291 p a /  [ZA] ((Unvoiced, Retroflex, Fricative) I 1 
(Short, Open, Central, Unrounded) ) 

292 a /  i;F[ [ZA] ( (Unvoiced, Retrof lex, Fricative) 1 1 
(Long, Open, Back, Unrounded) ) 

293 k i /  [ZI~ ( (Unvoiced, Retroflex, Fricative) I ( 
(Short, Close, Front, Unrounded)) 

294 / ~ [zi] ( (Unvoiced, Retroflex, Fricative) ( I  
I (Long, Close, Front, Unrounded)) 

/su ,! 295 ,! . : [ZU~ ( (Unvoiced, Retrof lex, Fricative) ( I 
..o (Short, Close, Back, Rounded) ) 

296 /p:/ [zu] ( (Unvoiced, Retroflex, Fricative) 1 1 
.>.. (Long, Close, Back, Rounded j ) 

297 /se/ [ZE] ( (Unvoiced, Retroflex, Fricative) I ( 
(Short, Half-close, Front, Unrounded) 

298 / a  kaj] ( (Unvoiced, Retroflex, Fricative) I 
/ ((Short, Open, Central, Unrounded) 1 )  

(Short, Close, Front, Unrounded), 
Diphthong) ) 

299 h O /  61 [ZO] ( (Unvoiced, Retroflex, Fricative) I I 
(Short, Half-close, Back, Rounded)) 

3 00 / a  ,-q [Zaw] ( (unvoiced, Retrof lex, Fricative) 
/ ((Short, Open, Back, Unrounded) 

(Short, Close, Back, Rounded) , 
Diphthong) ) 

I I 
................................................................... 



__----------------------------------------------------------------- 
No. Phon- Hindi CPA 

etic Description 
Code Syrnbol Code ................................................................... 

301 / ~ a /  PA] { (Unvoiced, Alveolar, Fricative) I ( 
(Short, Open, Central, Unrounded) ) 

302 lea: / [SA] { (Unvoiced, Alveolar, Fricative) 1 1 
(Long, Open, Back, Unrounded)) 

0 3  /si / [SI 1 ( (Unvoiced, Alveolar, Fricative) I I 
(Short, Close, Front, Unrounded)) 

304 : / =q pi.] { (Unvoiced, Alveolar, Fricative) I I 
(Long, Close, Front, Unrounded) ) 

305 !su/ [SU] ('(unvoiced, Alveolar, Fricativej I I 
1 uo (Short, Close, Back, Rounded)) 

306 ,/su:/ fsu] { [Unvoiced, Alveolar, Fricative) I I . L A (Long, Close, Back, Rounded) 1 

LL 
307 jse/ ." PC] ( (Unvoiced, Alveolar, Fricative) I I 

(Short, Half-close, Front, Unrounded) 

..% 
308 /sai/ T: . I $aj] { (Unvoiced, Alveolar, Fricative) I I 

I ((Short, Open, Central, Unrounded) I ( 
(Short, Close, Front, Unrounded), 

xfi Diphthong) ) 
309 /so/ Tso] { (Unvoiced, Alveolar, Fricative) I I 

/ i 

(Short, Half-close, Back, Rounded)) 

310 /sau/ f l  paw] { (Unvoiced, Alveolar, Fricative) I 
( (Short, Open, Back, Unrounded) I I 
(Sbort, Close, Back, Rounded) , 
Diphthong) ) ................................................................... 



No. Phon- Hindi CPA 
etic Description 
Code Symbol Code ------------------------------------------------------------------- 

311 / ha / [ h*] { (Unvoiced, Glottal, Fricative) 1 1 
(Short, Open, Central, Unrounded) ) 

- 
312 /ha:/ rq [ha] { (Unvoiced, Glottal, Fricative) I ( 

(Long, Open, Back, Unrounded)) 

313 /hi / k5 I { (Unvoiced, Glottal, Fricative) I I 
(Short, Close, Front, Unrounded) ) 

314 h i :  / [hi] { (Unvoiced, Glottal, Fricative) 1 1 
(Long, Close, Front, Unrounded)) 

315 /hu/ ;"' L hu] ( (Unvoiced, Glottal, ~ricative) i I 
c i a  (Short, Close, Back, Rounded) ) 

---r - 316 / hu: / r,  [ hu] ( (Unvoiced, Glottal, Fricative) ! I . 5 (Long, Close, Back, Rounded) j 

-L 
317 /he/ I.. G:, [ h ~ j  { (Unvoiced, Glottal, Fricative) I I 

(Short, Half -close, Front, Unrounded) 

. . 
318 /hai/ -2- I I [hajj / (Gnvoiced, Glottal, Fricative) ( ( 

((Short, Open, Central, Unrounded) 1 I 
(Short, Close, Front, Unrounded), 
Diphthong) ) 

319 /ho/ ;$ I ,.I Lho] ( (Unvoiced, Glottal, Fricative) I ( 
(Short, Half -close, Back, Rounded) ) 

320 / hau/ f l  1 haw] { (Unvoiced, Glottal, Fricative) 1 1 - ((Short, Open, Back, Unrounded) ( 1  
(Short, Close, Back, Rounded), 
Diphthong) ) _____--__-_________------------------------------------------------ 



No. Phon- Hindi CPA 
etic Description 
Code Symbol Code ................................................................... 

321 / kga / jT -- [kz~] ( (Unvoiced, Unaspirated, Velar) I 1 
(Unvoiced, Retroflex, Fricative) 1 1  
(Short, Open, Central, Unrounded)) 

322 / ksa:/ ?lr[ [ ~ZA] ( (Unvoiced, Unaspirated, Velar) 1 )  
(Unvoiced, Retroflex, Fricative) 1 )  
(Long, Open, Back, Unrounded)) 

. . 
+.-,'? 

323 /ksi/ I,Y a +. [~zI] ( (Unvoiced, Unaspirated, Velar) ( I  
(Unvoiced, Retroflex, Fricative) 1 )  
(Short, Close, Front, Unrounded)) 

324 / ksi:/ [kzij ( (Unvoiced, Unaspirated, Velar) I I 
4 (Unvoiced, Retroflex, ~ricative) \ \ 

(Long, Close, Front, Unrounded) ) 

325 /kgu/ ;r .z? [~zu] ( (Unvoiced, ~naspirated, Velar) 1 1 
.d, (Unvoiced, Retroflex, Fricative) 1 1  

(Short, Close, Back, Rounded) ) 

326 /ksu:/ [kzu] ( (Unvoiced, Unaspirated, Velar) I 
I I C 

,=- ;Unvoiced, Retrofiex, Fricativej I I 
(Long, Close, Back, Rounded) ) 

[~zE] { (Unvoiced, Unaspirated, Velar) I  1 
(Unvoiced, Retroflex, Fricative) I I 
(Short, Half -close, Front, Unrounded) 

328 /kgai/ ;". [kza j] ( (Unvoiced, Zlnaspirated , Velar) I ( 
G-i (Unvoiced, Retroflex, Fricative) ( I 

((Short, Open, Central, Unrounded) ( I 
(Short,Close,Front,Unrounded),Diphtho 

329 /kso/ , L~zo] ( (Unvoiced, unaspirated, Velar) I  
(Unvoiced, Retroflex, Fricative) I ( 
(Short, Half -close, Back, Rounded) ) 

330 /ksau/ $1 [kzaw] ( (Unvoiced, ~naspirated, Velar) I 1 
(Unvoiced, Retroflex, Fricative) 
((Short, Open, Back, Unrounded) I  
(Short, Close, Back, Rounded) , 
Diphthong) ) 



Appendix 2 

RULE BASE AND FUZZY TABLE FOR THE CHARACTER /ka:/(G 

In this appendix we give a list of the rule base used for 

spotting the character / k ~ : / ( q )  and the associated fuzzy table. 

The rule base with the associated fuzzy table uses the various 

parameters and the thresholds used locating different gross 

features and the character. The fuzzy table gives an idea as to 

how these parameter values are used to compute the confidence 

measures. For example, in the detection of vocalic region we use 

Log Energy (ENR) or first linear prediction coefficient (LP1) and 

this is indicated in the antecedents of the rule for voicing. 

The number shown along with the parameter indicates the entry in 

the fuzzy table that has to be used for calculation of confidence 

measure. In order to find the confidence level the second 

arguement in the fuzzy table indicates the type of fuzzy curve to 

be used. This table gives the threshold to be used for 

calculation of confidence. For example the rule corresponding to 

voicing says that it should consider ENR and LP1. The function 

chk - enr-limit(ENR 4) means' that this function uses the thresholds 

provided by the 4 th row in the fuzzy table. This has 4 

arguements represented by argl, arg2, arg3 and arg4 as indicated 

in the fuzzy table. The first arguement says that S curve be used 

to obtain the ccnfidence and the other three arguements provide 

the necessary thresholds for S curve. The values provided in the 

4th row of fuzzy table are 0,200,210 and 220. This shows that 
w -. . - 

the confidence measure is obtained using a S curve represented by 

the first zero and the limits on S curve are given by 200, 210 



and 220. This shows that any value of energy above 220 will have 

a maximum confidence and any value below 200 will have minimum 

confidence. The intermediate values have a confidence ranging 

from maximum to minimum. The maximum and minimum values in our 

study are 127 and 0 respectively. Similalrly other functions and 

predicates of a rule can %e evaluated. The )dls indicated in the 

column corresponding to number of arguements relate to the number 

of arguements used by a function when computing confidence 

factors. The number of arguements a function can take when using 

the fuzzy table differ and this is indicated by the number of 

)dls in the second column. 

Rule Base for spottins character /ka:/ ( L 

IF Max 

THEN ir1itl()~init2(). 

IF Max 

' THEN initialize(),init~no(Cur~~mpl~n~),CHNG~CNTXT($silence) 
i 

\, $silence 

IF check-end-file() 

THEN initialize(),CHNG-CNTXT( Sunaspirated). 

' !IF chkparam-limit1 (LE 15) 

\THEN confl. 

IF chkparam-limit(HLR 14) 

THEN conf2. 

IF chkgaram - limitl(LP1 25) 

THEN conf3. 

1 IF AND(conf3 AND(conf2 confl)) 

THEN conf. 

I IF Max 



I 

, ' THEN load - cf(conf l),CHNG-CNTXT( $silence). 

T j Sunaspirated 
I 

' IF check-end-f ile ( )  

THEN initialize ( ) , CHNG-CNTXT ( $burst) . 
IF chkgaram-limitl(LE 9) 

' THEN confl. 

IF chkgaram - limitl(LP1 8) 

THEN conf2. 

THEN conf3. 
\ 

,.\IF AND(conf1 AND ( conf3 conf2) ) 

THEN conf. 

IF Max 

THEN load - cf(conf 2),CHNG_CNTXT( Sunaspirated). 

! IF check-end-f ile ( )  

THEN initialize ( )  , CHNG-CNTXT ( $voiced) . 

THEN confl. 

IF chkgaram-limit1 (LE 12) 

THEN conf 2. 

THEN conf. 

'IF Max 
'1 ', 
THEN load-cf(conf 3),CHNG_CNTXT( $burst). 
y- 

,Y $voiced 
\% 



'IF check-end-file() 

THEN initialize(), CHNG-CNTXT( $find-ka). 

IF chkparam-limit(LP1 5) 

THEN confl. 

, IF chkparam-limit(LE 4) 

/ THEN conf2. 

,IF OR(conf1 conf2) 

THEN conf. 

IF Max 

THEN load-cf(conf O),CHNG-CNTXT( $voiced). 
'\ 

IF Max 
,, > 

THEN find-ka-region(). 

IF Max 

THEN init3 ( )  ,load_cf2 (127 4) ,CHNG-CNTXT( Sloop) . 
Sloop 
/ 

IF check-ka-cnt ( ) 
'\ 
THEN emit2 ( ) , exit ( 1) . 
IF check-formants() 

'>HEN confl. .;' 
IF check - burst() 

' THEN conf2. 

IF AND(conf1 conf2) 

THEN conf. 

IF Max 

THEN load - cfl(conf 5),emit(conf), CHNG-CNTXT( Sloop). 

LE - Log energy LP1 - first Linear predection coefft. 
HLR - ratio of high frequency energy to low frequency energy 
SPD - spectrl distance SPF - Spectral fnatness conf- confidence 



F u z z y  T a b l e  

- 

S .  N u m b e r  

N o .  of A r g  A r g  A r g  A r g  A r g  A r g  

A r g u e m e n t s  1 2 3 4 5 6 

ddd 250 170 2 

dddddd 1 120 0 

dddd 0 240 245 

dddd 0 150 160 

dddd 

dddd 

dddd 

dddd 

dddd 

dddd 

dddd 

dddd 

dddd 

dddd 

dddd 

dddd 

dddd 

ddddd 

dddd 

dddd 

dddd 

dddd 

dddd 

dddd 

dddd 

dddd 

dddd 

A r g u e m e n t  



MODULES OF THE CHARACTER SPO'ITING EXPERT 

The modules in the character spotting expert system are the 

following : 

(1) Rule preprocessor 

(2) Inference Engine 

(3) Look-up table 

( 4 )  Segment data and working memory 

(5) Parameter examine routines 

(6) Test functions and action routines 

(7) Interactive tracing and tuning unit (ITT) 

A brief explanation of each of the above modules is given in the 

following secticns. 

A3.1 Rule Preprocessor 

This module converts the rule text into a form suitable to the 

inference engine. The rules are written following the syntax 

mentioned previously. This module generates a coded rule object file, 

which contains exact triplet matching of the text file. Each triplet 

consists of three bytes. First byte consists information about the 
1 

the type of triplet ( function, context, predicate etc.) and the 

other two contain a unique number associated with each distinct 

entity. For example, predicate I might be stored as shown in 

Fig.A3.1. 

1 2 3 

Fig. A3.1. Structure of a triplet for a predicate 

1 9 2  



The second file generated by this module is meant for ' C r  

compiling and linking to the other modules of the expert system. It 

stores the addresses of all the functions and variables and also the 

offset address of each context group. This module also generates a 

file which contains all the names used in the rules. The names are 

grouped together according to their type and are arranged in 

alphabetical order in each group. Each name in a group will 

accordingly be given a number and these numbers are stored along with 

the names. This is to be used in tracing and debugging the whole 

system. The processor performs simple syntactic analysis and uses 

symbol table look-up to generate the table files. 

A32 Inference Engine 

The function of this module is to execute the rule base 

according to the triplets in the coded rule object file. In the 

cyclic operation it first reads the current triplet in the ruie base, 

advances the current triplet pointer to the next and takes action 

according to the type of triplet just read. By the syntax of the rule 

itself, it knows whether it is evaluating a condition part of the 

rule or it is firing an action procedure. During the condition 

evaluation it stores the identity of the function in the hash table. 

The stored value is used if the same function is being used again 

before any user written action is fired. It clears the hash table as 

soon as a user written action function or procedure is found. The 

arguments are made available to the user written functions by a 

global array. 

A number of system functions like AND, OR, PLUS, ..., ASSIGN are 
implemented directly into the engine thereby acquiring faster 

execution of frequently used functions. The hash table is not 

affected by an action procedure having only system functions. 



Condition is evaluated for the current rule. If the condition 

value is greater than the current threshold then the rule is fired, 

otherwise the next rule is processed. If the rule is fired and 

consequent action is triggered, it then goes to the next immediate 

rule or the first rule of the next context. The above procedure is 

repeated for every rule that is marked as a current rule. In the 

training and debug mode it transfers control to the ITT unit after 

reading each triplet, so that ITT can take appropriate action at any 

point of execution. 

A3.3 Look-up table 

It is a collection of record structures of variable size. All 

the necessary constants, thresholds and fuzzy curves are stored in 

this table using appropriate record. Any of the records can be 

referenced by specifying the table-entry number corresponding to it. 

An array returns pointer to that record by indexing with table-entry 

number. The contents of the record are read from a file in the first 

initialization process. At the same time the array is also 

initialized. The table file is created using a text editor in a 

prescribed format. The table is referred to the ITT unit so that it 

can be verified or modified at any time. 

A3.4 Segment Data Section and Working Memory 

Context information is necessary to hypothesize a symbol for z 

given segment. The segment data section is meant to store all thc 

information about a segment which has been analyzed. This stores z 

concise history of the analysis made on any segment. It is alsc 

useful when the higher level expert wants additional analysis to be 

done on a particular segment. Working memory includes all thr 

194 



temporary and intermediate features. Several global parameters are 

also stored in this memory. 

A3.5 Parameter Examine Routines 

The parameter examine routines are written to extract any of the 

descriptive features from any of the parameters specified. These 

routines are very general in nature taking care of all the cases. The 

main routines written are computation of level, tracking for a 

constant level with specified tolerances and location of regions with 

particular characteristics. 

Each parameter number, table entry number and others tells how 

the analysis has to be performed. For level routine the table entry 

number determines the mapping to be performed after computing the 

absolute values. For example, the absolute value can be mapped using 

a particular fuzzy curve to determine a grade ~ n e ~ h e r s h i p  tc a 

linguistic modifier say very hiqh energy level. 

A function is written which takes the actual value and one of 

the fuzzy curves and returns the mapped grade membership value. For 

example, the procedure ER-level(param-no, table-entry-no, 1-span, 

r-span, cur-smpl-no) will find the average absolute level in the 

range between cur-smpl-no - 1-span and cur-smpl-no + r-span for the 

indicated parameter number and then the average value will be 

transformed by the curve indicated by the table - entry-no. It returns 

the transformed integer. The track function is meant for tracking a 

parameter curve for a constant level specified till it violates the 

indicated tolerances. 

A3.6 Test Functions and Action Routines 

These are collection of functions and procedures which appear in 

the rules. These are written by user and linked to the engine. Test 

195 



functions perform tests on various data and return an integer value 

in the range between 0 - 127 while the action procedures modify or 
create these data values and also communicate with other modules. The 

test functions make use of examine routines to verify the presence or ,*. 
V 

absence of certain properties: n the parameter. 

A3.7 Interactive Tracking and Tuning 

The unit provides interactive facility for tracking and tuning 

the system during the execution of the rule base. It provides the 

facilities (1) to evaluate and stop at next rule or action procedure 

(2) to skip and stop at next rule or action procedure (3) to display 

data values (4) to modify data values and (5) to set and reset break 

points and (6) to execute rule functions. 

This uses a straight forward implementation. All the data, 

variables, tables, system status variables are given access tc it. In 

case of display/modify data enough information (name, address of 

field in record) is stored and/or asked by the user about the data to 

calculate its address. Then that particular location is accessed and 

displayed or modified. In break point mode the ITT unit keeps track 

of the current rule number and as soon as it becomes equal to one of 

the set points it stops execution and waits for user response. 



Appendix 4 

LIST OF CHARACTERS AND SENTENCES USED IN PERFORMANCE EVALUATION 

OF SIGNALTO-SYMBOL TRANSFORMATION 

A4.1 List of characters 

/' ka / 

/' ka: / 

/ k i  /' 

/ ki: / 

/' ke / 

/ ko / 

/ c a  / 

/ c a :  / 

/ c i  / 

i ( J .  / C U  1'. 

1 1 .  / c u :  / 

I ? .  / ta  ./ 
115. / !a: / 

14. / t i  / 

15. ,/ ti: / 
l b .  / t u  .; 
1 7  /' ![I: / 

i8. / t e  / 

1 5 3 .  i t,o / 

20.  / ta:  / 

2 : .  / ti / 

22. / t i :  / 

23. / t u  / 

24. / t u :  /' 

2 5 .  / t o  / 

26. / pa / 

2 7 .  / pa: / 

%8. / pi / 

29. / pu: / 

*.5C). / ya  / 

3 1 .  / ga: / 

3 2 .  / gi / 

33. / gi: / 

34.  / ja: / 

35. / ji: / 

3 6 . / j u  / 

'37. / Ga / 

7 8 .  i cja: i 

39. / cju: / 

48 .  / (ji / 

4 1 .  / ( ! i :  / 

42.  / cja ./ 

4 3 .  / da: / 

41.  / ba / 

45. / ba: ./ 

46. / bu / 

47. / bo / 

48.  / kha / 

49. / kha:/ 

'-50. ./ khi / 

51.  / khi:/' 
52 .  / k h e  / 

53. / kho / 

54 .  / t h a  / 

55. / pha  / 

56. / pha:/  

5 7 .  / phi  / 

58. / p h o  / 

59. / na / 

68. / na:  / 

61 .  / n e  / 

62 .  / ni: / 
63. / ma / 

64 .  / ma: / 

65. / me / 

66. / mo. / 

67.  / mi / 

68. / mi: / 

69. / y a :  / 

70. / ra: / 

71 .  / la / 

72.  / la: / 

73 .  / v a  / 

74.  / va: / 

75. / s a :  / 



A4.2 List of sentences 

yad1: a lsa :  ha1 

aa a- 8 
t o  mai bhi: pu:rn 

a itft r5t 14 
amaratva  nahi: c a :  h ta :  hu:n 

m=Fca =@ -- a 
mai y a h  ca:hta:  hu:n  

itft w -5- a 
ki y a g n  kar te  s a m a y  

& d m  
agni  m u j h e  . ghoQon se  * * * $3 
juta:  -hua: r a t h  prada:n karen 

T S a m -  & 
yahi :  v a r  mai a:pse 

w@ - 8  3 a d  
ca:hta: hu:n 

-F a 
i s  praka:r mai a:msik 

S f T m i t f t  3bfhw 
amaratva  ki: ka:mna: karta: hu:rr 

3 ~ 1 3 a  a 4 -  a 
ra:van bhi: sqpar iva: r  

m r5t m f h 3  
narmada: nadi: ke: 

= r h  =la 8 
kina: r e  pahu: nca:  
fa5-d q.53 

ra:vap sada :  a p n e  s a : t h  

m 3 F d  -?I 
e k  s o n e  ka: s ival ing rakha: 

w *  l ? R & w l -  

karta: tha :  

i3ixa ?a 
narmada: nadi: * =la 
pu:wi:  disa:  se  

¶3, h a 
p a s c  im ki: o r  bahti :  hai  
~ r k ~  a , *  W@I 8 
a u r  pa$c.,im s a - g a r  m e n  * c r f h r  WJR ;f 

gir ja:ti: hai  

is 
aca:nak y a h  nadi: 

3-=vm a7i =la 



im s e  pu:rab ki: or  

v f h i  ir F a  * 
bahne lagi: 

q* dl 
ra:van ne  u n h e n  

m 3 a-<r 
is ba:t ka : 

w - BT 
pata: 1aga:ne ka: a :des  diya: 

4 w * a a  
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VAXSTATION SYSTEM DETAILS 

This appendix describes the hardware and software support in 

the VAXSTATION II/GPX system, on which the character spotting 

expert systems are implemented. The VAXSTATION system provides an 

environment for performing signal processing work. The VAXlab 

system is a combination of hardware and software components that 

creates the environment that the LabStar software requires. The 

VAXlab system can be used to control the real time hardware which 

consists of the A/D converter, the D/A converter and a real time 

clock. But the LabStar software actually provides a set of 

routines to perform real time 1/0 using the VAXlab hardware. The 

following two sections describe the VAXlab hardware and the 

LabStar software. 

A5.1 VAXlab Hardware for 1 / 0  Support 

The AAV11-D is a two-channel 250-kHz digital-to-analog (D/A) 

converter with direct memory access (DMA). ADV11-D is a 50-kHz 

analog-to-digital (A/D) converter with programmable gain and DMA. 

The KWV11-C clock module is used as a steady frequency source for 

the A/D and D/A devices. File I/O, a LabStar module device, moves 

data to a disk file using Queued Input Output (QIO). In QIO the 

user program queues buffers to the device for continuous 

processing of data. The device moves the data directly to disk 

using block I/O. As each file is read or written in blocks of 

512 bytes each, the transfer is done very fast. 

When the A/D and the D/A devices are set to do continuous 

Direct Memory Access (DMA), the DMA hardware runs continuously 



instead of stopping at the end of each buffer. The DMA can run 

at top speed without interruptions because it is confined to a 

64K-byte block of memory that it wraps around. All the software 

has to do is to keep filling or emptying the buffers as fast as 

the DMA empties or fills them. We have used continuous DMA for 

the analog to digital conversion. 

Al.2 LabStar Software for 1 / 0  Support 

The LabStar Input Output (LIO) routines provide two types of 

interfaces: (a) synchronous read/write 1/0 and (b) asynchronous 

queued I/O. Synchronous 1/0 enables the user program to transfer 

a set of values to the device with one routine call. The routine 

call stops the program until the 1/0 completes. Asynchronous 1/0 

enables the user program to queue several sets of values to be 

transferred. The program continues execution during 1/0 

operations, enabling 1/0 operations to continue on one or more 

devices simultaneously. Asynchronous 1/0 has been used in the 

speech editor package. 

Each asynchronous 1/0 device has a device queue and a user 

queue. The user program puts a buffer in the device queue to 

send it to the device. The device processes the buffer and puts 

the buffer in the user queue to return it to the program. 

LIOSENQUEUE and LIOSDEQUEUE are the routines for accomplishing 

this. With devices set for asynchronous I/O, a program can set a 

device to forward completed buffers to another device. When the 

first device completes a buffer it immediately enqueues the 

buffer to the secmd device. 

The LabStar Graphics Package (LGP) is a set of routines that 

can plot both real time data as well as data produced by 

calculations. These routines use the GKS software for plotting. 
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