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Working Group Descriptions: 2016 CBSG Annual Meeting

How do we deal with conservation-reliant species?

CONVENOR: Sarah Long

AIM: The aim of this Working Group session is to discuss the prioritization and allocation of resources for
conserving species that may always be reliant on some human intervention to manage threats or foster
population viability.

BACKGROUND: Implicit in many definitions of recovery (including that of the US Endangered Species
Act) is the assumption that threats to species can be eliminated or mitigated sufficiently such that a
recovered species would be able to sustain itself without human intervention. However, if the threats
are human-induced they may be difficult to halt (e.g., habitat fragmentation and loss, conflicts with
human property or land use, climate change effects, etc.). So some kind of assistance or management
may be necessary in perpetuity for an estimated 84% of endangered and threatened species with
USFWS recovery plans (Goble et al 2012). How should this change the prioritization of species for initial
listing or allocation of resources? How does this change the roles of government, non-governmental
organizations, or private people in conservation?

LITERATURE CITED:

Goble, D.D., J. A. Wiens, J. M. Scott, T. D. Male, and J.A. Hall. Conservation-Reliant Species. 2012.
BioScience. Vol.62 No.10.

How Species Distribution Models (SDMs) can improve decision-making in
conservation planning

CONVENOR: Katia Maria P. M. B. Ferraz (Forest Science Department, ESALQ/USP)

AIM: To present and discuss the potential use of Species Distribution Models to support decision-making
in conservation planning.

BACKGROUND: Species Distribution Models (SDMs) are an important tool often used to assess the
relationship between a species, its distribution, and the environmental conditions. They integrate
species occurrence records and environmental variables to develop environmental suitability maps for a
species in space and time. SDMs are built for the following purposes: 1) to map and update the current
species distribution, 2) to evaluate the environmental suitability of the landscape for the species
occurrence, 3) to identify corridors and priority areas for conservation, 4) to identify key areas for
conservation efforts, 5) to identify gaps in sampling database, 6) to identify new potential areas for



species occurrence, 7) to improve the assessment of endangered species, 8) to supplement population
viability analysis. When successfully used SDMs can influence policy development and support public
actions for conservation and management decisions.

SDM are built before and during the workshop. They require participants provide exact GPS locations of
the species. Map construction should begin a year to six months before the workshop. It is key to have a
preliminary map to show at the beginning of the workshop so that it can be further discussed by all the
participants, many maps are created during the workshop with participation input and discussions.

CBSG Brasil has used SDMs in the Jaguar Action Plan (2009) and the Chacoan Peccary (2016).
Furthermore this tool has been fully integrated by the government authorities for the planning of
endangered carnivores in Brazil. This tool can potentially be used for conservation planning of many of
the species CBSG is involved with.

PROCESS: The working group will start by a presentation of the concepts involved in species distribution
modeling. A brief review of the use of SDMs in workshops will be presented, emphasizing the
applications of SDM for conservation planning. Opportunities on how this tool could improve species
conservation planning for CBSG network will be discussed. Finally, we will brainstorm what further
needs might be addressed for bridging the gap among researchers, modelers and decision-makers in
favor of species conservation and how this could help the CBSG work.

Integrating human dimensions into conservation

CONVENOR: Sarah Long

AIM: The aim of this working group session is to explore how we can more systematically gather and
integrate information about human dimensions into the conservation process.

BACKGROUND: Conserving species requires basic biological and ecological data relevant to the threats
to a species and its biological potential for overcoming these threats. While conservation planning often
factors in non-biological information, including economic costs and the potential impact on multiple
stakeholders, the influence of the human dimension on conservation is often underestimated. With the
growth and expansion of human populations and increasing urbanization, the conservation of species
will more than likely need to occur in a human-dominated landscape. However, there is still an
expectation among both scientists and citizens that species can be conserved behind fences away from
people (e.g., on government land), rather than coexisting alongside people (e.g., on a patchwork of
private and public lands). To achieve success in this new model, conservation planning will increasingly
benefit from the integration of data from social scientists regarding perceived costs and benefits, values,
and attitudes of a wide range of potential stakeholders. Beyond the input of social science, conservation
planning could also benefit greatly from strategically planned education initiatives and public relations
efforts.



PROCESS: The working group will begin by discussing concepts and examples of how to integrate human
dimensions into the traditionally biologically driven conservation planning process. An example focal
species conservation effort for this discussion could be the endangered red wolf in the southeastern
United States. At the time of this writing, the recovery program for this species in North Carolina is
currently under review, but there may be new recovery efforts needed for this species. The
reintroductions of different wolf species in the United States, or of any predator species coexisting near
people, provide a good opportunity to discuss the historical successes and challenges relating to this
topic.

OUTCOMES: The group will produce a set of recommendations that describe various ways in which CBSG
and other conservation planners can better integrate social sciences, human behavioral data, and the
skills of non-scientists into the conservation planning process for more successful conservation
outcomes.

Genetic Rescue

CONVENORS: Oliver Ryder, Dalia Conde and Johanna Staerk

BACKGROUND: In 2015 at the CBSG meeting in Al Ain, we had the first GENETIC RESCUE workshop. This
year we will follow up focusing on developing a decision framework for which species we need to
urgently store live cells. This may depend on many different factors, not only on species threats,
population size, but access to samples and possibilities to infrastructure development. We have invited
Dr. Melissa A. Kenney to help us developing this framework. Dr. Kenney is an Assistant Research
Professor in Environmental Decision Analysis and Indicators at the University of Maryland, Earth System
Science Interdisciplinary Center (ESSIC) and Cooperative Institute for Climate and Satellites - Maryland.

Introduction to Genetic Rescue

GENETIC RESCUE is defined as an increase in population-level viability through the re-introduction of
previously lost genetic material by cell-based human intervention.

Genetic rescue involves utilizing preserved and banked tissue samples, both reproductive and somatic
across a variety of technological means to add genetic diversity and/or producing viable offspring for
critically endangered animals and plants. They include artificial insemination, in vitro fertilization, etc.,
along with induced stem cell development and applications of cloning technology.

Rationale

Genetic Rescue is the response to an extinction crisis. It has the greatest potential for impact where
traditional means of species recovery by live animal transfer are not practical or possible. Emerging
technologies in genetics and assisted reproduction will be crucial for some species

sustainability. Numerous challenges exist in moving from proof of principle to making these



technologies practicable. Two examples are methods of species choice for rescue, and another is the
lack of availability of suitable samples.

SOURCES:

Full description of genetic rescue:
Definition from revive and restore
http://reviverestore.org/what-we-do/genetic-rescue/

Genetic rescue and biodiversity banking, Oliver Ryder at TEDxDeExtinction:
http://tedxtalks.ted.com/video/Genetic-rescue-and-biodiversity

The alluring simplicity and complex reality of genetic rescue
http://www.uas.alaska.edu/artssciences/naturalsciences/biology/faculty/tallmon/Tallmonetal TREE.pdf
Cited by Edmands (2007): Between a rock and a hard place: evaluating the relative risks of inbreeding
and outbreeding for conservation and management http://onlinelibrary.wiley.com/doi/10.1111/].1365-
294X.2006.03148.x/epdf

2009 Genetic rescue guidelines with examples from Mexican wolves and Florida panthers
http://link.springer.com/article/10.1007/s10592-009-9999-5

2005 TREE Genetic restoration:’ a more comprehensive perspective than ‘genetic rescue
http://www.sciencedirect.com/science/article/pii/S0169534705000078

2001 TREE Restoration of genetic variation lost — the genetic rescue hypothesis
http://www.sciencedirect.com/science/article/pii/S0169534700020656

Expanding Options for Species Survival: Establishing a Global Wildlife GeneBank of Viable Cell Cultures —
presentation by Oliver Ryder
http://iucncongress.ipostersessions.com/?s=D5-24-E1-A7-26-30-69-B9-F6-4F-6A-8A-0C-58-02-09

Addressing human population and behavior in the design of conservation
planning processes

CONVENOR: Phil Miller

AIM: The aim of this working group session is to explore how we can better incorporate knowledge
around human population growth dynamics and behavior-driven activities that threaten wildlife
persistence into our species conservation planning workshops. This effort will extend the discussions on
a similar topic that began at the 2015 CBSG Annual Meeting in Al Ain, UAE.

BACKGROUND: We have only rarely incorporated human demographic analysis into the risk assessment
component of our conservation planning workshops. Furthermore, we do not include a detailed analysis
of human activities on the landscape — and the behaviors that drive those activities — and how they


http://reviverestore.org/what-we-do/genetic-rescue/
http://tedxtalks.ted.com/video/Genetic-rescue-and-biodiversity
http://www.uas.alaska.edu/artssciences/naturalsciences/biology/faculty/tallmon/Tallmonetal_TREE.pdf
http://onlinelibrary.wiley.com/doi/10.1111/j.1365-294X.2006.03148.x/epdf
http://onlinelibrary.wiley.com/doi/10.1111/j.1365-294X.2006.03148.x/epdf
http://link.springer.com/article/10.1007/s10592-009-9999-5
http://www.sciencedirect.com/science/article/pii/S0169534705000078
http://www.sciencedirect.com/science/article/pii/S0169534700020656
http://iucncongress.ipostersessions.com/?s=D5-24-E1-A7-26-30-69-B9-F6-4F-6A-8A-0C-58-02-09

impact local wildlife populations. From the perspective of developing a vision of the future for
threatened wildlife populations, we need to understand how threatening activities may change in the
future as human populations continue to grow. As pointed out by a growing number of conservation
professionals, the real issue with human population is their mechanisms and ever-increasing rate of
natural resource consumption, particularly as nations evolve along the socio-economic continuum.

Therefore, successful planning for endangered species conservation requires identifying means by which
human activities can be modified to maintain viable populations. For more than 20 years, CBSG’s
Population and Habitat Viability Assessment (PHVA) workshops have featured recommendations that
are developed in the spirit of moderating our negative impacts on species and habitats. But we have not
systematically addressed the issue of increasing human population abundance and how to face the
dynamic impacts of this threat.

At the 2015 CBSG Annual Meeting in Al Ain, a working group began to address this issue. The
participants enthusiastically supported the general proposal to incorporate these aspects of “the human
dimension” into future CBSG-facilitated species conservation workshops. We focused our subsequent
discussion in the context of a potential workshop opportunity in Chile, where Humboldt penguins are
impacted by a variety of human-mediated activities. Discussions among Humboldt penguin biologists
and other interested parties have been ongoing after the Al Ain session.

PROCESS: The working group will begin by revisiting the discussion of concepts initiated in the 2015 Al
Ain working group, and will expand ideas and concepts from that session that are most relevant to our
long-term aim. We will also build on appropriate themes discussed by other working groups meeting
earlier in the 2016 agenda that are addressing the larger topic of human population and species
conservation. Finally, we will revisit the Chile Humboldt penguin workshop opportunity to generate a
more clear vision of an expanded conservation planning process that can be promoted and facilitated by
CBSG.

OUTCOMES: The group will produce a set of guidelines that describe how such an expanded process can
be applied, with an emphasis on the resources required to increase its chances for successful
application.

Using the tools of the Species Conservation Toolkit Initiative
CONVENORS: Jon Ballou, Bob Lacy, Taylor Callicrate

DESCRIPTION: The Species Conservation Toolkit Initiative is a partnership to ensure that the new
innovations and tools needed for species risk assessment, evaluating conservation actions, and
managing populations are developed, globally available, and used effectively. The tools in the toolkit
include PMx, Vortex, Outbreak, MetaModel Manager, Vortex Adaptive Manager, and more. These are
powerful tools for guiding species risk assessments and conservation planning, but it is not always easy
to know how to use the many features in the software. In this working group, we will provide a short



training session followed by discussion of further training needs. The specific tool(s) to be the focus of
the training session will be identified by a survey of the meeting participants.
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How do we deal with conservation-reliant species?

Sarah Long

Aim

The aim of this Working Group session is to discuss the prioritization and allocation of resources for
conserving species that may always be reliant on some human intervention to manage threats or foster
population viability.

Background

Implicit in many definitions of recovery (including that of the US Endangered Species Act) is the
assumption that threats to species can be eliminated or mitigated sufficiently such that a recovered
species would be able to sustain itself without human intervention. However, if the threats are human-
induced they may be difficult to halt (e.g., habitat fragmentation and loss, conflicts with human property
or land use, climate change effects, etc.). So some kind of assistance or management may be necessary
in perpetuity for an estimated 84% of endangered and threatened species with USFWS recovery plans
(Goble et al 2012). How should this change the prioritization of species for initial listing or allocation of
resources? How does this change the roles of government, non-governmental organizations, or private
people in conservation?

Literature Cited

Goble, D.D., J. A. Wiens, J. M. Scott, T. D. Male, and J.A. Hall. Conservation-Reliant Species. 2012.
BioScience. Vol.62 No.10.
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Introduction

Abstract

Species threatened with extinction are the focus of mounting conservation
concerns throughout the world. Thirty-seven years after passage of the U.S.
Endangered Species Act in 1973, we conclude that the Act’s underlying
assumption—that once the recovery goals for a species are met it will no longer
require continuing management—is false. Even when management actions
succeed in achieving biological recovery goals, maintenance of viable popu-
lations of many species will require continuing, species-specific intervention.
Such species are “conservation reliant.” To assess the scope of this problem,
we reviewed all recovery plans for species listed as endangered or threatened
under the Act. Our analysis indicates that 84% of the species listed under the
Act are conservation reliant. These species will require continuing, long-term
management investments. If these listed species are representative of the larger
number of species thought to be imperiled in the United States and elsewhere,
the challenge facing conservation managers will be logistically, economically,
and politically overwhelming. Conservation policies will need to be adapted
to include ways of prioritizing actions, implementing innovative management
approaches, and involving a broader spectrum of society.

gered Species Act of 1973 established “a program for the
conservation of ... endangered species and threatened

There is a broad consensus that humans have fundamen-
tally altered the earth and placed many of its species at
risk of extinction (e.g., Janzen 1998; McKibben 2006;
Meyer 2006; Kareiva et al. 2007; Wiens 2007). Human
impacts have increased over the past several decades as
local has become global and the scale of human influ-
ences has multiplied (Millennium Ecosystem Assessment
2005; IPCC 2007). Not only are extinction rates increas-
ing, but the geographic and taxonomic scope of threat-
ened extinctions is broadening as well (Ricketts et al.
2005).

The growing recognition of the magnitude of human
impacts on nature and of the current and looming wave
of global extinctions has prompted both international and
national programs to protect imperiled species (Balmford
et al. 2005; Goble 2006). In the United States, the Endan-

species” and “the ecosystems upon which [these] species
depend” (16 U.S.C. sec. 1531(b)). The Act was based on
the assumption that preventing extinction is a straightfor-
ward process: identify species at risk of extinction, docu-
ment the factors that imperil them, conduct research to
determine the conservation measures necessary to elim-
inate those threats, implement those measures on a bio-
logically relevant scale, and, when populations rebound
to the point at which they are self-sustaining in the wild
without the protection they are afforded under the Act,
remove them from the list (“delist”), and declare them
“recovered.”

The expectation when the Act was drafted was
that recovery would be commonplace once the ap-
propriate actions were taken. To be sure, there have
been notable successes, including the peregrine falcon

Conservation Letters 3 (2010) 91-97  Copyright and Photocopying: ©2010 Wiley Periodicals, Inc. 91
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Conservation-reliant species

(Falco peregrinus), Aleutian cackling goose (Branta hutchin-
sii leucopareia), and gray whale (Eschrichtius robustus). But
such species are the exception rather than the rule (Dore-
mus & Pagel 2001; New & Sands 2003). On December 31,
2007, only 15 of the 1,136 listed species had met recovery
goals and been removed from the list (USFWS 2009a).

In the United States, the Endangered Species Act re-
quires that the decision to list or delist a species be based
on findings on the risk the species faces from a statu-
tory list of five threat categories: habitat loss, overutiliza-
tion, disease or predation, inadequate regulatory mecha-
nisms, and any other reason (ESA sec. 4(a)(1)(A)-(E)).
The key to success under the Act, therefore, is elimi-
nating the threat(s) that led to a species’ imperilment.
If these threats cannot be eliminated, continued man-
agement will be required and this management will re-
quire “existing regulatory mechanisms” to ensure that
it continues for the foreseeable future. For example, al-
though the population recovery goals for Kirtland’s war-
bler (Dendroica kirtlandii) have been met since 2001, the
species has not been delisted because its maintenance
requires continuing and intensive management (timber
stand management and control of brown-headed cow-
birds, Molothrus ater) (Bocetti & Goble 2010). Without
such management, the species would once again become
imperiled.

We have previously labeled such species “conserva-
tion reliant” because they will require some form of con-
servation management for the foreseeable future (Scott
et al. 2005). Conservation reliance is a continuum en-
compassing different degrees of management. It extends
from species that occur only in captivity, through those
that are maintained in the wild by releases from captive-
breeding programs and those that require continuous
control of predators or human disturbance, to species
needing only periodic habitat management. Although the
intensity and frequency of management actions required
varies among species at different points on this contin-
uum, the common characteristic is that some form of
management will be required, even after the biological
recovery goals for a species have been achieved or ex-
ceeded, to prevent it from sliding back toward extinction
(Scott et al. 2005). For example, management of griz-
zly bears (Ursus arctos horribilis) in the greater Yellow-
stone area led to population increases and the delisting
of the species as recovered under the provisions of the
Endangered Species Act. When the decision was chal-
lenged, however, a federal district court held that the
postdelisting management provided insufficient protec-
tion and ordered the species relisted (Federal District
Court for the District of Montana 2009). In Australia,
the woylie (brush-tailed bettong, Bettongia penicillata) was
delisted in 1999 on the basis of a positive response to

J. M. Scott et al.

management, only to be relisted within a decade as
populations declined, possibly in response to threats not
considered in the initial listing (Australian Government
Department of the Environment, Water, Heritage and the
Arts 2009).

The U.S. Endangered Species Act does not recognize
distinctions among species at different points on this
conservation-reliance continuum; species are either listed
(as threatened or endangered) or not. After a previously
listed species is delisted, it receives no legal protection be-
yond that accorded to other species that are not (legally)
imperiled. It is this lack of species-specific protection fol-
lowing delisting that is the source of the problem fac-
ing the Kirtland’s warbler, the grizzly bear, and the other
species that are conservation reliant.

If only a few of the species currently listed under
the U.S. Act are conservation reliant, then the chal-
lenge is manageable. But if conservation reliance is
widespread, the task for conservation managers would be
overwhelming. Managing species at risk of extinction is
expensive, logistically difficult, and often politically con-
tentious (witness the controversy surrounding manage-
ment of the spotted owl, Strix occidentalis, in the U.S.
Pacific Northwest; Yaffee 1994), making it unlikely that
all conservation-reliant species can receive the necessary
management attention. Managers and policy makers will
need to establish priorities and make hard decisions.

Methods

To evaluate the magnitude of the problem, we ana-
lyzed information from the recovery plans developed for
species listed under the U.S. Endangered Species Act. We
used these plans because they provide a rich and exten-
sive body of data about the conservation-management
requirements of a large number of species at risk of ex-
tinction. We reviewed the final recovery plans for 1,136
listed species (495 animals [196 invertebrates, 299 verte-
brates] and 641 plants) available on December 31, 2007
(USFWS 2009b). Recovery plans synthesize the available
biological information for a species and specify the ac-
tions necessary to reclassify it from endangered to threat-
ened status (“downlist”) or to remove it from the Act’s
protection altogether (“delist”) (USFWS 1990). Our anal-
ysis follows the definition of “species” in the Act, which
includes subspecies and distinct population segments of
vertebrates (ESA sec. 3(14)).

We categorized a species as conservation reliant if the
conservation-management actions identified in the nar-
rative portion of the species’ recovery plan addressed
threats that will require ongoing management because
they cannot be eliminated. In identifying management

92 Conservation Letters 3 (2010) 91-97  Copyright and Photocopying: ©2010 Wiley Periodicals, Inc.
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actions that lead to conservation reliance, we included
only actions that involved active management imple-
mentation; we did not include actions that were contin-
gent upon additional research or evaluation. Thus, we
included actions that included the terms “control,” “im-
plement,” “manage,” or “conduct,” but did not include
actions preceded by the terms “assess,” “
tity,” “investigate,
ranted.”

These terms are admittedly imprecise and do not take
into account differences in the magnitude or frequency
of the required actions. For example, control of distur-
bance to an endangered plant species might require only
that an area be fenced to exclude people or herbivores.
Once the initial management investment is made, subse-
quent management might entail little more than period-
ically maintaining the fencing. But it would still require
ongoing monitoring and maintenance, even at a low level
of investment. On the other hand, conservation of an-
other endangered plant might entail onsite monitoring
and educational activities to prevent people from entering
a critical area as is required for Robbins’ cinquefoil (Po-
tentilla robbinsiana) (USFWS 2002). Exclusion of people
and pets from nesting areas of federally endangered Cal-
ifornia least terns (Sterna antillarum browni) or federally
threatened western snowy plovers (Charadrius alexandri-
nus nivosus) necessitates fencing or posting of areas and
requires continuous maintenance.

Recovery plans do not contain sufficient information
to distinguish among levels of management that may be
required to maintain a species. In addition, the terms that
we did not include in designating a species as conserva-
tion reliant (and which therefore may define a species
as nonconservation reliant) often reflect a lack of knowl-
edge about the threats that imperil a species, so some
of these species may turn out to be conservation reliant
once more is known. For example, the recovery plan for
the Sonoran pronghorn (Antilocapra americana sonoriensis)
lists several management strategies that need to be “in-
vestigated” (USFWS 1998), so we did not categorize the
species as conservation reliant. Some of these strategies
are now being implemented as management actions (i.e.,
forage enhancement, supplemental watering, and captive
breeding; Krausman et al. 2005), and it is likely that such
actions will need to continue to ensure the pronghorn’s
persistence. Our assessment of the extent of conservation
reliance among listed species thus may underestimate the
actual magnitude of the problem.

The management actions identified in recovery plans
can take many forms. Efforts may be focused on man-
aging other species that negatively affect the conser-
vation target (e.g., control of predators, nest parasites,
competitors, disease vectors), actively managing habitat

" ou
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monitor,” “iden-
determine,” “if needed,” or "if war-
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Conservation-reliant species

and ecological processes (e.g., prescribed cuts, prescribed
burns, controlled releases of water from dams), supple-
menting resources (e.g., providing contaminant-free food
for California condors, Gymnogyps californianus), control-
ling direct human impacts (e.g., excluding people from
a least tern colony), or artificial recruitment (e.g., sup-
plementing populations through release of captive-reared
individuals or translocation from another site to main-
tain genetic diversity or augment population numbers).
We grouped management actions into five conservation-
management strategies, each of which includes two or
more similar types of management actions: (1) control of
other species, (2) control of pollutants, (3) habitat man-
agement, (4) control of use of species and/or human ac-
cess, and (5) population augmentation. Because species
that require multiple management strategies may have
a more difficult road to recovery, we also assessed the
number of conservation-management strategies required
for each species. We used chi-square goodness-of-fit tests
to test for differences among groups (Mead et al. 1993).

Results
Conservation-reliant species

Of the 1,136 listed species we evaluated, 951 (84%)
are conservation reliant by our measures. The percent-
age of conservation-reliant species did not differ signifi-
cantly among major taxonomic groups (84%, 85%, and
81% for invertebrates, plants, and vertebrates, respec-
tively; P = 0.94; x? = 0.12, df = 2). Similarly, there was
no statistical evidence for differences in the percentage
of conservation-reliant species among vertebrate groups
(mammals, 67%; birds, 96%; reptiles, 72%; amphibians,
77%; fish, 80%; P = 0.11; x? = 7.64, df = 4) or among
invertebrate groups (insects, 100%; crustaceans, 94%;
snails, 83%; clams, 72%; P = 0.11 x? = 5.96, df = 3).

Required management strategies

The most common management strategies listed for
conservation-reliant species were control of other species,
active habitat management, and artificial recruitment.
Management strategies varied among taxonomic groups
(Table 1). For example, active habitat management
was the most frequently identified management strat-
egy for vertebrates and plants (P < 0.01; x? = 9.47,
df = 2), whereas artificial recruitment and pollution con-
trol were most frequently cited for invertebrates (P <
0.01; x> = 11.67 & 31.12, df = 2) (Table 1). The recov-
ery plans for most species (65%) listed multiple strate-
gies that would be required for postrecovery manage-
ment (Table 2).

Conservation Letters 3 (2010) 91-97  Copyright and Photocopying: ©2010 Wiley Periodicals, Inc. 93
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Conservation-reliant species

Table 1 Percentage of species for each conservation-management
strategy
All
Vertebrates Invertebrates Plants  species
Control of other 64% 54% 71% 66%
species
Active habitat 62% 32% 52% 51%
management
Control of direct 49% 23% 35% 36%
human impacts
Artificial 33% 62% 39% 42%
recruitment
Pollution control 12% 19% <1% 7%
All strategies 81% 84% 85% 84%
Discussion

The challenge created by the conservation reliance of
threatened and endangered species is formidable. Based
on our analysis, 84% of the species listed under the U.S.
Endangered Species Act will need continuing manage-
ment actions, even after these species have met the pop-
ulation and distribution goals of their recovery plans. For
example, delisting of the Columbian white-tailed deer
(Odocoileus virginianus leucurus) was predicated upon the
development of land-management policies to protect its
habitat on a fragmented mosaic of public and private
ownership and on the assurance that this habitat would
continue to be managed to meet the species’ require-
ments (Goble 2010). This required crafting a complex
management approach that included zoning and land-
use ordinances, set-asides (e.g., green belts, parks), con-
servation easements, and agreements with landowners
and public-land managers to manage their land in spe-
cific ways.

The deer, like many species at risk of extinction, oc-
curs on landscapes that are fragmented in quality and
ownership. In other situations, the natural disturbance
agents that historically maintained openings necessary to

Table 2 Percentage of conservation-reliant species with one or more
conservation-management strategy

J. M. Scott et al.

the survival of species are missing or altered (Menges &
Hawkes 1998). Changes in grazing regimes and elimina-
tion of American bison (Bison bison) migrations, for exam-
ple, may have caused declines of running buffalo clover
(Trifolium stoloniferum); the recovery plan for this species
calls for mimicking these historical disturbances through
ongoing habitat management (USFWS 2007).

Often, threats emanate from an area larger than that
occupied by the species of concern. The most com-
mon conservation-management strategy for the species
we considered, for example, is control of other species
(Table 1). When the threatening species occupy a wider
range of habitats or larger areas than the species to be
conserved, however, elimination of the threat may not
be possible and control must be ongoing. The eradi-
cation of exotic foxes (Vulpes spp.) from the breeding
islands used by the Aleutian cackling goose was instru-
mental to their recovery and delisting (USFWS 1990), but
removal of introduced mongooses (Herpestes spp.), rats
(Rattus spp.), and feral cats (Felis catus) from the much
larger islands inhabited by the endangered Hawaiian stilt
(Himantopus mexicanus knudseni) has proved impossible.
Continuing control of nonnative predators and manage-
ment of small marsh habitats throughout the islands are
necessary to maintain the stilt in the wild (USFWS 2005).

The Australian experience suggests that conservation
reliance is not restricted to imperiled species only in the
United States. For example, control of nonnative species
is a major tool in conservation management of many en-
demic mammals in Australia (Short & Smith 1994), and
control of nonnative predators is an important element
of conservation management of the woylie (Martin et al.
2006). Studies also suggest that postrecovery manage-
ment will be required for many endangered insects (New
& Sands 2003).

Nonetheless, because conservation reliance is deter-
mined in large part by the nature of the threats a species
faces, it is likely to vary among countries to the extent
that the types of threats vary. In China, overexploitation
appears to be the primary threat to vertebrates; nonnative
species were identified as a threat factor for only 3% of
the listed species (Yiming & Wilcove 2005). Although the
threat factors identified for endangered species in Canada
are generally similar to those in the United States, over-

Number of exploitation is considered a more significant threat than
conservation- nonnative species (Venter et al. 2006).
manag_ement A"_ In addition, the provisions in the U.S. Endangered
strategies Vertebrates Invertebrates Plants species . .. .. ..

Species Act requiring an explicit description of regula-
1 Strategy 33% 29% 38% 35% tory mechanisms as an element of the decision to delist
2 Strategies 29% 56% 35% 37% a species may be a significant factor in calling attention
3 Strategies 24% 10% 18% 18% to the problem. The statutes of other nations do not in-
4 Strategies 1% 4% 9% 9% < el 1s .

rategl ’ clude an explicit list of threats that must be assessed in

5 Strategies 2% 1% 0% 1% L. L. .

determining whether a species is imperiled. For example,
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neither Canada’s Species at Risk Act (2002) nor Aus-
tralia’s Environment Protection and Biodiversity Con-
servation Act (1999) includes such a list of threats.
Australia’s Act recognizes a “conservation-dependent”
category that includes species that are “the focus of a spe-
cific conservation program the cessation of which would
result in the species becoming vulnerable, endangered
or critically endangered” (EPBCA sec. 179(6)). Thus, a
species could remain on the threatened species list even
though it no longer meets the eligibility criteria, if delist-
ing would seriously reduce the beneficial effects of man-
agement.

Conservation reliance is likely to become even more
pervasive in the future. Wilcove & Master (2005) esti-
mated that 14,000-35,000 species may currently be im-
periled in the United States. These trends are not limited
to the United States. Expanding human populations, the
resulting degradation and fragmentation of habitats and
spread of nonnative species, and the consequences of cli-
mate change will push more species toward extinction
(Ricketts et al. 2005; Sekercioglu et al. 2008), swelling the
ranks of conservation-reliant species. Globally, the Inter-
national Union for Conservation of Nature (IUCN) Red
List of species threatened with extinction continues to
grow, from 16,118 species in 2007 to 17,291 species in
2009. The Intergovernmental Panel on Climate Change
has projected that perhaps 20-30% of the species assessed
to date are likely to have an increased risk of extinction
if increases in average global warming exceed 1.5-2.5°
C (IPCC 2007). Clearly, we have seen only the tip of the
iceberg.

What can be done? Part of the solution is in funding.
In the United States, current funding is inadequate even
to meet the conservation-management needs of those
species that are currently listed (Miller et al. 2002). In
2003, for example, the U.S. Fish & Wildlife Service es-
timated that it would cost $153 million just to process the
286 candidate species then awaiting a listing decision; the
total budget for all listing activities that year was only $16
million (Stokstad 2005) Things have not improved: the
2009 listing budget was actually less than the 2003 bud-
get when adjusted for inflation (FWS 2009; www.fws.
gov/budget/2009/2009%20GB/05.2%20Listing.pdf). As
the ranks of conservation-reliant species continue to
grow, the budgetary shortfall will only become greater.
Other solutions must be sought.

We must begin by recognizing the extent and impor-
tance of conservation reliance. Presently, the listing of
species and drafting of plans for their recovery revolve
around the identification of threats that have caused
imperilment and that must be addressed by recovery
actions. Too often, the approach is based on a short-
term response to an emergency. For recovery to be last-

Conservation-reliant species

ing, recovery plans should also include an evaluation of
the threats that are likely to continue when recovery
goals have been met. The management actions neces-
sary to ameliorate these long-term threats should be in-
corporated into recovery plans at the outset. As experi-
ence with individual species increases, the recovery plans
and postlisting management structure should become in-
creasingly specific. This will reduce the chances that the
extinction risk for a delisted species will increase once
the legal protections of an endangered species act are re-
moved (as with the woylie in Australia) as well as reduce
the level of reliance of the species. Delisting of a species is
a legal or regulatory step, not necessarily the endpoint of
management.

The conservation-management actions needed to as-
sist conservation-reliant species will also require the par-
ticipation of a broad community of individuals and en-
tities. Governments and nongovernmental conservation
organizations and land trusts have been instrumental
in protecting and managing places for nature, but pro-
tected areas alone will be insufficient to meet conserva-
tion goals (Wiens 2009). Management practices must be
expanded to include a mix of public and private lands,
balancing the priorities of differing land uses, ownerships,
and conservation objectives (Walter et al. 2007; Freyfogle
2009). Incorporating a broader array of land uses and
ownerships into the conservation agenda will depend on
strong public-private partnerships. Fashioning such part-
nerships will require that management options be ex-
panded beyond those available under the Endangered
Species Act. One approach is to develop partnerships
among federal and state agencies and nongovernmen-
tal organizations through the use of conservation-
management agreements, which formalize the legal re-
sponsibilities of the conservation managers to meet the
biological requirements of a species (Scott et al. 2005;
Bocetti & Goble 2010). Incorporation of such a mecha-
nism into the framework of the Endangered Species Act
would require changes in policies and regulations, but
not the law. A creative mix of regulations and incentives
and a greatly expanded group of individuals involved in
postrecovery management will be needed to ensure that
conservation-reliant species receive adequate conserva-
tion efforts if and when they are delisted (Wilcove 2004;
Parkhurst & Shogren 2006; Freyfogle 2009).

Even if new conservation partnerships are forged,
the range of policy and management options is ex-
panded, and the private sector is empowered to do more,
the sheer number of current and future conservation-
reliant species compels us to recognize that not all
species can receive the same level of conservation atten-
tion (nor do they now). Priorities must be established
for which species and ecosystems should be managed
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and which management practices should be employed.
Prioritization approaches based on cost-effectiveness or
return-on-investment (e.g., Murdoch et al. 2007; Briggs
2009) offer some possibilities, but other approaches
should also be explored. We have not been able here to
consider differences in the magnitude and duration of the
conservation actions required by different conservation-
reliant species, but such information should be part of a
prioritization effort.

The U.S. Endangered Species Act and similar instru-
ments in other nations have worked well. Recogniz-
ing the degree of conservation reliance among imper-
iled species should not be taken to mean that recovery
and delisting are unattainable goals or that conservation-
reliant species are beyond hope. To avoid extinction, we
must recognize when and where conservation reliance is
likely to occur and incorporate it into conservation plan-
ning. It is also essential to implement the targeted mon-
itoring that will be needed to detect when management
can be reduced or removed without further imperiling
a species or how management actions should be adjusted
in the face of unanticipated demographic responses of tar-
get species to rapid environmental change. Conservation-
reliant species are yet another indication that we live
in human-dominated landscapes in which maintenance
of biodiversity will increasingly require increased invest-
ments of time, money, and dedication by all segments of
society.
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Conservation-Reliant Species

DALE D. GOBLE, JOHN A. WIENS, J. MICHAEL SCOTT, TIMOTHY D. MALE, AND JOHN A. HALL

A species is conservation reliant when the threats that it faces cannot be eliminated, but only managed. There are two forms of conservation
reliance: population- and threat-management reliance. We provide an overview of the concept and introduce a series of articles that examine it
in the context of a range of taxa, threats, and habitats. If sufficient assurances can be provided that successful population and threat manage-
ment will continue, conservation-reliant species may be either delisted or kept off the endangered species list. This may be advantageous because
unlisted species provide more opportunities for a broader spectrum of federal, state, tribal, and private interests to participate in conservation.
Even for currently listed species, the number of conservation-reliant species—84% of endangered and threatened species with recovery plans—
and the magnitude of management actions needed to sustain the species at recovered levels raise questions about society’s willingness to support

necessary action.

Keywords: conservation reliant, fragmented ecosystems, conservation dependent, conservation, endangered species

umans have been altering the Earth’s ecosystems for

millennia (Diamond and Veitch 1981, Pyne 1995,
Flannery 2001, Jackson et al. 2001). Since the onset of the
Industrial Revolution, however, the temporal and geographic
scales of these modifications have increased at an accelerat-
ing rate. The cumulative impact is such that it has been
proposed that the world has entered a new geological era—
the Anthropocene (Crutzen and Stoermer 2000). Regardless
of the descriptor, the message is simple and damning: The
accumulated effects of individual and societal actions, taken
locally over centuries, have transformed the composition,
structure, and function of the global environment (Janzen
1998, Sanderson et al. 2002, McKibben 2006, Kareiva et al.
2007, Wiens 2007). Ecological lows have become the new
baseline (Pauly 1995). Although climates have always been
dynamic, and threats have always existed, recent anthropo-
genic threats to the integrity, diversity, and health of biodi-
versity are unprecedented, not only causing additional stress
to ecosystems but also challenging our ability to respond
(Julius and West 2008). How do we manage species and
ecosystems in a world of global threats and constant change
(Botkin 1990)?

One response in the United States to the endangerment
and loss of species was the enactment of the Endangered
Species Act (ESA). The Act’s goal is to bring species at risk
of extinction “to the point at which the measures provided
pursuant to this Act are no longer necessary” (ESA § 3(3)).
The ESA’s drafters envisioned this as a logical progression:
Species at risk of extinction would be listed under the Act
in a process that would identify the risks the species faced,

a recovery plan to address these risks would be drafted, the
management tools required to conserve the species would
be identified and implemented at relevant scales, the spe-
cies would respond by increasing in numbers and distribu-
tion, the recovery goals would be achieved, and the species
would then be delisted as recovered. In the interim, it would
be protected by the ESAs suite of extinction-prevention
tools (e.g., prohibitions on taking listed species or adversely
modifying their critical habitats; Goble 2010). With recovery
and delisting, the formerly listed species would achieve the
ESA’s goal of planned obsolescence when the Act is no longer
necessary. To the extent that management would be needed,
it would be provided through existing federal and state regu-
latory mechanisms.

The past nearly four decades has demonstrated the naivete
of this vision. The path to recovery is far more winding than
had been imagined. Even species that have met their biologi-
cal recovery goals often require continuing, species-specific
management, because existing regulatory mechanisms are
seldom sufficiently specific to provide the required ongo-
ing management (Goble 2009). For example, few species
have thrived as easily as the now-delisted Aleutian cackling
goose (Branta hutchinsii leucopareia), whose populations
recovered once foxes that preyed on breeding birds and
chicks were eliminated from nesting islands and for which
the Migratory Bird Treaty Act’s monitoring and take restric-
tions are sufficient. The threats that most species face cannot
be eliminated, only managed. The scale of anthropogenic
alteration of most ecosystems means that many imperiled
species will require conservation management actions for
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the foreseeable future to maintain their targeted population
levels. Adequate postdelisting management (i.e., regulatory
assurances), however, is seldom possible, because for most
species, no sufficiently focused and powerful regulatory
mechanism is available to replace the ESA (Goble 2009,
Bocetti et al. 2012 [in this issue]).

This is hardly surprising. The species listed under the
ESA all became imperiled despite existing state and federal
management systems. The problems remain: Most states
lack regulatory systems that address nongame and plant
species (Goble et al. 1999); funding is often tied to hunting
and fishing license fees and remains insufficient (Jacobsen
et al. 2010). Although existing management systems (e.g.,
the Marine Mammal Protection Act) may be sufficient for
species such as the gray whale (Eschrichtius robustus; Goble
2009), the expectation that our work would be done once
recovery goals have been met turns out to have been wish-
ful thinking. Just how wishful was suggested by Scott and
colleagues (2010), who examined the management actions
required by recovery plans for species listed under the ESA.
Scott and colleagues (2010) found that 84% of the species
are conservation reliant, because their recovered status can
be maintained only through a variety of species-specific
management actions. Even if the biological recovery goals
for these species are met, continuing management of the
threats will be necessary. Reed and colleagues (2012 [in this
issue]) provide insight into this problem by describing the
challenges to recovery and to postrecovery management
for one of the world’s most management-dependent com-
munities: the endemic birds of Hawaii. These species are
“conservation reliant” in the sense described by Scott and
colleagues (2005).

The ESA is focused on moving species to the recovery
threshold. The magnitude of conservation reliance makes
it clear that attention must also be given to postrecovery
management (Goble 2009, Scott et al. 2010). Furthermore,
species not currently listed but at risk because of declin-
ing populations or range contractions are also likely to be
conservation reliant. In this context, a range of manage-
ment actions may be required to preclude the need to list
the species under the ESA. Although comprehensive wildlife
conservation strategies developed by states with funding
from the federal government provide a blueprint for sustain-
ing nongame species and their habitats, the available state
funding for these management efforts is widely viewed as
insufficient (Jacobsen 2010).

Earlier, we addressed the question of conservation-reliant
species in the context of the ESA (Scott et al. 2005). We
did so in part by placing species along a gradient of levels
of human intervention and management. At one end were
those species now known only in captivity, such as the Guam
kingfisher (Todiramphus cinnamominus cinnamominus), or
sustained in the wild only through repeated releases of
individuals reared in captivity, such as the California con-
dor (Gymmnogyps californianus). These species require the
greatest degree of human intervention to achieve the basic

870 BioScience * October 2012 / Vol. 62 No. 10

conservation objective: the prevention of extinction. At the
other end of the gradient are species such as the peregrine
falcon (Falco peregrinus), whose recovery, once the major
threat of DDT (the insecticide dichlorodiphenyltrichloro-
ethane) had been eliminated, was secured by its ability to
adapt to human-dominated environments by nesting on
skyscrapers and foraging in cities on pigeons (Columba
livia) and starlings (Sturnus vulgaris). The falcon thus thrives
under existing federal regulations that protect all birds used
in falconry and no longer requires species-specific manage-
ment. The species is no longer conservation reliant. Between
these extremes are a variety of species that will require dif-
fering intensities and forms of management intervention to
persist in the wild. The point along this gradient at which
a species becomes conservation reliant is determined by
the necessity of continuing, species-specific intervention,
rather than the type of intervention. The need for continu-
ing intervention is, in turn, determined by the threats that
species face. In some instances, the threats can be eliminated
through appropriate actions. The key to the recovery of per-
egrine falcons was the banning of the pesticides that contrib-
uted to eggshell thinning and reproductive failure. For the
Aleutian cackling goose, it was the removal of an introduced
predator on its breeding grounds. Both species now thrive
under the general provisions of the Migratory Bird Treaty
Act and are no longer conservation reliant. When, however,
the threat cannot be eliminated but only controlled and
conservation goals can be achieved only through continuing
management intervention, the species will remain conserva-
tion reliant.

In an earlier paper (Scott et al. 2005), we stated that we
did not consider species either to be conservation reliant
or to be delistable if they were dependent on the release
of captive-reared animals or on assisted migration at the
population level. We offered the California condor and the
Pacific salmon (Oncorhynchus spp.) as examples of such
species. On reflection, we now recognize that we confused
the concept of conservation reliant with the policy decision
to delist a species. By definition, all listed species are con-
servation reliant. The question is whether a species that has
achieved recovery goals through management actions can be
delisted as recovered without assurances that management
will continue after delisting. If species-specific assurances are
required, the species is conservation reliant.

The recognition that conservation reliance is a deeper
and more widespread problem for listed and at-risk species
than we (and others) initially thought has led us to a more
nuanced perspective on this problem. In fact, two forms of
conservation reliance affect species: population-management
reliance and threat-management reliance. Although the abil-
ity of a species to persist is ultimately related to the charac-
teristics and condition of both populations and the threats
they face, conservation actions are often focused primarily
either on managing populations or on managing threats. For
example, species such as the northern Idaho ground squirrel
(Spermophilus brunneus) live in isolated patches of habitat
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and may require some level of direct human intervention to
move among those patches, even after local population sizes
are stable (Garner et al. 2005). In contrast, other species may
persist without direct population management if appropri-
ate habitat is available. Given current land uses (and other
pressures of the Anthropocene), however, human interven-
tion may be required to maintain the habitat. As a result, it
is not only species that are conservation reliant but entire
ecosystems and the associated disturbance regimes (such as
fire) and ecological succession pathways that define them.
For example, the Karner blue butterfly (Lycaeides melissa
samuelis), the red-cockaded woodpecker (Picoides borealis),
and Kirtland’s warbler (Dendroica kirtlandii) rely on peri-
odic fire to maintain their habitat. The natural fire regimes
that shaped the habitats and habitat associations of these
species no longer occur, so prescribed burns must be used
instead. Species such as these will continue to require threat
management for the foreseeable future, even after the direct
management of populations is no longer required. The two
forms of conservation reliance are not independent of each
other. For example, threats often influence what popula-
tion actions are necessary: Where habitat encroachment has
isolated small populations from each other, manipulation of
the habitat may reduce habitat loss and fragmentation and
may increase gene flow between the populations.

The conservation challenge is clear. The number of spe-
cies that will require ongoing management is already large,
and it will get larger as climate change, land-use change,
human population growth, and other manifestations of
the Anthropocene push more and more species to their
limits. The ESA has been an effective approach for recog-
nizing taxa that are on the brink of extinction and defin-
ing the steps needed to reverse their downward trajectory.
The need for continuing intervention, even for “recovered”
species, was not anticipated. We now face the conundrum
that building on our conservation success will require long-
term investments.

Paradoxically, continued listing under the ESA for many
currently listed species may not be the best way to achieve
long-term persistence. The legal restrictions imposed by the
ESA may preclude some appropriate management actions.
For example, landowners are often reluctant to manage
their land in ways that might attract an endangered species
because of the regulatory constraints imposed by the ESA
(Wilcove 2004). Similarly, the paperwork and its concomi-
tant costs in time and money are disincentives to the use of
available conservation tools such as habitat conservation
plans, candidate conservation agreements, and safe harbor
agreements (Lin 1996, Burnham et al. 2006, Fox et al.
2006). However, delisting a species may open the door to
an increasing array of unregulated threats that push it back
into peril. For example, the delisting of gray wolves (Canis
lupus) in the Northern Rocky Mountains resulted in unsus-
tainable mortality from hunting and other pressures (Creel
and Rotella 2010), which led to a judicial decision to relist
the species (US District Court 2010) and a congressional
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decision to again delist the species through a budget rider
(US Congress 2011).

To avoid such costly and contentious course reversals,
a mechanism is needed to ensure that the appropriate man-
agement actions are implemented once the recovery goals
for a species are met. Although no changes to the ESA are
necessary to make this possible, we do need to acknowledge
that continuing management is often needed after a spe-
cies meets its biological recovery goals: We need a tool kit
of management structures that will facilitate the transition
from listed to delisted. Fortunately, examples are plentiful.
The Robbins’ cinquefoil (Potentilla robbinsiana) was delisted
under a postdelisting management agreement under which
the landowner (the US Forest Service) and a recreational
group (the Appalachian Mountain Club) agreed to monitor
and manage both the species’ habitat and the threat (hikers)
in order to maintain the recovered population (Goble 2009).
Similarly, the Bureau of Land Management acquired nearly
3000 hectares of habitat for the Columbian white-tailed
deer (Odocoileus virginianus leucurus) and agreed to manage
its habitat through prescribed burning, grazing modifica-
tions, and restoration actions. In addition, Douglas County,
Oregon, adopted a series of land-use and zoning ordinances
designed to maintain habitat and corridors for the species
(Goble 2009). The conservation management agreement
for the grizzly bear (Ursus arctos horribilis) in the Greater
Yellowstone Area is an example of an agreement among
federal, states, and tribal land- and wildlife-management
agencies that can provide a structure through which post-
delisting management can be assured (USFWS 2007). Such
agreements operate like candidate conservation agreements
that have been used to preclude the need to list at-risk spe-
cies (Lin 1996).

Bocetti and her colleagues (2012) provide an example
of how a biologically and legally defensible postrecovery
conservation management agreement can be developed and
funded. The biggest challenges lie in finding conservation
partners and obtaining funding to implement the needed
management actions at ecologically relevant scales. This can
be complicated on an American landscape in which two-
thirds of listed and other at-risk species occur on private
lands outside protected areas (Groves et al. 2000). No single
mechanism can meet all needs. Instead, we envision a suite
of conservation tools that can be matched to the species and
landscapes that meets both the conservation threats and the
diverse needs of landowners with different economic and
personal interests. Funding through tax rebates, real estate
transfer taxes, excise taxes, general funds, and private dol-
lars are tools that have all been used to support wildlife and
their habitats (Mangun and Shaw 1984, Smith and Shogren
2001). In addition, nongovernmental groups such as the
Rocky Mountain Elk Foundation, Ducks Unlimited, Trout
Unlimited, and Pheasants Forever have been formed to
actively manage selected species and their habitats.

Management actions undertaken to benefit conservation-
reliant species offer opportunities to accelerate the removal
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of species from the endangered species list and to prevent
other species from becoming endangered (USFWS 2001).
What is required is demonstrably effective management
agreements that include management and funding com-
mitments outside the framework of the ESA. But our focus
needs to shift to abating those factors that lead to endanger-
ment, and a conservation-reliant framework may be of assis-
tance in doing so (Averill-Murray et al. 2012 [in this issue]).
Given the criticisms of the ESA and the lower potential costs
of conserving species before they are listed, understanding
the ongoing management requirements of a species and
responding before listing is needed has the potential to be a
universal societal goal regarding species conservation. The
challenge will be in creating reliable alternative funding and
management structures.

The barriers to conserving and eventually delisting spe-
cies are nowhere more apparent than in the Hawaiian
Islands. In a thoughtful examination of our recurrent failure
to implement identified recovery actions, Leonard (2008)
suggested several not unrelated reasons: a lack of funding
(Restani and Marzluff 2001), a lack of understanding both
in the islands and on the mainland of the importance and
urgent need for conservation action, and social and political
barriers that reflect conflicting management goals for areas
in which endangered species occur (e.g., hunting mouflon
sheep [Ovis aries orientalis] versus maintaining the integrity,
diversity, and health of palila [Loxioides bailleui] habitat;
Banko 2009).

The consequences of failing to implement needed man-
agement actions are not trivial. The refusal to remove feral
ungulates from the critical habitat of the species, despite its
priority in a 1977 recovery plan and several court orders,
has resulted in the continuing decline of the palila (Banko
2009). On Kauai, despite a 1984 recovery plan (Sincock
et al. 1984) that called for the removal of feral ungulates
from the core habitat of endangered forest birds, no action
was taken until 2011. In the interim, five species went
extinct (Pratt 2009) and two more species have been added
to the list of endangered wildlife (USFWS 2010). The fail-
ure to act on the information in the recovery plans was a
consequence of social and political pressures resulting from
the perceived conflict between management intervention to
recover endangered species and the continued hunting of
introduced ungulates. A lack of funding also contributed to
the problem.

The task we face is daunting. There are nearly 1400 listed
species, and there are indications that the actual number
of at-risk species is an order of magnitude or greater more
(Wilcove and Master 2005). At this point, it is naive to con-
tinue to assume that funding will be available for the man-
agement needed to prevent the listing of at-risk species or to
recover and manage listed species. The average expenditure
for the recovery of listed species is less than a fifth of what is
needed (Miller et al. 2002), and expenditures for recovery are
often distributed among species for nonbiological reasons
(DeShazo and Freeman 2006, Leonard 2008). Furthermore,
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the number of warranted but precluded decisions by the
US Fish and Wildlife Service (USFWS) is increasing, and
recovery has been designated a fourth-tier priority in the
USFWS’s guidelines for recovery planning.

Continuing business as usual, in which the majority of
recovery funds are used to conserve a few iconic species
while others are only monitored or simply ignored, will
achieve little of lasting value. Even with increased funding,
it is unlikely that we can conserve all species facing extinc-
tion, particularly as the queue gets longer. We must develop
sensible ways of assigning conservation priorities in which
both the magnitude of management required and the poten-
tial benefits of management and conservation actions are
considered. Information about the degree of conservation
reliance of a species is central to developing sensible conser-
vation priorities.
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Introduction

Abstract

Many species listed under the US Endangered Species Act (ESA) face continu-
ing threats and will require intervention to address those threats for decades.
These species, which have been termed conservation-reliant, pose a challenge
to the ESA’s mandate for recovery of self-sustaining populations. Most refer-
ences to conservation-reliant species by federal agencies involve the restora-
tion of population connectivity. However, the diverse threats to connectivity
faced by different species have contrasting implications in the context of the
ESA’s mandate. For species facing long-term threats from invasive species or
climate change, restoration of natural dispersal may not be technically feasible
in the foreseeable future. For other species, restoration of natural dispersal is
feasible, but carries economic and political cost. Federal agencies have used a
broad definition of conservation reliance to justify delisting of species in the
latter group even if they remain dependent on artificial translocation. Distin-
guishing the two groups better informs policy by distinguishing the technical
challenges posed by novel ecological stressors from normative questions such
as the price society is willing to pay to protect biodiversity, and the degree to
which we should grow accustomed to direct human intervention in species’
life cycles as a component of conservation in the Anthropocene Epoch.

Many of the first species to be delisted, such as the
peregrine falcon (Falco peregrinus) and brown pelican

The US Endangered Species Act (ESA) is among the
world’s most far-reaching and influential biodiversity
protection statutes (Taylor et al. 2005). Listing of species
as threatened or endangered under the ESA is designed to
trigger an array of federal regulatory provisions that pro-
tect both the species and its habitat. Congress intended
that these legal tools would reduce threats and allow a
species’ status to improve “to the point at which the mea-
sures provided pursuant to this Act are no longer neces-
sary” (16 U.S.C. §1532 [3]). The species would then be re-
moved from the ESA’s list of threatened and endangered
species (delisted) and primary management responsibility
returned to the states.
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(Pelecanus occidentalis), fit this pattern. These species were
primarily threatened by pesticide pollutants that could be
comprehensively addressed by new federal regulations.
In contrast, many currently listed species face ecologi-
cally complex threats that are less amenable to regula-
tory remedy (Doremus & Pagel 2001). For example, as
human landuse fragments natural habitats, many species
have experienced a reduction in population connectivity
(Soulé & Terborgh 1999). Connectivity is important to re-
covery because it may enhance demographic and genetic
flows that support persistence of peripheral populations
and long-term maintenance of a species’ evolutionary po-
tential (Lowe & Allendorf 2010).
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Recovery efforts often seek to restore connectivity be-
tween core habitat areas by means of habitat restoration
or restrictions on overexploitation in areas used for dis-
persal. This approach, because it can result in long-term
amelioration in threats, is analogous to the falcon and
pelican examples in fitting within the delisting frame-
work envisioned under the ESA. Alternately, transloca-
tion (capture, transport, and release of individuals) offers
an option for avoiding the socioeconomic costs of restor-
ing connectivity in the landscape matrix where wildlife
must coexist with human landuses. Such a translocation-
based strategy does not create self-sustaining popula-
tions but rather relies on long-term intensive manage-
ment to counteract the effect of connectivity loss on
species viability. Such intensive management is a com-
mon approach for species, while they are listed as endan-
gered or threatened (USFWS 2003, 2010). The question
of whether a species can be delisted, while still depen-
dent on such intensive management has proved more
controversial.

Recent reviews have posited that most listed taxa are
“conservation-reliant species” (CRS) because “prevent-
ing delisted species from again being at risk of extinction
may require continuing, species-specific management”
into the future (Scott et al. 2005, see also Scott et al. 2010
and Goble et al. 2012). The U.S. Fish and Wildlife Ser-
vice (FWS) has employed the concept of CRS to justify
delisting of species that still require direct manipulation of
their populations to maintain a biologically secure status.
This issue has most often arisen in the context of pop-
ulation connectivity; four of the five references to CRS
in recovery planning and delisting documents have in-
voked CRS to justify delisting species that still require
artificial translocation to maintain connectivity (Supple-
mentary Information S3).

The question of whether delisting such species is ap-
propriate as a legal and policy matter has received lit-
tle scrutiny. In aggregate, decisions on when to delist
species have far-reaching implications for the ultimate
status of biodiversity. Such decisions also touch on the
broader issue of whether society should grow accus-
tomed to direct human intervention in ecosystems and
species’ life cycles as a necessary component of conserva-
tion in what has been termed the Anthropocene Epoch
(Kareiva ef al. 2012). The relevance of this broader ques-
tion is not limited to the U.S. context. For example, Aus-
tralia’s endangered species listing framework follows that
of the International Union for Conservation of Nature
(IUCN) in defining a “conservation dependent species”
as one which is the focus of a species-specific conserva-
tion measures, the cessation of which would result in the
species becoming vulnerable, endangered or critically en-
dangered within a period of 5 years (IUCN 2013).

Conservation reliance and connectivity

In this article, we first review the limited guidance
provided by the ESA and subsequent case law on the
question of what level of connectivity restoration is ap-
propriate before a species is delisted. We then consider
examples from a range of listed species to discover com-
monalities that can clarify key policy questions regarding
connectivity restoration for endangered species.

The legal context of conservation
reliance and connectivity

The language of the ESA and much subsequent agency
practice emphasize an overarching goal of recovery of
species and ecosystems in the wild (16 U.S.C. §1531
[a][3], see Supporting Information S1 for references
to a goal of self-sustaining populations in recovery
plans). In the 2009 case Trout Unlimited v. Lohn (559
F.3d 946, 9th Cir. 2009), the court cited both the ESA’s
preamble and the act’s legislative history in concluding
that “the ESA’s primary goal is to preserve the ability of
natural populations to survive in the wild.” However, the
relatively few court cases that have addressed this issue
have not established clear precedent as to if and when
exceptions can be made so that species can be delisted
while still dependent on translocation. The most relevant
case involves a 2007 U.S. FWS proposal to delist the
Yellowstone grizzly bear (Ursus arctos), a carnivore with
relatively limited dispersal range (Proctor et al. 2004; see
Supporting Information S2 for additional information
on species referenced in the text). FWS asserted that the
Yellowstone grizzly bear is a conservation-reliant species
because it requires active management (72 FR [Federal
Register] 14987; see also Supporting Information S3
for a list of uses of “conservation-reliant species” in
agency documents). FWS then relied on the CRS label
to justify translocation of bears if efforts to reestablish
natural connectivity between Yellowstone and more
northerly bear populations were unsuccessful (72 FR
14896). The delisting rule was challenged in part over its
potential future dependence on translocation. Although
the rule was vacated on other grounds, the Montana
District Court noted that “the concerns about long-term
genetic diversity” (i.e., the need for translocation) did
not warrant continued listing. It is unclear whether the
court reached this conclusion because genetic concerns
could be satisfactorily resolved by translocation following
delisting, or simply because genetic concerns would not
manifest within the “foreseeable future.” The Services’
(FWS and National Marine Fisheries Service) currently
define the “foreseeable future” as extending as far into
the future as predictions based on best available data can
provide a reasonable degree of confidence (USDI 2009).
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Conservation reliance and connectivity

This definition, although not excluding consideration
of long-term genetic threats, in practice allows wide
latitude to the Services on whether to address such
issues.

Unlike the grizzly bear, the gray wolf (Canis lupus) can
disperse long distances (>800 km; Boyd et al. 1995). Al-
though successful reintroductions in the mid-1990s led
by 2005 to abundant wolf populations in the northern
Rocky Mountains, delisting of the species was delayed
in Wyoming, in part because the state’s wolf manage-
ment plan provided the species protection from overex-
ploitation in only a small portion of the state. To ensure
adequate dispersal between Yellowstone and other wolf
populations, Wyoming subsequently agreed that wolves
would receive more protection during peak dispersal sea-
son in limited areas. However, environmental groups
sued to block the wolf delisting rule, in part because the
state could resort to translocation if sufficient natural dis-
persal does not occur (77 FR 55530).

FWS referenced conservation reliance several times in
rulemaking processes regarding wolves (Supplementary
Information S3). Initially, the proposed delisting rule for
wolves in the northern Rocky Mountains asserted that
“[h]uman intervention in maintaining recovered popula-
tions is necessary for many conservation-reliant species
and a well-accepted practice in dealing with population
concerns (Scott et al. 2005)” (74 FR 15178, 76 FR 61816).
In response to critical public comments, the FWS qual-
ified and seemingly contradicted its earlier assertion by
stating that the northern Rocky Mountain wolf popula-
tion is “not expected to need or rely on human-assisted
migration often, if ever, and these populations will not
become “conservation-reliant” as defined by Scott et al.
(2005, entire)” (77 FR 55565).

FWS’s treatment of connectivity requirements in wolf
populations contrasts with its consideration of connec-
tivity for the wolverine (Gulo gulo), a carnivore species
inhabiting the northern Rocky Mountains with disper-
sal abilities similar to the wolf (>500 km, Flagstad et al.
2004). In a recent draft proposal to list the wolverine as
a threatened species, FWS found loss of natural connec-
tivity a primary reason the species merited listing (78 FR
7886). Whereas for wolves, translocation was judged as
consistent with delisted status, FWS found the need for
such action warrants listing of wolverines as threatened.

The influence of ecological factors on a
species’ connectivity requirements

Ecological factors such a species” mating system, magni-
tude of population fluctuations, and migratory behavior
(Table 1) affect the level of connectivity required for re-
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covery. The most commonly proposed rule of thumb for
connectivity suggests that at least one genetically effec-
tive migrant (but in some cases >10 migrants; Vucetich
& Waite 2000) per generation into a population is neces-
sary to minimize loss of polymorphism and heterozygos-
ity (Allendorf 1983; Table 1, column 1). If the species’
mating system causes individuals to have widely vary-
ing reproductive contributions, many individual “census
migrants” are required to ensure that one migrant is ge-
netically effective (produces at least one offspring in the
recipient population) (Table 1, column 2). For example,
among gray wolves, only a single pair of dominant indi-
viduals typically breeds within each pack.

The magnitude of population fluctuations experienced
by a population also affects the role of connectivity in
ensuring persistence. Invertebrates, such as the Karner
blue (Lycaeides melissa samuelis) and Fender’s blue but-
terfly (Icaricia icaroides fenderi), typically have short gen-
eration times and highly variable population sizes (US-
FWS 2003, 2010). This causes population connectivity in
the form of demographic rescue (Brown & Kodric-Brown
1977) to be critical if the overall metapopulation is to
persist in a dynamic natural environment (Table 1, col-
umn 3). Lastly, a species’ migratory behavior may imply
that a large proportion of population must successfully
move between areas on an annual or generational basis
(Table 1, column 4). For example, Pacific salmon from
the Columbia River spend 3—4 years in the ocean, so up
to a third of the adult cohort must return to the natal
river each year.

We classified species (Table 1) by these three ecologi-
cal factors and by whether connectivity restoration could
be achieved by one-time measures (e.g., dam removal
or operational changes) or necessitated continued inter-
vention (e.g., invasive species control). Species affected
by more than one factor (e.g., species with varying re-
productive contributions inhabiting fluctuating environ-
ments) are categorized based on the factor imposing the
highest connectivity requirements.

Lack of connectivity is an immediate demographic
threat to migratory species such as Columbia River Pacific
salmon. Recovery plans for species in this group (cell with
horizontal line background; Table 1) propose transloca-
tion as necessary both before and after delisting, and do
not include recovery actions that would restore natural
migration. Although it is technically feasible to remove
or mitigate barriers to migration such as hydroelectric
dams, there are often enormous economic and legal im-
pediments to doing so. Proposals to delist such species
as dependent on translocation in perpetuity are in effect
proposals to reconsider the ESA’s normative assumption
concerning the value society places on recovery of wild,
self-sustaining populations.
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Table 1 Categorization of species discussed in text in terms of degree of population connectivity (i.e., dispersal rate) required for recovery and
socioeconomic cost required to restore connectivity. Species affected by more than one ecological factor are categorized based on the factor imposing

the highest connectivity requirements

Degree of connectivity required for recovery, due to life history or ecological factors

N

Type of intervention . Lowest—One to

. Low—Genetically

3. Medium— 4. High—Migratory

necessary to several genetically effective migration Demographic populations
restore effective migrants where individuals rescue due to
connectivity per generation have highly varying variable population
reproductive size
contribution
One-time intervention Fender’s blue — Columbiariver —
(dam removal, butterfly ——salmon——

habitat restoration,
and regulatory

remedy)

Continuing Wolverine Southern Idaho
intervention Many species due to ground
(augmentation, climate change squirrel

translocation,
control of invasive
species)

Karner blue butterfly

Black-footed ferret Peary caribou

Greater sage grouse

A second group of species (cells with vertical line back-
ground; Table 1) may be nonmigratory, but nonetheless
face long-term genetic threats from loss of connectivity.
With the exception of reintroductions needed to restore
extirpated populations, recovery plans for these species
typically do not specify translocation prior to delisting
but acknowledge that translocation may be necessary in
the future if adequate genetic diversity is not present.
Recovery plans may choose not to include recovery ac-
tions designed to reestablish natural dispersal because of
significant societal opposition to the species’ presence in
dispersal zones (wolves and grizzly bears) or because of
the economic costs of removing barriers to natural disper-
sal (Concho water snake [Nerodia paucimaculata]; USFWS
1993).

In the examples discussed above, connectivity restora-
tion can be achieved via controversial or costly—but tech-
nically feasible—actions such as dam modification or re-
moval, or via restrictions on overexploitation in habitat
important for natural migration. For a final category of
species (cells with gray background; Table 1), loss of his-
toric levels of population connectivity is due to threats
(e.g., invasive species, altered disturbance regimes, or
climate change) that are extraordinarily challenging
or impossible to fully remedy given current technical
knowledge. For example, invasive species may operate
synergistically with altered disturbance regimes to de-
grade an ecosystem to the point where restoration to the
previous state may become difficult or impossible (Suding
etal. 2004). In large portions of the western United States,
sagebrush (Artemisia spp.) has been replaced by cheat

grass (Bromus tectorum), an exotic annual bunchgrass. This
trend, in turn, may trigger a shift toward more frequent
fires that inhibit sagebrush recovery and limit disper-
sal of sagebrush-associated species such as the southern
Idaho ground squirrel (Spermophilus brunneus endemicus)
and greater sage grouse (Centrocercus urophasianus) (Knick
et al. 2003). Climate change is projected to cause contrac-
tion or shifts in suitable habitat for a large proportion of
the world’s species (Thomas et al. 2004). For example,
wolverines are threatened by loss of natural connectiv-
ity as climate change causes loss of their habitat, which is
associated with snow-covered areas (78 FR 7886).

Discussion

Based on a review of recovery plans for a range of species
(Table 1 and Table S2), we conclude that three contrast-
ing types of challenges confront efforts to restore connec-
tivity between populations of listed species: 1) threats that
society avoids addressing because of the socioeconomic
costs of doing so, 2) threats that society avoids addressing
because they are not immediate, and 3) threats for which
there is no permanent resolution at any cost given cur-
rent technical knowledge. Distinguishing species affected
by these three classes of threats is important because it al-
lows us to distinguish normative questions from the tech-
nical obstacles to maintaining a self-sufficient population
of a species that arise from the ecological attributes of a
species and its stressors. These normative questions in-
clude both economic elements (what price society is will-
ing to pay to protect biodiversity and how future risks are
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weighed against current costs), and ethical elements such
as whether humans have an obligation to prevent species
extinction (Callicott 2009).

As the Services attempt recovery of controversial and
formerly widely distributed species such as gray wolves
(Bruskotter et al. 2013), the agencies have gradually de-
creased their focus on recovering self-sustaining popula-
tions, a shift justified in some instances by reference to
a broad definition of conservation-reliant species (74 FR
15178). This is consistent with reviews that found that
most (Scott et al. 2010) or all (Goble et al. 2012) listed
species fit the definition of conservation-reliant. Scott
et al. (2010) classified most listed species as conservation-
reliant in part because they included species requiring
any of several types of ongoing conservation action, in-
cluding efforts to 1) control other species, 2) control pol-
lutants, 3) manage habitat, 4) control exploitation or hu-
man access, or 5) augment populations. However, these
five types of actions have contrasting implications as to
whether a species’ status is self-sustaining in light of
the ESA’s mandate. The ESA anticipated that new reg-
ulations would be necessary to remedy threats such as
overexploitation and pollutants, even for otherwise self-
sustaining populations (Rohlf et al. in press). Similarly,
because the continued persistence of almost all species
requires regulatory limitations on human actions that de-
stroy their habitat, the need for such protections should
not preclude considering a population as self-sustaining.
In contrast, a species that requires repeated population
augmentation or intensive control of invasive competi-
tor or predator species or disease does conflict with the
paradigm of listing as a temporary stage followed by re-
covery of self-sustaining populations.

We agree with Scott ef al. (2010) that conservation
reliance is “a continuum encompassing different de-
grees of management,” and acknowledge that some
examples straddle the border between species that are
or are not potentially self-sustaining in the wild. For
example, although delisted populations of Karner blue
and Fender’s blue butterfly may not be dependent on
translocation, they will require continued prescribed fire
or fire surrogates to maintain suitable habitat. Because
prescribed burning might not be necessary if conserva-
tion areas were sufficiently large to accommodate natural
disturbance regimes (Pickett & Thompson 1978), such
populations could become self-sustaining in the absence
of humans. In most landscapes, however, disruption
of natural disturbance processes can be remedied only
by continued intervention to maintain fire-dependent
ecosystems. Because prescribed fire is typically not a
“species-specific” intervention (as specified in Scott
et al. 2005’s definition of CRS), but rather an ecosystem
restoration tool, it is consistent with the ESA’s mandate
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for conserving the ecosystems upon which listed species
depend.

When the Services interpret the ESA’s mandate using
a definition of conservation-reliant species that include
most or all listed species, they presuppose that costly or
politically difficult obstacles to a species’ self-sufficiency
need not be fully addressed to delist species if these
species could be secure given continued intensive man-
agement. Removing self-sufficiency from the threshold
for considering a species recovered has several undesir-
able consequences. If natural dispersal is achievable (e.g.,
for highly vagile species such as the gray wolf or wolver-
ine), delisting of populations still dependent on translo-
cation rather than natural dispersal lowers the likelihood
that delisted populations will meet other common recov-
ery standards such as resiliency, redundancy, and repre-
sentation (Shaffer & Stein 2000). Populations that require
intensive management actions such as translocation by
definition have lower resilience than those that are self-
sustaining without such measures (Redford et al. 2011).
Conversely, broad-scale connectivity is likely to increase
the resilience of species to climate change by increasing
adaptive potential (Lowe & Allendorf 2010).

The ESA of 1973 went beyond previous versions
of the act in extending legal protections to vertebrate
species facing extinction in only a portion of their range
(Carroll et al. 2010). This had the overall effect of rais-
ing the threshold for recovery away from the earlier
focus on preserving relict populations toward a more
ambitious goal of geographically widespread recovery of
self-sustaining populations and the ecosystems on which
species depend. Species that are well-distributed outside
of core habitat (e.g., in dispersal corridors) are more
likely to achieve the representation goals suggested by
the ESA’s protection for species imperiled in a “significant
portion of [their] range” (Carroll et al. 2010).

We advocate use of a narrower and more explicit def-
inition of conservation reliant species, which would be
limited to those species that lack the ability to persist in
the wild in the absence of direct and ongoing human
manipulation of individuals or their environment (Rohlf
et al. in press). This definition distinguishes those species
which would persist and even thrive if humans were to
vanish from the landscape (e.g., gray wolf) from those
whose only hope of persistence lies in human interven-
tion (e.g., black-footed ferret threatened by introduced
plague).

The complex question of whether species permanently
threatened by invasives, altered disturbance regimes, and
climate change should be eventually delisted or remain
under long-term federal management involves both nor-
mative and technical issues. Ultimately, resolution of
the normative issues hinges on resolving contrasting
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visions of the meaning of ecological recovery in the
Anthropocene Epoch. A definition of conservation-
reliant species that clearly distinguishes technical from
values-based judgments will allow society to better ad-
dress the normative debate over what cost should be
borne to protect biodiversity, while separately addressing
the urgent biological challenges that novel stressors such
as climate change and invasive species pose for ecosystem
and species restoration.

Supporting Information

Additional Supporting Information may be found in the
online version of this article at the publisher’s web site:

S1. Examples of references to the goal of self-sustaining
populations in recovery planning documents.

S2. Table of attributes of species mentioned in text that
provide examples of consideration of connectivity in re-
covery planning.

S3. Use of the term “conservation-reliant species” by
the US Fish and Wildlife Service in recovery and delisting
documents.
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How Species Distribution Models (SDMs) can improve decision-making in
conservation planning

CONVENORS: Katia Maria P. M. B. Ferraz (Forest Science Department, ESALQ/USP)

AIM: To present and discuss the potential use of Species Distribution Models to support
decision-making in conservation planning.

BACKGROUND: Species Distribution Models (SDMs) are an important tool often used to assess
the relationship between a species, its distribution, and the environmental conditions. They
integrate species occurrence records and environmental variables to develop environmental
suitability maps for a species in space and time. SDMs are built for the following purposes: 1)
to map and update the current species distribution, 2) to evaluate the environmental
suitability of the landscape for the species occurrence, 3) to identify corridors and priority
areas for conservation, 4) to identify key areas for conservation efforts, 5) to identify gaps in
sampling database, 6) to identify new potential areas for species occurrence, and 7) to
improve the assessment of endangered species. 8) to supplement Population viability analysis.
When successfully used SDMs can influence policy development and support public actions for
conservation and management decisions.

SDM are built before and during the workshop. They require participants provide exact GPS
locations of the species. Map construction should begin a year to six months before the
workshop. It is key to have a preliminary map to show at the beginning of the workshop so
that it can be further discussed by all the participants, many maps are created during the
workshop with participation input and discussions.

CBSG Brasil has used SDMs in the Jaguar Action Plan (2009) and the Chacoan Peccary (2016).
Furthermore this tool has been fully integrated by the Government authorities for the planning
of endangered Carnivores in Brazil. This tool can potentially be used for conservation planning
of many of the species CBSG is involved with.

PROCESS: The working group will start by a presentation of the concepts involved in species
distribution modeling. A brief review of the use of SDMs in workshops will be presented,
emphasizing the applications of SDM for conservation planning. Opportunities on how this tool
could improve species conservation planning for CBSG network will be discussed. Finally, we
will brainstorm what further needs might be addressed for bridging the gap among
researchers, modelers and decision-makers in favor of species conservation and how this could
help the CBSG work.
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Abstract

Species distribution models (SDMs) are numerical tools that combine obser-
vations of species occurrence or abundance with environmental estimates.
They are used to gain ecological and evolutionary insights and to predict
distributions across landscapes, sometimes requiring extrapolation in space
and time. SDMs are now widely used across terrestrial, freshwater, and ma-
rine realms. Differences in methods between disciplines reflect both dif-
ferences in species mobility and in “established use.” Model realism and
robustness is influenced by selection of relevant predictors and modeling
method, consideration of scale, how the interplay between environmental
and geographic factors is handled, and the extent of extrapolation. Current
linkages between SDM practice and ecological theory are often weak, hin-
dering progress. Remaining challenges include: improvement of methods
for modeling presence-only data and for model selection and evaluation;
accounting for biotic interactions; and assessing model uncertainty.
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INTRODUCTION

Throughout the centuries humans have observed and recorded consistent relationships between
species distributions and the physical environment. Whilst early scientific writings were largely
qualitative (Grinnell 1904), numerical models are now widely used both for describing patterns
and making predictions. These numerical techniques support a rich diversity of applications,
arguably with varying degrees of success. Published examples indicate that species distribution
models (SDMs) can perform well in characterizing the natural distributions of species (within their
current range), particularly when well-designed survey data and functionally relevant predictors
are analyzed with an appropriately specified model. In such a setting, models can provide useful
ecological insight and strong predictive capability. By contrast, applications that fit models for
species not substantially in equilibrium with their environment, that extrapolate in time or space,
and/or use inadequate data are much more challenging, and results are more equivocal.

Our aim is to review the history and current status of the SDM literature, exploring applications
spanning biological realms and scientific disciplines. We define an SDM as a model that relates
species distribution data (occurrence or abundance at known locations) with information on the
environmental and/or spatial characteristics of those locations (for key steps, see Sidebar, Basics
of Species Distribution Modeling). The model can be used to provide understanding and/or to
predict the species’ distribution across a landscape. Names for such models vary widely. What we
term SDMs have also been called (sometimes with different emphases and meanings): bioclimatic
models, climate envelopes, ecological niche models (ENMs), habitat models, resource selection
functions (RSFs), range maps, and—more loosely—correlative models or spatial models. We
include these, but exclude models that are mechanistic or process-based (see Kearney & Porter
2009 for a review), or that predict community-level features such as community composition and
species turnover or richness (see Ferrier & Guisan 2006 for a review).

Reviews of SDM literature include those of Guisan & Zimmermann (2000), Stauffer (2002),
Guisan & Thuiller (2005), Richards et al. (2007), and Schroder (2008). Several books have either
been recently published or are in preparation (Franklin 2009; A.'T. Peterson & A. Guisan, per-
sonal communication). Instructional texts and training opportunities in species modeling are now
available, including online texts (Pearson 2007) and university courses and workshops.

In light of these resources, we provide only a brief review of the technical aspects of SDMs
and do not give methodological advice, concentrating instead on historical and cross-disciplinary
features. In particular, we probe the motivations and concepts inherent in different approaches,
attempting to identify commonalities that are widely relevant, regardless of discipline bound-
aries. We explore the diverse uses of SDMs (across environments, spatial and temporal scales,
and modeling techniques), including earlier emphases on understanding ecological relationships

BASICS OF SPECIES DISTRIBUTION MODELING

Key steps in good modeling practice include the following: gathering relevant data; assessing its adequacy (the
accuracy and comprehensiveness of the species data; the relevance and completeness of the predictors); deciding
how to deal with correlated predictor variables; selecting an appropriate modeling algorithm; fitting the model to
the training data; evaluating the model including the realism of fitted response functions, the model’s fit to data,
characteristics of residuals, and predictive performance on test data; mapping predictions to geographic space;
selecting a threshold if continuous predictions need reduction to a binary map; and iterating the process to improve
the model in light of knowledge gained throughout the process (Elith & Leathwick 2009).

678  Elith » Leathwick 33



Annu. Rev. Ecol. Evol. Syst. 2009.40:677-697. Downloaded from www.annualreviews.org
Access provided by CAPES on 09/26/16. For personal use only.

and the more recent focus on prediction. Finally, we identify and examine several emerging
issues. Our limit of 120 references means that many interesting and relevant pieces of work
inform our review but are not explicitly mentioned, so we also provide a Supplemental Liter-
ature Cited (follow the Supplemental Material link from the Annual Reviews home page at
http://www.annualreviews.org) for download, listing useful papers for each topic.

THE SPECIES MODELING LANDSCAPE: I'TS DEVELOPMENT
AND DIVERSITY

Conceptual and Technical Underpinnings

Broadly speaking, contemporary SDMs combine concepts from ecological and natural history
traditions with more recent developments in statistics and information technology. The ecological
roots of SDMs belong in those early studies that described biological patterns in terms of their
relationships with geographical and/or environmental gradients (e.g., Grinnell 1904, Murray 1866,
Schimper 1903). Moreover, research that highlighted the individualistic responses of species to
their environment (e.g., for vegetation, see Whittaker 1956; and for birds, see MacArthur 1958)
provided the strong conceptual argument for modeling individual species rather than communities.

Modern quantitative modeling and mapping of species distributions emerged when two par-
allel streams of research activity converged. On the one hand, field-based ecological studies of
species-habitat associations, at first reliant largely on linear multiple regression and discriminant
function analyses (Capen 1981, Stauffer 2002), benefitted from new regression methods that pro-
vided coherent treatments for the error distributions of presence-absence and abundance data.
Generalized linear models (GLMs) enabled pioneering regression-based SDMs that had much
more sophistication and realism than was possible earlier (e.g., see Austin’s work in 1970s and
1980s, cited in Austin 1985). The key structural features of GLMs (non-normal error distribu-
tions, additive terms, nonlinear fitted functions) continue to be useful and are part of many current
methods including RSFs (Manly etal. 2002) and maximum entropy models (MaxEnt; Phillips etal.
2006).

In parallel, rapid methodological advances in physical geography provided new data and infor-
mation systems. New methods allowed robust and detailed preparation of digital models of the
Earth’s surface elevation, interpolation of climate parameters, and remote sensing of surface condi-
tions in both marine and terrestrial environments (see Supplemental Literature Cited). These
greatly enhanced SDM capabilities by providing estimates of environmental conditions across
entire landscapes, including retrospectively at surveyed locations. Alongside these advances, the
development of geographic information systems (GIS) provided important tools for storing and
manipulating both species records and environmental data (see Foody 2008; and Swenson 2008,
who include accessible introductions to GIS). The gains are easily taken for granted, but stand in
stark contrast to the resources available to early ecologists who usually only had simple measure-
ments of location (e.g., latitude, longitude, and elevation or depth), and sometimes of local site
conditions (e.g., slope, drainage, geology).

Early approaches to modeling species distributions within GIS used simple geographic en-
velopes, convex hulls, and environmental matching (e.g., Nix 1986; and see Section below, Methods
for Modeling). SDMs as we think of them today emerged when the new statistical methods from
field-based habitat studies were linked with GIS-based environmental layers. In one of the earliest
applications of this integrated approach, Ferrier (1984, cited in Ferrier et al. 2002) applied GLMs
(logistic regression) to predict the distribution of the Rufous scrub-bird using known locality
records for the species, and remotely mapped and modeled environmental variables.

ww%%mmmlreviews.org o Species Distribution Models

®Supplemental Material

679


http://arjournals.annualreviews.org/article/suppl/10.1146/annurev.ecolsys.110308.120159?file=es.40.elith.pdf

Annu. Rev. Ecol. Evol. Syst. 2009.40:677-697. Downloaded from www.annualreviews.org
Access provided by CAPES on 09/26/16. For personal use only.

Spatial
autocorrelation:
when the values of
variables sampled at
nearby locations are

not independent from

each other

680

Models across Terrestrial, Freshwater, and Marine Environments

Species distributions have been modeled for terrestrial, freshwater and marine environments, and
across species from many biological groups (see Supplemental Literature Cited). Terrestrial
vascular plant analyses were prevalent in early years and are still common, along with studies of
terrestrial animals (including invertebrates); marine and freshwater applications were relatively
rare until the past 5-10 years, and soil-based organisms are still only infrequently modeled.

SDMs from these diverse fields display commonalities and contrasts, with differences in mo-
bility between species prompting some major differences in modeling approach. When a species
is sessile it is relatively easy to characterize its environment, even including the wider influence of
landscape (e.g., the water flowing into a site can be modeled using topographic information). By
contrast, mobile species tend to intermittently use resources that are patchily distributed across a
landscape. Defining the environments sampled by such species at any given location can be chal-
lenging, particularly for some combinations of mobility and life-history characteristics. Models for
mobile species with small home ranges are often fitted using methods similar to those for sessile
organisms, perhaps with focal predictors summarizing information from the near-neighboring
landscape (Ferrier et al. 2002). In contrast, models for highly mobile species (e.g., diadromous
fish) need to include movement or access-related descriptors (e.g., stream-based distance to coast;
Leathwick et al. 2008). RSFs or related techniques are useful for species where the important
distinction is between locations that are “available” (can be reached by the animal, used or not)
versus those that are “used” (for example, habitat selection studies for birds; Jones 2001).

Detection of mobile species can be problematic. In aquatic studies, observations are often
treated as probabilities of capture and analyzed using similar methods as for sessile species, some-
times including temporal predictors to accommodate seasonal variation in catchability/presence
(Venables & Dichmont 2004). Alternatively, specialized modeling techniques have been developed
to account for imperfect detection (e.g., MacKenzie et al. 2002, Royle et al. 2004).

Historic differences in the way data are collected also create different emphases across dis-
ciplines. Plant quadrats are usually regarded as statistically independent samples provided they
are sufficiently geographically separated. Continuous tow sampling is used for some marine or-
ganisms, resulting in loss of independence between samples located along the same tow. Similar
problems exist for terrestrial transect samples and for samples from contiguous stream reaches.
Such data have prompted use of mixed models or other methods for dealing with pseudoreplication
and spatial autocorrelation (Dormann et al. 2007, and Supplemental Literature Cited).

Spatial Scale

Scale is relevant to the distributions of both species and environments, and comprises both grain
and extent. The extent (or domain) usually reflects the purpose of the analysis. For instance,
macroecological and global change studies tend to be continental to global in scope (e.g., Aratjo &
New 2007), whereas studies targeting detailed ecological understanding or conservation planning
tend toward local to regional extents (Fleishman et al. 2001, Ferrier et al. 2002). Grain usually
describes properties of the data or analysis—often the predictor variables and their grid cell
size or polygon size, but also the spatial accuracy and precision of the species records (Dungan
et al. 2002, Tobalske 2002). Grain should be consistent with the information content of the data,
though in practice this is not always feasible, e.g., grids sometimes have to be defined at finer
resolutions than the underlying data for consistency across predictors. A number of researchers
have addressed the implications of using coarse- versus fine-scale data in SDMs (e.g., Ferrier
& Watson 1997 and Supplemental Literature Cited), generally indicating that effects depend
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on the spatial accuracy of the data, characteristics of the terrain and species, and the intended
application.

Conceptually there is no single natural scale at which ecological patterns should be studied
(Levin 1992). Rather, the appropriate scale is dictated by the study goals, the system, and available
data. Some species modelers emphasize notions of hierarchy in conceptualizing the influences of
environment on species distributions (Allen & Starr 1982, Cushman & McGarigal 2002, Pearson
& Dawson 2003). In terrestrial systems climate dominates distributions at the global scale (coarsest
grain, largest extent), whereas at meso- and toposcales (a few to hundreds of kilometers) topography
and rock type create the finer-scale variations in climate, nutrient availability, and water flows
that influence species (e.g., Mackey & Lindenmayer 2001). Similarly, in freshwater ecosystems,
hierarchical scales from watersheds to reaches to microhabitats all affect distributions (e.g., Poff
1997). Alternatively, scale can be considered from the species’ viewpoint using the concept of
selection orders (selection of microsite, patch, home range, population block, and geographic
range) and focusing on the ways in which mobile animals interact with the spatial arrangement of
environments (Addicott et al. 1987).

Although these are long-standing concepts, there is as yet little consensus on how to deal with
scale disparities when fitting SDMs. Several methods, mostly from landscape ecology, focus on
describing scales of pattern in ecological data. These include lacunarity, spectral analysis, and
wavelet-coefficient regression (Saunders et al. 2005 and Supplemental Literature Cited). They
provide useful tools for evaluating the inherent structure in data but their use for prediction seems
underdeveloped. More commonly, analysts impose scales through data choice or model struc-
ture. Many do this unconsciously, using predictors likely to both vary and have effects on biota at
markedly different spatial scales, but without explicit testing or discussion of the effect that this
has on their results. Some deliberately construct a set of scale-dependent predictors to represent
factors affecting the distribution of the target species at more than one spatial scale (Beever et al.
20006). Alternatively, several recent analyses explicitly create models with hierarchical structure,
e.g., with different predictors separated into submodels, so that relationships at disparate scales can
be modeled and perhaps combined (Mackey & Lindenmayer 2001). Some Bayesian approaches
allow explicit hierarchies and can include process-related elements that might operate across scales
(Latimer et al. 2006). Alternatively, hierarchical regression models (“mixed models”) allow nested
structures of data (Beever et al. 2006), and hierarchical canonical variance partitioning can be used
to provide a structured decomposition of variance across scales (Cushman & McGarigal 2002).
Unfortunately, the relative merits of these different approaches appear untested both theoretically
and practically, and it remains unclear whether more complex hierarchical approaches achieve as
much or more than a well-constructed set of predictors used in a sensibly fitted nonhierarchi-
cal model. There is ample opportunity to progress knowledge on this topic, particularly with a
coherent treatment of theory, data requirements, and model structure.

The Interplay of Geographic and Environmental Space

One important concept central to SDMs is the distinction between geographic and environ-
mental space. Whereas geographic space is defined by two-dimensional map coordinates or
three-dimensional digital elevation models, environmental space is potentially multi-dimensional,
defined by some set of environmental predictors (Figure 1). When an SDM is fitted using solely
environmental predictors it models variation in occurrence or abundance of a species in environ-
mental space. Any calculation of predictions for new sites is also based on the species’ locations
in environmental rather than geographic space. Importantly, such a model is effectively igno-
rant of geographic proximity even when predictions are mapped into geographic space. Mapped
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Figure 1

The relationship between mapped species and environmental data (/eff), environmental space (center), and mapped predictions from a
model only using environmental predictors (right). Note that inter-site distances in geographic space might be quite different from
those in environmental space—z and ¢ are close geographically, but not environmentally. The patterning in the predictions reflects the
spatial autocorrelation of the environmental predictors.
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predictions show clustering and appear spatially informed, but in SDMs with solely environmental
predictors this simply reflects the spatial autocorrelation of environment (Figure 1).

We note, as an aside, that some SDMs are purely geographic. Examples include geographic
range maps, convex hulls, kernel density estimators, kriging, and models of species richness in
geographic space. Their use sometimes indicates a belief that geographic processes are dominant
over environmental ones, or reflects extremely limited availability of environmental predictors
or species data. At most scales and for most species, however, evidence points to the importance
of environment in structuring distributions, meaning that inclusion of environment in SDMs is
important.

Spatial autocorrelation is an important aspect of the interplay between environmental and
geographic space. Geographic clumping of species can result from their response to spatially au-
tocorrelated environmental factors and/or the effects of factors operating primarily in geographic
space (Legendre 1993). Where the distribution of a species is largely determined by environmental
factors, a properly specified model fitted using an adequate set of predictors will display minimal
spatial autocorrelation in its residuals.

Strong residual geographic patterning generally indicates that either key environmental pre-
dictors are missing (Leathwick & Whitehead 2001), the model is mis-specified (e.g., only linear
terms where nonlinear are required), or geographic factors are influential (Dormann et al. 2007,
Miller et al. 2007). The latter include glaciation, fire, contagious disease, connectivity, movement,
dispersal, or biotic interactions. For these, the model might require additional relevant predic-
tors, geographic variables and/or realistic estimates of dispersal distances or movement (Ferrier
et al. 2002; see Supplemental Literature Cited). Alternatively, some modelers enhance SDMs
with process-based information to jointly characterize the environmental and spatial influences
on distribution (e.g., Rouget & Richardson 2003, Schurr et al. 2007; and see below). Geographic
influences in aquatic environments are particularly challenging to model: marine currents can
directionally impede dispersal, and in river networks dispersal is generally restricted to the river
network and effective distances are strongly influenced by flow directions.

Testing for spatial patterns both in the raw data and model residuals should be part of any SDM
study. Methods include use of Moran’s I or Geary’s ¢ to measure the amount of spatial autocorre-
lation, addition of local proximity variables to an environmental model to test for residual spatial
structure, or use of LISA (local indicator of spatial autocorrelation) to estimate the contribution of
each sampling unit to the overall measure of spatial autocorrelation (Dormann et al. 2007, Miller
et al. 2007, Rangel et al. 2006).
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Alternatively, some approaches explicitly model spatial autocorrelation effects within the mod-
eling process (Rangel et al. 2006). Overall these are used relatively infrequently, although they
receive some emphasis in macroecology. One technique is to fit a surface characterizing the geo-
graphic pattern (e.g., a trend surface), which is then used as a predictor in the model, sometimes
with other environmental predictors used to model the remaining variation (Rangel et al. 2006).
Although this describes and controls for geographic pattern it is not fully integrated into the
modeling process, and it introduces the risk of confusing geographic effects with spatially auto-
correlated environmental terms. More integrated and coherent methods are reviewed in papers
detailed in the Supplemental Literature Cited; these include autoregressive methods, geosta-
tistical methods based around kriging, generalized linear mixed models, generalized estimating
equations, and geographically weighted regression. Currently these methods are more difficult to
implement than standard techniques so they are under-utilized, but they have appealing properties
and further development might promote their wider use.

None of the methods reviewed here provide a strong basis for distinguishing between spa-
tial and environmental effects, though a careful interpretation of the model and its predictions
might provide useful insights. Erroneous use of geographic terms to correct for either missing
environmental predictors or wrongly specified models is likely to result in poor predictive ability,
especially when extrapolating to new regions or times (Dormann et al. 2007, and see below).

Using Models for Explanation versus Prediction

Trends in SDM usage reveal subtle but important shifts in intention. Many early studies had
a strong ecological focus, seeking insight, even if indirectly, into the causal drivers of species
distributions (Mac Nally 2000). SDM:s are still regularly used for such purposes, particularly in
quantitative ecological studies (Leathwick & Austin 2001) and evolutionary biology (Graham
etal. 2004b). With growing sophistication of modeling algorithms, greater availability of spatially
extensive environmental data, and strong demand for mapped products for conservation and
land management, an increasing number of papers now focus on predicting distributions (e.g.,
Hamazaki 2002, and Supplemental Literature Cited). Ecological understanding is, of course,
still critical to such applications, particularly in the selection of predictors and models and the
interpretation of results.

Prediction is used in two main ways. First, predictions are made to new sites within the range
of environments sampled by the training data and within the same general time frame as that in
which the sampling occurred. We call this model-based interpolation to unsampled sites. Typical
applications include global analyses of species distributions, mapping within a region for conser-
vation planning or resource management, and identifying suitable habitat for rare species (Guisan
& Thuiller 2005). Such interpolation is usually reliable enough for effective decision making pro-
vided that the data and model are reasonable, and any correlations between predictor variables are
stable across the geographical domain for which predictions are made.

Second, models are also used to predict to new and unsampled geographic domains and/or
future or past climates. The environments in these new times and places need to be carefully
assessed, particularly for new combinations of predictor values or for predictor values outside their
original ranges in the training data. Prediction to new geographic regions is a special case and has
been termed transferability, but often without clear information on the environmental similarities
and differences between the model fitting and prediction regions (see Supplemental Literature
Cited). Prediction to new environments is generally termed extrapolation or forecasting (Aradjo &
New 2007, Miller et al. 2004). It is inherently risky because no observations of species occurrence
are available from the training data to directly support the predictions (see sidebar, Using Models
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USING MODELS FOR EXTRAPOLATION

Key assumptions of SDMs are that species are at equilibrium with their environments, and that relevant environ-
mental gradients have been adequately sampled. Use in non-equilibrium settings (e.g., invasions, climate change)
usually involves species records unrepresentative of new conditions, and prediction to novel environments. Critics
have identified several problems with SDMs and extrapolation, including: different (combinations of) environmen-
tal factors may limit distributions or biotic interactions may change substantially in the new context; outcomes will
be influenced by genetic variability, phenotypic plasticity and evolutionary changes; dispersal pathways are difficult
to predict (De Marco et al. 2008, Dormann 2007, Midgley et al. 2006). However, correlative models currently
remain one of few practical approaches for forecasting or hindcasting distributions. We expect that SDMs have a
contribution, providing methods and results are rigorously assessed.

Several approaches can improve the use of models for extrapolation, and reduce or expose errors. Differences
between the sampled and prediction spaces can be quantified (e.g., similarity measures, Williams et al. 2007;
Figure 2); species data can be weighted to represent the invasion process or the sample bias of records (Phillips
etal. 2009); dispersal can be incorporated using estimates of dispersal rates (Midgley et al. 2006), models of dispersal
(Schurr et al. 2007), or by linking SDM:s to cellular automata (Iverson et al. 2009); evolutionary change might be
estimable and included in models (Hoffmann & Kellermann 2006). Predictions can be tested through retrospectives
(Aragjo et al. 2005). Differences between models can be reduced by consensus (Pearson et al. 2006), used for
discovering why predictions differ (Elith & Graham 2009), or quantified to inform risk analyses and decision
making. Alternatively, SDMs can be linked with landscape, population, and physiological models representing
processes of change (Kearney & Porter 2009, Keith et al. 2008). Substantial challenges remain, especially those
related to how biotic interactions are likely to change and how they can be modeled.

for Extrapolation). As an aside, it is worth recognizing that some researchers exclude interpolation
from their definition of prediction, reserving prediction for extrapolation to new conditions or

solely for inference from causal models (Berteaux et al. 2006).

A focus on prediction rather than explanation has implications for the way that models are
fitted and evaluated. Models for prediction need to balance specific fit to the training data against
the generality that enables reliable prediction to new cases. Information criteria such as AIC
(Akaike’s Information Criterion) address this balance by trading off explained variation against
model complexity. Alternatively, data mining and machine learning methods use cross-validation
or related methods to test model performance on held out data, both within the model-fitting
process, and for model evaluation (Hastie etal. 2009). We anticipate expanding interest in machine
learning methods for prediction. The special case of extrapolation needs more attention, so that

robust model fitting and testing methods can be developed.

The Need for Functionally Relevant Predictors

Some SDM studies include many candidate predictors, motivated by their ready availability and a
belief that the model will identify those that are important. By contrast, a number of modelers have
argued strongly for use only of predictors that are ecologically relevant to the target species. Mac
Nally (2000) comments: “Statistical tinkering, which really (is) what the entire domain of model
selection is about, can never be a substitute for intelligent prior selection of independent variables
that may influence the dependent variable. . .. The variable-selection process will be substantially
improved—and, therefore, the inferences too—if that process involves building upon existing

knowledge and theory.”
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Figure 2

Dissimilarities between 2000 A.D. climates and those (within 500 km of a target site) estimated for 2100 A.D.
using multimodel ensembles for the A2 scenario of the IPCC fourth assessment report. High dissimilarities
(red) indicate the risk of regionally novel climates (from Williams et al. 2007, used with permission).

Austin and Smith (1989, cited in Austin 2002) provide an early example of a deliberate and rig-
orous approach to predictor selection, distinguishing between resource, direct and indirect gradi-
ents. Indirect gradients in terrestrial studies are represented by (distal) predictors such as elevation,
which rarely directly affect species distributions. Instead, they are correlated, and sometimes only
loosely, with more functionally relevant (proximal) predictors such as temperature, rainfall and
solar radiation. In marine systems depth is an indirect proxy for several proximal predictors: tem-
perature and its variability, salinity, light, pressure, and the availability of elements (e.g., calcium).

Use of more ecologically relevant predictors is increasingly possible as interpolated estimates
of climate factors and remotely sensed data are more readily available. Franklin (2009, Chapter 5)
reviews these predictors comprehensively. Terrestrial examples include Box’s analysis of global
plant distributions (Box 1981), Zimmermann & Kienast’s (1999) use of growing degree days
for modeling Swiss tree distribution, and several studies using water balance models of vary-
ing sophistication to estimate water availability (see Austin 2007 for a review). Leathwick et al.
(2008) constructed functionally relevant predictors of freshwater fish distributions, including es-
timates of catchment-driven variability in local flow, and access to and from the sea for migratory
species. Maravelias & Reid (1997) used surface and seafloor temperature, salinity, and zooplank-
ton availability to predict herring abundance. Remote sensing also offers data that can be adapted
to represent proximal predictors—for instance, for approximating habitat complexity for birds
(Vierling et al. 2008; St-Louis et al. 2009). Despite these advances, many studies appear to use
only data that are readily at hand, failing to explain the relevance of selected predictors, and likely
missing important ecological drivers.

While itislogical that ecologically relevant predictors are necessary for explanation and insight,
it could be argued that any predictors will suffice if prediction is the sole aim. Multiple lines of
evidence suggest otherwise. Predictions show patterned residuals when variables are inadequate,
and can be improved substantially by using more proximal predictors (Leathwick & Whitehead
2001), and small data sets and model selection difficulties mean that models can select irrele-
vant variables (Mac Nally 2000, Steyerberg et al. 1999). Extrapolation in space or time will be
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particularly error-prone if only distal predictors are used, because the correlations between these
and the proximal drivers vary both in space and time (Austin 2002).

Methods for Modeling: Mathematical Form and Fitting Procedures

Many methods are used to fit SDMs (Franklin 2009). Although those chosen for particular studies
often reflect the nature of the data and/or the question being addressed, some differences between
disciplines appear to be driven by “accepted usage,” for example, the continued use of GLM:s in
marine studies and the common use of artificial neural nets (ANNs) for freshwater fish. Histor-
ically, the methods used to analyze data sets gathered with intention and design have tended to
differ from those using collated records of species records (presence-only data compiled largely
opportunistically), but methods are now increasingly convergent. Here we present only a few
main points related to analytical approaches; see the Supplemental Literature Cited for further
reading.

Techniques for modeling very sparse data include convex or alpha hulls (Burgman & Fox
2003), and—where expert opinion is considered more reliable than species records—maps drawn
by hand, GIS overlays (combinations of mapped data), or habitat suitability indices (HSIs) (Elith
& Leathwick 2009, Franklin 2009).

Some of the earliest numerical SDMs used environmental envelope models to describe the
species’ range in relation to a set of predictors (Box 1981, Nix 1986). These define the hyper-
rectangle that bounds species records in multi-dimensional environmental space, weighting each
predictor equally. Such models can be combined with spatially comprehensive environmental data
to map likely occurrences, and methods exist for dealing with outliers, e.g., by quantifying per-
centiles of the distribution. Related techniques (detailed in Franklin 2009) use distance metrics
such as the Gower metric or Mahalanobis distance to predict the environmental similarity between
records of occurrence and unvisited sites.

Regression-based models extend envelope and similarity approaches by modeling variation in
species occurrence or abundance within the occupied environmental space, and selecting pre-
dictors according to their observed importance. GLMs were commonly used in early analyses
of presence-absence and count data, often with simple additive combinations of linear terms. As
the common occurrence of nonlinear species’ responses to environment was recognized (Austin
etal. 1990), more studies included quadratic, cubic, or other parametric transforms. Generalized
additive models (GAMs) are similar to GLMs but use data-defined, scatter plot smoothers to de-
scribe nonlinear responses. They have provided useful additional flexibility for fitting ecologically
realistic relationships in SDMs.

Regression methods are widely used by ecologists; they can be extended to model complex data
types including abundance data with many zeros, records with imperfect detection of presence,
and structured samples of data such as sites nested within forest fragments (see Supplemental
Literature Cited). More generally, many SDM methods are regression-like, assuming that a
species’ occurrence or abundance can be modeled using additive combinations of predictors, and
sometimes also including manually selected terms representing interactions between predictors.
Bayesian alternatives are also available (Latimer et al. 2006), bringing sophisticated model-fitting
abilities that can incorporate process-based information (e.g., rates of spread; Hooten et al. 2007).
However these can require specialized mathematics and programming, and this currently hinders
wider uptake despite apparent advantages.

As SDM applications focused more on prediction, researchers looked to methods developed
especially for prediction, including those in the machine learning and data mining communities.
Examples include ANNs (Olden et al. 2008), multivariate adaptive regression splines (Moisen
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& Frescino 2002), classification and regression trees and ensembles of trees (random forests:
Prasad et al. 2006; boosted regression trees: Elith et al. 2008), genetic algorithms (Stockwell &
Peters 1999), support vector machines (Drake et al. 2006), and maximum entropy models (Phillips
et al. 2006). Some of these provide well-controlled variable selection and coefficient estimation,
and several are capable of automatically detecting and fitting interactions between predictors. As a
consequence their predictive performance may exceed that of more conventional techniques (Elith
etal. 2006). While the complex and sometimes “black-box” nature of these techniques has perhaps
limited their use, particularly for studies focusing on ecological insight, tools for visualizing and
summarizing these models in ways relevant to ecologists are increasingly available. The other
immediate constraint to uptake of machine learning techniques is that they are rarely taught in
ecological courses, but we expect that to change rapidly in coming years.

Modeling into the Past or the Future

SDMs always have some degree of temporal dimension or reference reflecting their use of species
and environmental data gathered over particular time periods (Schréoder & Seppelt 2006). How-
ever, whereas traditional applications of SDM generally assume a constant and current time frame
(even if integrated over some months or years), numerous studies now include temporal change.
These target questions relating to recent changes in distributions from disturbances including
fire and land use change, the spatial and environmental correlates of speciation events, hybrid
zones, paleo-distributions and phylogeography, and forecasts of invasions and distributions under
climate change. A key distinction is between those applications requiring predictions in a time
period matching that of the training data, compared with those using a model of the current
distribution of a species to either hindcast or forecast distributions at some other point in time.

SDM:s can explicitly include time as a predictor in the model. For instance, the Supplemental
Literature Cited lists examples using time-varying food resources in an RSF for grizzly bears, and
estimates of time since disturbance for modeling pioneer species in a fire-prone landscape. Models
also use retrospective data, e.g., combining historical survey and remnant vegetation records to
model pre-clearing vegetation distribution, or modeling pollen records with paleoclimatic data.

SDM:s with an evolutionary focus evaluate spatial patterns of inter- and intra-specific varia-
tion (see Kozak et al. 2008, Richards et al. 2007, Swenson 2008 for reviews). For instance, the
Supplemental Literature Cited presents examples that use phylogenetic data and climate en-
velopes to explore speciation mechanisms in frogs, assess the role of climate in maintaining the
location of hybrid zones in birds, and explore species delimitation in salamanders.

Those applications using models to make predictions for time frames substantially different
from those of the training data generally require extrapolation in environmental space (see sidebar,
Using Models for Extrapolation). Models of the biotic repercussions of global warming and land-
use changes require forecasting (Aradjo & New 2007, Fitzpatrick et al. 2007, Thuiller et al. 2005),
and hindcasting is used for exploring the effects of climate on evolutionary patterns (Kitchener &
Dugmore 2000, Kozak et al. 2008, Ruegg et al. 2006). However, understanding and assessing the
uncertainties inherent in model predictions for these applications is particularly problematic.

THE SPECIES MODELING LANDSCAPE: HOTSPOTS, RARITIES,
AND DIRECTIONS OF CHANGE

Here we identify areas undergoing either rapid development or receiving particularly strong
interest, and also explore some less commonly researched topics.
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Linking Ecological Theory and Distribution Modeling

Although good linkage between model assumptions and underlying theories and concepts might
be reasonably expected in any scientific discipline, several researchers have criticized the SDM
community for its lack of theoretical grounding (e.g., Austin 2002, Jiménez-Valverde et al. 2008).
In a penetrating critique Huston (2002) states, “[Clontinued development of rigorous statistical
approaches to analyzing habitat data, assisted by the spread of easy computation .. . has been un-
accompanied. . . by corresponding development of rigorous logic.” Consequences include poorly
informed use of models, slow improvement in the ecological realism of methods, and limited
uptake of SDM methods and results by other disciplines in which they could be relevant. For in-
stance, recent commentaries by macroecologists and biogeographers (Gaston et al. 2008, Sagarin
et al. 2006) point to many interesting theoretical questions about species ranges, but barely refer
to insights from the SDM literature, possibly because SDM practitioners largely fail to explicitly
identify the broader relevance of their work.

One exception to this general neglect of theoretical issues is a recent debate on the relationship
between SDMs and the species niche (see sidebar, The Name Niche Modeling). Unfortunately, this
discussion has been plagued by semantic, conceptual, and technical difficulties, and has yet to reach
consensus. In common with Austin (2002), Huston (2002) and others, we believe that a more wide-
ranging approach to linking theory, data, and models would bring substantial benefits. Important
issues additional to niche concepts include the degree of equilibrium in species distributions; how
to identify, construct and test functionally relevant predictors; whether current, predominantly

THE NAME NICHE MODELING

Early efforts to relate SDMs to the niche concept were cautious, acknowledging limitations in both data and
models. For instance, to Booth et al. (1988), natural distribution data described only the “realized niche,” i.e., the
competition-mediated distribution. Similarly, Austin et al. (1990) and Austin (2002) described their probabilistic
models of eucalypt distribution as an approximation to the “qualitative environmental realized niche,” perhaps with
sink habitats also included.

Peterson and Soberon have argued for conceptual distinctions between ecological niche models (ENMs) and
SDMs, restricting “SDM?” to those models containing biotic or accessibility predictors and/or being limited in
spatial extent (Peterson 2006). Whilst the links between their framework (Soberon 2007), data types, and models
are not yet entirely clear, it appears that they include all environment-based models in their definition of ENMs,
particularly (though it’s not clear whether exclusively) if absence data are not used. They imply that ENMs get
closer to modeling the fundamental niche, but we find this interpretation problematic. In particular, they fail to
explain how the methods they class as ENMs technically overcome the well recognized difficulty in describing the
fundamental niche from landscape observations of species occurrence.

Other attempts to define what is being modeled have not achieved consensus, partly because definitions of
niches are not consistent, and data, methods, and scales overwhelmingly variable (Soberon 2007, Franklin 2009).
Aratijo & Guisan (2006) question whether the distinction between fundamental and realized niche is useful for these
models, given ambiguities in the original formulation of the niche concept. In our view, a more realistic stance is
to retain a healthy skepticism about which components of the niche are represented by predictions from an SDM.
This is more likely to promote careful analysis of the adequacy of the data used for modeling, while also allowing
for uncertainties in predictions and providing impetus for refining understanding through collecting better data,
conducting ecological experiments, and testing new ways to model dispersal limitations, effects of competitors, and so
on. Use of neutral terminology to describe species distributional models (SDM rather than ENM) seems preferable.
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additive, modeling methods are ecologically realistic (see, for instance, multiplicative models:
McCune 2006); how to deal with interspecific interactions; and how to understand and model the
interplay of geographic and environmental drivers of species distributions across different spatial
and temporal scales.

When Absence Is Not Known

Presence-only data consist of records describing known occurrences (presence) of species, but
lacking information about known absences. One example is the radiotelemetry data collected in
wildlife studies. Analysis of these data with use-availability models has received steady attention
over recent years (Pearce & Boyce 2006). Alternatively, museum records are now often utilized for
evolutionary biology, macroecology, conservation, invasive species, and climate change modeling,
using the millions of records compiled in electronic form from natural history collections (Graham
et al. 2004a). Despite their limitations, use of such data is often justified by the lack of systematic
survey data, coupled with widespread demand for mapped predictions.

Modelers are still coming to terms with how best to model presence-only data. Where analytical
methods were once restricted to envelopes and distance measures, comparison of presence records
with background or pseudoabsence points is now common (e.g., using GARP, ENFA, MaxEnt,
and regression methods). Reviews and comparisons include Franklin (2009) and Elith et al. (2006).
Attitudes to the value of presence-only data are remarkably variable. Some acknowledge that their
predictions would be more robust if presence-absence or abundance data were available—a view
that, if accepted, has substantial implications for the type of data that ecologists should aim to
collect. An advantage of presence-absence data is that it conveys valuable information about sur-
veyed locations (enabling analyses of biases) and prevalence (Phillips etal. 2009). Others argue that
absence records introduce confounding information because they can indicate either habitat that
is unsuitable or habitat that is suitable but is unoccupied, perhaps because of inaccessibility. This
idea is commonly linked to the concept of modeling potential distributions (Jiménez-Valverde
et al. 2008). Absence data are also sometimes viewed as misleading because the species or envi-
ronment is not at equilibrium (e.g., invasions, climate change) or the species not easily detected.
Interpretation of the meaning of background data or pseudoabsence data also varies. In general,
the literature lacks robust discussion of the interplay between these disparate views and ecological
and statistical theory. Progress in these topics, and on methods for detecting and dealing with
sample bias and for evaluating presence-only models, could bring substantial benefits.

Modeling Responses Other than the Mean

Most methods for modeling presence-absence or abundance data estimate the center of the condi-
tional distribution of the response, or the mean. Some argue that a more complete summary of the
quantiles of the conditional distribution is useful (Austin 2007, Huston 2002). Upper quantiles,
those near the maximum response, have received the most attention, based on the assumption that
they better represent the response of the species to a predictor when other variables are not limiting
(Huston 2002). They can reveal biases or missing predictors, and arguably can indicate the poten-
tial rather than the actual distribution (Cade etal. 2005). Low quantiles mightalso be relevant—for
example, to estimate the lowest recruitment level for a species (Planque & Buffaz 2008). Inter-
esting recent applications (see Supplemental Literature Cited) include freshwater, marine, and
phylogenetic studies. So far, ecological examples are limited to parametric or nonparametric re-
gression and gaussian responses, but methods are emerging that use tree ensembles and k-nearest
neighbors and/or allow for differing response types (see Supplemental Literature Cited).
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Biotic Interactions

Very few SDM studies explicitly include predictors describing biological interactions (Guisan &
Thuiller 2005). In one early study, Austin & Cunningham (1981) included terms describing the
presence of conspecifics in models of eucalypts, whilst acknowledging the possibility that variation
attributed to conspecifics might reflect some missing but unknown environmental predictors. This
typifies the difficulty in making inferences about the relative importance of jointly fitted abiotic
and biotic predictors (Guisan & Thuiller 2005), because in most data sets environmental effects are
confounded with those of competitors and mutualists. One exception is provided by Leathwick
& Austin (2001) who treated geographic disjunctions in New Zealand’s Nothofagus forests as a
“natural removal experiment.” Their SDMs indicated high levels of competitive interaction, with
this effect varying depending on environmental conditions.

Given these difficulties, most practitioners use abiotic predictors alone. In models for under-
standing or interpolation-style prediction, the consequences may not be too severe, except where
the presence of a host species is critical (e.g., Wharton & Kriticos 2004) and not predicted by
the available covariates. However, for extrapolation (e.g., global warming, invasions), the effects
of competitors, mutualists, and conspecific attractions might have far-reaching effects, especially
where novel combinations of species are likely to occur (see sidebar, Using Models for Extrapola-
tion). This is one of the more difficult aspects of SDMs, and we anticipate that its resolution will
most likely require development of methods with capabilities beyond those available in current
methods.

Integrating Pattern and Process

Several groups are now exploring how to better represent ecological processes within correlative
models (see Schroder & Seppelt 2006 for a review), particularly for nonequilibrial situations. For
example, Rouget & Richardson (2003) modeled the abundance of an invader allowing effects of
propagule pressure; Hooten et al. (2007) modeled spread of the Eurasian collared dove using a
hierachical Bayesian model incorporating density-dependent growth and dispersal, and Iverson
et al. (2009) modeled emerald ash borer movement within predicted distributional ranges of
trees. Others suggest combining SDMs with different types of models that allow inclusion of
mechanistic, population, and landscape change effects (Drielsma & Ferrier 2009, Kearney et al.
2008, Keith et al. 2008).

Model Selection

Early SDMs generally used statistical techniques based on p-values for model selection, but a
recent shift has seen much greater emphasis on AIC and multimodel inference (Burnham &
Anderson 2002). This shift has been useful for reducing reliance on the “truth” of a model selected
by stepwise procedures and for understanding the error tendencies of conventional selection
approaches (Whittingham et al. 2006). However, though this type of multimodel inference is
useful for exploring model-based uncertainty, whether it is the best way to reliably predict an
outcome is unclear. Other model averaging techniques from computer science use a range of
approaches to concurrently develop a set of models that together predict well (Hastie et al. 2009).
Research comparing the conceptual bases and performance of various model averaging approaches
including regression/AIC, Bayesian methods, and machine learning model ensembles (e.g., bagged
or boosted trees, Prasad et al. 2006) could be profitable.

There are also interesting alternative approaches to selecting a single final model. The differ-
ent information criteria provide a range of trade-offs between model complexity and predictive
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performance and can be used within cross-validation to select a model (Hastie et al. 2009). Some
methods focus on simultaneous selection of variables and parameter estimation, for example, by
shrinking coefficient estimates (e.g., see Reineking & Schroder 2006 on ridge regression and the
lasso). These provide alternative methods for selecting a final regression model that are generally
more reliable than stepwise methods. In machine learning these ideas of model selection and
tuning are termed “regularization,” i.e., making the fitted surface more regular or smooth by
controlling overfitting (e.g., used in MaxEnt, Phillips et al. 2006). Use of these alternative model
selection methods in ecology are still relatively rare, but likely to increase.

Model Evaluation

Although the need for robust model evaluation is widely acknowledged, there are diverse opin-
ions on what properties of a model are important and how to test them appropriately (see
Supplemental Literature Cited). Where modelers aim to explain patterns or generate hypothe-
ses (e.g., in evolutionary biology and classical ecological studies), results are generally assessed
using statistical tests of model fit and comparison with existing knowledge. In contrast, when
prediction is the aim, evaluation targets predictive ability and current practice usually involves
testing predictive performance using data resampling (split samples, cross-validation, bootstrap-
ping) or, more rarely, independent data sets. Most summaries of performance are based on a
relatively small set of statistics including kappa, area under the receiver operating characteristic
curve (AUC) and correlation coefficients. Several researchers have attempted to understand the
relative performance of these tests including their sensitivity to data characteristics, but progress
toward adoption of a comprehensive toolbox of evaluation measures is slow and impeded by ar-
guments about the general validity of some statistics. Instead, it would be more constructive to
identify the proper place of each statistic in the broad realm of what needs testing. The machine
learning and weather-forecasting communities have developed expertise in testing predictive per-
formance and use some statistics rarely considered in ecology (Caruana & Niculescu-Mizil 2006,
Pearce & Ferrier 2000; see also Supplemental Literature Cited). SDM evaluation would benefit
from identifying useful techniques in other fields, and from more research focus on topics such
as how to analyze spatial patterns in errors, how to deal with uncertainties, and how to assess
model performance in the context of the intended application, including decision making. More
use of artificial data (Austin 2007) and more experimental verification of modeled relationships
(e.g., Wright et al. 2006) could also yield valuable insights.

Uncertainty

Use of SDM for applications such as conservation planning and biosecurity creates an imperative
for considering errors and their relative costs. Uncertainty in SDMs results both from data de-
ficiencies (e.g., missing covariates, and samples of species occurrences that are small, biased, or
lacking absences) and from errors in specification of the model (Barry & Elith 2006). A few papers
provide taxonomies of uncertainty as a basis for assessing errors, and suggest general treatments.
Heikkinen et al. (2006) review various aspects of SDMs that contribute to uncertainty; Hortal
et al. (2008) provide a commentary on biodiversity data and its uncertainties; and Burgman et al.
(2005) review treatments of uncertainty in landscape ecology. Relatively few studies address un-
certainty in SDMs and its effects on the model, predictions, and related decision making (but see
Supplemental Literature Cited). Model uncertainty has received most attention, particularly in
the context of model averaging or consensus, but also for providing mapped uncertainty estimates.
Studies on data errors include assessments of the influence of errors and biases in species records,
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and in predictors such as digital elevation models and their products. These extend beyond the
uncertainty that can be estimated from standard errors of parameters in a regression model, or
from bootstrapped estimates of uncertainty. Modelers can attempt to reduce uncertainty, and/or
characterize it and explore its effects on decision making. Because problems related to uncertainty
are difficult to deal with they are often ignored, but we anticipate increasing recognition of their
importance, particularly in management applications.

CONCLUDING THOUGHTS

Reflection on the broad scope of both past and current SDM writings reveals a rich diversity of
biological and environmental settings, philosophical and analytical approaches, and research and
management applications. Our summary of this multifaceted and developing field may disappoint
those looking for specific advice or a more methodologically oriented review—we regard a number
of emerging books and teaching resources as better able to fill these needs. Our emphasis reflects
the belief that further advances in SDM are more likely to come from better integration of theory,
concepts, and practice than from improved methods per se. Our hope is that this review will
encourage more deliberate exploration across discipline boundaries, the informed and creative use
ofabreadth of approaches, and planned endeavors to fill important knowledge gaps. This expanded
focus should, in turn, improve the ability of SDMs to make their contribution to delivering the
type of information required for managing the Earth’s dwindling biological resources.

SUMMARY POINTS

1. Modern SDMs represent the convergence of site-based ecology and advances in GIS
and spatial data technologies. They are applied across terrestrial, freshwater, and marine
environments, at widely varying spatial and temporal scales, and to gain ecological and
evolutionary insight and predict distributions. Differences in mobility between species
motivate some of the most marked differences in modeling approach.

2. Species distributions reflect the interplay of geographic and environmental processes.
Using ecologically relevant environmental variables and addressing residual geographic
patterning are both important.

3. Prediction takes two forms: interpolation and extrapolation. The latter violates several
statistical and ecological assumptions of SDMs, so hindcasting (evolutionary questions)
and forecasting (climate change and invasive species models) require special care.

4. Development of stronger links between ecological theory and concepts and SDM practice
would be beneficial for developing more robust and consistent use of these techniques.

FUTURE ISSUES

1. Methods are required for dealing with uncertainty: characterizing it, reducing it, or
assessing its influence on decisions.

2. Model selection and evaluation methods are likely to expand and incorporate new tech-
niques from statistics, weather forecasting, and machine learning.

Flith » Leathwick a7



Annu. Rev. Ecol. Evol. Syst. 2009.40:677-697. Downloaded from www.annualreviews.org
Access provided by CAPES on 09/26/16. For personal use only.

3. The use of presence-only data will continue, so methods for dealing with biases and
evaluating results need more development.

4. Cycles of development, implementation, and evaluation (including experimental testing)
would provide insights, strengthen links to theory, and contribute important information
for developing ecologically relevant predictors.

5. Many applications could benefit from advances in modeling biotic interactions and other
ecological processes.

6. If SDMs are to be used for extrapolation, more assessments of whether they are fit for
purpose are required. We need carefully targeted studies addressing performance across
different spatial and temporal scales and degrees of equilibrium, in the context of the
nature of actions that will flow from the predictions.
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Limited conservation resources mean that management decisions are often made on the basis of scarce biological
information. Species distribution models (SDMs) are increasingly proposed as a way to improve the representa-
tion of biodiversity features in conservation planning, but the extent to which SDMs are used in conservation
planning is unclear. We reviewed the peer-reviewed and grey conservation planning literature to explore if
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a detailed review of a random sample of 40 peer-reviewed and grey literature plans to evaluate factors that
might influence whether decision-makers use SDMs to inform prioritisations. Our results reveal that habitat
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faces) are used more often than SDMs as biodiversity surrogates in prioritisations. We find four main reasons
for using such alternatives in place of SDMs: (i) insufficient species occurrence data (particularly for threatened
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threats and processes. We suggest that increasing the complexity of species distribution modelling methods
might have little impact on their use in conservation planning without a corresponding increase in research
aiming at better incorporation of a range of ecological, evolutionary, and threatening processes.
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1. Introduction

Limited funding for addressing global biodiversity declines
means that prioritisation of geographic regions and conservation ac-
tions is unavoidable (Bottrill et al., 2009). In systematic conservation
planning, ecological features (e.g., species and habitat types) are
identified; costs, constraints, and possible threat mitigation actions
are considered; and decisions are subsequently derived on where
and when to implement actions (Margules and Pressey, 2000;
Moilanen et al., 2009). Only rarely is complete, up-to-date spatial
coverage of conservation feature data available (Rondinini et al.,
2006). Species distribution models (SDMs, also referred to as ecolog-
ical niche models) map relationships between species distributions
and environmental conditions, and are one way to project the spatial
distributions of species to regions lacking biodiversity observations
(Elith and Leathwick, 2009b; Guisan and Thuiller, 2005). The use of
SDMs to aid conservation decision-making is increasingly recom-
mended in the peer-reviewed literature (Bailey and Thompson,
2009; Elith and Leathwick, 2009a; Guisan et al., 2013; Phillips et al.,
2006). This is because of their ability to provide biological informa-
tion for a relatively low cost compared with broad-scale field surveys
or models of population dynamics parameterised using long-term
datasets. But how well do SDMs inform decisions within the conser-
vation planning process? Here, we assess how often SDMs are used
to inform ecological features for conservation planning, and evaluate
the factors that might lead to decision-makers using alternative ap-
proaches to inform conservation prioritisations.

Until recently, the main role of systematic conservation planning
was to design reserve networks to protect biodiversity in situ
(Margules and Pressey, 2000). Typically the objective was either to min-
imise resources expended whilst meeting a given set of quantitative
conservation targets (the minimum-set problem), or to maximise
some measure of “benefit” (in a simple case, this might be the number
of targets met for our assets), given a fixed budget or amount of re-
sources that can be expended (Wilson et al., 2009). Conservation targets
might be all or a subset of the features in a geographical area, or a pro-
portion of population size or geographical extent (Pressey et al., 2003).

Increasingly, planners and scientists have sought to accommodate
multiple socio-economic and biodiversity considerations, as well as in-
formation on threats, in conservation planning. For example, the
decision-support tool Marxan with Zones improves on traditional re-
serve selection tools through the addition of user-defined zones and
the ability to specify costs and targets for each zone (Watts et al.,
2009), as well as incorporate predictions about how effective alternative
actions in each zone might be for achieving conservation or socio-
economic objectives (Makino et al., 2013). These advances have allowed
planners to account for factors such as the feasibility of managing or
protecting species in landscapes predominantly used for agriculture
(Tulloch et al., 2014) or fishing (Makino et al., 2013). In addition, a
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number of decision-support tools (e.g., Zonation (Moilanen et al.,
2012) and Marxan (Ball et al., 2009)), can now incorporate maps that
predict changes in distributions of species or habitats in response to a
particular threat (Tulloch et al,, 2015).

With an increase in our capacity to solve complex objectives using
systematic conservation planning tools, however, comes an increase in
the data required to inform prioritisations (Guillera-Arroita et al.,
2015). Collecting data is time-consuming and sometimes costly, and
thus planners are faced with deciding which data are most critical to
achieving their goals. A variety of approaches are possible for depicting
the distributions of ecological features and informing the “benefits” to
biodiversity of applying a conservation action in any one place, includ-
ing point occurrence data, range maps, expert knowledge maps, or pre-
dictive model outputs such as those generated by SDMs (Elith and
Leathwick, 2009b; Franklin, 2010; Peterson et al., 2011). In addition to
these species-focused data, planners might wish to incorporate data
on the distributions of other landscape or socio-economic features
that could be important for ensuring additional objectives related to
economic production (e.g. fishing areas) or ecosystem health (e.g. con-
nectivity and productivity). Alternatively, planners faced with choosing
between multiple threats to manage might want to better understand
the likely outcomes for their target species of alternative threat mitiga-
tion actions (Auerbach et al., 2014).

There are five main considerations that planners face when choosing
feature data to prioritise conservation decisions (Beale and Lennon,
2012; Elith et al., 2002; Loiselle et al., 2003; Rondinini et al., 2006;
Sinclair et al., 2010): (i) the quality of available data and associated abil-
ity to parameterise complex models; (ii) the spatial scale of the prob-
lem; (iii) how much uncertainty the conservation planner is willing to
tolerate; (iv) the importance of ecological and evolutionary processes;
and (v) constraints, such as time, planning costs, computational ability,
and the social-economic environment of the planning landscape (see
also Guisan et al., 2013; Wilson et al., 2005). All of these issues have im-
portant impacts on prioritisation outcomes (Table 1; Wilson et al.,
2005), but they can rarely be dealt with simultaneously; rather, plan-
ners are forced to trade-off some as less important than others. For in-
stance, planners focused primarily on constraints such as time or
budget might use readily-accessible point-based occurrence data
(such as that in biodiversity atlases), but incomplete distribution data
and spatial biases in sampling effort often result in fragmented distribu-
tion maps and underestimation of species distributions (Balmford et al.,
2005; Boakes et al., 2010; Tulloch and Szabo, 2012). This can bias esti-
mates of the benefits of conservation action towards well-surveyed
locations, and limit the efficiency of conservation planning due to
missed opportunities (Graham and Hijmans, 2006; Rondinini et al.,
2006). In contrast, planners focused on prioritising across large spatial
scales by projecting scarce occurrence data could develop highly uncer-
tain or poorly-parameterised SDMs, which might lead to overconfident
decisions and wasted conservation funding (Carvalho et al., 2011). In
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Table 1

Data types used to map distributions of biodiversity features in conservation planning, and the potential issues associated with outputs. Assumptions and potential errors of each data type
are classified according to frequency of occurrence, assigned to categories (due to vagueness in literature) of black = almost always, grey = sometimes, white = rarely or never. See
Table S3 in Supporting information for examples from detailed review.

Data type® Output used K ey assumptions Potential errorswhen used in conservation planning |Examples
from detailed
5 - |8 - > 3 |9 z review
. o T = =
o | (B |l |gF| B | BglE | 8% |3 2 |3 zde
£ > |£5 |5 B|E |8 [Sg¢ 8 g 2 2
g o |5 2 = ) s g L 525 |8 Z 98358
£ |2 |gels_ |5 |28 23 |c®E|, S23 |S8EE |o& 8892
Q = %5% | ﬁ?ﬁ g2 '—wag %'%’E %EEE co g@ga%
AL H MR E PR
L |o8gp|=2|Sk|5s S8 B=S1cE 358 |§o252888 |oouSeT
8BuBlec|32(gB|low %%8'?3%8-02_30&3-%0 Z|ls238 |8258%
ﬁ.g‘g‘ggﬂ.:_@_g g |Z8g/255(85 Eg8 8 bggg-g TEs [BE3S
= S5|ES|g®|83|28 59228 S| ES8gB|esB8E|BS¢E Bec2
z83885|35|85|5% 88550 |55(08E8|50223|855 (52880

Dots on map (counts, point
presences and/or absences)

Raw

Species range maps (expert-

Presence/ absence map;

MaxEnt, GARP)

drawn or other, e.g. IUCN Red |Speciesrichness
List maps)
SDM: presence-only (e.g. Relative

P(occurrence) or
threshold conversion to
presence/ absence

SDM: presence-absence (single
survey per site; e.g. GLM,
GAM, BRT, Random Forests)

P(occurrence) or
threshold conversion to
presence/ absence

SDM: presence-absence (repeat
surveys per site; e.g. occupancy

P(occurrence),
threshold conversion to

models) presence/ absence
SDM: abundance data Prediction of
abundance

HSI: Expert-derived habitat
suitability index

Relative suitability
ranking/ score, or

binary distribution

Process map (surrogate): models
of environmental or
evolutionary drivers of species
distributions (e.g. potential nest
sites, productivity, biomass,
surface hydrography, climate)

Quantification of
resource availability
and physiological
conditions

Pressure map (surrogate):
models or remote-sensing maps
indicating human pressure (e.g.
land cover)

Quantification of
ecosystem condition
(e.g. degradation/

conversion)

Simple habitat maps (e.g.
satellite-derived vegetation,
bathymetry)

Threshold conversion
to presence/ absence

Lists (expert or historical) or
other expert species-specific
knowledge

Expert opinion on
priority locations (e.g.
Important Bird Areas)
or priority species (e.g.

vulnerability scores)

@Many publications either did not specify the type of input data, or were vague. Further interrogation of supporting informati on was carried out where possible.
P Detectabil ity refersto the probability that a species will be detected at a site, given that it is present.

€ Threshold set too high.

4Threshold set too low.

these cases, actions might be carried out in areas where the conserva- exists and requires immediate action (errors of omission, or false ab-
tion feature is wrongly thought to exist (errors of commission, or false sences; Elith and Graham, 2009; Guisan et al., 2013). Finally, choosing
presences), or no management might be undertaken where the feature a complex and highly-parameterised model with high-resolution
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predictor or population-level data might result in more accurate
predictions of species distributions for conservation decision-making
(Arponen et al., 2012). However, such models have an increased chance
of problems such as model over-fitting, making extrapolation to other
regions or timeframes challenging (Merow et al., 2014; Randin et al.,
2006; Wenger and Olden, 2012). In these cases, collecting and process-
ing the necessary data and calibrating complex models could also delay
decisions, increase costs, and divert conservation attention away from
learning about threats or socio-economic values (Grantham et al,,
2009).

Knowing when and why conservation planners choose different bio-
diversity feature data inputs for informing decisions would provide in-
sight into which data are most useful for solving which objectives.
Despite a significant body of knowledge on SDMs having been assem-
bled more than a decade ago, and repeated calls for the use of SDMs in
conservation prioritisation problems (Araujo and Guisan, 2006;
Guisan and Thuiller, 2005; Hernandez et al., 2006; Liu et al., 2005;
Loiselle et al., 2003; Phillips et al., 2006; Rondinini et al., 2006; Wilson
et al.,, 2005), there has been no evaluation of how often SDMs are ap-
plied to inform feature distributions in conservation prioritisations.
Here, we conduct a review of the peer-reviewed and grey literature
(e.g., conservation plans, agency reports), to explore if and how SDMs
are used in conservation planning applications for native flora and
fauna species at risk. We compare cases where SDMs are and are not
used to investigate reasons for choosing SDMs to inform biodiversity
features targeted for conservation action. We then evaluate the extent
to which SDM-prioritisations versus non-SDM prioritisations address is-
sues of spatial scale, uncertainty, and the ability to represent ecological,
evolutionary and threatening processes, which have been identified as
affecting conservation planning outcomes (Rondinini et al., 2006).
Finally, we explore in what ways SDMs can inform conservation deci-
sions, and provide recommendations that could increase appropriate
use of models, readily-available conservation prioritisation tools, and al-
ternative threat prioritisation approaches for informing conservation
planning decisions.

2. Methods for the review
We sampled the peer-reviewed literature by searching the Web of

Science, using the key words “conservation plan*” or “land use plan*”
or “regional plan®” (to select articles addressing conservation; n =

7493 articles) plus additional filter key words of “priorit*” or “reserve
selection” or “resource allocation™ (to restrict outputs to articles
prioritising actions or areas), and including only papers published
from 2006 to 2012 (final n = 660 articles). We included only publica-
tions since 2006 for three reasons: (i) 2006 represents the beginning
of an exponential rise in published papers on the topic “species distribu-
tion model*”(Guisan et al., 2013); (ii) a significant level of scientific
knowledge on SDM techniques had recently become available in 2006
(Araujo and Guisan, 2006; Guisan and Thuiller, 2005; Hernandez et al.,
2006; Liu et al., 2005; Phillips et al., 2006); and (iii) articles providing
recommendations about the sensitivity and usefulness of different
data types in conservation planning had also become available at that
time (Loiselle et al., 2003; Rondinini et al., 2006; Wilson et al., 2005).
We first performed a text mining analysis on all of the 660 articles to
explore differences between prioritisations applying SDMs and those
using alternative methods of mapping feature distributions. To do this,
we classified articles as “SDM-prioritisations” (60 articles), or “non-
SDM prioritisations” (581 articles; see Appendix S1 for details). Nine-
teen articles did not fit into either category (mainly technology confer-
ence abstracts) and were excluded from the analysis. For each
classification of articles, we exported all titles, abstracts, and keywords,
and cleaned the dataset to standardise spelling and remove unwanted
symbols (e.g. numbers, dates) using the text mining “tm 0.6-2" package
in R (Feinerer and Hornik, 2015). These data were then transformed
into a document term matrix, with one entry in the matrix per article.
We performed topic modelling in R using package “topicmodels 0.2-
2” (Griin and Hornik, 2011), by applying a latent dirichlet allocation
(LDA) model with the variational expectation-maximisation (VEM) al-
gorithm and Gibbs sampling to a response variable of the document
term matrix for either SDM- or non-SDM-prioritisations. We set the
target number of topics to 20, after running sensitivity analyses with dif-
ferent numbers of topics, and finding that 20 topics was a good balance
between specificity and redundancy (Westgate et al., 2015). For each
prioritisation classification (SDM or non-SDM), the outputs for each
model were a classification of each article to the single topic that best
represented the text of the abstract, title and keywords, and a list of
terms that represented each of the 20 topics. With the term list, we
summarised the topic themes and used these to compare which themes
predominate each type of prioritisation. Finally, to explore if SDM-
prioritisations have a greater impact in the scientific literature than
non-SDM prioritisations, we compared the citation rates of papers in

Fig. 1. Results of topic analysis of 641 conservation prioritisation articles classified into (a) only SDM prioritisations, and (b) non-SDM prioritisations. These show different priorities for
papers that (a) include SDMs (mostly focused on having adequate species representation in planning, accounting for future uncertainty and multiple data types, and considering
habitat suitability), compared with (b) papers that do not mention SDMs (focused more on socio-economic aspects of conservation planning and on incorporating processes).
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Fig. 2. Type of feature data used in 68 conservation planning prioritisations from peer-reviewed and grey literature that we reviewed, ordered by how often they were used in literature
that did not use SDMs (open bars) compared with SDM-focused prioritisation literature (dark bars). Note: percentages do not add up to 100 as most prioritisations used more than one

data type.

each classification using an unpaired two-sample t-test assuming un-
equal variances.

Next, we carried out a more detailed analysis of a selection of the 641
articles. Forty peer-reviewed articles (two marine, two freshwater, 31
terrestrial and five multi-system e.g. land-sea prioritisations) were ran-
domly selected from the 10 journals with the most articles satisfying
these criteria, plus the following additional specifications: (i) each se-
lected article addressed conservation decisions for multiple biodiversity
features, and (ii) was related to a definable prioritisation action (see
Supplementary material for further details of the selection process).

Twenty-eight conservation plans (non-peer-reviewed: 16 terrestrial
and 12 marine) were also selected using internet searches. Terrestrial lo-
cations were chosen to represent one of each of the hotspots defined by
Myers and colleagues (Myers et al., 2000) and the additional hotspots
identified by Conservation International (http://www.conservation.org/
where/priority_areas/hotspots/Pages/hotspots_main.aspx, Accessed 4
December 2013). Marine locations corresponded to the twelve marine
biogeographic realms of the world (Spalding et al.,, 2007). We were not
able to find conservation plans that fit our criteria for all hotspots between
the years 2006 and 2012, so we expanded the search of grey literature to
allow for conservation plans from any year after 2000.

For each journal article and conservation plan, we identified the
type of feature data used for prioritisation, and where SDMs were
used, the SDM methodology, complexity, and model settings. We then
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investigated whether articles using or not using SDMs focused on differ-
ent conservation planning issues related to biodiversity feature data ac-
curacy and representativeness, which had been identified as important
issues by highly-cited papers prior to the publication of the articles in
our review (Elith et al., 2002; Loiselle et al., 2003; Rondinini et al.,
2006; Wilson et al., 2005). Using a three-point nominal scale (Did not
discuss, Discussed but did not address explicitly, Addressed explicitly
in methodology), we qualitatively categorised each article as consider-
ing or not considering: (i) Scale (e.g. how might spatial resolution and
planning extent affect feature data accuracy and representativeness?);
(ii) Uncertainty in feature data distribution (e.g. how accurate is a spe-
cies' map or point occurrence location?), (iii) Uncertainty due to bias
(e.g. in expert experience, or in the choice of sampling unrepresentative
locations or study taxa), (iv) Model uncertainty (e.g. which of several al-
ternative models is the ‘true’ representation of a species' distribution?);
and (v) Ability to represent ecological, evolutionary and threatening
processes (e.g. how might connectivity and the ability of species to dis-
perse across fragmented landscapes be incorporated into planning?).
We also investigated whether each article discussed what might have
been achieved if the authors had better data/time/resources, or what
they needed to improve analyses or outcomes. Additional information
was collected on the type of conservation planning, study area
and target species/ecosystems, the prioritisation objective and the
prioritisation method.


http://www.conservation.org/where/priority_areas/hotspots/Pages/hotspots_main.aspx
http://www.conservation.org/where/priority_areas/hotspots/Pages/hotspots_main.aspx
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Fig. 3. Results of review into how issues related to using alternative kinds of feature data in
conservation planning are dealt with in peer-reviewed and grey conservation planning
literature that either used SDMs to derive feature data (16 studies) or used alternative
non-SDM approaches (52 studies). Showing percentage of studies dealing with issues of
(a) spatial scale, (b) uncertainty: in feature data distribution, due to bias, or in the
model, and (c) ability to represent ecological, evolutionary and threatening processes.
The dark blue percentage represents not discussed, medium blue represents mentioned
but not dealt with, and light blue indicates the article dealt explicitly with the issue (e.g.
within the methodology).

3. How prevalent are SDMs in the conservation
prioritisation literature?

Text analysis suggested that only 10% of conservation planning re-
search between 2006 and 2012 referred to SDMs (60 versus 581
prioritisations). Reviewing a sample of these articles in more detail re-
vealed a slightly higher ratio of SDM- to non-SDM prioritisations (23%
of 68 articles used SDMs). This discrepancy is due to the fact that not
all peer-reviewed studies specify the modelling approach in the
abstract, title, or keywords. Topic modelling of all 641 conservation
prioritisation articles supported a primary emphasis on methodological
aspects of predicting feature distributions in SDM prioritisations — the
topics of 30% of these articles were predictive accuracy, data uncertain-
ty, model complexity, and comparing modelling methods (Fig. 1a). In
comparison, topic models of non-SDM prioritisations indicated that
managing and accounting for threats to biodiversity features (including
identifying hotspots where multiple threats or threatened species over-
lap) was the predominant focus (28% of all non-SDM articles were clas-
sified into these topics compared with 5% of SDM-prioritisations;
Fig. 1b). Although non-SDM prioritisations had higher total numbers
of citations and citation rates compared with SDM prioritisations,
these differences were not significant (t-test; average citations: t =
0.51, df = 88, P = 0.30; total citations: t = 0.88, df = 88, P = 0.19),
due to the high variance in citations for non-SDM articles (ranging

from 0 to 616 citations compared with a range of 1 to 185 for SDM
prioritisations; Fig. S1 in Supporting information).

Instead of using SDMs, over 35% of non-SDM prioritisations used
an alternative form of statistical modelling to either predict the dis-
tributions of species across space, or to predict non-spatial or non-
species aspects of biodiversity. In the first instance, 15% of non-
SDM prioritisations applied habitat suitability indices (HSIs; Fig. 2),
in which the attributes of multiple spatial layers representing differ-
ent aspects of habitat quality are incorporated into a function that
produces higher index values in areas where all required attributes
for a species are met (e.g., best land cover type, elevation, slope,
soils) (Bhagabati et al., 2012; Smith and Leader-Williams, 2006;
Stralberg et al., 2011; Underwood et al.,, 2011). In the second
instance, 22% of non-SDM prioritisations (and only one SDM-
prioritisation) developed predictive models that were not intended
to project the likely distribution of individual species across space
(Fig. 2). These alternative models focused on fundamental processes
(Fig. 1), and included extinction risk models such as population via-
bility analysis (Keel, 2005; Loyola et al., 2008), least-cost path
models representing the ability of species to disperse across a
fragmented landscape (Keel, 2005), and models of productivity
(Morgan et al., 2005), biomass (Adams et al., 2011) or ecosystem
services such as carbon storage and water purification (Bhagabati
etal, 2012).

In addition to biodiversity feature data, our detailed review revealed
that more than 60% of non-SDM prioritisations incorporated threat-
specific input data compared with only 25% of SDM prioritisations
(Fig. 2). Most often this was achieved with maps that described the like-
lihood or intensity of specific current and future threatening processes
(Tulloch et al., 2015), such as agriculture (Lombard et al., 2010; Smith
and Leader-Williams, 2006), fishing (Adams et al., 2011; Balanced
Seas, 2011), planned infrastructure and urban development (Francis
and Hamm, 2011; Gordon et al., 2009; Thorne et al., 2009), fire
(Leroux et al., 2007), or oil spills (The Nature Conservancy, 2010). Alter-
natively, articles mapped historical land and sea change through spatial
models of habitat quality or condition (assessing level of current threats
e.g. using InVEST; Bhagabati et al., 2012) or maps of landscape transfor-
mation such as human footprint mapping (Adams et al., 2011; Beier
et al., 2009; CEPF (Critical Ecosystem Partnership Fund), 2003;
Pourebrahim et al., 2011; Terribile et al., 2009; Wilson et al., 2010).
Threat-based models were either used to identify areas of high biodiver-
sity and low threat where development could be avoided (e.g. through
protected area designation) (Gordon et al., 2009; Underwood et al.,
2011), or to identify places high in diversity but also high in stress, as
important for conservation action (e.g. through cumulative threat map-
ping and hotspot analysis) (Francis and Hamm, 2011; Roura-Pascual
et al,, 2010; Underwood et al., 2011). Finally, non-spatial representa-
tions of threat impacts were also applied in 5% of non-SDM
prioritisations, most often species extinction risk or vulnerability assess-
ments for particular threatening processes (Kramer and Kramer, 2002;
Loyola et al., 2008).

Across all prioritisations, the most commonly-used form of non-
SDM data for informing biodiversity feature distributions was expert
knowledge (61% of all studies combined; Fig. 2). Experts can be a
useful substitute for SDMs when species data are scarce (Murray
et al., 2009). Conservation planners are likely to be constrained by
data availability in poorly-surveyed regions, and experts fill knowl-
edge gaps in various ways (Table 1). Firstly, they help with defining
species distributions by: (i) drawing coarse species range maps
(Kramer and Kramer, 2002; Von Hase et al., 2003); (ii) refining
existing distribution maps or extrapolating small point location
datasets using specialist information (Gordon et al., 2009; Pawar
et al., 2007; Tognelli et al., 2008); and (iii) providing guidance on
the selection of ecologically relevant landscape characteristics or
model predictors to develop HSIs and SDMs (Beier et al., 2009).
Experts were also useful for informing conservation feature data in
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Fig. 4. Factors that scientists and conservation planners mentioned they need improved for better conservation planning (a ‘wish list’), in the non-SDM prioritisation literature (open bars;
16 publications) compared with prioritisation literature that used SDMs (dark bars; 52 publications), grouped into broad categories of the prioritisation process.

non-SDM prioritisations, particularly by: (i) providing specialist knowl-
edge on parameters for state-and-transition or population viability
models (Forbis et al., 2006); and (ii) providing details on threats to,
and extinction risks of, species (e.g., [UCN, 2008). In both SDM- and
non-SDM prioritisations, experts were also used to select appropriate
features (e.g. surrogate taxa) for prioritisation (Peralvo et al., 2007), to
provide additional maps of important environmental features (e.g. hab-
itat trees) for which continuous datasets across the study landscape
were not available (Beaudry et al., 2011; Lombard et al., 2010), or to
contribute actively to the final prioritisation, either through weighting
of decision criteria in multi-criteria decision analysis (Pourebrahim
et al., 2011; Roura-Pascual et al., 2010), or in some cases, choosing
where to place conservation versus alternative conflicting land uses in
a consensus process (Recatala Boix and Zinck, 2008).

4. Why are alternative approaches used in place of SDMs to
inform conservation?

By combining topic modelling with detailed reviews of randomly
sampled conservation planning articles, our review revealed several
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important distinctions between SDM- and non-SDM prioritisations
(Figs. 1 to 4). These were: (i) differences in the quantity of species oc-
currence data; (ii) different spatial scales of planning for SDM- com-
pared with non-SDM-prioritisations; (iii) a tendency to focus on data
uncertainty and its challenges in SDM-based analyses; and (iv) a funda-
mental difference in the goals of the majority of SDM-prioritisations
compared with non-SDM prioritisations. These distinctions lead to dif-
ferences in the kinds of feature data selected for informing conservation
planning. Here we expand on what these differences mean for decisions
about input data for conservation planning.

4.1. Data quantity and quality

Our review revealed considerable variation in the quantity and qual-
ity of data used to inform conservation priorities. Prioritisations that re-
lied on SDMs generally targeted fewer biodiversity features (mean of
345 4- 169 S.E. versus 1214 + 865 for SDM and non-SDM prioritisations,
respectively) and had more spatially-explicit occurrence records per
species compared to non-SDM prioritisations (mean of 1499 +
1035 S.E. versus 128 4 19 for SDM and non-SDM prioritisations,
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Table 2

Reasons for not using SDMs in conservation planning revealed in our review, with examples of peer-reviewed and grey literature (citations in italics refer to publications external to our
strategic review results).

Reason

Alternative approaches used in reviewed
articles

Examples from peer-reviewed
literature

Example from grey literature

Too expensive

SDMs are relatively expensive to produce
compared with ‘cheaper’ proxies or
surrogates, as a range of other data types are
required for their application (species
feature data, covariate data such as habitat
maps), each of which involve trade-offs in
accuracy and costs of data collection.

Time constraints

Lack of data for covariates or for species —
need to make immediate decisions with
limited data.

Data biased: planning at a large scale

Spatial limitations of data mean that SDMs are
too uncertain (i.e. spatial bias) — afraid of
over-extrapolating scarce data and assuming
species are present when they are not, which
can lead to wasted funding

Data insufficient: planning at a large scale

Spatial limitations of data mean that SDMs are
not possible for all features — afraid of
under-estimating species distributions and
assuming species are absent when they are
not, which can lead to unprotected species
ranges.

Planning at a small scale

All existing localities of a species are known
and restricted (when planning in a very
small area or across islands)

Environmental or species occurrence data not
at fine enough resolution to match the
planning scale.

Complex systems: interacting species

Require more complex models as complexity
of species interactions and limitations of
existing models make it difficult to
determine how threats and environments
influence species with static SDMs

Characteristics of target species

Variable (and often large) ranges of target
species that are nomadic, migratory,
resource-driven, and/or highly mobile. Other
techniques used in place of SDMs.

SDMss too simplistic, need for population processes

Population modelling (using demography
data) more important than distribution
modelling

Ecosystem rather than species approach

For many communities (e.g., corals, sponges,
vegetation), methods are needed to map the
entire ecosystem rather than individual spe-
cies. Alternative methods to SDMs available.

Experts; ecosystem-based maps

Vegetation maps; remote-sensed data; experts

Point occurrence data matched with
vegetation/ecosystem maps or
remote-sensing; experts; habitat suitability
indices

Vegetation/ecosystem maps or
remote-sensing; range maps; experts

Point data

Point data; experts; habitat suitability indices

Mass-balance ecosystem models of
energy/foraging; simulation-based
optimisation procedures from artificial
intelligence

Satellite tracking and capture-mark-recapture
model (for species with large ranges e.g.
migratory sea birds); spatially-linked
time-series approaches incorporating
seasonal and interannual variability (e.g. sea
otter and pacific walrus distributions are
reliant on variability in prey populations and
sea ice availability)

Integrated occurrence-mortality model

Remote-sensing maps

Lombard et al. (2010)

Francis and Hamm (2011),
Lombard et al. (2010)

Beier et al. (2009), Gordon

et al. (2009), Greenwald and
Bradley (2008), Stralberg et al.
(2011), Underwood et al.
(2011)

Tognelli et al. (2008), Wilson
et al. (2010)

Rottenberg and Parker (2003)

Beaudry et al. (2011), Beier
et al. (2009), Lombard et al.
(2010)

Ciannelli et al. (2004), Chadeés et
al. (2012)

Iwamura et al. (2013)

Falcucci et al. (2009), Franklin et
al. (2014)

Cameron et al. (2008), Chomitz
et al. (2006), Game et al.
(2008), Roura-Pascual et al.
(2010)

Clark and Lombard (2007)

Clark and Lombard (2007)

Critical Ecosystem Partnership Fund (CEPF)
(2005), Williams (2006)

Critical Ecosystem Partnership Fund (CEPF)
(2000, 2003), Eastern African Marine
Ecoregion Programme (2004), NZ
Government (2000), Ong et al. (2002),
Smith and Leader-Williams (2006)

Avon Catchment Council (2007)

Gobierno de Chile (2002)

The Nature Conservancy (2010)

Department of Sustainability Environment
Water Population and Communities (2011)

The Nature Conservancy (2010)

Keel (2005), Reimaan National Planning
Team (2008), The Nature Conservancy
(2010)

respectively). This difference was not significant due to variation across
studies (single-factor ANOVA; F = 1.59, d.f. = 1,16, P = 0.22), but nev-
ertheless suggests that available data drives decisions to include SDMs
in prioritisations (Table 2). However, several SDM-prioritisations also
had small sample sizes due to a paucity of unique locality data. In one
study, more than 90% of the 4083 species in the plant database had
less than four unique localities, and only 1.9% of the species (78 species)
had 10 or more unique localities (Peralvo et al., 2007). Despite literature
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highlighting the dangers of over-fitting SDMs, only half of the SDM-
prioritisations satisfied the recommended ratio of 1 predictor per 10 ob-
servations (Harrell, 2001), with an average ratio of predictors to obser-
vations of 1:4. In such cases, specific implementations of SDMs, such as
ensembles of small models, whereby multiple models are fitted using a
range of SDM algorithms (ESM; Breiner et al. in press; Lomba et al.,
2010), could be used to develop a consensus prediction (e.g. by averag-
ing; Araujo and New, 2007; Marini et al., 2009). Alternatively, modellers
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Two recent examples of on-ground conservation planning initiatives that used SDMs to deal with different issues of conservation input data.

Planning Organisation

California Landscape Conservation Cooperative (CALCC)

Instituto Chico Mendes de Conservagdo da Biodiversidade (ICMBIO)

Scientific partners

Example plan

Summary of goals

Model complexity

Scale

Uncertainty

Processes

Constraints

Arizona State University; Conservation Biology Institute;
University of California Riverside; US Fish and Wildlife Service
Decision support for climate change adaptation and fire
management strategies for at risk species in southern California;
http://californialcc.org/projects/decision-support-climate-
change-adaptation-and-fire-management-strategies-risk-species
1) Integrate fire risk models, SDMs and population models with
scenarios of future climate and land cover to project how effects
of climate and land use changes impact threatened species in
fire-prone ecosystems.

2) Identify and prioritise potential management responses to
climate change.

1) MaxEnt: Presence-only data inputs.

2) Multiple models per species compared.

Downscaled climate data to account for finer-scale topographic
effects using spatial and statistical interpolation methods.

1) Multiple models per species: Selected using statistical tests of
predictive ability.

2) Models thresholded to discriminate between
suitable/unsuitable habitat: Areas with predicted suitability
below threshold considered unsuitable.

3) Scenarios: Modelled current and future distributions under
current and future urbanisation threats.

3) Sensitivity analyses.

4) Incorporated uncertainty explicitly into prioritisation:
Probabilistic models used in optimisation.

1) Incorporated threats: Dynamic habitat maps representing
alternative scenarios of climate change and urban growth
coupled with population models and simulated stochastic fire
regimes (Bonebrake et al., 2014).

2) Incorporated viability: Link a population model with dynamic
bioclimate envelopes (RAMAS® GIS (Akcakaya, 2002) to
investigate expected changes in population abundances with
future change, and learn how much assisted colonisation is
necessary to minimise risk of decline in populations (Franklin
et al., 2014).

Costs not considered explicitly but partners willing to share all
outputs with future planners.

Commons Cataloged Datasets for public use.

Produced decision-support tool for public use:
http://climate.calcommons.org/project/decision-support-
climate-change-adaptation-and-fire-management-
strategies-risk-species

National Research Center for Carnivore Conservation (CENAP);
University of Sdo Paulo, Luiz de Queiroz College of Agriculture
Jaguar National Action Plan (NAP);
http://www.icmbio.gov.br/portal/biodiversidade/fauna-
brasileira/plano-de-acao/1344-plano-de-acao-para-conservacao-
da-onca-pintada.html

1) Recognise suitable areas for current jaguar occurrence.

2) Use SDMs for conservation planning.

3) Delineate areas for jaguar conservation units (hereafter JCUs).
4) Design corridors among priority areas.

5) Prioritise JCUs.

1) MaxEnt: Presence-only data inputs.

2) Functionally relevant variables for species selected to improve
model certainty.

3) Land use data included to account for current constraints on
distributions (Ferraz et al., 2012).

4) Multiple models per species compared.

1) Considered environmental heterogeneity as the species
distribution is wide-ranging.

2) Multiple models produced, scaled at different extents
(biome-level) to improve model accuracy across heterogeneous
planning landscape: different biomes have different driving factors
for distributions (i.e. land use in south, elevation in north).

1) Rigorous criteria for selecting presence data: Used only current
data (within fixed time period), avoiding historical data, discarding
uncertain presences (imprecise coordinates, interviews, clustered
data etc).

2) Expert validation: Experts picked best model (with no previous
information about variables or procedures to avoid bias selection),
and validated occurrence data (independent database used to
validate suitable and unsuitable areas).

3) Models thresholded: 3 models (thresholded using different values
from Maxent output) submitted for experts (species and biome
specialists) to answer question: “which model best explains the
current species distribution, according to what you know/expect?”
4) Model selection based on congruence of expert opinion.

1) Used static map of dispersal barriers: Connectivity modelling
incorporated using a cost surface (Morato et al., 2014).

2) Incorporated viability: Population viability initially included
through estimates of smallest continuous area necessary to preserve
a viable population of 50 individuals (Morato et al., 2014), converted
to scores per landscape unit.

Consider costs of protected areas after prioritisation only.
Intending full systematic conservation planning exercise with
explicit consideration of costs using decision-support tool Marxan.
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could filter predictors to include only biologically meaningful variables
(e.g. historical land management in addition to specialised habitat use
predictors), thereby providing information compatible to the current
species distribution (which sometimes differs completely from the his-
torical distribution). This was done, for example, by researchers devel-
oping the National Carnivore Conservation Plans in Brazil (Table 3).
Trade-offs between data accessibility, representativeness, and cost
were apparent in both SDM- and non-SDM prioritisations. Three of
the most expensive data types to collect - genetics, fine-scale territory
mapping, and new field surveys — were rarely used (Fig. 2), despite
awareness of their usefulness in providing important information
about environmental and demographic drivers of species distributions
(Scoble and Lowe, 2010). Furthermore, despite all prioritisations men-
tioning the need to protect or manage species, more than 40% of non-
SDM prioritisations did not use species-specific occurrence or
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abundance data or predictive models based on these data. In many
cases authors stated that species-specific data were insufficient, un-
available, or too difficult to collect (Fig. 4), although only 12-18% of
SDM- and non-SDM-prioritisations specifically mentioned the costs of
feature data (Critical Ecosystem Partnership Fund (CEPF), 2003, 2005;
Williams, 2006). Instead, 92% of non-SDM prioritisations used alterna-
tives to georeferenced points such as range maps, coarse-scale habitat
classifications, or threat maps (Table 2, Fig. 2). Proxies for georeferenced
species distribution data are relatively low-cost and readily available,
but may result in commission or omission errors, due to a lack of knowl-
edge of the true relationship between target species and the proxies
used (Table 1) (Tulloch et al., 2015). Such proxies are best used in com-
bination with expert knowledge or fine-scale ecological data on habitat
or resource requirements that might be used to avoid prioritising places
unlikely to support the species (Tognelli et al., 2008).
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http://www.icmbio.gov.br/portal/biodiversidade/fauna-brasileira/plano-de-acao/1344-plano-de-acao-para-conservacao-da-onca-pintada.html
http://www.icmbio.gov.br/portal/biodiversidade/fauna-brasileira/plano-de-acao/1344-plano-de-acao-para-conservacao-da-onca-pintada.html
http://www.icmbio.gov.br/portal/biodiversidade/fauna-brasileira/plano-de-acao/1344-plano-de-acao-para-conservacao-da-onca-pintada.html
http://climate.calcommons.org/project/decision-support-climate-change-adaptation-and-fire-management-strategies-risk-species
http://climate.calcommons.org/project/decision-support-climate-change-adaptation-and-fire-management-strategies-risk-species
http://climate.calcommons.org/project/decision-support-climate-change-adaptation-and-fire-management-strategies-risk-species
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4.2. Scale of planning

The spatial scale (both resolution and extent) at which planning and
data collection are conducted, and at which feature data (including
SDM:s) are developed, influences our ability to make fine-scale decisions
through feature data accuracy (Guisan et al,, 2007; Thuiller et al., 2004),
and influences our ability to make broad-scale decisions through feature
data generalisability. The planning extents of both SDM- and non-SDM-
prioritisations varied from very small (10 km?: Avon Catchment
Council, 2007) to global (Terribile et al., 2009). The average planning
area for non-SDM prioritisations (mean = 15,078,456 km? =+
12,362,240 S.E.) was 62 times larger than for SDM prioritisations
(mean = 239,364 km? & 133,186 S.E). In many studies it appears that
consistent distribution data for target species were not available at
these large scales (Fig. 4).

Regardless of whether SDMs were used, spatial scale was the most-
discussed issue of all of the five conservation planning feature data con-
siderations that we explored in our detailed review (88% and 77% of
SDM- and non-SDM-prioritisations, respectively; Fig. 3). Despite a
high level of awareness across all studies, almost double the number
of SDM-prioritisations explicitly accounted for scale issues compared
with non-SDM prioritisations (44% versus 24%, respectively; Fig. 3).
Trade-offs in the level of feature data detail and resolution allowable
given computational limitations, mean that planners have two choices
when choosing the scale at which to develop feature data layers and
conduct planning: (i) plan across a broad extent to allow the entire dis-
tribution of all target features (sometimes at a national scale) to be
prioritised (Leroux et al., 2007; Possingham et al., 2005), with possible
loss of resolution and feature accuracy at fine scales; or (ii) increase res-
olution to a finer scale, trading off the ability to plan across a broad ex-
tent. Both approaches can be used with SDMs, or with non-SDM-based
approaches that apply other forms of grid-based data such as remotely-
sensed habitat or point occurrences. For example, the most popular ap-
proach for dealing with scale in SDM-prioritisations was a simple meth-
od of rescaling the resolution of grid-based data from predictor
variables to reflect the scale of occurrence data or other spatial data
(e.g. climate grids) employed in the prioritisation (Game et al., 2008;
Guisan et al,, 2007; Leroux et al., 2007; Possingham et al., 2005). Howev-
er, inappropriate choice of scale can significantly alter the set of areas
that are identified for conservation or development (Hermoso and
Kennard, 2012), and small-extent or resolution models may not be ap-
plicable to other regions (McAlpine et al., 2008). An alternative ap-
proach for rescaling grid-based data (including SDMs) is to rescale
feature data cell size to match the resolution of planning units (Araujo
et al., 2005; Bombi and D'Amen, 2012). This is also problematic due to
the difficulty of deciding how to aggregate multiple probability values,
in addition to trying to quantify and use a measure of variation within
the new resolution to avoid loss of information (Tulloch et al., 2013b).
The most effective method for dealing with the question of what scale
is most appropriate for planning is to construct a hierarchical model
that explicitly links ecological and decision scales (Dudaniec et al.,
2013; McMahon and Diez, 2007). For example, a hierarchical model
could represent a species' fine-resolution use of tree hollows plus its
regional-scale use of vegetation corridors, allowing regional planning
decisions to account for the scale of the species' needs as well as those
of the planners (Beaudry et al., 2011). Because different levels (or reso-
lutions) of data are required to compare the utility of analyses at differ-
ent scales, this method is also the most complex and data intensive.

The higher proportion of SDM prioritisations explicitly addressing
scale choices suggests that SDMs may be better-suited to deal with
the challenges of planning at the appropriate scale. This may be because
there are fewer options available to conservation planners to deal with
issues of scale if they have not utilised grid-based data such as SDMs and
remote-sensing. One option might be to accept that different biodiversi-
ty data represent different scales of habitat use, and to compare the re-
sults of prioritisation scenarios using alternative biodiversity data

inputs such as simple regional-scale range and habitat maps versus
local-scale habitat resources, to identify conservation locations that
are robust to scale. Alternatively, planners could set up scenarios in
which the total extent of prioritisation is varied (e.g. National Carnivore
Conservation Plans in Brazil; Table 3), thus explicitly accounting for the
impact of selecting different spatial scales on the results of
prioritisations (Pascual-Hortal and Saura, 2007).

4.3. Uncertainty

Conservation planners face multiple forms of uncertainty, predomi-
nantly (i) data uncertainty (typically related to data collection methods
and resulting accuracy); (ii) uncertainty in the choice of model chosen
to extrapolate data; and (iii) uncertainty in future conditions of the
planning landscape (making it difficult to decide if current distributions
and decisions will apply in the future). Topic modelling revealed differ-
ences in which of these uncertainties was a focus in SDM- versus non-
SDM conservation planning articles. Similar proportions (~6%) of
SDM- and non-SDM prioritisations focused on uncertainty in the future,
specifically related to the threat of climate change (Fig. 1). Another 10%
of SDM prioritisations focused on issues of biodiversity feature data ac-
curacy and model uncertainty (predominantly related to commission
and omission errors), whilst instead, non-SDM prioritisations focused
more on uncertainty in management costs and alternative future
threats such as urban development (14% of studies; Fig. 1).

Our detailed review showed that SDM prioritisations explicitly char-
acterise and account for feature data uncertainty between 31 and 56% of
the time (depending on whether this uncertainty relates to bias, data, or
models), almost triple that of non-SDM prioritisations (Fig. 3b). Higher
proportions of SDM prioritisations dealing with uncertainty and bias
compared with non-SDM prioritisations suggests that SDM
prioritisations have a greater capacity and/or a higher need to deal
with uncertainty than those relying on alternative data sources. Failure
to correct for data uncertainties in SDMs can, for example, produce
SDM:s that reflect sampling effort rather than true species distributions
when geographic bias is correlated with bias in environmental space
(Reddy and Davalos, 2003). This can result in prioritisations incorrectly
assigning high conservation value to areas that have been more inten-
sively sampled (typically developed areas such as cities and roads). Sim-
ilarly, temporal bias in distribution data can lead to prioritisation of
areas that are no longer suitable for a species (e.g., when historic occur-
rence records fall within areas that have since been developed).

To deal with data uncertainties, both non-SDM- and SDM
prioritisations relied only on recent and accurate field data provided
by specialists (e.g., GPS location, signs, direct observations), or excluded
species with incomplete distributional data or collection bias, modelling
only focal species deemed to have ‘complete’ data (Stralberg et al., 2009;
Williams, 2006). Using rigorous criteria to filter existing databases may
reduce historical collection bias (e.g. National Carnivore Conservation
Plans in Brazil; Table 3), and almost all SDM-prioritisations mentioned
some kind of data filtering process (compared with <50% of non-SDM
prioritisations). However, data filtering on its own is insufficient for
dealing with the multiple uncertainties of conservation planning.
Prioritisations may still be prone to spatial bias due to accessibility is-
sues, or species bias due to surveyor preferences (Table 1). Furthermore,
choosing surrogate or focal species by data availability instead of by an
objective evaluation of the species' contribution towards conservation
objectives can result in inefficient plans if excluded species provide
higher benefits through complementary information (Tulloch et al.,
2013a).

A number of approaches for dealing with uncertainty were specific
to SDM-prioritisations. To deal with data uncertainty, SDM-
prioritisations can compare errors in species distributions introduced
by using alternative inputs such as presence-only instead of presence-
absence data (Table 1) (Brotons et al., 2004; Hastie and Fithian, 2013;
Lobo et al., 2010; Phillips and Elith, 2013), or explicitly model
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source(s) of error and bias during SDM development (e.g., by account-
ing for detectability or spatial sampling bias (McClintock et al., 2010;
Phillips et al., 2009; Wintle et al., 2005). To deal with model uncertainty,
one third of SDM prioritisations used sensitivity analysis to systemati-
cally vary model parameters or model structure to quantify their rela-
tive influence on model outcomes (Roura-Pascual et al., 2010). This
allows one to identify the uncertainties that have the most influence
on model outputs, identify redundant predictor variables, and evaluate
which factors influence the selection of particular sites for reservation
(Cariboni et al., 2007; Saltelli et al., 2006). Information-theoretic ap-
proaches were also used to deal with model uncertainty, in which a
range of alternative models are fitted with one algorithm (e.g. GLM)
and the best-supported models are combined (e.g. weighted average),
allowing uncertainty related to different candidate models to be evalu-
ated and accounted for when making predictions.

The best way to deal with uncertainty is to accept it and incorporate
it explicitly into prioritisation approaches, through the use of
information-gap decision theory (Moilanen et al., 2006b) or decision-
support tools that allow probabilistic data to be included in site or action
selection (e.g. Marxan with Probability, Zonation; Game et al., 2008).
For instance, the California Landscape Conservation Cooperative used
probabilistic model outputs in decision-support tools to allow uncer-
tainty in species' distributions to be explicitly incorporated into
decision-making (Table 3). These tools allow planners to account for po-
tential errors in feature data distributions (e.g. probability of misclassi-
fication for remote sensing imagery or of species not occurring in a
predicted location for SDMs) when selecting priority locations, and re-
sult in more areas being selected for reservation and increased total
cost of action, but with reduced risk (Tulloch et al., 2013b). Such tools
were rarely applied, but were more common in SDM- (Beaudry et al.,
2011) compared with non-SDM prioritisations. Most SDM-
prioritisations instead modified SDM outputs using a threshold,
converting probabilistic data into values of O (unsuitable) and 1 (suit-
able), so that data could be used in non-probabilistic prioritisation ap-
proaches (e.g. Marxan). Although this binarisation is perceived to deal
with uncertainty, threshold-setting can introduce misclassifications,
and leads to loss of information (Table 1) (Guillera-Arroita et al., 2015).

4.4. Conservation goals: representation versus processes

Topic modelling revealed that, compared with non-SDM
prioritisations, SDM-prioritisations often focused on reserve selec-
tion and current protected area representation of biodiversity fea-
tures, with the words “reserve” and “protect” appearing in 41% of
SDM-prioritisations (7 themes) compared with 28% of non-SDM
prioritisations (4 themes). In contrast, non-SDM prioritisations
were more focused on threats and evolutionary and ecological pro-
cesses, such as connectivity and dispersal (25% versus 7% of non-
SDM and SDM-prioritisations, respectively).

Only 53% of SDM-prioritisations compared with 74% of non-SDM
prioritisations in our detailed review (Fig. 3c) acknowledged that deal-
ing with ecological and evolutionary processes, such as demography,
physiology, or dispersal, is important for making good conservation de-
cisions. Priority areas for conservation investment are more likely to
have long-term biodiversity benefits when processes responsible for
maintaining and generating biodiversity are considered in their identi-
fication (Klein et al., 2009).

The most popular way to consider ecological processes in SDM-
prioritisations was to incorporate a layer that directly mapped the oc-
currence of one or more processes involved in maintaining natural sys-
tem functions (generally a map of connectivity, dispersal potential or
barriers), which adjusts the conservation value of a location in the
prioritisation (Gordon et al., 2009; Marini et al., 2009; Pascual-Hortal
and Saura, 2007; Roura-Pascual et al., 2010). There was a wider range
of alternative but generally less complex approaches to incorporating
ecological and evolutionary processes in non-SDM prioritisations.
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Firstly, many studies used a surrogate or indicator species to represent
a process. Several conservation plans did this; for example, in The
Maputaland Conservation Planning System and Conservation Assess-
ment (Smith and Leader-Williams, 2006), a map of elephant distribu-
tion was used to represent herbivory processes, and in the Alaskan
Marine Arctic Conservation Action Plan (The Nature Conservancy,
2010), maps of benthic communities were used as process indicators
of overall changes in the ecosystem. Non-SDM prioritisations also in-
cluded a wide variety of layers representing ecological or evolutionary
processes (Critical Ecosystem Partnership Fund (CEPF), 2005;
Williams, 2006). In addition to general landscape connectivity surfaces
built used least-cost distance models (Keel, 2005), other process maps
were used to target particular taxon needs - for example, to ensure ‘vi-
ability’ of migratory species or species with large geographic ranges
(Morgan et al., 2005; Williams, 2006), to maintain seed dispersal
(Smith and Leader-Williams, 2006), or to connect feeding/breeding
grounds (Birdlife International, 2005).

There was a clear dichotomy in the choice of non-SDM
prioritisations to focus on including feature input data that accounted
for threatening processes versus SDM-prioritisations that focused
more on accounting for variability in biodiversity distributions (Fig. 1).
After experts, data on the impacts (e.g., species' extinction risk) and dis-
tributions of threats (including intensity, frequency, and/or seasonality)
were the most-commonly applied feature data source in non-SDM
prioritisations (Fig. 2), most likely due to their ability to directly inform
decision-makers about where specific actions might be taken.
Prioritisations that incorporated threat mapping (e.g., human footprint,
urbanisation, roads) and avoided SDMs appeared to accept the trade-off
of having higher uncertainty in whether the species of concern were
present in areas prioritised for action (accepting false positives), so
that they could be more certain that actions were located in the areas
where threats were acting or were likely to be present in the future. As-
suming areas under threat, or where ecological processes occur, have
high conservation value allows feature data such as threat maps or
maps of rivers or fire regimes to act as surrogates for biodiversity infor-
mation when data are scarce; however, this approach has the disadvan-
tage of only informing on the process, rather than on biodiversity
outcomes from managing the process (Tulloch et al., 2015). Both
SDM- and non-SDM prioritisations acknowledged this trade-off be-
tween collecting species and threat data and the need for better infor-
mation linking outcomes to actions (Fig. 4), e.g. “it would be better to
incorporate data on how each threat specifically affects each species of
concern. To accomplish such an analysis would require a tremendous
effort that would likely be time and cost prohibitive” (Underwood
etal, 2011).

Despite recent methodological and conceptual advances to modify
SDMs to explicitly incorporate processes, such as spatially-explicit
metapopulation models (Akcakaya and Regan, 2002; Keith et al.,
2008; Naujokaitis-Lewis et al., 2013) that link individual models of hab-
itat suitability, habitat dynamics, and population dynamics, and eco-
physiological SDMs (Kearney and Porter, 2009) that incorporate
physiological parameters to better understand processes limiting spe-
cies' distributions (also see Table 3), none of the SDM prioritisations
we reviewed considered these complex approaches. These models re-
quire more detailed input data, but are able to predict population pro-
cesses such as extinction and colonisation, instead of probabilities of
occurrence. They can also improve conservation outcomes through tak-
ing a dynamic rather than a static approach (Santika et al., 2015). The
decision to include more process-based and dynamic approaches into
prioritisations depends on objectives as well as the system. This in-
cludes considerations such as the availability of demographic data for
the modelled species (which are generally only available for a few
well-studied species), prevalence or importance of migratory or no-
madic species, and whether the environment is relatively stable (e.g.
boom-bust arid-zone systems; Greenville et al., 2014). Although there
is clearly a desire to deal explicitly with modelling ecological,



168 A.LT. Tulloch et al. / Biological Conservation 199 (2016) 157-171

evolutionary, and threatening processes (Fig. 3), the larger proportion
of non-SDM prioritisations in our review that did so suggests that the
complexity of most approaches was beyond the capacity of many SDM
prioritisations. For instance, the Alaskan Marine Arctic Conservation
Plan (The Nature Conservancy, 2010) stated that population modelling
(involving collection of life history data, capture-mark-recapture
modelling, and satellite tracking of species) was more important than
distribution modelling for their prioritisation process, likely due to the
widespread nature of marine migratory target species and their threats
(e.g. over-harvesting). Traditional, correlative SDMs are largely phe-
nomenological and only implicitly incorporate threats and ecological
and evolutionary processes. By not explicitly incorporating threats and
processes, the predictive performance and ecological realism of these
models are limited, bringing into question their ability to capture alter-
native goals such as ensuring population viability.

5. Ways forward

SDMs developed using ecologically relevant predictor variables
(Austin, 2007) can help elucidate the factors that determine species dis-
tributions. Such information is invaluable for estimating effects of alter-
native conservation actions or how robust current protected areas are to
potential environmental changes (Aradjo et al., 2011; Kujala et al.,
2013). However, there are many ways to prioritise threat mitigation
for biodiversity. Choosing the most appropriate type of conservation
input data and outputs (Table 1) should therefore start by evaluating
the decision context, and the trade-offs and risks of using alternative
data inputs or models for informing conservation decisions (Addison
et al., 2013; Guisan et al., 2013; Tulloch et al., 2015). This will ensure
that feature data choices are appropriate for the intended applications
and objectives (Coutts and Yokomizo, 2014; Elith et al., 2010; Field
et al., 2005; Roura-Pascual et al., 2010).

Our review suggests that there are many situations in which SDMs
will not be appropriate to address conservation objectives. Firstly, if the
objective is to conserve all the locations of a rare species for which the
spatial distribution of all populations is largely known, then a SDM for
that species would not be necessary (e.g., spiders in Durokoppin Nature
Reserve: Avon Catchment Council, 2007) (Table 2). Secondly, if the ob-
jective is to conserve and protect ecological and evolutionary processes,
or to mitigate multiple threats, which appears to be of concern to the ma-
jority of planners (Fig. 2), ecosystem-level maps and models of connec-
tivity, productivity, threats, and the likely responses to their mitigation
actions, may be more cost-effective than species-level SDMs (although
in theory, SDMs could also be used to map these processes). Thirdly, if
the objective is to conserve population processes, population-level
models are required that may or may not involve spatially explicit infor-
mation (e.g., the Alaskan Marine Arctic Conservation Action Plan; The
Nature Conservancy, 2010) (Table 2). Coupling SDMs with population
models might be useful in this situation, however, as this approach al-
lows one to model effects of environmental change, catastrophes, and
harvesting on abundance through time (i.e. extinction risk).

In our review, both scientists and practitioners consistently iter-
ated the need to improve knowledge of species distributions, as
well as the link between ecological and threatening processes and
conservation outcomes (e.g. Austin and Van Niel, 2011) (Fig. 4). De-
termining the processes and ecological mechanisms that underlie
biodiversity patterns can, however, be costly. The time, expertise,
and computational resources required to produce individual SDMs
linked to population and threatening processes, especially for plans
at broad spatial scales that might have thousands of species within
the planning region (Table 2), is likely to be outside the limitations
of many budgets. In the case of species with few occurrence data,
one option for reducing the costs and time required to build SDMs
for every target species in a landscape is to build ‘habitat models’
that predict the distribution of species based only on the location of
suitable habitat (e.g., Beaudry et al., 2011). For example, building

an SDM predicting the distribution of a critical limiting food or
nesting resource might allow planners to infer the presence or ab-
sence of a range of fauna reliant on that habitat (Delean et al.,
2013). Statistical models of habitat distribution have been shown
to perform as well as or better than models based on sparse species
occurrences (Early et al., 2008).

Most distribution data are uncertain, leading to potential for inef-
ficient conservation outcomes. We, therefore, recommend better use
of existing approaches to account for uncertainty in conservation
planning (Table S4), particularly by prioritisations not relying on
SDMs. This might include evaluating the accuracy of habitat or threat
maps prior to use (Beier et al., 2009; Smith et al., 2007), and using
probabilistic data outputs in prioritisation approaches that explicitly
account for uncertainty (e.g., Moilanen et al., 2006b; Tulloch et al.,
2013b). A priori analysis of the expected improvement in the deci-
sions made (either in cost-effectiveness, or accuracy due to reduced
uncertainty) might also assist planners in understanding the benefits
of incorporating additional data sources in conservation planning
and threat management (Maxwell et al., 2015; Moilanen et al.,
2006a; Runting et al., 2013). With such analyses, practitioners will
then be in a better position to determine whether conservation out-
comes could be more improved by e.g., (i) collecting demographic
data and building population dynamic SDMs, (ii) incorporating
maps of functional connectivity or future catastrophic change, or
(iii) incorporating information on the likely effectiveness of threat
mitigation actions. By applying this type of ‘value-of-information’
analysis, planners might evaluate how alternative information
sources reduce uncertain