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Chapter 1

Introduction

1.1 How to use the MIDAS Manual

This document is intended to be a description of how to use the various facilities available
in the MIDAS system. The manual consists of three volumes:

Volume A: describes the basic MIDAS system with all general purpose facilities such
as MIDAS Control Language, data input/output (including graphics and image dis-
play), table system (MIDAS Data Base). A summary of all available commands as
well as site specific features are given in appendices.

Volume B: describes how to use the MIDAS system for astronomical data reduction.
Application packages for special types of data or reductions (e.g. long slit and
echelle spectra, object search, or crowded field photometry) are discussed assuming
intensity calibrated data. A set of appendices gives a detailed description of the
reduction of raw data from ESO instruments.

Volume C: gives the detailed description for all commands available.

It is intended that users will mainly need Volume A for general reference. For specific
reduction of raw data and usage of special astronomical packages, Volume B will be more
informative. A printed version of the MIDAS help files is available in Volume C. Users
are recommended to use the on-line help facility which always gives a full up to date
description of the commands available.

1.1.1 New Users

To be able to use MIDAS, it is a great advantage to have some basic knowledge of computer
systems such as how to login, use of the file editor and simple system commands. Such
instructions can normally be found in local system documentation or in Appendix C of
Volume A. After having acquired this knowledge, new users should read Chapter 2 Volume
A carefully. This will give a basic introduction to the MIDAS system with some examples.
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1.1.2 Site Specific Features

MIDAS is used at many different sites on a large variety of configurations. The main
part of this manual does not refer to special configurations or hardware devices. Site
specific implementations and details of the local installation can be found in Appendix C
of Volume A.

1.2 Support

The MIDAS system is supported in a variety of ways. If people encounter problems which
cannot be solved locally (e.g. through the manual) they can use the MIDAS Hot-Line
service. This service will provide answers to MIDAS related questions received through
the following list of electronic mail and telex addresses:

e uucp: midas@eso.uucp

e internet: midas@eso.org

e span: eso::midas

e Telefax: +49 89 32006480 (attn.: MIDAS HOT-LINE)
e Telex: 528 282 22 eo d (attn.: MIDAS HOT-LINE)

Requests and questions are acknowledged when received and processed as soon as pos-
sible, normally within a few days. Also, users are strongly encouraged to send suggestions
and comments via the MIDAS Hot—Line.

In urgent cases, users can use a special MIDAS Support telephone service at ESO on
the number +49-89-32006-456. This line is connected to the MIDAS Users Support which
is able directly to answer questions concerning MIDAS or investigate the problem in more
complicated cases. Although this telephone service is available we prefer that questions
or requests are submitted in writting via the MIDAS Hot—Line. This makes it easier
for us to process the requests properly. A database with problem reports and answers
is available for interogation using the STARCAT utility at ESO. General information
concerning the MIDAS system should be addressed to User Support Group, European
Southern Observatory, Karl-Schwarzschild-Strafie 2, D-85748 Garching bei Miinchen (attn:
Midas Support). '

Besides these support services, a newsletter, the ESO-MIDAS Courier, is issued twice a
year. The ESO WWW Xmosaic server may be accessed for up-to-date information about
ESO-MIDAS via URL “http://http.hq.eso.org/midas-info/midas.html”.

1.3 Other Relevant Documents

There are several other documents relevant to the MIDAS system. General descriptions
of the system can be found in the following references:

e Banse, K., Crane, P. Ounnas, C., Ponz, D., 1983 : ‘MIDAS’ in Proc. of DECUS,
Zurich, p.87
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1.3. OTHER RELEVANT DOCUMENTS 1-3

e Grosbgl, P., Ponz, D. , 1985 : ‘The MIDAS Table File System’, Mem.S.A.It. 586,
p-429

e Banse, K., Grosbgl, P., Ponz, D., Ounnas, C., Warmels, R., ‘The MIDAS Image
Processing System in Instrumentation for Ground Based Astronomy: Present and
Future, L.B. Robinson, ed., New York, Springer Verlag, p.431

For general bibliographic reference to the MIDAS system (VAX/VMS version), the first
reference in the above list should be used.

Detailed technical information of software interfaces and designs used in MIDAS is
given in the following documentation:

e MIDAS Environment
e MIDAS IDI-routines
e AGL Reference Manual

Users who want to write their own application programs for MIDAS should read the
MIDAS Environment document which gives the relevant information and examples.

For users who have to work with both the IHAP and MIDAS systems a cross—reference
document has been made for the most commonly used commands:

e MIDAS-IHAP/IHAP-MIDAS Cross-Reference

The above documents can be obtained by contacting the User Support Group (e.g. via

the HOT-LINE).
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Chapter 2

Computational Methods

Astronomical image processing applies a large variety of numerical methods to extract

- scientific results {from observed data. The standard computational techniques used in this

process are discussed with special emphasis on the problems and advantages associated
with them when applied to astronomical data. It has not been the aim to give a full math-
ematical description of the methods; references to more detailed explanation of different
techniques are given for further study. A general discussion of digital image processing
can be found in e.g. Pratt (1978), Bijaoui (1981), and Rosenfeld and Kak (1982) while
Bevington (1969) gives a good introduction to basic numerical methods.

The methods are presented in the order in which they are applied in a typical reduction
sequence. A number of standard techniques are used at different stages of the reductions
in which case they are treated only at the most relevant place. The general reduction
sequence has been divided into three main parts. In Section 2.2 the transformation of raw
observed data into intensity calibrated values is discussed while general image processing
techniques are reviewed in Section 2.3. The evaluation of the resulting frames and the
extraction of information from them are considered in Section 2.4 whereas Section 2.5 deals
with the statistical analysis of the results. The terminology in this paper has been based of
two dimensional image data although most of the techniques can equally well be applied
to one dimensional data. Techniques which relate to special detectors or observational
methods (e.g. speckle or radio observations) have not been considered.

2.1 Basic Concepts

It isimportant to understand the basic properties of the data which are being reduced since
most computational techniques make implicit assumptions. The result of an algorithm may
depend on things such as sampling and noise characteristics of the data set. Further the
most common methods for estimation of parameters are discussed in this section.

2.1.1 Image sampling

The acquisition of a data frame involves a spatial sampling and digitalization of the con-
tinuous image formed in the focus plane of a telescope. The image may be recorded analog
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(e.g. on photographic plates) for later measurements or acquired directly when digital de-
tectors such as diode arrays and CCD’s are used. The individual pixel values are obtained
by convolving the continuous image I(z,y) with the pixel response function R(z,y). With
a sampling step of Ar and Ay the digital {frame is given by

Fij = [1(z,0)R(e - ida,y - jby) dady + N (2.1)

where N is the acquisition noise. This convolution is done analog in most detectors except
for imaging photon counting systems where it partly is performed digitally. The sampling
step and response function are determined normally by the physical properties of the
detector and the acquisition setup. The variation of the response function may be very
sharp as for most semi—conductor detectors or more smooth as in image dissector tubes.
If the original image I is band width limited (i.e. only contains features with spatial
frequencies less than a cutoff value w,) all information is retained in the digitized frame
when the sampling frequency w, = 2r/Az satisfies the Nyquist criterion:

ws = 2 we. (2.2)

In Equation 2.2 it is assumed that R is a Dirac delta function. This means that only
features which are larger than 2Az can be resolved. A frame is oversampled when w; > 2w,
while it for smaller sample rates is undersampled. : '

In astronomy the band width of an image is determined by the point spread function
(PSF) and has often no sharp cutoff frequency. Many modern detector systems are de-
signed to have a sampling step only a few times smaller than the typical full width half
maximum (FWHM) of seeing disk or PSF. Therefore they will not fully satisfy Equa-
tion 2.2 and tend to be undersampled especially in good seeing conditions.

A typical assumption in image processing algorithms is that the pixel response function
R can be approximated by a Dirac delta function. This is reasonable when the image
intensity does not vary significantly over R as for well oversampled frames where the
effective size of R is roughly equal to the sample step. If it is not the case, the effects
on the algorithm used should be checked. Interpolation of values between existing pixels
is often necessary e.g. for rebinning. Depending on the shape of R and band width of
the image different schemes may be chosen to give the best reproduction of the original
intensity distribution. In many cases low order polynomial functions are used (e.g. zero or
first order) while sinc, spline or gaussian weighted interpolation may be more appropriate
for some applications.

2.1.2 Noise distributions

Besides gross errors which are discussed in Section 2.2.1 the two main sources of noise in a
frame come from the detector system N and from photon shot-noise of the image intensity
I (see Equation 2.1). It is assumed that the digitalization is done with sufficiently high
resolution to resolve the noise. If not, the quantization of output values gives raise to
additional noise and errors.
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A large number of independent noise sources from different electronics components
normally contributes to the system noise of a detector. Using the central limit theorem,
the total noise can be approximated by a Gaussian or normal distribution which has the

frequency function :

r— 2
Pg(z;p,0) = a\}ﬁ? exp (—% [ . ﬂ] ) | (2.3)

where p and o are mean and standard deviation, respectively. The photon noise of a source
is Poisson distributed with the probability density Pp for a given number of photons n :

n

Pr(nip) = Ere (2.4)

. where u is the mean intensity of the source. It can be approximated with a Gaussian

distribution when g becomes large. For photon counting devices the number of events is
normally so small that Equation 2.4 must be used while Gaussian approximation often

can be used for integrating systems (e.g. CCD’s).
In the statistical analysis of the probability distribution of data several estimators
based on moments are used. The 7" moment m, about the mean Z and its dimensional

form a, are defined as

N

T:Aigz,—z e =Tk (2.5)
The second moment is the variance while first always is zero. The general shape of a
distribution is characterized by the skewness which denotes its asymmetry (i.e. its third
moment o3) and the kurtosis showing how peaked it is (i.e. its fourth moment ay4). For a
normal distribution, these moments are a3 = 0 and a4 = 3 while for a Poisson distribution
are a3 = 1/,/u and a4 = 3 4+ 1/u. Besides these moments other estimators are used to
describe a distribution e.g. median and mode. The median of a distribution is defined
as the value which has equally many values above and below it while a mode is local
maximum of the probability density function. -

2.1.3 Estimation

A number of different statistical methods are used for estimating parameters from a data
set. The most commonly used one is the least squares method which estimates a parameter
¢ by minimizing the function :

5(8) = 3 (vi = f(6;z:))? (2.6)

i
where y is the dependent and z the independent variables while f.is a given function.
Equation 2.6 can be expanded to more parameters if needed. For linear functions f an
analytic solution can be derived whereas an iteration scheme must be applied for most non-
linear cases. Several conditions must be fulfilled for the method to give a reliable estimate
of 4. The most important assumptions are that the errors in the dependent variable are

15-January-1988



2-4 CHAPTER 2. COMPUTATIONAL METHODS

normal distributed, the variance is homogeneous, and the independent variables have no
errors and are uncorrelated.

The other main technique for parameter estimation is the maximum likelihood method
where the joint probability of the parameter 6 :

I(8) = HP(H,::,-) (2.7)

is maximized. In Equation 2.7, P denotes the probability density of the individual data
sets. Normally, the logarithm likelihood L = log(!) is used to simplify the maximization
procedure. This method can be used for any given distribution. For a normal distribution
the two methods will give the same result.

2.2 Raw to Calibrated Data

The actual transformation of raw detector data to clean maps in intensity scale depends
strongly on both the imaging and detecting systems. However, three typical steps can
be identified, namely: detection and removal artifacts in the data, correction for non-
linear effects or relative variations in sensitivity of the detector system, and correction for
geometric distortions in the imaging device. Although the order of -the first two steps can
often be interchanged the geometric correction must be performed last because it involves
a rebinning of the data which assumes them to be intensities.

2.2.1 Artifacts

Raw data from detector systems often contains artifacts originating from elements which
have abnormal properties. Photographic emulsions and photocathodes can have dust or
scratches while digital detectors (e.g. CCD and photodiode arrays) are affected by defects
in the manufacturing process. Besides these imperfections in the detectors also cosmic ray
events and electric disturbances can corrupt parts of the data. It is important to.locate
these gross errors to avoid that they degrade the correct data during the further reductions.
Such bad pixels are either replaced by a local estimate or flagged as non-valid. Although
the latter option is the most correct not all image processing systems are fully supporting
the use of non-defined values (mostly due to programming and computer overheads).

Depending on the available data different methods are applied to detect and correct
for gross errors in the data. When only one frame is available artifacts are identified by
their appearance; they are normally very sharp features. Most filter techniques assume
that the image is oversampled so that the values in any region of a given small size can
be regarded as taken from a random distribution. If the image is undersampled (i.e. the
point spread functions is unresolved) it is impossible to distinguish between real objects
and gross errors.

For a well sampled frame f;; non-linear digital filters are used giving the resulting
frame ; ; : : '

) G(figmgen) ST L<|fij— &5l
;= _ (2.8)
fij A0 L 2> |fi; — & 5],
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where £;; is a local estimate for f;;. The modification level L may vary over the frame
but is normally set to 5-10 times the dispersion ¢ of the noise to avoid modifying its
distribution. The local estimate & ; may or may not include the original value f; ;. The
latter is an advantage if most faults only have a size of one pixel. The simplest estimator
is the arithmetic mean. The main problem is that it depends linearly on the data values
of the bad pixels. If a few pixels with very large errors are located in the region used for
the estimate it may be effected so much that normal pixels are modified. By applying
Equation 2.8 with a mean estimator iteratively, it is possible to reduce the dependency on
gross errors. This procedure is called ko—clipping and was investigated by Newell (1979).

To avoid this problem more stable estimators are preferred such as the mode or median.
Since the mode may neither exist nor be uniquely defined, the median is normally used
(Tukey, 1971). The median filter can only detect artifacts if they occupy less than half of
the filter size. Therefore, its size must be larger than two times the largest defect which
should be removed and smaller than the smallest object to be preserved.

Another group of non-linear filters is based on recursive filters which uses the already
filtered values for the estimator £. In the one dimensional case a frame f; is transformed

to :
. Eilrimrymim2y o amizn) I L < |fi = & (2.9)
l fi ‘ AL 2> | fi = & '
where r; = f;isassumed for 7 = 1,2, --,n. The estimator can either be a linear expression

(e.g. average or a low order extrapolation) or be based on the median as above. Due to
the numeric feedback these filters are intrinsic more unstable, however, by including a
limit L which depends on f; a useful filter can be constructed (Grosbel, 1980). The main
advantage of this filter type, compared to the median filter, is its capability to remove
artifacts larger than its own size. Figure 2.1 shows a CCD dark current exposure with
cosmic ray events. It can be seen that all artifacts can be removed using either a large
median filter or a recursive filter while small median filters are unable to remove the larger
events. When real features are present such as-spectra in Figure 2.2 the non-linear filters
may modify spectral lines. )

~ "'When more than two images of the same region are available, it is possible to compare
the stack of pixels from the different exposures. The frames must be aligned and inten-
sity calibrated before a comparison can be performed. Artifacts become more difficult
to detect if an alignment, hence rebinning, is needed due to its smoothing effect. Thus,
the stacking technique is best suited for removing cosmic ray events and electronic distur-
bances. Statistical weights must also be assigned to the individual images depending on
exposure and signal-to—noise ratio. OQutliers in the stack of pixel values are rejected either
by comparing them to the median or by applying xo—clipping techniques (Goad, 1980).
The resulting frame is then the mean of the remaining values. A set of CCD images of the
galaxy A0526-16 are shown in Figure 2.3 including the resulting stacked image. By having
different origins of the galaxy in the exposures the chip artifacts could also be removed.
For comparison with non-linear filter techniques, Figure 2.2D shows removal of cosmic
ray events from the spectral frame discussed above.
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Figure 2.1: A dark current CCD exposure with cosmic ray events which are removed with
non~iinear filters. (A) original, (B) 5*5 median filter, (C) 5*1 median filter, and (D) 5*1

recursive filter.
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2.2. RAW TO CALIBRATED DATA 2-7

Figure 2.2: Removal of cosmic ray events on a CCD spectral exposure with different
techniques: (A) original, (B) 5 x 1 median filter, (C) 5 X 1 recursive filter and (D) stack
& , comparison.
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Figure 2.3: Removal of artifacts on CCD exposures (A,B,C) of the galaxy A0526-16 by
stacking the frames yielding the combined image (D).
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2.2.2 Response Calibration

The raw data values from the detector system have to be transformed into relative inten-
sities which then can later be adjusted to an absolute scale by comparison with standard
objects. The majority of modern detectors (e.g. CCD, diode-array or image tube) have
a nearly linear response while photographic emulsions are strongly non-linear. Even for
the ‘linear’ detectors, a number of corrections must be included in the intensity calibra-
tion. Some of these can be derived theoretically such as dead-time corrections for photon
counting devices or saturation effects for electronographic emulsions while other non-linear
effects are determined empirically. Systems which are assumed to be linear need only be
corrected for a possible dark count and bias in addition to the relative sensitivity variation
over the detector. The correction frames are determined from a set of test exposures from
which artifacts are removed first as described in Section 2.2.1. A raw frame C;; is then

transformed to relative intensities I; ; by

_Giy - Di;
],"J' = j'J (2.10)
Fi;—Di;

where D; ; is the appropriate dark counts including bias and F;; is a normalized flat field
exposure. , ‘

A mathematical function is used.to transform data from detectors with non-linear
response to a more linear domain. For photographic emulsions Baker (1925) found the
formula

D = log(10” - 1) (2.11)
which makes the lower part of the characteristic curve almost linear. In Equation 2.11, D
is ‘the photographic density above fog. These values can then, by means of least squares
methods, be fitted with a power series

log(l;;) = T(D; ;) = S axDf; ‘ (2.12)
k=0 ’

where n for most applications is smaller than 7. The characteristic curves are shown in
Figure 2.4 both using normal and Backer densities. The coefficients ax depend not only
on the emulsion type but also on the spectral range. For spectral plates this leads to a
positional variation of the terms a,.

The main problem with non-linear detectors is not so much to determine the response
curve as the modification of the noise distribution. Thus, the gaussian grain noise on
emulsions becomes skewed through the intensity calibration. Special care must be taken
in the further processing to avoid systematic error due to non—gaussian noise (e.g. the
average of a region will be biased). One possible way to make the distribution more
- gaussian again is to apply a median filter because it is less affected by the transformation.

2.2.3 Geometric Corrections

Most imaging systems contain intrinsic geometric distortions. Although they can often be
disregarded for small field corrections they must be applied when image tubes or dispersive
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Figure 2.4: A density-intensity transformation curve for a photographic emulsion using
normal densities (A) and Backer densities (B).

elements (e.g. in spectrographs) are used. The actual form of the distortions is determined
by observing a known grid of points or spectral lines. Normally, a power series is fitted to
the point giving the coordinate transformation -

= X(u,v) = Zn:Za,-,j(u — ug)'(v — vo) (2.13)
' 1=075=0 :
y=Y(u,v) = Z Zb,ﬁ(u - uo)i(v - vo)j. (2.14)

1=0 ;=0

where (uo,uo) is an arbitrary reference point. The area of a pixel is changed by this
transformation with an amount

_ |8z 8y VQE@
8u6v v Ou

dA = dz dy = |J| dudv = 18(1 -’”!d u dv

where J is the Jacobian determinant. The intensity values in the transformed frame must
be corrected by this function so that the flux is maintained both locally and globally. A
wavelength transformation for an image tube spectrum is shown in Figure 2.5 where both
resulting spectra with and without flux correction are given.

Although this is mathematically very simple, it gives significant numeric problems
due to the finite size of pixels. The main problem is that one has to assume a certain
distribution of flux inside a pixel e.g. constant. This assumption may affect the detailed
local flux conservation and introduce high frequence error in the result. A further problem
is the potential change of the noise distribution due to the interpolation scheme used.
This can be solved be careful assignment of weight factors or by simply reducing the high
frequence noise in the original frame by smoothing.

15-January-1988
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Figure 2.5: A dispersion curve (A) for an IDS spectrum with the linear term omitted. The
spectrum rebinned to wavelength is shown with (B1) and without the Jacobian determi-

nant correction (B2}.

2.3 Image Manipulations

After the raw image data are calibrated into relative intensive values several operations
may be applied to frames to enhance features which later should be studied. This in-
volves manipulations with the Signal-to—Noise ratio (S5//N), resolution, and coordinates
of the images. Further, real but disturbing features may be removed to allow a better
access to the objects of interest. The typical methods include digital filtering, coordinate
transformations, and image restoration. '

2.3.1 Digital Filters

The analog detector output is normally converted into integer values so that the internal
detector noise is resolved. This noise can be reduced by replacing the pixels with an
average of the surrounding values using a linear filter. In general, the image I(m,n) is
convolved by a filter function F(z,7) giving the smooth image

. k 1
S(m,n)= > > I(m=-i,n~j)F(,j). (2.16)

i=—k j=—1

In principle, the image S is smaller than the original because the convolution is undefined
along the edge. For convenience, extrapolated values for F' are used to avoid this reduction
in size after each filtering. Several different filter functions are used depending on the
application. Two typical 3 x 3 filters are given as examples, namely peaked smoothing
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filter
1 1 21
oth = 7= 2.17
Fsmo th 16 2 4 2 ( )
1 21
and a constant ’biock’ filter
) 1 11
Fhiock = gl 111 (2.18)
111

Both filters are normalized to unity in order to preserve the total flux in the image. De-
pending on the actual size and shape of the filter, different degrees of smoothing are
achieved (i.e. larger size gives stronger smoothing). Filter functions which vary signifi-
cantly or are non—zero at the edge (e.g. Equation 2.18) will tend to preserve some high
frequencies in the output. The effects of applying linear filters to a CCD frame is shown
in Figure 2.6. It can be seen that the ‘block’ filter leaves sharper features in the result
frame than the ‘smooth’ filter. This is avoided by taking a smooth function like a gaussian

giving
1152 k? '
Fgaus(jvk,) = A exp ('_5 [] + J) (2'19)

o o2

where A is a normalization constant and o defines the width of the filter. The parameters of
the gaussian filter can normally be varied to satisfy most applications (see Equation 2.19).

The increase in the S/N is paid by a degradation in the resolution. When a fixed filter
is used this blurring affects the whole frame; although a smoothing may be required only
in the low S/N regions. This problem can be avoided by applying a gaussian filter for
which the width o is a function of the local S/N (e.g. o < N/S).

Other types of linear filters are used to emphasize edges and variations. They are
. based on differential operators like the Laplacian and have often S"S°F = 0 to remove
the mean level of the input frame. A symmetric edge detection filter may be defined as

1 -2 1
FLamee = -2 4 =2 (2.20)
1 -2 1 :

while a large variety of other filters may be constructed to enhance special features. The
result of the Fi,piqce filter is shown in Figure 2.6. '

In some cases types of objects (e.g. stars) may disturb the further analysis of an image.
If these objects have a special appearance if is often possible to remove them with a non-
linear filter (see Section 2.2.1). To remove stellar images from a picture of comet Halley,
the results of applying different non-linear filters to the frame are given in Figure 2.7.
For more complicated features they are deleted from the image by interpolation between
pixels in nearby regions.

15-January-1988
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Figure 2.6: Different digital filters applied on a CCD image: (A) original, (B) block filter,
(C) smooth filter, and (D) Laplacian filter.
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Figure 2.7: Remmoval of
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Halley: (A) original, (B) 5 x 5

median filter, (C) 5 x 1 recursive filter, and (D) both recursive 5 x 1 filter and a 1 x 3

median filter.
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Figure 2.8: Background fitting with an iterative xo technique: (A) original. (B) mask of
included areas. and (C) fitted background.

2.3.2 Background Estimates

In most astronomical observations the image intensity cousists of contributions {rom both
object and sky background. Depending on the complexity of the field and the tyvpe of

object different methods are used to estimate and subtract the background intensitv. For

linear detectors this can be done directly on the intensity calibrated frame while special

consideration must be given when a non-linear response transformation is used (i.e. for

photographic emulsions) due to the non-gaussian noise distribution. In the latter case a fit

1s normally done to the original data and the fitted values then transformed to intensities

and subtracted.

An accurate determination of the background is extremely important for the latter
analysis. Therefore, one prefers 1o use all pixels. which are not contaminated by sources.
and fit a low order polviomial surface to the background. Non-linear filters are often
used to remove stellar images and other sharp features (see Section 2.2.1) while extended
objects are very difficult to eliminate automatically. If onlv point like objects are analvzed
background following methods like the recursive filter described by Martin and Lutz (1979)
can be used. :

Also ko-clipping techniques are applied in an iterative scheme where pixels with high
residual compared to a low order polynomial fit to the frame are rejected (Capaccioli and
Held 1979). In this method areas containing extended objects can be excluded before
the iteration starts. In Figure 2.8, a field with extended objects is shown with the mask
defining the areas to be omitted in the computations.

2..3.3 Transformations

Depending on the further reductions the data mayv be transformed into the coordinate
svstem which 1s most relevant for the physical interpretation. This will tvpically be used
when certain characteristics of the data will appear as a linear relation in the new coor-
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e

Figure 2.9: The radial profile of an elliptical galaxy shown with linear steps (A) and

1/4 ;

rebinned to 7*/* increments (B).

dinates. These transformations involve non-linear rebinning as discussed in Section 2.2.3.
To conserve flux in the new system, the pixel values must be corrected by the Jacobian
determinant J in Equation 2.15. ‘

For spectra a transformation from wavelength to frequency is used to identify spectral
regions which follow a power law. This transformation is given by

v=c/A J=—c/\? - (2.21)

where v is the frequency and A is wavelength. The intensities / are translated to a
logarithmic scale (e.g. magnitudes M = —2.5log(7)) so that a power law spectrum appears
linear. : , ‘

In the classification of galaxies, ellipticals can be distinguished on their radial surface
brightness profile which can be approximated by log(f) o« r/4. This gives the transfor-.

.mation formula

z=r1 J =31, (2.22)

Since the intensity profile only should be resampled, the flux correction is not applied in
this case. A logarithmic scale is also used here to achieve a linear relation. An example is
given in Figure 2.9. ,

Whereas the transforms mentioned above only perform a non-linear rebinning of the
data, the Fourier transform converts a spatial image into the frequency domain. This
transform has two main applications namely analysis of periodic phenomena and convo-
lution due to its special properties. The transform can be given as

1 == —2mi
F(u,v) = ~ > F(j,k)exp[ ~ (uj +vk)] (2.23)
7j=0 k=0
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Figure 2.10: Azimuthal profile in the inner parts of a spiral galaxy A0526-16 across the
spiral arms (A). The amplitude of the Fourier transform (B) of this profile shows the

strong even frequencies.

where (u,v) are the spatial frequencies and : denotes the imaginary part. The correspond-
ing inverse transform is then :

’_ —_—
1]\lNl

F(j,k) = v Z Z F(u,v)exp [_2}\1{1;(“]. + vk)] . (2.24)
7=0 k=0

Special numeric techniques, called Fast Fourier Transforms or FFT, can significantly de-
crease the time needed to compute these transforms. They are optimized for images with
a size equal to a power of 2 (see e.g. Hunt 1969) but can also be used in other cases.

To analysis the periodic occurrence of features in time series, spectra, or images the
amplitude of the Fourier transform or the power spectrum is used. The power spectrum
W of the function F'is given by

W(u,v) = | F(u,v)]>. (2.25)

Peaks in W indicate the presence of specific frequencies while the continuum originates
from a combination of objects and noise. Since the Fourier transform assumes the im-
age to occur periodically, discontinuities at the edges of the image will produce artificial
contributions to the power spectrum. Thus, care should be taken to remove systematic
background variations to avoid this happening. As an example of using Fourier transforms
to extract information from a frame, an azimuthal intensity profile of the spiral galaxy
A0526-16 is shown in Figure 2.10. The radius was chosen so that the profile intersects the
spiral pattern in the inner parts of the galaxy. In the amplitude plot of the Fourier trans-
form, it can be seen that the spiral pattern mainly contains even frequency components.
The 4" and 6" harmonic indicates that the wave is asymmetric due to non-linear effects
in the spiral density wave.
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It is possible to use the transformation for convolutions because this operation corre-
sponds to a multiplication in the frequency domain :

Or[F(5,k) ® H(7, k)] = F(u,v) H(u,v) (2.26)

where @ and ® denote the Fourier transform and convolution operators, respectively.
Especially when the convolution matrix is large it is more efficient to perform the operation
in frequency than in spatial domain.

2.3.4 Image Restoration

Both the imaging system and observing conditions will cause a degradation of the resolu-
tion of the image. In principle it is possible to reduce this smearing effect by deconvolving
the frame with the point spread function. The degree to which this can be done depends
on the actual sampling of the image. Basically, it is not possible to retrieve information on
features with frequencies higher than the Nyquist frequency (see Equation 2.2). Several
different techniques are used depending on the data (see Wells 1980 for a general discussion
of the methods).

Fourier transforms are often used since convolutions in the frequency space become
multiplications (see Section 2.3.3). Combining Equation 2.1 and Equation 2.26 the original
image I = Ox(Z) is obtained by division

I(u,v) = Of[F(5,k)® P(j, k) + N(5,k)]/P(u,v) (2.27)

if the transformed PSF P is non-zero and the noise /N is insignificant. For data with low
or medium signal-to-noise ratio (i.e. §/N < 100), as for most optical observations, this
technique introduces artifacts in the deconvolved image. These effects can be reduced by
filtering the transforms with Wiener filters (Helstrom 1967, Horner 1970).

Another group of image restoration algorithms use iterative methods to obtain a so-
lution which is consistent with the data. The maximum entropy method uses either the
entropy :

H1=-> Ijlog(l;) or H2=log(l;) (2.28)
j J

in the optimizing procedure (Frieden 1972). It tends to enhance sharp features but a

solution may depend on the initial guess and therefore not be unique. :

A different scheme was introduced by Lucy (1974) who uses a correction term based

on the ratio between the image and the guess. A first guess ¥° must be specified (e.g.

a constant) to start the iteration. The first step in the iteration performs a convolution
with the PSF :

wi; = ¥.; ®Fij. (2-29)

The second step computes a correction factor based on this frame and the original image

@

T
]

wrtl = w (""‘f ® P,,j) . (2.30)

15-January—-1988



24. EXTRACTION OF INFORMATION 2-19

Figure 2.11: Deconvolution a photographic image with the Lucy method: (A) original and
(B) restored image after 3 iterations.

The procedure repeats these two steps until the corrections are sufficiently small. After
Equation 2.30 is computed the iteration continues with Equation 2.29. This scheme reaches
a stable solution very quickly (i.e. 3-5 steps) and is little aftected by noise. This makes
it very usefu! for low signal-to—noise data. A photographic picture of a galaxy is used to
illustrate this technique (see Figure 2.11). A fit to the stellar image was used to define
the PSF. '

2.4 Extraction of Information

The previous sections have described the most frequently used computational techniques
for image handling in optical astronomy. After the images have been calibrated and
manipulated to give the best representation of the data the astronomical information has
to be extracted. For frames which contain a large number of objects automatic methods
are required to locate them. A set of parameters is then estimated for the individual
objects (e.g. position, total intensity, or velocity) depending on type and observational
technique. '

2.4.1 Search Algorithms

For projects which perform statistical analysis on groups of objects, it is important to
rely on an objective search method to extract them from the data frames. For this reason
plus the need to search large areas efficiently it is necessary to use automatic algorithms
for this task. Several different methods are applied for this purpose depending on the
demands for speed, limiting magnitude, and location of special objects. They fall in four
main categories depending on their detection criterion, namely : level, gradient, peak, and
template match detection. ' ‘

The simplest and fastest method is using a given level over a previously determined
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background value as the criterion to identify possible sources. All pixels with intensities
over this value are flagged and later grouped together to form objects (Pratt 1977). The
background estimation can be avoided by instead using a gradient of the intensity distri-
bution (Grosbgl 1979). If the background variation over small areas can be regarded as
 linear a Laplacian filter (see Equation 2.20) will locate only sharp features such as edges
of stars. Since the derivative has a larger noise than the original image, this method will
be slightly less sensitive than using the level. It can be applied directly to data without
first having to compute the background and may therefore be faster to use if only point
sources should be detected. The peak detection method finds pixels which are higher than
their surroundings and is also based on a derivative (Newell and O’Neil 1977; Herzog and
IMlingworth 1977). Especially in crowded fields where a background is difficult to deter-
mine and where objects may overlap, it is a better search criterion than the two previous
schemes. Finally, it is possible to compare each position with a template (e.g. the PSF)
and thereby determine the probability of having an object there. Although this gives
the most sensitive search criterion because it uses all information, it requires much larger
amounts of computer time than the other methods.

2.4.2 Fitting of data

The final step in data reduction is the extraction of astrophysical parameters from the
data. This is often done by fitting a parameterized model of the objects to the data by
means of least squares and maximum likelihood methods (see Section 2.1.3). The correct
weighting of data is important in order to use all information in the image and minimize
the effects of noise on the final parameters. For stellar images or line profiles, either
analytical functions (e.g. weighted Lorentzian—-Gaussian profiles) or empirical models of
the PSF are used to obtain flux and shape parameters. Very elaborate models may be
applied to more complex objects such as galaxies where the flux are decomposed in a set
of different components e.g. bulge, disk, bar and spiral.

When a set of objects have similar features and their relative shifts should be de-
termined, the correlation between them and a template object T is analyzed using the
cross—correlation function :

:ZjZkI(j»k)T(J"’mak*'n) ‘

= 5 10, F)? (2:31)

C(m,n)

where [ is the object. Since this function is 1 for a perfect match between object and
template, the maximum value will indicate how similar the objects are. The location
of the main peak gives the translation and is used in spectroscopy to determine radial
velocities of stars. This is shown in Figure 2.12 where the normalized spectra of two early
type stars are cross—correlated. Since only the spectral lines should be used, it is important
to subtract or normalize the continuum to avoid interference from it.
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Figure 2.12: Two normalized early type spectra used as template (Al) and object (A2)
yield the cross—correlation function (B).

2.5 Analysis of Results

As the last step in the reduction sequence, the scientific analysis of the data is dealing with
the statistical comparison between models and the extracted parameters. Although this
falls outside image processing it is an important part of the reductions and is included in
modern data reduction systems. Due to the large variety of data only the most commonly
used techniques are mentioned.

2.5.1 Regression Analysis
The degree of correlation between two parameters can visually be estimated by plotting
them. Numerically this is expressed by the correlation coefficient :
p= >z ‘_12)(3! = 9) . ‘ (2.32)
Vi(z -2 (y-9)

for the two variables z and y. This expression assumes that the quantities have normal
distribution. When the distribution is unknown, the correlation can be given by the
Spearman rank correlation coefficient :

_,_ 82D
rs = 1-— "= 1) (2.33)

where n is the number of pairs and D is the difference of the rank between z and y in a

pair.
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Figure 2.13: Correlation between two measures of the inclination angle of galaxies: (A)
with angle ¢ as variable, and (B) with cos(z).

When the correlation coefficient indicates a significant correlation, the functional rela-
tion is given by the regression line which is computed by least squares methods for normal
distributions or maximum likelihood procedures (see Section 2.1.3). If non-linear relations
are expected, the variables are transformed into a linear domain by means of standard
mathematical functions. Such transformation may also be used to make the variance of a
variable homogenous. In Figure 2.13, a correlation between two different measures of the
inclination angle ¢ of galaxies is shown. Since the angle is obtained from the axial ratio,
a cosine transformation is used to achieve a homogenous variance. Unfortunately, it is
not always possible to obtain both a linear relation and homogeneity of variance with the
same transformation.

All methods assume that.the single data points are unbiased and uncorrelated. Great
care must be taken to assure that this is fulfilled. If this is not the case, significant
systematic errors may be introduced in the estimates. A standard example is magnitude
limited samples which may be affected by the Malmquist bias.

2.5.2 Statistical Tests

Often, the computed estimators have to be compared with other values or model predic-
tions. Different statistical tests are used to compute the probability of a given hypotheses
being correct. A typical null hypotheses is that two quantities or samples are taken from
the same population. For single quantities, a confidence interval is estimated for the de-
sired significance level. The null hypotheses is then accepted at this level of significance
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if the value is within the interval. When the underlying distribution is normal, the “Stu-
dent’s” ¢ and the x? distributions are used to estimate the confidence intervals for the
mean and standard deviation, respectively.

It is also possible to test if a set of observed values are taken from a given distribution.
For this purpose the test variable

Y
=y O2ES (234

is used where O and E are the observed and expected frequencies, respectively. The level
of significance is derived from ¥? which is x? distributed. The bins must be so large that
E is larger than 5 for all intervals.

When the underlying distribution is unknown, two independant samples can be com-
pared using the Kolmogoroff and Smirnoff test. It uses the test variable

-2 <
51 na2/ i '

where F} is the cumulative frequency in the it" interval with n; values for the two samples
7 = 1,2. The intervals must be of equal size and have the same limits for both samples.
Special tables give the confidence interval for this test variable. Several other tests are
available for comparing independent samples such as the U-test of Wilcoxon, Mann and
Whitney which uses the rank in its test variable. '

o]
(%]
(W43

D = max

2.5.3 Multivariate Statistical Methods

When the analysis yields a large number of parameters for each object, it is difficult to
overview relations between the individual variable. Multivariate statistical methods can
be applied in such a situation to give an objective description of the data. The Principal
Components Analysis is used to determine the true dimensionality of the data set and
find the best linear combination of the parameter for following studies (see Chatfield and
Collins 1980). A typical example of such analysis was performed by Okamura (1985) on
photometric data from Virgo Cluster galaxies.

Structures and groups in large data sets can be located by means of a Cluster Analysis
which constructs a set of groups in the data using a given distance measure. A large
variety of methods for clustering are available with different distance definitions providing
both hierarchical and non—hierarchical groups (see Murtagh 1986 and references therein).
These techniques are used especially for classification problems in astronomy.
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Chapter 3

CCD Reductions

3.1 Introduction

This chapter describes the design and the philosophy of the CCD package, its main fea-
tures, and how to use the tools most efficiently.

With the installation of new instruments on the La Silla Telescopes in addition to the
availability of CCDs offering large pixel areas and higher quantum efficiency, the variety of
observing modes has grown and, as an obvious consequence, the amount and the diversity
of data taken have dramatically increased. It is clear that the MIDAS CCD reduction
software should be able to cope with these improvements and hence requires compatibility
with the hardware as it is offered to the community.

When designing the basic layout of the CCD software the following basic requirements
were kept in mind:

e it should be robust;
e it should be user friendly, easy to use;
e it should offer processing possibilities for a large variety of instruments;

e it should be able to operate both in an automatic mode (to handle large quantities
of data) as well as in single command mode (for single image analysis);

e it should offer flexible reduction procedures;
e it should be intelligent.

How intelligent the system is depends on the capabilities of other parts in the data
acquisition, archiving, and reduction systems. In this respect the development of the
CCD package took place at the right time: the MIDAS Data Organizer package offers the
possibility to quickly create a MIDAS table containing the science frames to be reduced
and their associated calibration frames. The CCD package uses this facility that is based
on selection criteria, similar to the ones that are used for the MIDAS table file system.
Also, the ESO Archive project has accomplished that a number of telescope and instrument
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3-2 CHAPTER 3. CCD REDUCTIONS

specifications, needed to come to a (partially) automated CCD reduction, can be retrieved
from the frame descriptors.

In order not to re-invent the wheel, existing CCD packages have been consulted, and,
when useful, ideas have been implemented in the MIDAS CCD software. Its design has
largely profited from the IRAF CCDRED package written by Frank Valdes. Parts of its
documentation are used for this manual. Also, discussions with Peter Draper, the author
of the STARLINK CCDPACK package, are acknowledged.

The document is split into several sections. They describe in detail the various steps
in the CCD reduction, starting from reading in the science and calibration frames and
ending with the final cosmetic fix up of the final calibrated frames. Some background
information about CCD detectors can be found in the MIDAS Users’ Guide, Volume B,
Appendix B. Additional information about the CCD commands can be obtained from
their help descriptions.

The emphasis of the CCD package is on direct imaging. However, since the first
processing steps for spectral data are rather similar to direct imaging major parts of its
functionality can also be used for processing these data.

kX WARNING ***

The MIDAS CCDRED context is partly based on the current status of the ESO Archiving
project as well as the Data Organizer Context, in particular with regard to exposure types
and naming of files. Since both projects may be subject to changes in the future, and
because of user experiences and suggestions for improvements, the CCDRED context may
undergo adjustments accordingly.

3.2 Nature of CCD Output

The nominal output X;; of a CCD-element to a quantum of light /;; can be given as
-X'ij - ]\41‘7 X Iij + Aij + F”([”) (31)

where the additive contribution A;; is caused by the dark current, by pre-flashing, by
charge that may have skimmed from columns having a deferred charge (skim) and by
bias added to the output electronically to avoid problems with digitizing values near zero.
Quantum and transfer efficiency of the optical system enter into the multiplicative term
M. The term [ consist of various components: object, sky and the photons emitted from
the telescope structure. It is known that the response of a CCD can show non-linear effects
that can be as large as 5-10%. These effects are represented by the term Fj;.

In the following we ignore the pre-flash and skim term, and hence only take the bias
and dark frames into account. The objective in reducing CCD frames is to determine the
relative intensity I;; of a science data frame. In order to do this, at least two more frames
are required in addition to the science frame, namely:

e dark frames to describe the term A,;, and

e flat frames to determine the term M;;.
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The dark current dark is measured in absence of any external input signal. By con-
sidering a number of dark exposures a medium < dark > can be determined:

(dark(i, 7)) = dark(i, j) + bias (3.2)

The method to correct the frame for multiplicative spatial systematics is know as flat
flelding. Flat fields are made by illuminating the CCD with a uniformly emitting source.
The flat field then describes the sensitivity over the CCD which is not uniform. A mean
flat field frame with a higher S/N ratio can be obtained buy combining a number of flat
exposures. The mean flat fleld and the science frame can be described by:

flat(z,5) = M (3, j) X icons + dark(z, 7) + bias (3.3)

science(t, ) = M (1,7) x intens(i, §) + dark(4, j) + bias (3.4)

where intens(t, j) represents the intensity distribition on the sky, and icons a brightness
distribution from a uniform source. If set to the average signal of the dark corrected flat
frame or a subimage thereof:

icons = (flat — dark) (3.5)

then the reduced intensity frame ¢ntens will have similar data values as the original science
frame science.
Combining Eqs.(3.2), (3.3) and (3.4) we isolate:

science(i,7) — (dark(i, 7))

e —- X icons (3.6)
flat(i, 7) — (dark(s,7)F)

intens(i, j) =

Here icons can be any number, and term (dark(s, 7)) now denotes a dark frame ob-
tained by e.g. applying a local median over a stack of single dark frames. The subscript
in (dark(i, j)r) denotes that this dark exposures may necessarily be the same frame used
to subtract the additive spatial systematics from the raw science frame.

The mean absolute error of intens(i, j) yields with i¢cons = 1 (only the first letter is
used for abbreviations):

s (OIN? e, (01N ; (61)2 . ‘
0= (Gs) @9+ (55) 407+ (55) P (.7
Computing the partial derivatives we get

. _ (F = D)*(AS)*+ (S = F)*(AD)* + ($ — D)*(AF)?
- (F- D)

(A (3.8)

A small error Al is obtained if AS, AD and AF' are kept small. This is achieved
by averaging Dark, Flat and Science frames. AT is further reduced if S = F, then
Equation (3.8) simplifies to

. (AS)?+ (AF)?

B ="—F Dy

(3.9)

1-November—1995



3-4 CHAPTER 3. CCD REDUCTIONS

This equation holds only at levels near the sky—background and is relevant for detection
of low-brightness emission. In practice however it is difficult to get a similar exposure level
for the flatfrm and science since the flats are usually measured inside the dome. From
this point of view it is desirable to measure the empty sky (adjacent to the object) just
before or after the object observations. In the case of infrared observations this is certainly
advisable because of variations of the sky on short time scales.

3.3 General Overview of the package

The CCDRED package provides a set of basic commands that perform the various cal-
ibration steps. These are the combination of calibration frames, subtraction of the bias
level (determined from the overscan area or from a separate bias frame), correction for
dark current, division by the flat field, correction for illumination, and correction for the
fringe pattern. Also, tools are provided for trimming the frame, and for correction of bad
pixels. By combining these basic reduction steps a complete reduction pipeline procedure
is built, that enables the user to execute a complete automatic reduction of all science
frames.

When the context CCDRED enabled, a keyword structure is created which contains the
parameters for the calibration steps and to control these. These parameters determine
which and how the available reduction steps will be executed. Obviously, in order to
get the desired result, these keywords should be correctly filled. Other keywords contain
general information, e.g. about the telescope/instrument being used. Finally, keywords
are created to contain the names of important frame descriptors, like the standard MIDAS
descriptor for the exposure time (0_TIME). In case information is absent sensible defaults
will be used in mostly. Finally, a number of keywords contain information about the status
of the reduction.

All operations on a frame that are successfully executed are recorded in its descrip-
tors. This facility, which includes updating the HISTORY descriptor, avoids repetition of
reduction sequences, and provides the user with information about what has been done to
the data.

Apart from commands that do the actual work, a number of commands will help the
user to manage keywords and descriptors and their contents/values. Basically, this means
displaying and changing parameters. Also, commands exist to store the current parameter
settings and to retrieve these after a session is restarted.

Most of this manual is geared towards the “automatic approach”, meaning that it
is assumed that the user will use the intelligence that has been built into the system.
However, the manual also includes documentation about how to execute single basic steps.

The MIDAS CCD package works in combination with the MIDAS Data Organizer
which generates, using a set of selection rules, a MIDAS table containing the science
frames and their associated calibration frames. Within this chapter this table is referred
to the Association Table. This table is important for the package: a number of the
commands will only work if the table exists: pipe line processing is only possible with the
Association Table. The MIDAS Data Organizer is extensively documented elsewhere in
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this MIDAS User’s GGuide.

3.4 Setting, Saving, and Retrieving CCD Keywords

Since the number of parameters involved in a complete CCD reduction is quite large,
most command parameters have default values. These defaults are taken from the CCD
keyword structure. So, after the data have been read in and organized, you can set the
CCD keywords to control the CCD reduction process. Basically, one can divide the CCD
keywords is three categories:

e general keywords e.g. for telescope, instrument/detector specifications (which CCD
has been used; what is the useful area on the chip; what is the read-out noise, its
gain; what is the overscan area) and the entries, needed for the various steps in the
calibration sequence. Most of the keywords are filled by the LOAD/CCD command
(see below).

e calibration keywords related to the handling of calibration data, like fitting of the
overscan area, the creation of master calibration frames, the method of bad pixel
correction, the creation of illumination and fringe frames. For combining the cal-
ibration frames in master calibration frames the system is provided with a set of
keywords for each exposure type (see below);

e reduction keywords for controlling the reduction of the science frame(s). Examples
are: should the overscan area be used to determine the bias; should we correct for
bad pixels; is dark current to be subtracted.

Most of the CCD commands get their input parameters mainly from the CCD keywords.
However, most commands also accept a limited number of input parameters on the com-
mand line. These parameters will supersede the corresponding keywords. However, apart
from a few cases the keyword setting itself is not modified: principally, keywords can only
be changed by the SET/CCD command. For handling all these keywords the CCDRED
package in equipped with five commands: HELP/CCD, SHOW/CCD, SET/CCD, SAVE/CCD and
INIT/CCD.

HELP/CCD without parameters gives an overview of all CCD commands available. With
an existing CCD keyword as parameter the command will show the present values of that
keyword and a short explanation of it use.

SHOW/CCD returns you the current CCD keyword contents. Given the number of key-
words, to display the information the keywords are grouped and displayed according to
their functionality:

e GE keywords concerning general information;

BS keywords for combining bias frames;
e DK keywords for combining the dark frames;

o FF keywords for combining the flat fields;
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e SK keywords for combining the sky frames;

e OT keywords for combining other exposure types;

e OV keywords for fitting the overscan region;

e MO keywords for the mosaicing commands;

e FX keywords for the bad pixel correction;

o IL keywords for the creation of an illumination frame;

e FR keywords for the creation of a fringe frame;

e SC keywords for control of the actual reduction sequence.

With SET/CCD a maximum of 8 keywords in the CCD context can be changed in one
go.

After (partially) having finished a CCD reduction the user may want to store the cur-
rent keyword setting. This can be done using the command SAVE/CCD sav_table. The
command will store the keywords in descriptors of a CCD save table with descriptor infor-
mation only. The keyword setting can be restored by the command INIT/CCD sav_table,
where sav_table is the table containing the CCD keyword setting, previously saved.

3.5 Calibration Frames and Naming Convention

The CCD package is based on so-called data sets. A data set contains a science frame,
all its associated raw calibration frames and the master calibration frames created by
combining and processing the raw calibration frames. Depending on the processing to be
done on the science frame one or more master calibration frames are to be created.

Basically, the creation of a master calibration frame can be done in two ways. Either
one creates a MIDAS catalogue which contains the names of all single calibration frames
to be combined in to the master frame, or, in the case of pipe line reduction, one use the
Association Table. Since the first method is straightforward we concentrate on the use of
the Association Table.

In order to archieve a maximum of efficiency and to interface the package with the
Data Organizer, the naming convention for master calibration frames is identical to the
naming convention for the naming of the master calibration frames in the latter package.
Here the name of a master calibration frame is a composition of the generic prefix and
all frame numbers of the calibration frames to be used and therefore selection in the DO
context. FE.g. the master calibration frame susi 12.123_1245 is a combination of the
frames susi0012, susi0123, and susi1245.

After the association process by the DO, the name of the master calibration frame is
stored in a separate column in the Association Table. The name of this frame is defined
as described above. The names of single calibration frames are however also available in
the Association Table. This obviously offers the possibility of simply combining all single
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raw calibration frames in a master one. To execute this brute force combining the column
for the master frame should contain a asterisk *. The name of the master will then be
a composition of the name of the science frame to which the master calibration frame
is associated plus the postfix _exp. Here, exp is the exposure type, stored in a MIDAS
frame descriptor (EXP_TYPE), and the name of the column with this exposure type in the
Association Table and containing the names of the raw calibration frames. E.g. the master
calibration frame susi0100 bias is created by combining all bias frames associated to the
science frame susi0100 and stored in the Association Table.
Currently, the following exposure types are supported:

e bias - bias frames:
These are zero second integration exposures obtained with the same pre-flash (if
any) you have used for your scientific exposures. The bias frame will correct for the
small positive voltage added to the true signal from the CCD and determines the
photometric zero point of the electronic system.

e dk - dark current frames:
These are long exposures taken with the shutter closed. Dark emission can be caused
by several sources (e.g. overall background emission, luminescence form source on
the CCD) and will add charge linearly with exposure time.

e ff, ff-dome, ff-screen - flat field frames:
These are used to remove the pixel-to-pixel variations across the chip. In some cases
dome flats (exposure of an illuminated screen) or projection flats (exposures of a
quartz lamp illuminating the spectrograph slit) will be sufficient to remove the chip
variations.

e ff-sky - blank sky exposures:
As an alternative to the dome ot projector flats many observers doing direct imaging
try exposures of blank sky field(s). A clear advantage is that the sky field to be
obtained from the blank sky exposures have exactly the colour of the night sky.
However, this method of flat field can only be used in absence of fringing and low
telescope background emission.

Other calibration frames that can be used in the calibration process are:

e illumination frames:
This calibration frame may be used to correct for the fact that the flat field calibra-
tion frame do not have the same illumination pattern as the observations of the sky.
If this is the case, applying the flat field correction may cause a gradient in the sky
background.

o fringe frames:
It may happen that using a (thinned) CCD a fringe pattern becomes apparent in the
frame. The pattern is caused by interference of monochromatic light (e.g. night sky
lines) falling on the chip and are not removed by other calibration and correction
steps. To correct one needs to construct needs a really blank sky frame.
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*EE WARNING *%*

In principle, the CCD package allows the use of any name for the calibration frames.
However, to make the reduction of CCD frames as easy as possible it is recommended
to use the above described naming scheme. It is highly recommended to use it. Using
different names may, under particular circumstances, lead to complications, in particular
in the case of pipe line reduction.

3.6 Setting up the Reduction Procedure

3.6.1 Loading the Telescope and Instrument Specifications

For reducing data from ESO instrumentation it is assumed that the FITS headers conform
the standards set by the document “ESO Archive, Data Interface Requirements”. In
particular, the ESO specific parameters are stored in a special set of FITS keywords (the
ESO hierarchical keywords). Using this standard, while reading in the data FITS keywords
are stored in well defined MIDAS descriptors of the MIDAS frames.

As an example, in the ESO case the exposure type is stored in the ESO hierarchical
FITS keyword ‘HIERARCH ESO GEN EXPO TYPE’. The ESO-MIDAS FITS reader
converts that keyword into the MIDAS descriptor . EGE_TYPE. Among the valid exposure
types are (according the ESO Archive document): bias, £f, ff-dome, ff-screen, ff-sky,
dk, sci. Therefore, when the CCD context is started or after executing the command
INIT/CCD links are created between the frame descriptors and the corresponding CCD
keyword. With these links the CCD package knows which exposure types are used and
which frame descriptor contains the exposure type.

To fill the CCD keywords with these descriptors names a separate procedure is used:
eso_descr.prg. A copy of this procedure is put in your working directory. If you need
to change one or more descriptor names (e.g. the descriptor name of the exposure time),
make the modification(s) and run the modified procedure, using @@ eso_descr.

The CCD package has been developed to reduce CCD data coming from ESO’s tele-
scopes on La Silla. However, some flexibility has been built-in to enable the reduction
of data coming from non-ESO telescope/instrument combinations, cases in which the
telescope and instrument parameters are different. To fill the CCD keywords with the
telescope and instrument setup parameters, like name of the telescope, CCD used, read-
out noise, frame size, etc. the command LOAD/CCD can be used. This command reads
these parameters for the MIDAS table eso_specs.tbl that, in case it is not present in
your working directory, will be created. At initialization of the CCD context a copy of this
table is put in the user’s directory. In case non-ESO observing facilities have been used,
or you want to the modify or append the table with your own setup parameters, you can
use the standard table commands e.g. EDIT/TABLE.

3.6.2 Data Retrieval and Organization

The first step in the CCD reduction is the storage of the data on disk. The MIDAS FITS
reader INTAPE/FITS provides this functionality. The data probably will contain frames
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SClI BIAS ... QUALBIAS BIAS_MASTER
susi0097.bdf  susi0124.bdf ... susi_124_125.bdf
susi0098.bdf susi0124.bdf ... susi_124_125.bdf
susi0099.bdf  susi0126.bdf ... susi_124_125_126.bdf
susi0100.bdf susi0124.bdf ... susi_125_126_127.bdf

Table 3.1: Example of an Association Table

of different exposure type (biases, darks, flat fields, science frames, etc), and possibly
obtained with different filters. After the INTAPE/FITS command these different frames
are stored on disk.

3.6.3 The Association Table

The second step is to inspect the data, to define a set of criteria to select the science frames
and their associated calibration frames, and to use the MIDAS Data Organizer to do the
selection and to create the Association Table. Typically, the Association Table looks as
displayed in Table 3.1. Depending on available exposure types and on the selection, like
for the bias exposure additional columns for darks and flats can be present in the table.
The ... represent the three dimensional character of the Association Table, where in this
case, the single bias frames are stored in the third dimension of column BIAS.

After inspecting the master calibration frame, the user may decide that this is not
what (s)he wants and that using another master calibration frame would be better. For
example, one can require that in the calibration process of frame susi0099.bdf the master
bias susi_124_125.bdf is to be used, ¢.e. the bias frames associated with the science
frames susi0097 .bdf and susi0098.bdf. The change can either be made by running the
DO package once more with slightly different selection rules, or by using the command
EDIT/TABLE.

In addition to the standard naming convention three other input formats can be used
in the Association Table. The first one is the use of non-standard name(s) (i.e. frame
names that are not related to a data set), e.¢g. stdbias.bdf instead of susi_124_125.bdf.
In this case the system requires that the master bias stdbias.bdf already exists. A
second possibility is to have an asterisk *, indicating that all single raw calibration frame
associated with a particular science frame are to be combined. In that case the names of
the single frames will be retrieved for the Association Table. The third possibility is to
store constants in the Association Table, e.g. 294 instead of susi_ 124 _125.bdf.

An example of these three input possibilities is given in Table 3.2. Here, for the
reduction of the frame susi0097.bdf a constant bias value of 294 is used while the frame
susi0099.bdf will be calibrated using all available single bias frames associated with
that science frame. Frame susi0100.bdf will be reduced with the standard bias frame
stdbias.bdf that is assumed to be present in the working directory.
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SCI BIAS ... QUALBIAS BIAS_-MASTER
susi0097.bdf susi0124.bdf ... 295
susi0098.bdf  susi0124.bdf ... susi_124_125.bdf
susi0099.bdf susi0126.bdf ... *

susi0100.bdf susi0124.bdf ... stdbias.bdf

Table 3.2: Example of a manually modified Association Table

Basic Reduction Steps

The software available in the CCD package takes care of the relative calibrations of the

pixel

intensities, of averaging, and of cleaning frames. Cleaning in this context means

removal of the instrumental signature and other defects from the frames.
A full reduction of CCD data involves the steps outlined below:

fit and subtract a readout bias given by the overscan strip;

trim the frame of the overscan strip and other irrelevant columns and/or rows;
combine the bias, dark, and flat calibration frames (if taken);

subtract the average bias frame;

remove the defects from the average dark frame;

scale the average dark frame and subtract;

remove the defects from the average flat frame;

prepare the final flat (subtract dark and normalize; possibly apply illumination cor-
rection);

divide by the flat field;
fix the bad pixels in the output frame;
correct for fringe pattern;

combine science frames.

Some of these steps are optional and depend on the kind of data you have taken. In
addition to the operations described here, MIDAS contains a number of other operations
like removing of cosmic rays. Asindicated above, all steps can be executed in an automatic
(batch) mode provided the keyword settings have been done correctly.

In the automatic procedure, the highest level of processing is the loop over all science
frames selected in the Association Table. If, for whatever reason, the processing of a frame
fails, this frame is skipped and the processing is continued with the next one.
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The CCD package system provides a single command for doing the entire calibration
of the CCD frames: REDUCE/CCD. The command is a composition of a number of lower
level procedures, each of them taking care of a particular part of the calibration procedure,
and executable via a separate MIDAS command. These components are: overscan cor-
rection, trimming, combining, bias correction, dark subtraction, flat fielding, illumination
correction, and fringe correction.

Whether you want one or more calibration steps be executed depends on the settings
for the various options. Therefore, before starting be sure that the keywords for the
reduction are set correctly. These keywords and their meaning are listed in Table 3.3.
Also, the keywords for combining calibration frames should be checked. Furthermore, fill
the keyword CCDASSOC with the name of the Association Table, and check that this table
is correct. All keywords can be filled and displayed with the commands SET/CCD and
SHOW/CCD.

Keyword Content Default Description

CCD_IN name 7 input frame or table

SC_TYP exp. type ¥ exposure type of input frame
SC_PROC yes|no no list processing only

SC_SCAN yes|no no applied overscan offset correction
SC_TRIM yes|no no trim the frame from overscan area
SCFXPIX  yes|no no bad pixel correction

SCBSCOR  yes|no yes bias correction

SCDKCOR  yes|no yes dark current correction
SCFFCOR  yes|no yes flat field correction

SC_ILCOR  yes|no no illumination correction

SC_FRCOR  yes|no no fringing correction

SCBSFRM  name bias calibration frame

SC.DKFRM  name dark current calibration frame
SC.FFFRM  name flat field calibration frame
SC_ILFRM  name illumination calibration frame
SC_FRFRM  name fringing calibration frame

Table 3.3: Keywords for setting the reduction process

3.8 Preparing Your Calibration Frames
Before the actual processing can start, multiple calibration frames have to been combined

into a master. The command that takes care of combining the calibration frames in the
CCD package is COMBINE/CCD. It provides various methods to improve the S/N statistics

I-November—1995



3-12 CHAPTER 3. CCD REDUCTIONS

in the resulting output frame. Depending on the actual parameter settings, the command
can take into account the exposure times in the combining process, and can adjust for a
(variable) sky background.

3.8.1 Input and Output

The COMBINE/CCD command offers the possibility to combine a number of input images
using different combining methods. COMBINE/CCD takes three input parameters at maxi-
mum: the exposure type of the images to be combined, the input frames themselves and
and output frame. The various command options can be chosen by setting a number of
specific keywords.

The first input parameter should contain the exposure type of the images to be com-
bined. Possible choices are: BS (for bias); FF (for flat fields), DK (for dark), SK (for sky
images), and OT (for others). The combining options the command offers are controlled
by a set of exposure type dependent keywords, all starting with this two letter identifi-
cation that has been given as the first input parameter. These keywords control various
combining methods, scaling and offset corrections, as well as weighting (see below).

The second input parameter is the input frames to combine. The input can be provided
in different ways:

1. by a list of images; e.g. frame01,frame02,frame03;
2. by a MIDAS catalogue; e.g. framecat.cat;

3. by a MIDAS Data Organizer (DO) output table (with the extension .tbl), the
Association Table (see Section 3.6.3).

The parameter for the output frame is required in case the input for the second param-
eter is a catalogue or a string of input frames. In the case of DO input (association) table,
from the name of the output calibration frame in the table the command extracts the
names of all requested single calibration frames and combines these frames in the output
frame. The name of the output master frame can be indicated with an asterisk, meaning
that all associated single calibration frames have to be combined. In that case the names
of these single frames are taken for the calibration column in the Association Table, e.g.
BIAS, DK, etc. See also Section 3.6.3. By default, the input is taken from the keyword
CCD_IN.

In addition to the output calibration frame the combined sigma frame can be generated.
This frame is the standard deviation of the input frames about the output frame.

Before the actual combining is done the exposure type descriptors of the input frames
are compared with the descriptor type stored in the keyword ‘exp’_TYP. In case this
keyword is filled with “*” or ‘7’ all exposure types are allowed. Else, a fatal error will
follow if the keyword content is not equal to the exposure type(s) of one or more input
frames.
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3.8.2 Combining Methods

Except for summing the frames together, combining frames may require correcting for
variations between the frames due to different exposure times, sky backgrounds, extinc-
tions, and positions. Currently, scaling and shifting corrections are included. The scaling
corrections may be done by exposure times or by using statistics in each frame over a se-
lected part of the image. The statistics can reveal (depending on the keyword ‘exp’ _STA)
setting, (where ‘exp’ is the exposure type) for each image the mean, median, or the
mode. In the following we refer to the value by MM M. Additive shifting is also done by
computing the statistics in the frames.

The region of the frames in which the statistics is computed can be specified by the
keyword ‘exp’ SEC. By default the whole frame is used. A scaling correction is used when
the flux level or sensitivity is varying. The offset correction is used when the sky brightness
is varying independently of the object brightness. If the frames are not scaled then special
routines combine the frames more efficiently.

Below follows a simple overview how the weighting, scaling and offset parameters are
determined. All obviously depend on the settings of the keywords ‘exp’ _SCA ‘exp’.OFF,
‘exp’ WEI, and ‘exp’ EXP. The overview makes clear that offset corrections will only be
applied if the scaling correction is switched off. The same is true for applying an exposure
time correction.

exp_SCA=yes
s_1 = M_1
exp_WEI=yes
w_i = sqrt(N*s_i)

exp_SCA=no
exp_EXP=yes
s_i=e_i
exp_WEI=yes
w_i = sqrt(N*s_i)

exp_OFF=yes
o_i = M_i/s_i
exp_WEI=yes

w_i = sqrt(N*s_i/o_i)

s_i/s_mean
(o_i - o_mean) * s_mean

w_i/w_mean
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key: o_i: offset for frame i
o_mean: mean offset over all input frames
s_1i: scale factor for frame 1
s_mean: mean scale factor over all input frames
w_i: weight factor for frame i
s_mean: weight factor over all input frames
e_i: exposure time of frame i

In the combining no checks are done on the reduction status of the input frames and
no attempts are made for any calibration correction like for bias or dark. Hence, in more
complicated reduction sequences the user should be sure not to combine e.g. flat fields
that have been corrected for bias and dark with flats fields that are not corrected.

Except for medianing and summing, the frames are combined by averaging. The
average may be weighted by

weight = (N * scale/M M M) = %2 (3.10)

where N is the number of frames previously combined (the command records the number
of frames combined in the frame descriptor), scale is the relative scale (applied by dividing)
from the exposure time or MM M, and is a variable offset estimated from the background
MMM. In most of the applications N = 1, i.e. the input calibration frames are the
original ones and not the result of previous combinings.

There are a number of algorithms which may be used as well as applying statistical
weights. The algorithms are used to detect and reject deviant pixels, such as cosmic rays.
The choice of algorithm depends on the data, the number of frames, and the importance
of rejecting cosmic rays. The more complex the algorithm the more time consuming
the operation. For every method pixels above and below specified thresholds can be
rejected. These thresholds are stored in the keyword ‘exp’ MET. If used the input frames
are combined with pixels above and below the specified threshold values (before scaling)
excluded. The sigma frame, if requested, will also have the rejected pixels excluded.

The following list summarizes the algorithms. Further algorithms are available else-
where in MIDAS (see COMPUTE/ . .., AVERAGE/...), or may be added in time.

e Sum - sum the input frames.
The input frames are combined by summing. Summing is the only algorithm in
which scaling and weighting are not used. Also no sigma frame is produced.

e Average - average the input frames.
The input frames are combined by averaging. The frames may be scaled and
weighted. There is no pixel rejection. A sigma frame is produced if more than
one frame is combined.

e Median - median the input frames.
The input frames are combined by medianing each pixel. Unless the frames are at
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the same exposure level they should be scaled. The sigma frame is based on all input
frames and is only a first approximation of the standard deviations in the median
estimates.

e Minreject, maxreject, minmaxreject - reject extreme pixels.
At each pixel after scaling the minimum, maximum, or both are excluded from the
average. The frames should be scaled and the average may be weighted. The sigma
frame requires at least two pixels after rejection of the extreme values. These are
relatively fast algorithms and are a good choice if there are many frames (>15).

e Sigclip - apply a sigma clipping algorithm to each pixel.

The input frames are combined by applying a sigma clipping algorithm at each pixel.
The frames should be scaled. This only rejects highly deviant points and so includes
more of the data than the median or minimum and maximum algorithms. It requires
many frames (>10-15) to work effectively. Otherwise the bad pixels bias the sigma
significantly. The mean used to determine the sigmas is based on the "minmaxrej”
algorithm to eliminate the effects of bad pixels on the mean. Only one iteration is
performed and at most one pixel is rejected at each point in the output image. After
the deviant pixels are rejected the final mean is computed from all the data. The
sigma frame excludes the rejected pixels.

e Avsigclip - apply a sigma clipping algorithm to each pixel.

The input frames are combined with a variant of the sigma clipping algorithm which
works well with only a few frames. The images should be scaled. For each line the
mean is first estimated using the "minmaxrej” algorithm. The sigmas at each point
in the line are scaled by the square root of the mean, that is a Poisson scaling of
the noise is assumed. These sigmas are averaged to get a line estimate of the sigma.
Then the sigma at each point in the line is estimated by multiplying the line sigma
by the square root of the mean at that point. As with the sigma clipping algorithm
only one iteration is performed and at most one pixel is rejected at each point. After
the deviant pixels are rejected the file mean is computed from all the data. The
sigma frame excludes the rejected pixels.

The ”avsigclip” algorithm is the best algorithm for rejecting cosmic rays, especially
with a small number of frames, but it is also the most time consuming.” With many frames
(>10-15) it might be advisable to use one of the other algorithms (" maxreject”, " median”,
"minmaxrej”) because of their greater speed.

The choice of the most optimal combining algorithm will clearly depend on the nature
of the data and on the exposure type. Therefore, for every supported exposure type the
CCD context contains a default combining setup. Currently, there are five combining
setups stored in the CCD keywords, all starting with a specific two letter prefix: for bias
BS_, dark DK_, dome flats FF_, sky flats SK_, and for all other exposure types 0T_. At ini-
tialization these keywords are filled with sensible defaults. Below we will shortly comment
on combining the various calibration frames and list the default keywords settings.
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3.8.3 Combining Bias Frames

Combination of the bias frames is straight forward: filters used and integration times don’t
play a role, and in most cases the bias frames can be treated with the same weight. The
default keyword setting for the bias combining is displayed in Table 3.4.

Keyword Content Default Description

CCD_IN input name ? table of input frames

BS_TYP descriptor value * exposure type to check, if any
BS_SIG yes|no no create sigma image

BS_MET comb. method maxrej type of combining operation
BS_DEL yes|no no delete cal. frames afterwards
BS_STA mean|median|mode mode correct. by Mode/Median/Mean
BS_EXP yes|no no scale by exposure time

BS_SCA yes|no no scale by MMM

BS_OFF yes|no no add offset from MMM

BS_WEI yesino yes use a weighted average
BS_SEC area [<, <>, >] area for finding MMM

BS_RAN real,real -99999,99999  valid pixel range

BS_CLP real 3.,3. low/high sigma clipping factor
BS_NUL real NULL(2) value for rejections

Table 3.4: Keywords for combining bias calibration frames

3.8.4 Combining Dark Frames

Similarly to the bias combination one can obtain an average dark current frame. However,
one should consider whether the dark correction should really be applied: one needs a
reasonable number of dark frames in order not to degrade the S/N, and obviously this
takes telescope time. Because the dark level depends on the exposure time, weighting the
input dark frames should be considered. Another possibility would be simply to take the
average dark value and to scale that number with the exposure time. Filter type is not
important. Table 3.5 shows the default setting for combining dark frames.

If the bias is stable enough to allow taking averages, one might argue that it is not
really needed. In that case, provided a good linearity of the CCD), one could do with the
subtraction of an average dark frame. If the bias is unstable, one should be careful with
simply combining bias frames. In that case the better solution might be an average of two
bias frames, taken just before and after each flat or sky exposure.

3.8.5 Combining Flat Fields

In combining the flat field frames the filter type is of importance. Hence, the combining
command will check for consistency of the keyword containing the filter type. The com-
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Keyword Content Default Description

CCD_IN input name 7 table of input frames

DK_TYP descriptor value * exposure type to check, if any
DK_SIG yes|no no create sigma image

DK_MET comb. method avsigcl type of combining operation
DK_DEL yes|no no delete cal. frames afterwards
DK _STA mean|median|mode mode correct. by Mode/Median/Mean
DK_EXP yes|no yes scale by exposure time

DK_SCA yes|no no scale by MMM

DK_OFF yes|no no add offset obtained from MMM
DK_WEI yes|no yes use a weighted average

DK_SEC area [<, <>, >] area for computing MMM
DK_RAN real real -99999,99999  valid pixel range

DK_CLP real 3.3, low/high sigma clipping factor
DK.NUL real NULL(2) value for rejections

Table 3.5: Keywords for combining dark calibration frames

bining input parameters can be set up in the flat parameter table, similar to the dark
frames. Table 3.6 show the default keyword settings.

3.8.6 Combining Sky Frames

The procedure is similar to the flat field combining procedure, except that you may want
to scale the sky level using the mean, median or the mode of the intensity distribution
or taking into accoun the exposure time. Hence, in the combining, like in the case of
combining flat fields, correct weighting of the frame is important. Combining should be
done filter by filter. See Table 3.7 for the keywords.

3.8.7 Combine Example

As an example of the use of a Association Table similar to the one displayed in Ta-
ble 3.1. Let us create a master flat frame to be used for the reduction of the science
frame susi0100.bdf. Suppose the Association Table contains the name of the master flat
to be created: susi.140_142.143.bdf. Hence, three flats have to be combined, namely
susi0140.bdf, susi0142.bdf, and susi0143.bdf. To combine these frames into the
master flat field we enter:

SELECT/TABLE asso_tbl
COMBINE/CCD FF asso_tbl

The command will go the Association Table, checks the output name for the flat to be
created for science frame susi0100, makes a list of single flats to be combined and does
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Keyword Content Default Description

CCD_IN input name ? table of input frames

FF_TYP descriptor value * exposure type to check, if any
FF_SIG yes|no no create sigma image

FF_MET comb. method avsigcl type of combining operation
FF_DEL yes|no no delete cal. frames afterwards
FF_STA mean|median|mode mode correct. by Mode/Median/Mean
FF_EXP yes|no yes scale by exposure time

FF.SCA yes|no no scale by MMM

FF_OFF yes|no no add offset obtained from MMM
FF_WEI yes|no yes use a weighted average

FF_SEC area [<, <>, >] area for computing MMM
FF.RAN real,real -99999,99999  valid pixel range

FF_CLP real 3.,3. low /high sigma clipping factor
FF_NUL real NULL(2) value for rejections

Table 3.6: Keywords for combining flat field calibration frames

the combining. The output on the screen and stored in the MIDAS log file will look like
(VERBOSE=YES):

Combining FLAT frames: Input=asso_tbl.tbl; output=susi_140_142_143.bdf

Statistics of frame no. O:

area [@60,@10:@1070,@1020] of frame

minimum, maximum: 5.560000e+02 8.654000e+03
mean, standard_deviation: 6.101316e+03 1.913127e+02

Statistics of frame no. 1:

area [060,010:@1070,@1020] of frame

minimum, maximum: 8.390000e+02 1.276900e+04
mean, standard_deviation: 8.313817e+03 2.569877e+02

Statistics of frame no. 2:

area [@60,0@10:0@1070,@1020] of frame

minimum, maximum: 4.220000e+02 1.046500e+04
mean, standard_deviation: 5.622723e+03 1.722370e+02

Method=avsigclip, low= 0.00, high= 0.00
lowclip= 3.00, highclip= 3.00

frame # Ncomb  Exp_time Mode Scale 0Offset Weight
susi0140.bdf 1 1.00 571.878 1.093 -0 0.333
susi0142.bdf 1 5.00 862.392 0.725 =0 0.333
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Keyword Content Default Description

CCD_IN input name 7 table of input frames

SK_TYP descriptor value * exposure type to check, if any
SK_SIG yes|no no create sigma image

SK_MET comb. method avsigel type of combining operation
SK DEL yes|no no delete cal. frames afterwards
SK_STA mean|median|mode mode correct. by Mode/Median/Mean
SK_EXP yes|no yes scale by exposure time

SK_SCA yes|no no scale by MMM

SK_OFF yes|no no add offset obtained from: MMM
SK_WEI yes|no yes use a weighted average

SK_SEC area [<,<:>,>]  area for computing MMM
SK_RAN real real -99999,99999  valid pixel range

SK_CLP real 3.,3. low/high sigma clipping factor
SK_NUL real NULL(2) value for rejections

Table 3.7: Keywords for combining sky calibration frames

susi0143.bdf

5.00 441.

692 1.416

Statistics of output frame susi_140_142_143.bdf:
area [060,010:@1070,01020] of frame

minimum, maximum:

mean, standard_deviation:
Ncomb
susi0100_ff 3

Undefined pixels, set to ‘null value’ (=

E

6.0

6.8
Xp_time
3.933 6886

45866e+02
86717e+03

1.023942e+04
2.060752e+02

N_undef
0

Mean Mode
.72 623.478
0.000000)

3.9 Processing the Data

Having obtained some background, let us now start to process the input frames according
to the scheme in Section 3.7. As indicated in that section the reduction sequence consists,
in a simplified version, of the following steps:

1.

2

-~

. preparing calibration frames;

do the corrections;

apply the bad pixel corrections.

determine overscan correction and trim area;
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3.9.1 How the Data is Processed

Before any processing on the input frame is done, the REDUCE/CCD command will first
collect all resources needed for the calibration of the science frame(s). These include the
master calibration frames, the overscan offset, and scaling parameters. So, at this point
no operations are done yet. This is done for efficiency reasons: all standard calibration
arithmetic on the input frame is done in one go. As an example, suppose the science frame
is supposed to be corrected for dark current and to be flat fielded. From the Association
Table the command first identifies the names of the master dark and flat frames, and checks
for their existence. If they are not present they will be created. Next, the master dark
and flat fleld will be checked on their processing status. If they have not been processed
yet, that will first be do by another (recursive) run of the REDUCE/CCD command. In this
second run also the scaling factors (i.e. exposure times and the mean of the flat field
frame) will be determined.

The standard calibration operation is done by a large COMPUTE/IMAGE with the follow-
ing input:

out = (in — scan — biasfrm — darkscale x dark frm) « flatscale/ flat frm (3.11)

Here, out is the output frame, in is the input frame, scan is the overscan bias value or
frame, bias frm is the master bias, dark frm and darkscale are the master dark frame and
scaling factor, and flatfrm and flatscale are the master flat field and the mean value of
the flat field. In the COMPUTE biasfrm and dark frm can also be constants.

3.9.2 Running REDUCE/CCD

The command REDUCE/CCD can process one or more science frames automatically provided
that:

e the association table correctly describes the associations between the science frames
and the calibration frames;

e the CCD reduction table or the SC_... keywords contains the correct names of the
master calibration frames;

e the keywords for creating the calibration frames are correctly set.

The standard default calibration procedure involves the following processing: overscan
subtraction, trimming, bias and dark subtraction, and flat fielding. The keywords to
be set for controlling these options are listed in Table 3.3. Below we describe how the
command will try to correct your data.

REDUCE/CCD will first identify the Association Table. From this table it gets the names
of the input science frames. Next, it will try to find the master calibration frames listed in
the table, and will create these if they do not exist yet. After having collected all required
calibration data the input frame is checked for its exposure type. Obviously, a dark frame
should not be flat fielded and hence the processing options for the dark exposures should
be set differently than for the science frames. After having determined the processing
options the actual processing starts.
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Overscan correction and trimming

If the keyword SC_SCAN is set the first action will be to determine the bias offset. For that
you can use the overscan region on the chip. This possibility is certainly helpful in case
you did not obtain separate bias calibration frames or in case you want to determine the
bias offset for each science frame individually.

At initialization, keywords are created to contain the overscan and image areas: OV_SEC
and IM_SEC, respectively. However they are not filled yet. You can find these numbers
using a number of standard MIDAS core commands to display one or more frames, or to
plot a number of lines or columns. Then use the command SET/CCD to fill in or to adjust
the keywords.

The basic command that does the overscan fitting is called OVERSCAN/CCD. It needs at
least two input parameters: the input and output frame. A third parameter, the overscan
area, may be added. If absent it will be taken from the CCD keyword 0V_SEC. To determine
the bias offset a number of CCD keywords, all starting with ‘OV_ will be read, and hence
have to be filled correctly. They are displayed in the Table 3.8

lKeyword Options Default Description

OV_SEC coord. ? area to be used for fitting
OV_IMODE  yes|no yes interactive fitting?
OV_FUNCT  lin|pol lin type of function to fit

OV.ORDER  integer
OV_AVER integer
OV_ITER integer
OVREJEC  real

order of fit (polyn. fit only)
number of points to combine

max. number of iterations

TR .-

low/high rejection factor

Table 3.8: CCD keywords for overscan fitting

Depending on the readout direction of the CCD (keyword DIRECT) the command will
average the data in the overscan region, and fit these values as a function of line-number
(i.e. average in the ‘x’ direction within the overscan region, and fit these as function of
‘y’). The fit will be subtracted from each column (row) in your frame. In case of a zero
order fit the correction is a simple constant. In the other case it will be one dimensional
array.

After an interactive fit has been completed the command will ask you if you want to fit
the next frame interactively as well, or if you want to apply the overscan correction to all
subsequent frames. In the latter case the overscan correction will be stored as a separate
calibration frame or, in case a zero order fit has been used, a single constant.

After the overscan correction is determined, the frames can be trimmed to keep only
those parts of the frames that contain valid data. Obviously, this action will speed up
the data processing of the subsequent reduction steps. The relevant keyword is SC_TRIM
(default value yes) and IM_SEC, containing the data section of the frame.
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Bias, Dark and Flat Field Correction

This part has already been discussed in Section 3.8. Depending on the keywords SC_BSCOR,
SC_DKCOR, and SC_FFCOR the calibration procedure checks for the availability of the master
bias, dark, and flat field calibration frames. If they can not be found they will be created
using the input frames listed in the Association Table, and according to the keyword
setting for combining. :

The next step after having obtained the calibration frames is to process these frames.
For example, after the flat is created/found it will be checked for its processing status.
If it has not been processed any on-going calibration (i.e. of a science frame) will be
interrupted, and the flat field will be processed. After this has been completed processing
of the science frame will continue. '

3.10 Additional Processing

3.10.1 Sky Illumination Corrections

The flat field calibration frame may not have the same illumination pattern as the obser-
vations of the sky. In this case when the field field correction is applied to the sky data,
instead of being flat there will be gradients in the background. You can check this by
plotting several lines over the reduced sky frame. In case of no clear variation you can
continue with the correction of your science frame(s) using the standard flat. In some
cases the application of the simple flat field correction does not do a good job, and there
may be an illumination problem. If such deviations are present one can try to correct for
these by applying an illumination correction.

The illumination correction is made by smoothing the reduced blank sky frame heavily.
The illumination frame is then divided into the frames during processing to correct for the
illumination difference between the flat field and the objects. Like the flat field frames,
the illumination correction frames may be data set dependent and hence there should be
an illumination frame for each data set.

The smoothing algorithm is a moving average over a two dimensional box. The al-
gorithm uses a box size that is not fixed. The box size is increased from the specified
minimum at the edges to the maximum in the middle of the frame. This permits a better
estimate of the background at the edges, while retaining the very large scale smoothing in
the center of the frame. Other tools in MIDAS can also be used for smoothing, but this
may need more of the user and may take more processing time.

Blank sky frames may not be completely blank, so a sigma clipping algorithm may
be used to detect and exclude objects from the illumination pattern. This is done by
computing the rms of the frame lines relative to the smoothed background and excluding
points exceeding the specified threshold factors times the rms. This is done before each
frame line is added to the moving average, except for the first few lines where an iterative
process is used. If this approach is not successful manual removal of objects (stars) is
required.

Both in the pipe line reduction and in the manual reduction the illumination corrections
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Keyword Value Description

CCD_IN name input sky frame

IL_TYP SKY exposire type

IL XBOX 5.0,0.25 smoothing box in x

IL_YBOX 5.0,0.25 smoothing box in y

IL CLIP yes clipping the input pixels
ILSIGMA 25,25  low and high clipping sigma

Table 3.9: Keywords for making the illumination frame

to the science frames will be done provided the keyword SC_ILCOR is set to ‘yes’. In
both cases it is assumed that the illumination frames are available. In addition, in the
case of pipe line processing the names of the illumination corrections must stored in the
Association Table. If an illumination correction frame is absent an error message will be
issued and the illumination correction for the associated science frame will not be done.

3.10.2 Creation of Sky Correction Frames

For creation of one or more sky illumination correction frames the command (SKYCOR/CCD)
is available. Similar to other corrections, sky frames will first be processed according to
the processing keywords (SC_SCAN, SC_TRIM, SC_PXFIX, SC_BSCOR, SC_DKCOR, SC_FFCOR).
After this calibration step, the command will smooth the reduced sky frame(s) to create
the final sky illumination frame(s).

Input for the command can be either a single sky frame, or the Association Table
containing a column with the names of the master sky frames. In the first case the output
is, obviously, a single illumination frame. In case the Association Table is given as input
the name of the output frame names will be the names of the input frames extended with
‘21117, In addition, the illumination frames will be stored in an illumination column in
the Association Table. This column can be used in the pipe line processing of the science
frame. Default input is taken for the keyword CCD_IN. Smoothing parameters are taken
from the the IL_... keywords, which are listed in Table 3.9.

After the illumination frame has been created, one can multiply the original flat field
by the illumination frame, resulting in an adjusted flat field. This approach clearly has the
advantage of speeding up the calibration process since it requires one calibration frame
and two computations (scaling and dividing the illumination correction) less. The output
frame is called sky flat. It is the flat field that has been corrected to yield a flat sky when
applied to the observations.

Having done this, this sky flat can be used as the final one. How good this new flat
field is can be checked by correcting the blank sky once more, using this sky flat. If the
result isn’t satisfactory one can try to play with the smoothing parameters, or else ask for
help of an experienced observer.

To create the sky flat fields the command SKYFLAT/CCD is available. As input it takes
the blank master sky frame, processes it if needed, and creates the output sky flat from
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the smoothed processed sky and the appropriate flat field. The smoothing parameters are
stored in the keywords displayed in Table 3.9. The way the command works is identical
to the command SKYCOR/CCD. The default names of cutput sky flats are the same of the
original master flat field frames. Hence, the input master flat fields, use to flat the master
sky frame, will be overwritten.

3.10.3 TIllumination Corrected Flat Fields

A second method to account for illumination problems in the flat fields is to remove the
large scale pattern from the flat field itself. This is useful if there are no reasonable blank
sky calibration frames and the astronomical exposures are evenly illuminated but the flat
fields are not. This is done by smoothing the flat field frames instead of blank sky frames.
As with using the sky frames there are two methods, creating an illumination correction
to be applied as a separate step or fixing the original flat field. The smoothing algorithm is
the same as that used in the other illumination commands. The commands to make these
types of corrections are ILLCOR/CCD and ILLFLAT/CCD. The usage is virtually identical to
the previous sky illumination correction commands. Obviously, after having obtained the
illumination corrected flat field it is reasonable to replace the original flat fields by the
corrected flat fields in the reduction table. Like is the case of SKYCOR/CCD, by default the
command ILLFLAT/CCD will replace the original flat field by the illumination corrected
one.

3.10.4 Fringe correction

The fringe correction should be made from regions of really empty sky. For that the sky
frames should be combined such that cosmic rays and faint stars are eliminated. Hereafter,
by smoothing the frame determine the average intensity level and subtract this value for
the frame. After all objects have been removed from this sky frame the frame is essentially
zero except for the fringe pattern. The frame is scaled to the same exposure time as the
science frame and then subtracted. Because the night sky lines are variable, matching
the fringe amplitude to the one in the science frame may not be as straightforward as
expected, but should be possible with robust estimation.

3.10.5 Bad Pixel Correction

The CCD package includes possibilities, before doing the actual calibration step(s), to
correct for bad pixels in the CCD calibration frames. This correction is applied via the
command FIXPIX/CCD and based on existing MODIFY commands. Except for the input and
output frame the FIXPIX/CCD command accepts two more parameters in the command
line: the correction method to be applied and the MIDAS containing the bad pixel(s)
of bad pixel areas(s). Default value for these two parameters are stored in the keywords
FX_ METH and FX_FILE. In addition to these keywords three other keywords exist to control
the correction procedure: FX_FACT, FX _FPAR, and FX_NOISE. The use of these keywords
depends on the correction method applied.
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Currently, the required format of the table file depends on the correction method to
be applied. Below you can find a listing of the method available and with FX_ keywords
involved.

e method area (MIDAS commands MODIFY/AREA):
parameter degree taken from keyword FX FPAR(1);
parameter constant=0.

e method pixel (MIDAS command MODIFY/PIX):
parameter arfacts taken from keyword FX_FACT;
parameter xdeg,ydeg,niter taken from keyword FX_FPAR;
parameter noise taken from keyword FX_NOISE.

e method column (MIDAS command MODIFY/COLUMN):
parameter col_type=V.

e method row (MIDAS command MODIFY/ROW):
parameter row_type=V.

3.11 Mosaicing of Frames

In particular in the IR range of the spectrum but also in the optical the user may want
to combine several reduced science frames into a mosaic. To support this, the CCDRED
context contains five mosaicing commands.

In order to align or match a number of images the user first has to run the command
CREATE/MOSAIC. This command creates a master frame containing all input frames to be
aligned and intensity matched as sub rasters. The order in which the sub rasters are put
in the mosaic image is determined by a number of keywords all starting with ‘MO_’. E.g.
the keyword MO_CORN determines the origin of the mosaic. Apart from the mosaic image,
CREATE/MOSAIC also creates a MIDAS table containing all relevant information about the
subrasters in the mosaic image and the ways it was created.

Using the mosaic frame and the database table, one can now do the alignment or
alignment and matching of the sub raster. The alignment can be done by the command
ALIGN/MOSAIC, the matching by two commands: MATCH/MOSAIC and FIT/MOSAIC. To be
successful these commands need additional information were the images have to be glued
together. The commands ALIGN/MOSAIC and MATCH/MOSAIC accept that information in
three different formats: a fixed shift, a table with the x and y shifts for each subraster,
or a table of common objects. The command FIT/MOSAIC only needs the database table
that should contain the shifts per subraster.

The command SHIFT/MOSAIC is created in order to support the selection of common
objects in adjacent subrasters. This command can be used to create a MIDAS table
containing these objects and that can be used as input for the commands ALIGN/MOSAIC
and MATCH/MOSAIC.

The keyword setting for the mosaicing can be inspected by the command SHOW/CCD
MD. Changes can be done by the SET/CCD command. Below follows an overview of the
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mosaicing keywords and their default settings. The help files of the five commands give
the full details.

rKeyw01-d Options Default Description ]
MO_SEC coord. [<,<:>,>] section for statistics
MO_SUBT yes|no no subtraction option?
MO_CORN 1l|lr|uljur 1l type of function to fit
MODIREC row|column row add subraster row/column wise
MO_RAST yes|no no add in raster pattern
MO_OVER integer 1,1 space between adj. frames
MO_INTER interpolant lin interpolation method
MO_MNPX integer 0 minimal number of pixels
MO_TRIM integer 1,1,1,1 trim columns and rows
MO_NUL real NULL(2) value for rejections

Table 3.10: CCD keywords for mosaicing

3.12 Miscellaneous

Besides the standard product described in the previous sections, a number of additional
commands is implemented or will be considered and implemented later. E.g. within
MIDAS a command to remove cosmic rays already exists. Hence, this command can be
implemented in the standard CCD pipeline procedure.

After the data have been calibrated, one might need to combine a number of science
frames into a combined frame. A tool for doing this should correct for possible differences
in sky background, exposure time, positions, etc. In a previous version of the CCD context
such a tool did exist. We might consider porting this tool to the new CCD context.

3.13 Commands in the CCD package

Below follows a brief summary of the CCD commands and parameters for reference. Ex-
cept for the already existing command FILTER/COSMIC, the commands in Table 3.11 are
initialized by enabling the CCD context with the MIDAS command SET/CONTEXT CCDRED.
Parameters will generally obtained from the CCD keywords; however some of the keyword
settings can be overruled by specifying them on the command line.
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HELP/CCD

LOAD/CCD
SET/CCD
SAVE/CCD

SHOW/CGCD

[keyword]
provide help information for a CCD keyword

INITIAL/CCD  [name]

initialize the ccd package

[instr]

load telescope/instrument specific default
keyw=value [...]

set the CCD keywords

name

save the keyword settings

[subject]

show the CCD keyword setup

Table 3.11: CCD commands
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REDUCE/CCD

COMBINE/CCD

[in_spec] [out_frm] [proc_opt]

(partial) calibration of one or more science frames
exp_type [in_spec] [out_fram)]

combine CCD frames using catalogue input

OVERSCAN/CCD
TRIM/CCD
FIXPIX/CCD
BIAS/CCD
DARK/CCD
FLAT/C:CD
ILLUM/CCD

FRINGE/CCD

in fram outfram [sc_area] [mode]

fit bias offset in the overscan region and correct
in_fram out_fram [im._sec] [del flg]

extract the useful data fro the ccd frame
infram out_fram [fixfile] [fix_meth]

correct bad pixels using a pixel file

in_fram out_fram bs_fram

correct input frame for the additive bias offset
in_fram out_fram dk_fram

correct the input frame for additive dark offset
in_fram out_fram ff_fram

do a flat fielding of the input frame

infram out_fram il_fram]

do an illumination correction of the input frame
in_fram out_fram fr_fram

do a fringe correction of the input frame

FRCORR/CCD
ILLCORR/CCD
ILLFLAT/C:CD

SKYCORR/CCD

[in_spec] [out_spec] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip] [losig,hisig]
make fringe frame

[in_spec] [out_fram] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip] [losig,hisig]
make flat field illumination correction frame(s) (TBD)

[in_spec] [out_fram] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip] [losig,hisig]
make illumination corrected flat field frames (TBD)

[in_spec] [out_fram] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip] [losig,hisig]

make sky illumination correction frame(s)

SKYFLAT/CCD [in_spec] [outfram] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip] [losig,hisig]
apply sky observation to flat field

ALIGN/MOSAIC infrm in_tab out_frm method,data [xref,yref] [xoff,yoff] [x_size,y_size]
align the elements of the mosaiced frame

CREATE/MOSAIC  in_cat out_frm out_tab nx_sub,ny_sub
mosaic a set of (infrared) ced frames

FIT/MOSAIC infrm in.msk in_tab out_frm [match] [nxrsub,nyrsub)] [xref,yref] [x_size,y_size]

MATCH/MOSAIC

SHIFT/MOSAIC

align and match the elements of the mosaiced frame
inAfrm in.tab out_frm method,data [match] [xref,yref] [xoff,yoff] [xsize,y_size]
aign and match the elements of the mosaiced frame

out_tab [curs-opt] [csx,csy] [clear_opt]

get x and y shifts of subrasters in the mosaiced frame

Table 3.12: CCD command continued
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Chapter 4

Object Search and Classification

This chapter describes the use of commands which produce an inventory of astronomical
objects present in an analysed two dimensional image. The end product is a list of objects
classified as stars or galazies and containing also parameters such as various kinds of
‘magnitudes, sizes, some characteristics of image shapes, and optionally also cleaned one—
dimensional image profiles. These commands taken together constitute what is known as
the INVENTORY program. They belong to the INVENT context which can be activated with
the help of the command: SET/CONTEXT INVENT.
, The programs described here were developed by A. Kruszewski during several visits
to ESO in the last years. Most of the documentation below was written by him and has
only slightly been modified since then. Users are kindly asked to refer all detected incon-
sistencies of the 1mplementat10n of the package in MIDAS to the ESO-Image Processmg _

Group.

4.1 General Information

INVENTORY has been originally designed as a medium speed and medium accuracy
universal program for finding, classifying, and investigating astronomical objects on two—
dimensional image frames in a way that is as automatic as possible. In a course of further
development, both speed of execution and attainable precision have been improved, and
the package differs from other related programs mainly by its tendency to minimise the
amount of time spent by a user on interactive work at the terminal. Though it can be
used for most of the relevant applications, INVENTORY is best suited for analysing numerous
similar frames, like in cases of surveys or variable stars observations. It is also convenient
for a first look preview of the material that will be analysed with more elaborate methods.
It is not recommended for users who are not willing to give up the possibility of interactive
control.

A major requirement imposed on INVENTORY was that it should be able to classify
detected objects into stars, galazies, and image defects.

Note
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While it is possible to run INVENTORY for the first time without many prepara-
tions, achieving good results requires some experience. The program runs in an
automatic mode when some parameters are set to proper values. Different ap-
plications may require different values for these parameters. Using INVENTORY
with a new kind of material requires some preparation and trial runs are neces-
sary for adjusting the parameters. The time spent on tuning up the program is
well paid off when there is a sufficiently large number of objects and/or frames
so that the use of other techniques would be much more time consuming. The
tuning up may be difficult in a crowded field with many overlapping objects,
or in a case where there are big bright galazies. On the other hand the use
of INVENTORY should be relatively easy when the investigated field is populated
mainly by not too densely packed stars.

These photometric packages which aspire to high accuracy of results have to solve the
problem of deblending of overlaping images. In its base mode INVENTORY does it in a
fast but approximate way. A somewhat more accurate deblending of stellar objects using
one—dimensional point spread function is now optional. Two dimensional point spread
function fit, its extension to strongly undersampled images, and more precise deblending
of galaxies are in preparation.

The program is functionally divided into three discrete steps. It will be possible to
perform these steps using the commands: SEARCH/INV, ANALYSE/INV, and CLASSIFY/INV.
The additional commands SHOW/INV and SET/INV serve for displaying and updating values
of the INVENTORY keywords.

Before using INVENTORY commands it is necessary to give command SET/CONTEXT INVENT.
It may be convenient to include this command into the login.prg file.

The (optional) SEARCH/INV command prepares a preliminary list of objects. The
SEARCH/INV can be omitted once we have a list of objects with accurate positions
in a MIDAS table format. 4

The ANALYSE/INV command evaluates and updates an input list of objeéts. It can be
used in a VERIFY or NOVERIFY mode. In VERIFY mode, the ANALYSE/INV command
verifies the used table of objects. Some entries are deleted but usually a larger number
of new ones are added. The objects positions are improved. In NOVERIFY mode this
verification process is omitted. In both modes the ANALYSE/INV command calculates
several image parameters, which can be used as final results and/or as input to the
CLASSIFY/INV command.

The CLASSIFY/INV command uses the output table produced by the ANALYSE/INV
command for dividing the objects into stars, galazies and spurious objects. It accepts
only input of MIDAS table files that have been produced by ANALYSE/INV.

4.2 What Data Frames can be Used?

Practically all kinds of astronomical images, containing a number of stars and /or galaxies,
can be treated with the INVENTORY commands. Up to now INVENTORY has been used
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or tested on data from the following instruments: Schmidt plates, CCD—frames taken
with several telescopes, direct unaided and electronographic plates taken with the ESO
3.6m telescope.

The applicability of INVENTORY commands is limited to frames that contain more than
say 100 and less than 8000 objects. The lower limit concerns a single frame. If one has
a number of frames each containing 20 or even a smaller number of objects, it is still
worthwhile to use INVENTORY. A CLASSIFY/INV command requires:

e at least 20 stars and 20 galaxies to work at all, and
e at least 100 objects on a good clean CCD-frame, or
e at least 300 objects on a Schmidt frame

in order to work well. The upper limit is set by the dimensions of some internal arrays.
Frames containing more than 8000 objects should be divided onto smaller subframes to

be run separately.

Note

The CPU time required depends approzimately linearly on the total number of
pizels and on the total number of found objects (including defects). The demo
frame with little over 100000 pizels and 200 objects needs 12.4, 10.7, and 2.5
sec of CPU time for executing the SEARCH/INV command, the base version of
ANALYSE/INV command, and the CLASSIFY/INV command respectively with the
use of the ESO VAX 8600 computer.

4.3 Procedures to Follow |

The user is advised to start working with this new kind of observational material by
applying commands to small regions of an investigated frame in order to properly tune
control parameters. This should help to obtain good fast results and in effect could also
save a lot of time.

4.3.1 Preparing Data Frames

Data frames to be run with INVENTORY commands should be clean. It is desirable that
they do not contain any dark spots situated close to objects. This could result in an
unpredictable outcome! Bright spots are less dangerous. They are partly detected by
the SEARCH/INV command, but the CLASSIFY/INV command usually classifies them as
defects, unless they look like galaxies. Unwanted frame defects can be removed using the
MODIFY/PIXEL command. Frames that have not been properly cleaned or even frames
which have not been cleaned at all can also be used but the user should in this case check
visually which objects may -be affected by defects. -

Irregular or sloping background is not a problem. One has only to know if background
variations are related to changes in sensitivity or are caused by some additive factor.
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Depending on what is the case, the keyword FIELDVAR should be set to 0 (sensitivity
changes) or to 1 (additive factor - default).

Unused parts of CCD-frames should be removed with the help of the EXTRACT/CCD
command. There is a problem when valid data is on a circular image. In this case it is
convenient to set the unused part of a frame to the value close to the average background
value or to the value of low cut. This can be done with the help of a properly shaped
mask. The same holds true for other cases of non-rectangular images.

When more than one frame of the same field is analysed, it is convenient to align all
frames to common physical coordinates. This can be done by using commands such as
CENTER, ALIGN, or REBIN. _

When a user plans to manually select the standard stars for point spread function
determination, he should identify these stars by means of MIDAS command GET/CURSOR
STARS/DES before using the ANALYSE/INV command.

4.3.2 Setting the Low and High Cuts

Great attention should be paid to proper settings of the low and high cuts. They were
previously entered as a parameter of the NORMALIZE/IMA command. Now only the original
frame is used and it is not truncated by the applied cuts. The program needs proper
values of cuts in order to avoid using incorrect data. In order to find acceptable values of
cuts one has to redisplay an image several times with varying values of display cuts. One
can, in this way, fix low cut as a level just below all the good data with only bad pixels
having smaller values. High cut should be placed below the saturation level. The data
may be distorted even at some distance from the saturation level and the program tries
to take this into account. Therefore, in a case where none of the frame stars are saturated
the high cut can take any value, that is to say, at least twice as large as the highest pixel
value for any stellar object. ' ‘

As the frames need not be normalised, low and high cuts should be entered in the same
units as pixel data.

4.3.3 Setting the Keywords used by SEARCH/INV Command

Besides LHCUTS there are a number of other keywords used by the SEARCH/INV command
that can be set using the SET/INV S command. Each of them will be discussed here in

turn.

TRESHOLD — This keyword sets a limit on central brightness of ob jects to be found. It
is expressed in measurement units. It is recommended to set a rather high value at the
beginning, then execute SEARCH/INV and inspect an output frame on the image display
with the detected objects marked by means of the LOAD/TAB command. A few tries
with decreasing values of TRESHOLD should be enough to find a correct value. Using
too low a value of the limiting threshold may result in an abnormally long execution

time.
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HALFEDGE — This keyword determines a size of a subarray that is used for calculating
local sky background level. That initial local background is used for detection purposes
only. Therefore such a subarray should be a few times larger than visible sizes of faintest
or most common objects. The value of HALFEDGE corresponds to a number of pixels
in horizontal or vertical direction between the central pixel and an edge of a subarray.
The resulting dimension of the subarray is (2 x HALFEDGFE + 1)?. For example if
HALFEDGE = 10 then the subarray size is 21 x 21 pixels. The allowed range of
values for HALFEDGE is from 4 to 50. :

PAIRSPRT — This keyword controls the minimum separation of detected double objects.
It gives the smallest allowed separation in pixels between two catalogued objects. It
can be set with the help of inspecting examples of double objects in an analysed frame
on the zoomed image display. It cannot be smaller than 2.

MULTDTCT — This keyword is similar to PAIRSPRT but plays a different role. It is
used only in the SEARCH/INV routine when combining multiple detections of the same
object. Usually it is best to have the values of PAIRSPRT and MULTDTCT close
to each other, but in some cases (e.g. when there is a prominent spiral galaxy in a
frame) it is useful to have MULTDTCT two or three times larger than PAIRSPRT. At
the beginning, it may be set equal to PAIRSPRT, and increased when there are still
multiple detections of a single object in an output from the ANALYSE/INV command.

BRGTCTRL — Many spurious faint objects are detected around very bright ones when
this keyword is set to 0. Increasing it helps to eliminate spurious objects. Too large a
value may result in disapearance of some real objects.

NETHEDGE — Half edge of the regions used to determine preliminary sky background
in a net of regions. '

SKYDETER — Sets accuracy of the sky background determination.
FILTER — Sets slevel of bright pixel filtering.

MARGINS — Sets the width in pixels of frame margins where no object detection is
made. Previously it was identical with HALFEDGE.

The command SET/INV S concerns only the most often changed keywords. All the key-
words connected with the searching routine can be updated with the help of the command
SET/INV S A. Here are the additional keywords:

PHYSICAL — Tells if searched area is defined by physical coordinates.
IJBORDER — Sets limits of the investigated area.
XYBORDER — Limits of investigated area in physical units.

CTRLMODE — Controls calculation of sky background. The modal value of the pixel
distribution is returned when this keyword is set to 3.0 (default). Repetitively clipped
mean is returned if it is set to 0.0.
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CVFACTOR — Controls iterations at calculating sky background.
SGFACTOR — Clipping factor at calculating sky background.

ELONGLMT — When several detections have been joined into a single object, then such
configuration of detections is tested for elongation and this keyword sets a limiting
elongation beyond which an object in question is tested for duplicity.

YFEACTOR — The test for duplicity is based on a scan along the major axis of detections
. configuration, in a rectangle with the ratio of its sides set by this keyword.

DFVALLEY — This sets how deep a minimum must be present in such a scan for assum-
ming object duplicity.

4.3.4 Executing the ANALYSE/INV Command

The ANALYSE command offers a number of options for its execution:

In default VERIFY mode the ANALYSE/INV command assumes that the input table has
relatively inaccurate identifications and positions of objects as in the case of the output
from the SEARCH/INV command. Consequently it will verify the reality of each object

“and will improve its position. Many objects will be removed from the list and some
others will be added.

In NOVERIFY mode this verification process will be omitted. In NOVERIFY mode the
program assumes that columns with labels X and Y contam precise object x and. y
coordinates. :

Use of preset isophotal radia. It is also possible to read preset sizes of an isophotal radius
(in pixels)from an input table for each object. In order to use this facility one has to set
the keyword ISOPHOTR, to 1 and ensure that the input table column with isophotal
radii has the label :RAD_ISO.

Creating an output table is activated by giving its name in the command line.

4.3.5 Setting the Keywords used by the ANALYSE Command

Several keywords can be set with the help of the SET/INV A command. This command
also displays some keywords that have already been used by the SEARCH/INV command.
For your convenience these keywords are the same as those used in SEARCH/INV. Below
the additional keywords are listed as well as those already described above:

LHCUTS — See SEARCH/INV
THRESHOLD — See SEARCH/INV
HALFEDGE — See SEARCH/INV
PAIRSPRT — See SEARCH/INV
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ANALITER — Default value of this keyword equal to 0 corresponds to the case that
only the base version of the command ANALYSE/INV is used. Any positive value sets
the number of additional iterations. In each of these iterations the contributions from
stellar neighbours are subtracted using the empirical one-dimensional point spread
function. In order to obtain error estimates in the output table (columns 24 to 26) the
value of this keyword should be greater than 0. In addition, the extend of the 2-dim
psf has to be defined (keyword FULLPSF, see below).

PRFLCTRL — Number of central points of the Point Spread Function that are adjusted
by the program. It is done automatically when a positive number is given. The
program assumes the existance -of the descriptor STARS in the input image frame
with positions of standard stars when a negative number is given. :

CLASSPAR — Maximum absolute value of relative gradient for considering the object as
a star.

ZEROMAGN — Zero point of magnitudes. Should be set in accordance with the value
of the keyword EXPRTIME. '

EXPRTIME — The units of the exposure time should be consistent with the value of the
keyword ZEROMAGN. May be set to 1 if the knowledge of exposure time is irrelevant

STMETRIC — Radii in pixels of two concentric circular apertures used to measure aper-
ture magnitudes. The second of these circular apertures defines also an area over which
the convolved magnitudes are calculated.

FILTER — See SEARCH/INV
UNITS — Switch between background units (0) and instrumental units (1)
MARGINS — See SEARCH/INV |

" Additional keywords are displayed for updating after giving the command SET/INV A
A. Only those that have not been described already will be listed here.

FULLPSF — Specifies the extend in pixels of 2-dimensional p.s.f.
UNDRSMPL — Specifies the undersampling factor.

OUPROFIL — Specifies a number of pixel spaced points of one-dimensional intensity
profile of objects to be recorded in output table.

PHYSICAL — See SEARCH/INV
- IJBORDER — See SEARCH/INV

XYBORDER — See SEARCH/INV
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BRIGHTOB — Helps to remove faint spurious objects close to bright ones. It may dis-
tort central parts of objects, therefore it should be disabled by setting it to 0 when
photometric accuracy is at issue. Default is 0.

PRFLCLNG — Parameters used for profile cleaning.

ISOPHOTR — If set to 1 then the program expects to find isophotal radii of all objects
in a column of an input table with label RAD_ISO. Relevant only in NOVERIFY option.

Default is 0.

ETAFUNCT — Petrosian n—-function. Used in measuring the Petrosian magnitude and
radius. ’ '

NEBLIMIT — Relevant for dense configurations of galaxies. Prevents, when set to a
positive value smaller than unity, faint galaxies from obtaining abnormally large sizes.
Should be set to zero (default) in most other applications.

SPROFIL1 - SPROFIL5 — First 25 points of the initial one-dimensional Point Spread
Function.

4.3.6 Helpful Hints

The keywords EXPRTIME and ZEROMAGN set the zero point for magnitudes. An
independent calibration is necessary for adjusting them properly.

The keywords STMETRIC and ETAFUNCT should be set whenever one wants to use
the corresponding aperture or Petrosian magnitudes. :

Handling the keywords SPROFIL1 — SPROFIL5 and PRFLCTRL requires some care.
The program automatically determines a Point Spread Function when it gets proper initial
values from the keywords SPROFIL. Initial values may be wrong by 0.1 each, and the
program still can converge to the right Point Spread Function. In the case of rich stellar
fields the automatic Point Spread Function determination usually gives excellent results
even with drastically wrong initial values. However in frames which contain more galaxies
than-stars, the automatic procedure tends to return an average profile of galaxies rather
than the Point Spread Function. The same may happen when the initial values are too
small for fields with a moderate number of galaxies. '

In order to check whether the Point Spread Function is correct, it is possible to use the
MIDAS PLOT/TABLE commands to plot the dependence of the relative gradient on isophotal
magnitude. When the Point Spread Function is correct, the stars will cluster around a
(relative gradient = 0) line. If not, then the stellar sequence is shifted, usually upwards,
and most often it is not longer linear. The value of the average shift of the stellar sequence
should then be added to the first few points of obtained Point Spread Function, which is
displayed on the terminal screen and written into the image frame descriptor DPROFILE.

If there are difficulties in finding the initial Point Spread Function one can use the
mantal mode for choosing objects to determine the Point Spread Function. The keyword
PRFLCTRL should then be set to a negative value, and an input frame should contain the
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descriptor STARS with standard star coordinates. The descriptor STARS with positions
for up to 200 stars is produced as follows:
Get an input image frame onto the image display screen.

Set cursor box: cursors on, |Track] off, |Rate ' on.

Type: GET/CUR STARS/DESCR. The cursor appears on the screen.
Point the cursor to the selected star and press .

e After recording all standard stars, set cursors off and press button once more.
Now the frame is ready for the ANALYSE/INV command with keyword PRFLCTRL

set to a negative value.

When selecting stars with the cursor, you should also use very bright saturated stars.
The program can handle them properly, and they are very useful in extending the range
of the Point Spread Function determination. However, in the case of CCD~frames the
program does not yet know how to deal with saturated vertical columns that spread out
from the central regions of bright stars. Therefore, in the case of CCD—frames, only stars
without saturated vertical columns should be used.

Note

No method of determining the Point Spread Function can be successful when
the data has not been properly transformed into intensity units.

The used point spread function is written as a descriptor DPROFILE into the input
image frame. This descriptor is modified whenever ANALYSE/INV is run with keyword
PRFLCTRL not equal to zero. The program looks for an initial point spread function
into that descriptor at first and it uses data from the keywords SPROFILx when the
descriptor DPROFILE is absent.

4.3.7 In Case of Trouble

It may happen that program execution is aborted or that the output is clearly wrong. In
most cases it is caused by setting wrong values for keywords. Check carefully whether key-
word values look reasonable. If there is no obvious mistake made in setting the keywords,
run the ANALYSE/INV program again using the DEBUG option. This can be done by using
DEBUG as one of the parameters of the ANALYSE/INV command line. A lot of information
will be displayed for each object. It is possible to follow the program flow and to see
how the cleaning of blended images is done. Because of the large amount of information
displayed, using the DEBUG option is feasible only for very small frames. Identify on the
image display the region which gives most of the trouble such as not detecting obvious ob-
jects, failure to resolve pairs, or multiple detections of single objects, and use the EXTRACT
command to create a subframe of dimensions between 50 x 50 and 150 x 150 pixels with’
up to 10...20 objects. Then use the command SEARCH/INV and finally ANALYSE/INV with
the DEBUG option and try to find out, based on the displayed data, what the source of the

trouble is.
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Displaying data concerning a particular object starts with its identification number,
and its pixel coordinates. Next comes three kinds of information, each consisting of 80 val-
ues. They are arranged in eight columns. The first presents a profile in eight octants. Each
column corresponds to a particular octant, starting with an octant pointing to the right
and going counter clockwise. The first row gives the value of the central point. The second
kind of 80-values array uses only four first columns. The first column gives average profile,
the next three give the first three amplitudes of Fourier expansion of the objects profile
over the octants. In both these cases data has been divided by background and multiplied
by 1000 for easier management of displays. The third kind of an array contains only 0
and 1. This array indicates how the object was cleaned. The value of 0 indicates that the
actual data is used. The value of 1 means that the data is interpolated. The arrangement
of columns and rows is the same as in the case of displaying the profile. Only the row
corresponding to the central point is missing.

After intermediate data.is displayed for all objects, the final results are shown. They
are presented in three separate chunks of data for each object. The first gives ID, 2-
coordinate, y—coordinate, distance to nearest other object, extent of unblended central part,
approzimate radius of an object, and radius of saturated part of an image, all except ID
expressed in pixels.

The second gives data that is stored in an output table. A list of table column numbers
and labels can be used for identifying displayed quantities. Data from columns :IDENT,
:NR_OTH.0BJ, and :AR is not presented here, as it has been previously displayed.

The third gives first 21 points of one—dimensional profile.

4.3.8 The Classification

The command CLASSIFY/INV performs a classification of listed objects on stars, galazies,
members of a broad class of -defects, and unclassified—mostly very faint—objects. Only the
table produced by the ANALYSE/INV command can be used as input for the CLASSIFY/INV
command. An additional column containing the result of the classification will be ap-
pended to this table. The user can have some influence on the resulting classification by
setting few keywords. In some cases it is known beforehand what kind of objects predomi-
nate at the faintest magnitudes where accurate classification is impossible. Proper setting
of keywords CLASSPAR and DISTANCE can accomplish subjective segregation of the
faintest objects into stars and galaxiés. The results of classification are reliable only for
objects that are considerably brighter than the limiting magnitude.

The following additional keywords can be set with the help of the SET/INV C command:

BRGHTLMT — This keyword controls the division of objects into “bright” and “faint”.
Different algorithms are used for classifying these two groups. The value of this keyword
is expressed in magnitudes and should be fainter than the saturation limit.

DISTANCE — This keyword controls convergence of an iterative classification process.
Usually the value of 30.0 is sufficiently good. It may be changed when the iterations

fail to converge.
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ITERATE — Sets conditions for terminating iterations. Each iteration usually changes
the classification of some objects. The number of such changes is evaluated and com-
pared with the first value of this keyword, and iterations are terminated when the
number of changes is not larger than the value of the keyword.

The second value of this keyword gives the allowed number of iterations. Recommended
values are 0,20. It happens sometimes that iterations converge initially into a proper
solution, but fail to stop and begin to diverge at an accelerating pace: It is good in
such cases to increase the first component and to decrease the second value of the

keyword ITERATE.

CLASSPAR — This keyword controls the selection of “seed objects”, which teach the
program how typical stars and galaxies look. This selection is done on the isophotal
magnitude versus the relative gradient diagram. There are three parameters. The
first sets a half-width of a band centered on relative gradient = 0.0, and extends from
bright objects down to a limit set by the third parameter, which gives the difference of
magnitudes between this limit. and the detection limit. The second parameter sets an
upper limit of the relative gradient for selecting a seed galaxy. Recommended values
are 0.05, -0.15, 1.0.

4.4 Description of INVENTORY Keywords

There are several keywords in the context keyword area which hold the values of parameters
which control the performance of INVENTORY. They are listed here. Additional information
is also supplied (separated by slashes): Keyword type — Integer (I) or Real (R) — and
the maximum number of values stored by a keyword. A description is added following
each keyword.

ANALITER — Default value of this keyword is equal to 0 and corresponds to the case that
only the base version of the command ANALYSE/INV is used. Any positive value sets
the number of additional iterations. In each of these iterations the contributions from
stellar neighbours are subtracted using the empirical one-dimensional point spread
function. '

BRGHTLMT/R/1 — Divides objects into bright and faint for classification purposes.
Should be close to the magnitude corresponding to the beginning of saturation effects.

BRIGHTOB/R/1 — Parameter, which helps to remove spurious faint components of large
bright objects. May modify central parts of real objects. Should be disabled by setting
to zero when photometric accuracy is important.

BRGTCTRL/1/1 — Many spurious faint objects are detected around very bright ones
when this keyword is set to 0. Increasing it helps to eliminate spurious objects. Too
large a value may result in disapearance of some real objects.

CLASSPAR/R/3 — Controls the selection of seed objects for classification. The first
component defines half-width of stellar objects band in a magnitude versus relative
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gradient plot. The second value sets an upper limit for relative gradient for seed
galaxies. The third component tells how much brighter in magnitudes the seed objects
should be in relation to the limiting magnitude. All three components are used in
CLASSIFY/INV. The first component is also used in ANALYSE/INV for picking out objects
similar to stars.

CTRLMODE/R/1 — Controls the calculation of sky background with the help of the
subroutine MODE. This subroutine returns the modal value of the pixel distribution
when CTRLMODE is set to 3.0. Repetitively clipped means it is returned when

- CTRLMODE is set to 0.0, with some saving of the execution time.

CVFACTOR/R/1 — Stops iterations in subroutine MODE, when the difference between
the last two iterations for mode is smaller than the last ¢ multiplied by CFCT. Recom-
mended value is 5.0. Smaller values increase execution time with only little improve-
ment of accuracy. Larger values may harm the accuracy.

DEBUG/I/1 — us used ti invoke debuging outputs.

DFVALLEY/R/1 — Required depth of valley between two components that is necessary
for accepting them as two separate objects. Recommended value is 0.02.

DISTANCE/R/1 — Limiting distance in a parameters space for including object in a
particular class of objects. Used in CLASSIFY/INV

ELONGLIM/R/1 — Image elongation above which an object is checked for duphCItv
Recommended value is 0.25.

ETAFUNCT/R/1 — Petrosian n-function used in the determination of the Petrosian
radius and Petrosian magnitude. Berkeley astronomers are using a value of 2.0. When
working with many automatically detected faint objects this large value often fails
to give consistent results for all objects. Therefore a smaller value, such as 1.5, is
recommended. The value 1.39 corresponds roughly to de Vaucouleur’s definition of
“half luminosity radius”.

EXPRTIME/R/1 — Time of exposﬁre expressed in units referred to in keyword ZERO-
MAGN. :

FIELDVAR/I/1 — Concerns the character of variations of sky background. It is set to 0
when these variations are additive. It is 0 when they are due to sensitivity changes.

FILTER/R/1 — Sets slevel of bright pixel filtering.
FULLPSF/I/1 — Extend in pixels of 2-dimensional p.s.f.

HALFEDGE/I/1 — Defines size of a subarray that is used for calculating local sky back-
ground, and for profile analysis. It is equal to a distance, measured in pixels, be-
tween the central pixel and an edge of a subarray. The size of a subarray is equal to
(1+ 2 x THED)? THED cannot be larger than 50, so that the maximum size of a
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subarray is 101 x 101 pixels. Objects of interest should be smaller than the subarray.
If the value 50 is too small, then the image should be squeezed. Minimal value is 4.
Recommended value for most of applications is between 8 and 12.

IJBORDER/I/4 — Sets limits of the investigated area.

ISOPHOTR/1/1 — Controls use of outside values of isophotal radia. When set to 1, then
isophotal radia are read from column RAD_ISO into an input table. It is useful when

measuring colours of galaxies.

ITERATE/1/2 — Condition for terminating iterations during classification and allowable

number of iterations.

LHCUTS/R/2 — Low and high cuts applied for more correct treatment of bad pixels and
saturated regions. The low cut should be smaller than any valid data. The high cut
should be little less than the image saturation level. It is advisable to look carefully at
images of bright stars with the help of the image display in order to set a high cut.

MARGINS/I/1 — Width in pixels of frame margins where objects are not detected.

MULTDTCT/R/1 — Allowed separation of pixels at multiple detections. Individual de-
tections separated not more than by MULTDTCT pixels are treated as the same
detection.

NEBLIMIT/R/1 — Used in cases when faint members of clusters of galaxies pretend to
be very large. In all other cases should be disabled by setting to zero.

NETHEDGE/1/1 — Half edge of the regions used to determine preliminary sky back-
ground in a net of regions.

OUPROFIL/I/1 — Sets number of pixels spaced points of objects’ profiles recorded in
output table.

PAIRSPRT/R/1 — Allowed minimal sei)aration of double objects expressed in pixels.
Should be little larger than the size of the seeing disk.

PRFLCLNG/R/3 — Parameters used for profile cleaning.
PHYSICAL/I/1 — Tells if searched area is defined by physical coordinates.

PRFLCTRL/I/1 — Gives the number of central points of the standard Point Spread
Function to be updated by program. Input profile as given by keywords SPROFILx
and is used when PRFLCRTL is 0. N central points are updated with the help of stars
selected by program when PRFLCRTL is +n, and the program will ask for selecting
stars with the help of the cursor when PRFLCRTL is —n. Usually 5 or 6 is sufficient.
May depend on frame origin, seeing and pixel size.

SGFACTOR/R/1 — Factor used to set clipping limits in subroutine MODE. Recom-
mended value is 2.0. :
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SKYDETER/I/1 — Sets accuracy of the sky background determination.

STMETRIC/R/2 — Radii of two circular apertures used to determine aperture magni-
tudes. They are expressed in pixels.

SPROFIL1/R/5 — SPROFIL5/R/5 — Innermost 25 points of one dimensional logarithmic
differential Point Spread Function. The spacing of entries is by one pixel. Each k~th
value is equal to decimal logarithm of k-1 value of the stellar Point Spread Function

divided by its k—th value.

TRESHOLD/R/1 — Limiting threshold above sky background level used at object detec-
tion and at calculating isophotal magnitudes and sizes. It is expressed in units of sky
background. Too low a value results in many spurious detections and corresponding
long execution time. It is advisable to start with a relatively large value of TRESH-
OLD and check it on a small part of a frame defined with the help of the EXTRACT

command.
UNDRSMPL/1/1 — Undersampling factor.
UNITS/1/1 — Switched between background units (0) and instrumental units (1)
XYBORDER/R/2 — Limits of investigated area in physical units.

YFACTOR/R/1 — The ratio of “Y” to “X” dimensions of a box used at duplicity check.
Recommended value is 0.6.

ZEROMAGN/R/1 — Sets a zero point of magnitudes. Its use is controlled by keyword
MGNTCTRL.

4.5 Formats of Tables

Intermediate inputs for and outputs from the INVENTORY package are stored as MIDAS
tables. These table formats are described here.

4.5.1 Input Table

In some applications there is no need to run the SEARCH program because a list of objects
with accurate positions is already available. In this case, the ANALYSE command should be
used with the NOVERIFY option. The ANALYSE command with the NOVERIFY option expects
the values of the X and Y coordinates (in physical units) to be stored as columns in an
input table. There are no limitations to the positions of these columns in that table. The
columns are identified by the column labels :X_COORD and :Y_COORD. It is also possible
to enter an isophotal radius for each object as input value. This mode is activated by
setting the parameter ISOPHOTR to 1. The input table should have a column labeled
with :RAD_ISD, which holds the isophotal radii.
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4.5.2 Intermediate Table

The structure of an cutput table from the SEARCH/INV, which serves as an input table
for the ANALYSE/INV command is transparent for the user; there is no need to know its

format.

4.5.3 Output Table

The output table contains the results and therefore it is necessary to know in what columns
different quantities are stored. Table 4.1 gives a list of columns together with their numbers
and labels. Column :CLASS is filled with data by the CLASSIFY command.

4.6 Inventory Commands Summary

Table 4.2 lists all commands discussed in this chapter.
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l ColumnTName Description
' #1 | :IDENT Identification.
#2 | :X Physicai X-coordinate.
#3 | Y Physical Y—coordinate.
#4 | :MAGCNV Convolved magnitude. Applicable to stars.

#5 | :MAGAP_1 Aperture magnitude no.l.
#6 | :MAGAP 2 Aperture magnitude no.2.
#7 | :REL_GRAD | Relative gradient. Should be 0.0 for stars.
#8 | :SIGMAGR Sigma of profile deviations from P.S.F.
#9 | :BG Local sky background.
#10 | :INT Average intensity of 9 central pixels.
#11 | :RADIUS_1 Intensity weighted average radius in pixels.
#12 | :RADIUS2 Intensity weighted average root square radius in pi);els.

#13 | :ELONG Image elongation.

#14 | :POS_ANG Position angle of an image major axis.

#15 | :RAD_ISO Isophotal radius in pixels.

#16 | :MAG_PET Petrosian magnitude.

#17 | :RAD_PET Petrosian radius. _ A

#18 | :RAD_KRON Inten51ty weighted avera.ge inverse root square radius.
#19 | :ALPHA Alpha gradient at the edge of aperture magnitude no.l1.
#20 | :MAG_TISO Isophotal Magnitude.

#21 | :CLASS Object’s classification: 2=Galaxies, 1=Stars, 0=Defects.
#22 | :NR_.OTH_OBJ | Distance to nearest other object.

#23 | :AR Active radius. _

#24 | :SIGMAX r.m.s. in computed x coordinate.

#25 | :SIGMAY r.m.s. in computed y coordinate.

#26 | :SIGMAMAG | r.m.s. in computed magnitude

Table 4.1: Inventory Output Table
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ANALYSE/INV frame tablel [table2] [ver opt] [debug-opt]
CLASSIFY/INV table

SEARCH/INV frame table

SET/INV command [ALL]

SHOW/INV command [ALL]

Table 4.2: Inventory Commands
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Chapter 5

Crowded Field Photometry

5.1 Introduction

This chapter describes the set of commands implemented in MIDAS to do crowded field
photometry on digital astronomical images. The package has been developed by

R. Buonanno, G. Buscema, C. Corsi, I. Ferraro, and G. Iannicola, all at the Osservatorio
Astronomico di Roma. The package runs as a part of the data reduction system at Rome
Observatory and is well known from its name: ROMAFOT. Since in Italian the suffix
“fot” refers also to the word “photometry”, the name ROMAFQOT was chosen as an easy
homophony with DAOPHOQOT. ,

The idea of ROMAFOT was born (and realised) in the second half of the seventies.
The need for such a package has arisen from the technical evolution (for instance the
arrival of the PDS etc.) and from the huge amounts of data becoming manageable. A
rich bibliography of authors who worked on the same objective (e.g. Newell and O’Neil,
1974 [1], Van Altena and Auer, 1975 [2], Butcher, 1977 [3], Herzog and Illingworth, 1977
[4], Chiu, 1977 [5], Auer and Van Altena, 1978 [6] Buonanno et al., 1979 [7], Buonanno et
‘al., 1983 [8] Stetson, 1979 [9], Stetson, 1979 [10]) shows that efficient handling of digital
astronomical images was widely felt for the astronomical community. In addition, since
the numerical problem requires very classic solutions, neither the idea nor the solution
asks for particular emphasis.

Where ROMAFOT has perhaps merit is in having taken dozens of decisions such as:

e should the sky background be calculated before or together with the star?

o which size of the subwindow optimises the ratio photometric quality/computing

time?
e when should two objects be considered blended and be fitted together?
e which is the optimum degree of interaction?

All these choices require experiments, time, and naturally effort.
In this description Section 5.2 gives some theoretical background about how RO-

MAFOT operates. Section 5.3 presents an overview of the commands available in the
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ROMAFOT context. Section 5.4 describes the commands in detail. The section is split
into a part for the automatic reduction and a part for the more interactive reduction.
Finally, Section 5.5 gives a summary of all ROMAFOT commands.

5.2 Theory

ROMAFOT uses a linearised least squares analytical reconstruction method on two-
dimensional data frames. Introductions of modern tests of significance (e.g. x*) to measure
the discrepancy between observations and hypothesis can be found in many excellent text
books (see e. g. Bevington, 1969). Hence, it is not really useful to give any theoretical
summary here. ' _ .

Although minimisation of the absolute deviations or, more precisely, the square of de-
viations between data and a parametric model is not the only technique to derive optimum
values for parameters, it is generally used because it is straightforward and theoretically
justified. There are no basic difficulties in extrapolating this method for the case of a
model function with non-linear parameters if ¥ is continuous in parameter space. Prob-
lems may arise if local minima occur for “reasonable” values of parameters and methods
need to be employed to search for absolute minima.

Nevertheless, if the PSF parameters are reasbnably estimated one can assume that
the localisation of the region of absolute minimum is generally well determined. This is
an important condition since the method ROMAFOT uses requires that high order terms
in the expansion of the fitting function are negligible, a condition satisfied if the starting
point is close to the minimum.

This method is to expand the fitting function to first order in a Taylor expansion,
where the derivatives are taken with respect to the parameters and evaluated for the
initial guess in this space. The calculation of the model parameters to fit the data has led

to the solution of the usual system:

0y 0

J.PJ - Y
where ¥ is the summation over all the nlpoints of the square of the difference between
the model function and the data, and F; is the current parameter (j = 1,....,m). As

the method requires an approximation of the function instead of the function itself, the
parameter adjustments the system reinstitutes are not exactly those which correct the
trial values, and the operations must be iterated.

Using the technique just outlined, ROMAFOT carries out stellar photometry by fitting
a sum of elementary Point Spread Functions, analytically determined, to a two dimensional
array. The sky contribution is taken into account with an analytical plane, possibly tilted.
This plane is fitted (simultaneously) with the stars. -

The analytical formulation of the PSF has obvious advantages in case of undersampled
images allowing the comparison of the intensity of each pixel to the integral of the function
over the pixel area.

ROMAFOT does not attempt to discriminate between stars and galaxies in the phase
of searching the objects. It prefers to take into account their photometric contribution
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and delete them from the final catalogue by checking the fit parameters with a suitable
program. This program also eliminates cosmic rays and defects, if present.

In several parts in this documentation reference is made to the sigma (o) of either
the Gaussian or the Moffat fitting function. In both cases this sigma is NOT the sigma
in the statistical sense (i.e. the standard deviation) but the Full Width Half Maximum
(FWHM) of the distribution. In case of the Moffet distribution, sigma is a function of the
parameter 3, i.e. not equal to the FWHM except for § = 3.1. This definition of sigma
will be used throughout this chapter. '

5.3 Overview of ROMAFOT

The current MIDAS implementation of ROMAFOT consists of 17 commands which are
listed in Table 5.3. In order to be able to execute these commands the context ROMAFOT
should be enabled first. This can be done using the command SET/CONTEXT ROMAFOT.

l Command Description

. ADAPT/ROMAFOT Adapt trial values to a new image frame
ADDSTAR/ROMAFOT Add pre-selected subarrays to the original image frame
ANALYSE/ROMAFOT Select objects or analyses the results of the fit procedure
CHECK/ROMAFOT Estimate number and accuracy of artificial objects recovered
CBASE/ROMAFOT Create the base-line for transformation of frame coordinates
CTRANS/ROMAFOT Execute transformation of coordinates on intermediate table

DIAPHRAGM/ROMAFOT Perform aperture photometry
EXAMINE/ROMAFOT Examine quality of the fitted objects; flags them if needed

FCLEAN/ROMAFOT Select subarrays containing artificial objects

FIND/ROMAFOT Select objects from ROMAFOT frame using the image display
FIT/ROMAFOT Determine characteristics of objects by non-linear fitting
GROUP/ROMAFOT Perform an automatic grouping of objects

MFIT/ROMAFOT Fit the PSF using the integral of the PSF (for undersampled data)
MODEL/ROMAFOT Determine subpixel values to be used for the integral of the PSF

REGISTER/ROMAFOT Compute absolute parameters and stores results in final table
RESIDUAL/ROMAFOT Compute difference between original and reconstructed image.

SEARCH/ROMAFOT Perform actual search of object above certain threshold
SELECT/ROMAFOT Select objects or stores parameters in intermediate table
SKY/ROMAFOT Determine intensity histogram and background in selected areas

Table 5.1: ROMAFOT commands

ROMAFOT is as interactive as the user wishes. In fact, during a reduction session the
user is often asked to choose between an interactive or an automatic procedure, including
“sreytone” extremes. Hence, the package leaves it up to the user:

e to select program stars,
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e to model the subframes to fit,
e to choose the number of components in each subframe,

e to check the data reconstruction.

For the user one cannot define a fixed set of guidelines for these decisions, apart from the
two obvious considerations that no software can take the place of the human brain and
that the benefit of photometric precision should be proportional to the cost in terms of
human effort.

As stated above, apart from a part which has to be interactive, the user can choose
between running ROMAFOT in automatic or in interactive mode. Hence, a number of
interactive ROMAFOT commands have non-interactive “sister” command(s) with the
same functionality. igure 5.1 shows the flow diagram of the ROMAFOT package. From
this diagram it is clear that after determining the PSF one can continue along two paths.
Figure 5.2 visualises the procedure to insert artificial stars in the original frame in order
to estimate the ability of the program to recover an object and the general reproducibility
of the photometry. Finally, Figure 5.3 shows the procedure to use the photometric results
(positions and intensities) from the frame with the best resolution as input for all the

other program frames.
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SET/CONTEXT ROMAFOT
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Figure 5.1: Romafot reduction scheme
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ADDSTAR/ROMAFOT artificial
Interactive Y Automatic
== =
SKY/ROMAFOT search
SEARCH/ROMAFOT
4 = 4
ANALYSE/ROMAFOT ’ GROUP/ROMAFOT Input
FCLEAN/ROMAFOT
= —
4
FIT/ROMAFOT fit
— =
ANALYSE/ROMAFOT EXAMINE/ROMAFOT check
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Y .
REGISTER/ROMAFOT store
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CHECK/ROMAFOT

Figure 5.2: Romafot procedure to determine accuracy and degree of completeness

CBASE/ROMAFOT : base

4
CTRANS/ROMAFOT transform

=  ADAPT/ROMAFOT

fr U
<= ANALYSE/ROMAFOT check

Figure 5.3: Romafot procedure to transfer inputs to other program frames

ROMAFOT is fully integrated into the MIDAS environment, which means that the
image display part runs on all display system supported by MIDAS and that all interme-
diate and the final results are stores in MIDAS tables. Obviously, the use of the MIDAS
table file system adds a great deal of flexibility to ROMAFOT, since a large number of
MIDAS commands can be used (e.g. for table emanupulation, displaying, selection, etc.).

5.4 How to use ROMAFOT

This section contains detailed information on what a typical reduction session with the
ROMAFOT package can look like. It describes, in much more detail than in the on-—

1-November-1990



CTT\

54. HOW TO USE ROMAFOT

line help files, the functionality of the ROMAFOT commands, in particular how several
algorithms work (e.g. the search and fitting algorithms). Also, it shows how the user
can shift from the automatic to the interactive mode, and gives suggestions as to what
action to take in particular circumstances. The first—time—user is advised to read this
documentation before starting; for the more experienced user this section may serve as a
trouble shooting section and as a reference.

In the description of the ROMAFOT package below, the schemes in Figure 5.1, Fig-
ure 5.2 and Figure 5.3 will be followed. First, the commands needed to determine the Point
Spread Function (PSF) will be described. Thereafter, the interactive and the automatic
paths will be explained. Then, the procedure to determine the photometric accuracy and
the degree of completeness will be illustfated. Finally, an efficient path to measure several
frames of the same field is presented. For each of the steps described in the documentation
the command and the command syntax are given.

5.4.1 Study of the Point Spread Function
'SELECT/ROMAFOT | |

SELECT/ROMAFOT frame [int_tab] [wnd sizel

With this command the user can select a number of well behaving stellar images to
determine the Point Spread Function on the frame. These well behaving stellar objects
(of the order of 10 to 15) should be chosen over the whole frame.

SELECT/ROMAFOT displays the frame (or part of it) on the image display and allows the
user to select the objects. The image display cursor and its control box is used to select
the objects .

Since this command is also used to select special classes of objects, (e.g. photometric
standards) it asks for magnitudes and names of the objects selected. If these are unknown
the default can be used. ‘ '

After execution a set of subframes with given dimensions (typically 21 by 21 pix-
els) centered on the input cursor position and each containing one star is stored in the
intermediate table. This table can be feeded to the the command FIT/ROMAFOT which
actually performs the fit to the data. The table also contains trial values both for the sky
background and the central intensity of the stars.

FIT/ROMAFOT

FIT/ROMAFOT frame [int._tab] [thres,sky] [sig,sat,tol,iter] [methl[,betall
[fit_opt] [mean_opt]

This command determines the characteristics (pdsition, width, height) of each selected
stellar object through a non-linear best fit to the data. It assumes that a Gaussian or a
Moffat function is adequate to describe the PSF and that a (possibly tilted) plane is a
good approximation of the sky background.

This command can be used for many purposes. For instance, the shape of the object
can be determined by performing a best fit with all parameters allowed to vary; alterna-
tively, a complex object (e.g. a blend of ten or more objects) can be reconstructed using
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some a priori knowledge, such as the width of the PSF or the positions. In the first case,
an object with an informative content which is as high as possible is necessary to settle
the parameters involved; in the latter case this information is added to the data having a
low degree of information.

Experience has shown that a Moffat function with appropriate parameters is always
able to follow the actual profile of the data satisfactorily; a Gaussian is adequate in case
of poor seeing. In general the fitting function can be described by the expression:

36
Fla,,p:) = ez + asy+az+ Y fula, v, pi),
k=1
where the a;’s are the sky background coefficients, the p;’s the parameters of the k ele-
mentary components and the f, given by:

[ I=pexp—4ln Q{E:Bg)%t&ﬁ}’ Gaussian
fr = r—pa)id _3:'“_/3
I=p {1+ le=pe) Hlumps) 2 7, Moffat

'As has be mentioned in the Introduction, in the both expressions above, the 0 is NOT
the sigma in the statistical sense (the standard deviation). For the Gaussian function o
refers to the Full Width Half Maximum (FWHM) of the distribution; in case of the Moffet
distribution, ¢ is a function of the parameter 3.

Suppose at the beginning of the session some isolated objects have been selected in
order to derive the PSF. The number of components per window, £, is set to 1 and the
command runs with py, ps, p3, ps and B all allowed to vary. However, experience shows that
p4 (hereafter often referred to as o) and § are not totally independent. Therefore, it is
preferable to fix § at the typical value of § = 4, to derive the corresponding ¢ and to check
the quality of the fit interactively. If the fit is unsatisfactory, change § and derive the new
o. Since profiles are not a strong function of 3 the parameter can be changed by a couple
of units. Remember that if the fitted profile is wider than the object, § should increase
and vice versa. Typically, 3 must be kept greater than 1 and it should not exceed 10.
Naturally, these considerations do not apply if the Gaussian function is used. However, in
case of stellar photometry the use of the Moffat function is strongly recommended.

Besides the best fit, FIT/ROMAFOT also computes the quality of the fit by the x? test and
the semi—interquartile interval for each individual object. These data are stored together
with the fit parameters and will be used by other commands (see EXAMINE/ROMAFOT).

During the execution the user will realise that the command occasionally makes sev-
eral trials on the same window. This happens when the command is requested to fit a -
window with several objects and when one or more of these falls into the category “NO
CONVERGENCY?. In this case the command continues by ignoring such objects. When
finally the convergency is found, the objects so far ignored are added and a new trial will
start. The program will never delete objects on its own. The only exception is if an object
falls under the threshold selected by the user, and after the background has been properly
calculated considering, for instance, “tails” of nearby stars.

It should be emphasised that, even if the window is marked “NO CONVERGENCY?™,
some objects in that window (in general the most luminous ones) have been found with
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adequate convergency. These objects will be flagged “1”, while the objects flagged “3",
“4” or “5” will be those responsible for “NO CONVERGENCY”. Finally, objects flagged
“0” are those under the photometry threshold. These flags should not worry the user;
they will be used by subsequent commands.

Now, the trial values contained in the intermediate table have been substituted by the
result of fit in each record. To check their quality interactively in order to define the PSF,
the user should execute the next command.

ANALYSE/ROMAFOT

ANALYSE/ROMAFOT frame-[cat:=tab} [imt-tab] [sigma,sat]

This command is the most interactive part in the reduction procedure. Because of
its flexibility, its use may not seem straightforward. Therefore, after starting up the
command, the user is advised to press the key “H”: it will display the help information
the screen. For the sake of clarity only those commands which are useful at this stage will |
be discussed below; other commands of the ANALYSE/ROMAFOT will be discussed later.

After having received the appropriate input from the MIDAS command line, the com-
mand waits for a command input. Following the present example, the user should type
“D” and a number. The command then asks for a number, say n, and will read the data
for the n'* group of components stored in the intermediate table. ANALYSE/ROMAFOT will
display the data profiles and the fit superimposed on the upper part of the image display.
On the lower part of the screen, three images are shown: the subframe containing the real
data, the subframe containing the fit and the difference of the two, respectively.

The user can squeeze the interval over which the 256 colours are distributed through the '
command “W” or vary the minimum of such an interval with the command “U”. In order
to have a better check of the correspondence between the data and the fit, the command
“X” displays isophotes at three different levels. The key “Y” has the same function but
starts at a level given by the user (typical numbers are 0.01 to 0.001). Another command
useful for display is “6” which allows the smoothing of the subframe containing the real
data. This smoothing is performed via a 3 x 3 gaussian convolution mask on the array
stored in memory and does not affect the original array.

By means of the displayed information one can decide if the fit is adequate or for
example systematically wrong (for instance, all the images have overestimated o’s or
heights). In the latter case FIT/ROMAFOT can be run with different parameters. The
procedure continues with “D”, n+1, n+ 2, ...... etc.

A mean of all fits obtained will finally give the o of the PSF. Since § had been already
fixed, the PSF is now determined.

5.4.2 The Interactive Path

As mentioned above, ROMAFOQT is interactive or automatic to the extent that the user
chooses. It should be clear that the user is not obliged to choose between the automatic
or the interactive procedure. In.other words the user can shift in the next steps of the
reduction sequence from the automatic to the interactive mode or vice versa.
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Below, the interactive procedure will be described first, simply because it is easier.
Definitely, it is not recommended to follow this procedure for photometry on more than
100 stars. However, a certain degree of interactivity has the advantage that it makes the
user aware of what he/she asks the computer to do and he/she shares with it responsibility
for the results.

Of course, to start interactive photometry of program stars one should select the stars.
This can be done with the command:

FIND/ROMAFOT

FIND/ROMAFOT frame [cat_tab] : :

This command works exactly like SELECT/ROMAFOT and therefore needs no detailed
explanation. The only difference is that FIND/ROMAFOT, designed to select many stars,
stores the positions of the objects in a catalogue table which has a different structure than
then the intermediate table created by SELECT/ROMAFOT. This table serves as as input for
the command ANALYSE/ROMAFOT. The reason for this different table structure will become
clear later.

Having selected the program stars, one has now to settle the shape and dimensions of
the windows in which to perform the fit. In addition, the number of elementary compo-
nents that should be included in the fit has to be indicated. This operation can be done
by running the command ANALYSE/ROMAFOT once again.

ANALYSE/ROMAFOT

ANALYSE/ROMAFOT frame [cat_tab]l [int.tab] [sigma,sat]

To examine the catalogue table created by the command FIND/ROMAFOT one should
use the command “M” followed by the sequential position of the object. The commands
“W», “U”, “6”7, “X” and “Y” will set the display.

A subframe with the selected star at the center is presented to the user. This sub-
frame can be reduced (or enlarged) by the command “R” followed by the decrement (or
increment) in x and y: delta_x, delta_y, respectively.

The command “S”, followed by the shift in x and y coordinate provokes the displace-
‘ment of the window. “R” and “S” are useful to include or exclude stars in the subframe.

A “bar” allows the display of the current status of the window.

The intensity profiles are displayed with a scale which saturates at an intensity of
I ~ 950. This can be changed with the command “B” followed by a factor for the
intensities, typically 0.1 or smaller.

In crowded fields the maps, isophotal contours and intensity profiles are not enough to
visualize the situation. In this case the commands “K” and “L” may help. With “K” one
gets the pixel coordinates (both absolute in the frame and relative in the window) and
the pixel intensity at the cursor position. The command “L” gives the height (above the
background) at the vertical cursor position. :

If the window has been properly set, shaped and understood, the user is expected to
position the cursor where he thinks a star exists and give the command “I”. This command
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passes the trial position of the star and its height and will be repeated for all the stars in
the window. The maximum number of objects allowed is 36, but the user is discouraged
from approaching this limit for many reasons. The most simple one is that 36 stars (i.e.
36 x 3 parameters) which are fitted separately in 36 subframes with /N pixels each require
36 x 3 x N = 108N calculations at each iteration: the same fit all together requires
36 X 3 x 36 x N = 3888 calculations.

The command “J” works like “I” with the difference that the user is expected to
provide the trial value for the height: this can be useful in case of difficult convergence
when e.g. several local minima exist in the parameter space.

If some unwanted feature is present in the window (cosmic rays, scratches, tails of
other stars and so on) “E” is most useful: This command provokes a hole in the window
whose radius will be given by the operator. The hole is centered at the cursor position
and the pixels included within its area will be ignored in the subsequent calculations as
far as this window is concerned. There is no effective limit to the number of holes (< 50).
For this reason, it is not practical to have hole positions reported on the screen (in fact,
they could fill the whole screen). - Therefore by default the holes will not be listed. To
change that use the command “-” which enables the report hole positions and sizes. This
command executes the inverse operation, as well.

During the examination of the objects passed by FIND/ROMAFOT it often happens that
several stars are asked to fit together in the same window and some of these are in the
catalogue table. In order not to repeat photometry of the same objects, ANALYSE/ROMAFOT
flags in the catalogue table all the objects already considered and the user is supplied with
the message “object already considered”. It is possible to disable this feature with the key
“Zr.

The user may realize that the windows presented are too wide (or too narrow) depend- V
ing on the telescope scale, seeing, crowding and so forth. In this case the command */”
can be used to change the default window size. '

A minor feature is the key “A”. This allows the default display of level contours (instead
of colour maps) without using command “X” or “Y”. '

Finally, the command “5” selects the mode to examine the catalogue table, either to
give the record (manual mode— “M”) or running through the table (automatic mode —
“A”). It is possible also to examine the list selectively (— “S”). For instance all the objects
above a given height threshold are disregarded by the command GROUP/ROMAFOT.

After execution of ANALYSE/ROMAFOT all the program stars are arranged with their trial
values in (normally multiple) windows with selected dimensions and shapes: these data
are stored in the intermediate table. To continue the user should now run the command
FIT/ROMAFOT.

FIT/ROMAFOT

FIT/ROMAFOT frame [int tab] [thres,sky] [sig,sat,tol,iter] [meth[,betal]
[fit_opt] [mean_opt] ‘

Obviously the previously determined PSF should now be used. Therefore, in the
interactive enquire the user should set the logical character for fixing ¢ to “Y™.
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FIT/ROMAFOT will fit the data following the trial values contained in the intermediate
table. In order to check the results the user can now run the ANALYSE/ROMAFOT command

once again.

ANALYSE/ROMAFOT

ANALYSE/ROMAFOT frame [cat_tab] [int-tab] [sigma,sat]

In case the user wants to examine all windows, the command “4” should be used with
the option for the automatic analysis of the intermediate table. Inspection of selected
windows (no convergence. more than N iterations and so on) is also possible.

Looking at the display, one can see the reasons why the fit has some problems and can
take action. With the command “C” one can delete one component, with “I” (or “J”)
one can add one or more components. With the “E” command one can add a hole and
with “G” one can delete the hole and restore the subframe. Both “C” and “G” ask for
the component (or hole) to delete.

Selecting the contribution of one individual component is not an easy task in crowded
windows. The problem can be overcome with the commands “P” and “I”. After “P” one
must give the sequential position of the star to examine in the window: this flags with “0”
all the other components disabling their display. The user is therefore left with only one
component on the screen.

It must be noted that after the command “P”, the key “Q” always has to be used to
restore the window. Otherwise, all the other stars will be maintained with the “0” flag,
and consequently not considered in following operations (registration, fit and so forth).

The command “T” is complimentary to the “P” command since it adds the “0” flag
only to the sequential component selected by the user. “T” is also used to restore the n'* -
component. ‘

If for some reason the window is totally irrecoverable ANALYSE/ROMAFOT offers the
possibility to start again with the window. One should delete all the components and
heiss with “C” and “G” and then call the window with “N”. In this way the intermediate
table is read in input mode allowing for commands “S” and “R”, not permitted when the
table is read with the “D” command.

A useful feature is the command “V” which enables new tables to be opened, for
instance a new frame. This is sometimes used to look at variables on different frames or
at objects with extreme colour indexes.

Finally, the command “@” allows the substitution of one component in a window. In
principle, this operation could be performed with the commands “C” and “I”. However,
in that case the new component is appended. With “@” the component can be inserted
at a given position of the list. The actual fit is completely independent of whichever
of the two possibilities one chooses; however, since ROMAFOT attributes names to the
stars according to their sequential position, the two operations produce different names.
This could be important for subsequent procedures. The same is true if one deletes one
component or flags it with the “T” command. The result for photometry is identical since
the object disappears in both cases but, in case of “T”, the object survives as far as the
name is concerned.
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After all the necessary corrections have been carried out, the user can now select the
windows to be fitted by running the command SELECT/TABLE. The selection should be
put on the windows which should be untouched by a subsequent command FIT/ROMAFOT.
This command will then fit only the indicated windows. Of course, to find a satisfactory
solution, the loop ANALYSE/ROMAFOT — FIT/ROMAFOT can be executed as many times as
needed. Finally, one should run the command:

ANALYSE/ROMAFOT

ANALYSE/ROMAFQT frame [cat_tab] [int_tab]l [sigma,sat]

Here, the “4” and “A” commands should be executed first. Then, execute the “D” to
examine all the windows.

Finally, after all the windows have been examined, the data must be registered in a final
MIDAS table with the command REGISTER/ROMAFOT. This command assigns identification
number to the objects corresponding to the group identification: the first component will
have identification N*100+1, the second N*100+2, etc, where N is the group identification

number.

5.4.3 The Automatic Path

Above, the interactive photometry of stars in a frame has been described. Although
instructive, this procedure is impractical if one deals with thousands of stars. Therefore,
ROMAFOT provides automatic procedures to substitute the many interactive operations
needed to obtain the same result. These automatic commands are very useful provided
they are not used as black boxes. On the contrary, even following the automatic way, the
user can take advantage of facilities offered by the interaction.

The first operation which can be performed automatically is the search of the ob jects.
ROMAFOT performs the operation with two modules: the first one, SKY/ROMAFOT, maps
the sky; the second one, SEARCH/ROMAFOT, detects the objects above the sky.

SKY/ROMAFOT

SKY/ROMAFOT frame [sky tab] [areal [nrx,nry]

* This command divides the frame into N smaller rectangular areas, with N = nra xnry.
It computes the intensity histogram in each region and determines the sky values of the
areas by means of the mode of the distribution. After having found the sky value of the
individual regions one can do the actual search for objects above a certain threshold.

SEARCH/ROMAFOT

SEARCH/ROMAFOT frame [sky.tab] [cat_tab] [areal [psf_par] [thresh] [height]

This command performs the actual search of the objects. It examines the region
indicated by the user and detects all the maxima above the defined threshold (or above a
given relative threshold). Note that the pixel values and maxima are all relative, i.e. with
respect to the sky background. The table produced by SEARCH/ROMAFOT is compatible with
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the table created by the command FIND/ROMAFOT. Therefore, after this automatic search
for objects the user can pass to the interactive procedure to group the objects with the
command ANALYSE/ROMAFOT. This is the first decision point of the two procedure paths.

Of course this does not mean that the user is recommended to leave the automatic
route (apart from a few special cases). However, the interactivity may now be useful to
look at the objects found and to decide if the threshold is appropriate or if the sampling
of the background was sufficient to keep the detection threshold nearly constant all over
the image.

Since it is expected that the automatic search will be generally followed by automatic
grouping, SEARCH/ROMAFOT calculates an additional parameter with respect to the com-
mand FIND/ROMAFOT. With this parameter the output table of SEARCH/ROMAFOT can be
used as if they were created by the command FIND/ROMAFQOT. The inverse is not possible,
the output table created by the command FIND/ROMAFOT cannot be used in the command
GROUP/ROMAFOT. This additional parameter is the “Action Radius” (hereafter AR) defined
as the distance from the center of a star at which its photometric contribution drops to
a small fraction of the faintest program star. From this definition it can be inferred that
the AR is a function both of the intensity of the star and of the photometric limit defined
by the user. To calculate the AR the program requires the PSF parameters.

How do we define the photometric limit? Suppose one is interested in studying only
stars more luminous than, say, 1000 units. Obviously, these stars are photometrically
disturbed by nearby companions of 900 units. Therefore, in principle the search should
be limited to the “disturbers” more than to the “targets”. The grouping module will then
be passed at threshold 1000 and stars in the list fainter than this limit will be considered
only if they can affect photometry of nearby program stars. ‘

At this point the function of the AR is clear: it defines an area surrounding each
object within which the object has some influence in the given context. Photometry of
fainter and fainter images requires larger and larger-associated Action Radii, an increasing
number of connections and, ultimately, more computer time.

After SEARCH/ROMAFOT one has obtained a list of candidates (often thousands). Al-
though a quick inspection with ANALYSE/ROMAFOT is always instructive, the manual group-
ing of the objects is a waste of time. This can be avoided by using the command
GROUP/ROMAFOT.

GROUP/ROMAFOT

GROUP/ROMAFOT frame [area] [cat.tab] [int_tab] [thres] [wnd.max] [end_rad,sta_rad]
[wnd_perc]

This command groups the objects automatically. The catalogue table created by the
command SEARCH/ROMAFOT is required as input. The command produces an intermediate
table identical to the one created by ANALYSE/ROMAFOT. ' '

The command works as follows: it starts examining the first object in the catalogue
table.. If the AR of this object does not intercept any other AR, the program continues to
establish the window for the fit. Contrarily, if the AR does intercept the AR of another
star the command examines whether a third intersection exists and so forth. When no
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more intersections exist, the program goes on to define the associate subframe to fit.

Going to faint photometric limits the intersections grow because of the higher number
of stars and because the AR are larger. The maximum number per window technically
acceptable to ROMAFOT is 36, but this figure is normally kept lower (typically lower
than 20). The program, in the case of crowded fields, may refuse to group certain objects.
This situation will be discussed later.

To establish the subframe to fit, a balance of opposite requirements must be achieved.
For instance, since the diffraction creates images with “wide” wings one is tempted to
integrate over “large” windows, causing the undesirable inclusion of many objects. On the
other hand, considering that the central pixels of the image are those with higher signal
to noise ratios, “small” windows could be preferable. However, this necessitates the sky
background to be known “a priori”, a heavy requirement indeed in case of crowded fields!

These considerations and the idea that the sky background should be computed to-

gether with the star because the two data are naturally coupled, led to the choice of
window-sizes as wide as 9 times the FWHM in the case of isolated objects. If the com-
mand is faced with a multiple configuration, the window is determined by a frame, 3 times
‘the FWHM width, surrounding the rectangulus circumscribing the Action Radii.
_ Often new Action Radii, not intersecting the one under examination, fall into the
window. These will be ignored during the fit. To visualise this, a “hole”, as wide as the
relative AR, will be created at the positions of these objects. In this operation some pixels
are lost for the fitting, this is the reason for the quite conservative choice of the window
size.

After GROUP/ROMAFOT has finished, a histogram of the result (groups, objects which
failed to group and so on) is prepared printed in the user terminal and in the logfile.

With the default values the user groups a percentage of all the objects in the list. This
fraction varies a lot and depends on the crowding, on the seeing, and on the AR. The
latter depends again on the photometric limit requested. Typically, somewhere between
70% and 100% of the catalogue list will turn out to be grouped by GROUP/ROMAFOT.

In case of the default values for AR the command starts to group the objects hold-
ing their original AR. Thereafter, if a group exceeds the maximum number of objects
(e.g. 15) GROUP/ROMAFOT tries to prepare an acceptable window AR(new) = 0.90 x
AR(original). This limits the intersections and the groups can turn out to have an accept-
able number of components. It is important to note that the size of holes is not affected
by this reduction and its original value is conserved.

To group remaining objects, one can execute the command once more with the same
catalogue and intermediate table, but with an increased maximum number of objects per
window and a reduced AR (in the sense just explained). Here, normally AR reductions
exceeding 70% of the original value will produce windows with too many holes, and the
final window to fit could contain too few pixels. In this case it is wise to assign a value
100 to the parameter [wnd_perc] in order to provide the fit with enough pixels to compute
the sky background. : '

A situation where a large fraction of the objects are not grouped, even after the AR
has been reduced to 70%, can be caused by the following.
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1. The photometry is extremely difficult (!).

If this is the case, the user can only continue to group these objects interactively. To
do so he/she should execute the command ANALYSE/ROMAFOT using the command
“5” followed by “S” and “R” or in some cases by “C”. In case of the latter command
he/she is asked for a threshold. Starting from this point and using the command
“M” the objects (possibly above the given threshold) which GROUP/ROMAFQT failed
to group are presented to the user. Obviously, objects grouped interactively can be
added to the same intermediate table generated by GROUP/ROMAFOT.

2. The user is trying to group noise peaks.
This case can be visualised immediately with the same commands as indicated for
case 1. One should remember that, unless the object in question is at the frame
edge, it is located at the center of the window presented by ANALYSE/ROMAFOT. The
solution, in this case, is to start again with SEARCH/ROMAFOT and with an increased
threshold to get a new catalogue list.

3. The AR are too big.
The same solution (execute SEARCH/ROMAFOT again) can be used in this case. How-
ever, the minimum height must now be increased, while the photometric threshold

can remain unchanged.

Following these considerations one should still be aware that there are advantages with
interactive processing. If, for instance, GROUP/ROMAFOT was successful in grouping 95% of
the program objects, it may be worthwhile to look at the remaining 5%. This operation
to obtain (as a first approximation) complete photometry can take 10 to 20 minutes. Of
course, if one is not interested in completeness, these last objects can be dropped, since
their photometry will be poor in comparison with the others.

After having grouped the objects, the user tries to fit the subframes by executing the

command FIT/ROMAFOT.

FIT/ROMAFOT

FIT/ROMAFOT frame [int_tab] [thres,skyl [sig,sat,tol,iter] [meth[,betal]
[fit_opt] [mean_opt]

Since the user is now at the same point discussed in the interactive procedure, detailed
information is not needed here.

The logfile will contain the results of the fit. If the command has found difficulties
for more than a few percent of the objects, something is wrong (e.g. wrong PSF param-
eters). If the statistics are acceptable the user may wish to display some windows with
ANALYSE/ROMAFOT (see above).

Normally in this phase, in order to realise and to correct the “bad” windows (NO
CONVERGENCY or “more than ... iterations”) one should look at them. This is easily
accomplished with ANALYSE/ROMAFOT using the commands “4”, “S”, “O”. These com-
mands will give the windows which did not find appropriate convergence on all the stars,
or “4”, “S” “I” to give windows which needed more than n iterations.
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The user can intervene as described in the interactive procedure. If needed, fits can
be repeated for these windows to have the situation where all windows have been recon-
structed as a sum of a number of elementary components. To check the quality of such
reconstruction, a further crossing-over from the automatic path to the interactive path
may be done. In fact, ANALYSE/ROMAFOT allows the interactive check of all the windows.
To perform the automatic check one can execute the command EXAMINE/ROMAFOT.

EXAMINE/ROMAFOT

EXAMINE/ROMAFOT int_tab [hmin,hmax]
This command uses the quality parameters.calculated by FIT/ROMAFOT for each object

and allows the user to select a threshold to accept or refuse the fit. At the moment,
two parameters are calculated by FIT/ROMAFOT: the reduced x” and the semi-interquartile
interval.

EXAMINE/ROMAFOT works on the intermediate table and starts plotting the distributions
of these two fit estimators on the graphics terminal or window. A gaussian fit to these
two histograms is then performed in order to define the mode and the sigma of the two
distributions. At this stage the user can cut the wings to get parameters not influenced
by occasional values.

Once the two distributions have been parametrised, a plot of SD versus SIQ appears.
In order to detect the objects beyond n times o of the distribution in this plot immediately,
the mode is marked on both axes and the scale is in units of sigma. Using the cursor the
user can select objects whose y? exceeds the value given by the vertical cursor position
(x—axis) or objects whose ST exceeds the quantity corresponding to the horizontal cursor
position (y—axis), or both. Commands to perform the operations are described in the help
documentation and can be displayed using the command “H”.

Then,ANALYSE/ROMAFOT allows an automatic examination of objects flagged by
EXAMINE/ROMAFOT using the sequence of commands “4”, “S”’, “T”.and “D”. Again, if com-
pleteness is not required, it is possible just to ignore these objects in the final registration.

After execution of the command EXAMINE/ROMAFOT the user is in a position similar to
that which he finds at the end of the interactive path. However, checking is now limited
to objects flagged by EXAMINE/ROMAFOT. To do so one has to execute ANALYSE/ROMAFOT
using the commands “4”, “S” and “T” (appropriate sets). Then, repeat “D” to examine
the next window with one star flagged and, if that is the case, correct it.

5.4.4 Registration of the Results

To conclude both the interactive and the automatic reduction paths the user should fix
the results in a MIDAS table.

REGISTER/ROMAFOT

REGISTER/ROMAFOT int_tab reg.tab [wnd_opt]- [obj_opt]
This command creates a table with the results of the analysis. However, all the photo-
metric information obtained from the frame as the absolute quantities (magnitudes, colour
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equations etc.) still have to be derived. In this output table every object occupies one
row and the data are stored according the Table 5.2.

I Column ' Name Description J
#1 | :IDENT Identification
#2 | :X Physical X—coordinate
#3 | :Y Physical Y—coordinate v
#4 | (INT central pixel intensity resulted from the fit
#5 | :LOCBG | Local sky background; see text
#6 | :MAG1 Aperture magnitude no.1; see text
#T | :MAG2 Aperture magnitude no.2; see text
#8 | :MAG3 Aperture magnitude no.3; see text
#9 | :MAGCNV | Instrumental magnitude; see text
#10 | :SIGMA Sigma of fit function (if not fixed by the user)
#11 | :BETA Parameter of the Moffat fit function
#12 | :51IQ Semi interquartle resulting from the fit
#13 | :CHISQ | x? resulting from the fit

Table 5.2: Romafot Registration Table

The magnitudes MAG1, MAG2 and MAG3 (e.g. U, B and V) are accepted by the
commands FIND/ROMAFOT or SELECT/ROMAFOT and are necessary for calibration. In case -
of program stars (search made with SEARCH/ROMAFOT), these columns are filled with zeros.

The instrumental magnitude MAG_CNV is calculated as —2.5 log VOL, where VOL
is the integral over the elementary surface to fit the star, calculated from —oo to +oc. In
case of linear data this is expected to differ from the magnitude by a constant.

5.4.5 Photometry of the Other Program Frames

The procedure described above is the standard procedure and results in an independent
reduction of each frame. However, there are cases where a different approach is more
efficient. Imagine, for instance, that several frames of the same region in the sky had to
be reduced but the frames were taken in different seeing conditions, or at telescopes with
different pixel matching. It is useful, in this case, to transfer the inputs from the frame
with the best resolution to the others. The result of this operation is to add information
(number of components, for instance) to the frames of poor quality. This procedures
obviously applies also to frames taken with different filters.
The operation requires three logical steps:

1. Create a base for transformation of coordinates from frame A to frame B;

2. Transform the coordinates from A4 to B;
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3. Adjust the input (intensity, background, holes arnd so forth)

These steps are accomplished by the commands CBASE/ROMAFOT, CTRANS/ROMAFOT and
ADAPT/ROMAFOT, respectively.

CBASE/ROMAFOT

CBASE/ROMAFOT frame.i frame.2 [out_tabl] [out_-tab2]

This command presents two images at the same time and the user has to use the cursor
to mark (a few) objects common to both images. CBASE/ROMAFOT creates two MIDAS
tables, defaulted to TRACOO1 and TRACOO2, which will be used by the following
command to perform the transformation of coordinates stored in the intermediate table.

CTRANS/ROMAFOT

CTRANS/ROMAFOT int_tab [base 1] [base 2] [pbl_deg]

This command uses the two tables generated by CBASE/ROMAFOT and derives the an-
alytical transformation to pass from coordinates on “frame 1”7 to coordinates on “frame
27, If the transformation is considered satisfactory by the operator (e. g. if the rms is of
the order of a few tenths of a pixel or better), the command changes the coordinates on
the intermediate table in order to use these as inputs in the next program frame.

In practice, after having completed reductions on the first frame, one should copv the
intermediate table and transform it. If the transformation produces a rms larger than
a few tenths of a pixel, this means that a mismatching exists on the objects selected
with CBASE/ROMAFOT. In some cases a high rms could indicate the necessity of an higher
polyminal order (“N”)', for the analytical transformation, provided that more than

N2 3N +2
2

objects are available for the base. v

At this point it could be useful to check the transformation with the command
ANALYSE/ROMAFOT. In this case the new frame and the intermediate table just transformed
must be used and the keys DI, D2... Dk will allow the display of objects with the old
parameters (height, § and so on) on the new image.

With the key L, in addition, it is possible to determine the approximate central in-
tensity of the star and the associate sky luminosity. These values are useful to adjust the
parameters in input with the command -

ADAPT/ROMAFOT

ADAPT/ROMAFOT int.tab [thres] [i.factor] [s_factor] [h factor] [x_size,y_size]

This is a self-explanatory command. Its use is recommended in order to facilitate the
convergency taking into consideration the differences in exposures and seeing conditions
between the template and the other program frames.
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At this point the user has reached a stage which correspondings to that after executing
GROUP/ROMAFOT. In fact, he/she has all the objects organised in windows with certain trial
values and he/she is ready to execute the command FIT/ROMAFQT.

_ The user may realise that ADAPT/ROMAFOT does not delete the objects which in the new

frame are, for instance, fainter than the photometric threshold: it only flags them. This
flag will allow the registration of such objects but with the instrumental magnitude set to
“0” in order to keep the sequential correspondence of the objects in different frames. It is
certainly wise not to loose such correspondence using the key “C” in ANALYSE/ROMAFOT.
The key “T” should be used instead.

5.4.6 Additional Utilities
DIAPHRAGM/ROMAFOT

DIAPHRAGM/ROMAFQOT frame [regi.-tab] [rego_tab] ap.rad

This command performs aperture photometry at given positions. These positions are
read from a registration table created by REGISTER/ROMAFOT. Values of the sky background
are read as well.

This command has two fairly different applications. The first application is fast pho-
tometry of many objects with the sequence of commands SKY/ROMAFOT, SEARCH/ROMAFOT,
DIAPHRAGM/ROMAFOT. The second application is to calibrate a frame transporting standard
magnitudes from another frame. Given the importance of a careful determination of the
sky background, the previous use of FIT/ROMAFOT is not redundant in this second case.
The user is allowed to select the diaphragm over which the integration is performed. Usu-
ally a compromise between large apertures (to sample all the stellar contribution) and
small apertures (to minimise the light.from nearby companions) is necessary. ‘

This module creates an output file with the same structure as that created by FIT/ROMAFOT.

However, the instrumental magnitude is determined by summing up the pixel intensities
above the sky within the diaphragm.

RESIDUAL/ROMAFOT

RESIDUAL/ROMAFOT in frame out_frame diff frame [reg_ tab]

This command produces two images to display the work just done. The first one is
the assembly of all the fitted elementary images and the second is the difference between
the original frame and the reconstruction produced by ROMAFOT. While the reconstructed
image is essentially heuristic, the resulting difference could be useful to visualise max-
ima not detected by the searching programs. These images can then be examined with
FIND/ROMAFOT or SELECT/ROMAFOT.

In order to estimate the internal error introduced by the presence of other images
(error for crowding), the following simulation is generally used.

ADDSTAR/ROMAFOT

ADDSTAR/ROMAFOT in frame out frame [reg_tabl [cat_tab] [x.dim,y.dim] [n_sub]
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This command selects one subframe from the original frame and generates an artificial
image identical to the primitive but with the quoted window added at given positions.

If this window contains one stellar image, one is able to determine, through a new
ROMAFOT session, the ability of the procedure to detect an object and the general
reproducibility of the photometry.

A catalogue, similar to that created by FIND/ROMAFOT, is generated by ADDSTAR/ROMAFOT.
This catalogue contains the positions where the subarray has been added and the original
instrumental magnitudes in order to allow a ready detection of the differences. Obviously,
one single window can be added in several output positions and different windows are
generally used in input to sample the behaviour of the errors in luminosity.

The procedure described above results in a multi-reduction of the same frame, be-
cause, after having generated the artificial image, the user must go through the commands
SKY/ROMAFOT — SEARCH/ROMAFOT — GROUP/ROMAFOT — FIT/ROMAFOT — ANALYSE/ROMAFOT
— REGISTER/ROMAFOT. The following command can make the job less time-consuming.

FCLEAN/ROMAFOT

'FCLEAN/ROMAFOT cat_tab inti_tab [into_tab]

With this command the user can avoid examining all the objects found on the artificial
image and, consequently, is able to save a considerable amount of time. FCLEAN/ROMAFOT
compares the intermediate file created by GROUP/ROMAFOT to the catalogue created by
ADDSTAR/ROMAFOT and selects only the windows which contain an artificial image. This
way the number of windows passed to FIT/ROMAFOT is drastically reduced and the user can
afford a statistically significative simulation by making repeated trials. The final results
can be statistically examined with CHECK/ROMAFOT.

CHECK/ROMAFOT

CHECK/ROMAFOT cat_tab reg_tab err_ mag

This command can give an answer to the questions what fraction of artificial frame
has been recovered, and to what extent photometry is affected by crowding of frames?

This is accomplished by comparing the instrumental magnitudes and positions (recorded
in the catalogue file generated by ADDSTAR/ROMAFOT) with that derived through the com-
plete procedure and recorded in the output table. The results are arranged in the form
of a histogram for the sake of a synthetical understanding. In addition, CHECK/ROMAFOT
modifies in the catalogue table the positions setting flag to 1 for the objects that have
been recovered, while this flag remains set to 0 for the undetected ones.

5.4.7 Big Pixels

This problem is examined in Buonanno and lannicola, 1989. In short, ROMAFOT per-
forms the best fit by comparing a given pixel to the value of the PSF at the centre of
the pixel. This approximation is valid if the pixel size is small compared with the scale
length of the point images. If R is the ratio between the FWHM of the PSF and the
pixel size, then a value of R ~ 1.5 is the limit of validity of the quoted approximation
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and, correspondingly, the limit beyond which we enter in the regime of big pizels. With
the commands below the integral of the PSF over the pixel area is computed via the
Gauss - Legendre integration formulae which are characterized by a high precision for a
correspondingly small number of subpixels where the PSF must be calculated.

Since the number of subpixels depends on the intensity of the star, on the local gradient
of the PSF and so on, two commands are used. The first command prepares a file where
the subpixel values are computed according to the different parameters of the problem
(aperture of the telescope, exposure time, seeing, required accuracy, magnitude of the
star, distance of the pixel from the centre of the star and so forth). The second command
performs the non - linear fitting by comparing the integral of the PSF over the subpixel

values.

MODEL/ROMAFOT

MODEL/ROMAFOT [mod file]
This command creates a sequence of arrays whose elements are the subpixels required

. by the Gauss - Legendre formulae to achieve a given precision in computing the integral
of the PSF. The precision depends on the user who selects which fraction of the intrinsic
noise is acceptable in numerically computing the integral. This data are stored in a file,
IW.DAT, and passed to the command for fitting.

MFIT/ROMAFOT

MFIT/ROMAFOT frame [int_tab] [thres,sky] [sig,sat,tol,iter] [meth[,betall
[fit_opt] [mean.opt] [pix.filel .

This command is the analogue of FIT/ROMAFOT but in case of big pixels. The
difference is that MFIT/ROMAFOT computes an integral and, consequently, the fitting
is more time consuming in correspondence of the larger number of subpixels. Its use in
case of small pixels is therefore not recommended.

5.5 Command Syntax Summary

Table 5.5 lists the commands for the ROMAFOT package. These commands are activated
by setting the ROMAFOQOT context (by means of the command SET/CONTEXT ROMAFOT in

a MIDAS session).
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Lc

lommand

ADAPT/ROMAFOT
ADDSTAR/ROMAFOT
ANALYSE/ROMAFOT
CBASE/ROMAFOT
CHECK/ROMAFOT
CTRANS/ROMAFOT
DIAPHRAGM/ROMAFOT
EXAMINE/ROMAFOT
FCLEAN/ROMAFOT
FIND/ROMAFOT
FIT/ROMAFOT

GROUP/ROMAFOT

MFIT/ROMAFOT

MODEL/ROMAFOT
REGISTER/ROMAFOT
RESIDUAL/ROMAFQT
SEARCH/ROMAFOT
SELECT/ROMAFOT
SKY/ROMAFOT

int tab [thres] [ifactor] [s_factor] [h.factor] [x size,y size]
in_frame out. frame [reg_tab] [cat_tab]l [x.dim,y-dim] [n_sub]
frame [cat_tab] [int_tab]l [sigma,sat]

frame_1 frame 2 [out_tabi. 1] [out_tab2]

cat_tab reg_tab err.mag

int_tab [base.1] [base 2] [pol_deg]

frame [regi_tab] [rego_tabl ap_rad

int_tab [hmin,hmaxj

"cat_tab intitab [into_tab]

frame [cat.tabl .

frame [int_tab] [thres,skyl [sig,sat,tol,iter]
[meth[,betal] [fit_opt] [mean_opt]

frame [area] [cat_tab] [int_tab] [thres] [wnd.max]
[end.rad,starad] [wnd.perc]

frame [int_tab] [thres,skyl [sig,sat,tol,iter]
[meth[,betal] [fit_opt] [mean_opt] [mod filel
[mod_file] ‘

int_tab reg_tab [wnd_opt]l [obj_opt]

in frame out_frame diff frame [reg_tab]

frame [sky_tab] [cat.tab] [area] [psf_par] [thresh] [height]
frame [int_tab] [wnd size]

frame [sky_tab] [areal [nrx,nry]

Table 5.3: ROMAFOT Command List
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Chapter 6

Long-Slit and 1D Spectra

6.1 Introduction

This chapter describes the long-slit reduction package in a general way. One-dimensional
spectra are considered to be a particular case of long-slit spectra and are also handled by
the package. More instrument-specific operating instructions may be given in appendices
to this MIDAS manual or in the relevant ESO Instrument Handbooks.

The package provides about 50 basic commands to perform the calibration and to
display the results, defined in the context LONG. A tutorial procedure, TUTORIAL/LONG,
illustrates how to operate the package. The context SPEC is a low-level context including
general utility commands required by the different spectroscopy packages ECHELLE, IRSPEC
and LONG. These commands are refered to and summarized in this chapter. The graphical
user interface XLong is a MOTIF-based interface providing an easy access to the commands
of the package. This interface is described in the Appendix G. Standard spectral analysis
can be performed with the graphical user interface XAlice (command CREATE/GUI ALICE).
The use of general MIDAS commands for spectral analysis is also discussed in this chapter.

The main characteristics of the LONG context are derived from its modularity, that
allows to perform, in a first step, the image cosmetics and photometric corrections —
which are detector.dependent — and then, to correct for the geometric distortions. The
method gives particular emphasis to an accurate wavelength calibration and correction of
all distortions along the whole slit, so that the spatial structure of extended objects can
be examined in detail.

Although the method is applicable to different instrumental configurations, we assume,
in the following description, that the generic instrument consists of a spectrograph coupled
to a CCD detector. In the current version it is assumed that the CCD frame is oriented
with the rows in the dispersion direction and the columns along the slit.

Note

This chapter only provides a synopsis of the commands needed for the reduction
of long-slit. It is important to realise that it can neither substitute the HELP
information available for each command nor be ezhaustive, especially not with
regard to the usage of general utilities such as the MIDAS Table System, the
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AGL Graphics package, etc. The Appendiz G provides a practical approach to
the reduction of long-slit spectra.

6.2 Photometric Corrections

6.2.1 Detector Non-Linearity

This section outlines the transformation from raw to radiometrically corrected data. For
the purpose of this simple description we make a distinction between linear and non-linear
detectors. Data acquired with detectors of the latter category require, at most, bias and
dark signal subtraction plus division by a flat field exposure.

Most real detectors have nonlinear Intensity Transfer Functions (ITF), e.g. photo-
graphic plates, the effects of the dead time at high count rates in photon counting systems
and the low light level nonlinearity of Image Dissector Scanners (see M. Rosa, The Mes-
senger, 39, 15, 1985). If the ITF is known analytically, the command COMPUTE/IMAGE will
be sufficient for the correction of the raw data. For example, the paired pulse overlap
(dead-time) correction of photoelectric equipment could be corrected for by COMPUTE/IMA
OUT = IN/(1+TAU*IN), where TAU is the known time constant of the counting electronics
an IN must be in units of a count rate rather than total counts. If the ITF is defined in
tabular form, the command ITF/IMAGE can be used to obtain the ITF correction for each
image element (pixel value) by interpolation in an ITF table; this command assumes a
uniform transfer function over the image field.

CCDs are generally more nearly linear than are most other detectors used in astronomy.
However, especially in particular pixels or regions, CCDs are clearly non-linear and/or
suffer deviating signal zero points. Procedures which may be useful for the treatment of
such deficiencies are (partly) described in Appendix B. .

Problems related to background estimation and more sophisticated flat-field corrections
generally are very instrument dependent. Therefore, it is not possible to give one standard
recipe here; check the various instrumental appendices for more specific advice.

6.2.2 Removing Cosmic Ray Hits

If two or more spectra have been taken under the same conditions, a very efficient way of
removing particle hits from the raw data is to replace pixel values with large deviations
from other observations with a local estimator, as done in the command COMBINE/LONG.

If multiple images are not available, cosmic ray hits have to be filtered out by a different
method. The main requirement is that the image is not changed where there are no hits,
especially on the area covered by the object under study. This can for instance be done
with the command:

FILTER/MEDIAN inframe outframe 0,3,0.3 NR subframe

where subframe defines the region to filter. But you may wish to try other parameters
and parameter values. This step is done twice to remove the hits on the sky on each side

of the object.
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Those cosmic ray hits in the area surrounding the object spectrum, which are particu-
larly disturbing, were removed one by one using MODIFY/AREA 7 7 1, and working with
the cursor on a zoomed display. Particular care must be exercised here, in order to modify
only the few pixels affected by cosmic rays. For point sources and extended sources with
very smoothly varying spatial profiles, FILTER/MEDIAN may also be tried. However, in
order to preserve the instrumental profile the filter width along the dispersion axis must
be set to 0.

Another possibility is to use the command FILTER/COSMIC. The algorithm detects hot
pixels from a comparison of the pixel value with the ones of the neighbouring pixels. It
rejects every ‘feature’ that is more strongly peaked than the point spread function.

Regardless of the method used, it is necessary to check the performance of the filter by
careful inspection of the difference between raw and filtered image which can be computed
as COMPUTE/IMA TEST = RAW-FILTERED.

6.2.3 Bias and Dark Subtraction

The dark signal is exposure time dependent. The one appropriate for a given observation
has to be derived by interpolation between dark frames of different exposure times. Note
that long dark exposures first have to be cleaned of particle hits (see above). Bias and’
dark signal will usually be determined and subtracted in the same step.

In a CCD with good cosmetic properties, bias and dark signal and the same for all pix-
els. Then, only a number (obtained from, e.g., STATISTICS/IMAGE) should be subtracted
in order to prevent the noise in the dark frames to propagate into the reduced spectra. If,
because of local variations, this is not possible, some suitable smoothing should still be
attempted. '

6.2.4 Flat-Fielding

The lamps used for flat fields have an uneven spectral emissivity. Combined with the
uneven spectral sensitivity of the spectrograph and detector, this results in flat fields which
usually have very different intensities in different spectral regions. Therefore a direct flat-
fielding, i.e., division by the original dark subtracted flat-field, produces spectra which are
artificially enhanced in some parts and depressed in others. In principle, this should not
be a problem because the instrumental response curve should include these variations and
permit them to be corrected. However, the response curve is established by integration
over spectral intervals of small but finite width. At this stage, strong gradients obviously
introduce severe problems. Also the wish, at a later stage to evaluate the statistical
significance of features argues strongly against distorting the signal scale in a basically
uncontrolled way. ,

Therefore, it is better first to remove the low spatial frequencies along the dispersion
axis (but not perpendicularly toit!) from the flat field, using the command NORMALIZE/FLAT.
This command first averages the original image along the slit (assumed to be along the
Y-axis) and fits the resulting one-dimensional image by a polynomial of specified degree.
Then the fitted polynomial grows to a two-dimensional image and divides the original
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flat-field by this image to obtain a “normalized” flat-field.

In some cases, e.g., EFOSC in its B300 mode which gives a very low intensity flat-
field at the blue end, the polynomial fit i$ not satisfactory and it is advisable to do
the sequence manually. Instead of fitting a polynomial one could fit a spline using the
command INTERPOLATE/II or NORMALIZE/SPECTRUM. The latter belongs to the low-level
context SPEC and is interactively operated on a graphical display of the spectrum.

6.3 Geometric Correction

An accurate two dimensional geometric correction over the entire frame is an important
part of the whole reduction process. It strongly affects velocity measurements along the
slit and is very critical even for point sources if narrow night sky lines shall be properly
subtracted. If the spectrum contains only a point source the user may prefer to extract
it from the 2D image (EXTRACT/LONG) and then proceed with the normal one-dimensional
spectral reduction. 4

On the other hand, if the spatial information along the slit is of no interest and night
sky lines do not have to be corrected for, much time can be saved by properly averaging
the signal along the slit (EXTRACT/AVERAGE). :

The full geometrical correction of long-slit spectra is a transformation from the raw
pixel coordinates (X,Y) to the sampling space (A, s), where X is the wavelength and s is
an angular coordinate in the sky along the slit. Logically, it often makes sense to separate
the geometrical transformation into two orthogonal components: the dispersion relation
A = A(X,Y), which can be obtained from an arc spectrum with a fully illuminated slit
and the distortion along the slit s = s(X,Y’), which can be derived from the continuum
spectra of point sources. Practically, these two transformations should, whenever possible,
be combined into one before rectifying the data, because this saves one non-linear rebinning
step, each of which necessarily leading to some loss of information.

As far as the reduction is concerned, the easiest way to achieve this is to observe the
comparison lamp used for wavelength calibration through a a pin-hole mask. (Of course,
this method can account only for instrumental distortions, not for differential atmospheric
refraction, etc.) : ‘

In the presence of strong distortions along the slit, a 2-D modeling must be attempted
and the command RECTIFY/LONG could be considered. If distortions along the slit can be
neglected or suitably corrected for in a separate step, a 2-D modeling of the dispersion
relation is still a valid approach. However, a separate reduction of detector row after
detector row along the slit, then, often is a superior alternative. A broad overview of the
major options is given in the next subsections; a detailed comparison and a Cookbook
for the usage of the two methods are provided in Appendix G.

6.3.1 Detecting and Identifying Arc Lines

For optimum results, it is important to use a comparison spectrum with as high a signal-
to-noise ratio of the lines as possible. It is therefore advisible to flat-field also the arc
spectrum in order to correct for small-scale fluctuations. Another good idea is to filter the
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frame along the slit using the command FILTER/MEDIAN with a rectangular filter window
of one pixel in the dispersion direction and several pixels in the perpendicular direction.
For the row-by-row method one could also consider smoothing the spectra along the slit
axis which would provide for a stronger coupling between neighbouring rows and thereby
yield a solution which is intermediate between the extremes presented by the two pure

methods.

e SEARCH/LONG: Finds the positions of reference lines in world coordinates. Positions
are by default estimated by the center of fitted Gaussians. Other centering methods
are available (Gravity, Maximum) but could result in systematic position errors
(See Hensberge & Verschueren, Messenger, 58, 51). The results are stored in a
table called line.tbl. The parameter YWIND corresponds the half-size of the row
averaging window applied to adjacent rows of the spectrum for an improvement of
the signal to noise ratio. The parameter YSTEP controls the step in rows between
successive arc line detections. The value YSTEP=1 corresponds to the default row-
by-row method and larger values can be used to get a quicker calibration. The
algorithm detects lines whose strength exceeds a certain threshold (parameter THRES)
above the local background. The local background results from a median estimate
performed on a sliding window which size is controlled by the parameter WIDTH.
The command PLOT/SEARCH allows to check the results at this stage. Note that
for a two-dimensional spectrum, both options 1D and 2D can be used (See HELP
PLOT/SEARCH).

e The command IDENTIFY/LONG allows an initial interactive identification, by wave-
length, of some of the detected lines. Spectral line atlas are provided in the in-
strument operating manuals. The command PLOT/IDENT visualizes the interactive
identifications.

6.3.2 Getting the Dispersion Solution

The command CALIBRATE/LONG approximates the dispersion relation for each searched
row of the arc spectrum. The algorithm can be activated in different modes, controlled
by the parameter WLCMTD:

e The mode IDENT must be used if the lines have been identified interactively using
IDENTIFY/LONG.

e The mode GUESS allows a previously saved session to be used (command SAVE/LONG)
for the determination of the dispersion relation. The two observation sets must in
principle correspond to the same instrumental set-up. Limited shifts (up to 5 pixels)
are taken into account by a cross-correlation algorithm. The name of the reference
session must be indicated by the parameter GUESS.

e It is also noteworthy to indicate the presence of a mode LINEAR introduced in the
package for the purpose of on-line calibration. This mode is still in evaluation
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phase and allows the results of the command ESTIMATE/DISPERSION to be taken
into account in the calibration process.

The command CALIBRATE/LONG provides the following results:

e The coefficients of the dispersion relation for each searched row of the two-dimensional
spectrum are computed as a series of polynomials A = p, (z). The results are written
in the table coerbr.tbl.

e The starting, final and average step wavelength of the spectrum are estimated
and written in the keywords REBSTRT, REBEND, REBSTP used by the commands
REBIN/LONG and RECTIFY/LONG.

e A two-dimensional dispersion relation of the form A = A(X,Y) is estimated if the
parameter TWODOPT is set to YES. This bivariate dispersion relation is necessary to
use the command RECTIFY/LONG. The resulting dispersion coeflicients are stored in
the keyword KEYLONGD.

The command CALIBRATE/TWICE performs a two-pass determination of the dispersion
relation. In a first pass, the lines are identified by a standard CALIBRATE/LONG. Ouly
the lines which have consistently identified at all rows are selected for the second pass,
which then performs a new calibration on a stable set of arc lines. If after selection a
good spectral coverage of the arc spectrum is secured, this method provides very stable
estimates of the dispersion relation.

The command PLOT/CALIBRATE visualizes the lines found by the calibration process.
The dispersion curve and the lines that were used to determine it are presented by
PLOT/DELTA. Residuals to the dispersion curve are plotted by PLOT/RESIDUAL. For two-
dimensional spectra, the command PLOT/DISTORTION can be used to check the stability
of the dispersion relation along the slit.

The iterative identification loop consists of estimating the wavelength of all lines in the
arc spectrum and associate them to laboratory wavelengths to refine the estimates of the
dispersion relation. The line identification criterion will associate a computed wavelength
A. to the nearest catalog wavelength A.,; if the residual:

O0A = A — Acat]

is small compared to the distance of the next neighbours in both the arc spectrum and
the catalog: '

0A < min(6dca, 6A) *

where 6., is the distance to the next neighbour in the line catalog, 6. the distance to the
next neighbour in the arc spectrum and alpha the tolerance parameter. Optimal values of
o are in the range 0 < a < 0.5. The tolerance value is controlled by the parameter ALPHA.

Lines are identified in a first pass without consideration of the rms of the residual
values by an iterative loop controlled by the parameter WLCNITER. The residuals for each
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line are then checked in order to reject outliers which residual is above the value specified
by the final tolerance parameter TOL. The degree of the polynomials is controlled by the
parameter DCX and the iterative loop is stopped if residuals are found to be larger than
MAXDEV.

6.3.3 Distortion Along the Slit

The distortion along the slit s = s(X,Y) can be modelled using an image containing’
one or several spectra of (ideally: point-) sources with well defined continuum. The
command SEARCH/LONG can be used to generate a table with the positions of the spectra
at several wavelengths. (Contrary to the general conventions used throughout this chapter,
for this particular application the dispersion direction must be parallel to the ‘Y -axis!)
The distortion is then modelled by a two-dimensional polynomial fitted to these positions
(using, e.g., REGRESSION/TABLE). If the resulting coefficients are stored in the keyword
COEFY*, (*=I,R,D) and combined with suitable (if necessary: dummy) coefficients for the
dispersion resolution in the keyword KEYLONG*, (*=I,R,D),the command RECTIFY/LONG
can be applied.

Note that these steps are not implemented as a convenient-to-use high-level command

procedure.

6.3.4 Resampling the Data

In the standard row-by-row option, the dispersion coeflicients are kept in the table (coerbr.tbl).
The rebinning to constant step in wavelength is accomplished, row by row, with the com- -
mand REBIN/LONG. - | '

If the 2-D option described above for the solution of the dispersion relation is fol-
- lowed (TWODOPT=YES), the polynomial coefficients in both directions are stored in the key-
words KEYLONGD and COEFYD, respectively. This information is then used by the command
RECTIFY/LONG to resample the image in the (], s) space. ’

Data resampling can be avoided by the command APPLY/DISPERSION which generates a
table with the columns :WAVE and :FLUX, each row corresponding to the central wavelength
and flux of a CCD detector pixel.

6.4 Sky Subtraction

As stated before, sky subtraction can be a very critical step in the reduction of long slit
spectra with the main problem being the curvature of the lines along the slit (due to both
misalignment of CCD and spectrum and residual optical distortions).

Although one may intuitively tend to subtract the sky spectrum still in pixel space
in order to avoid the problems inherent to non-linear rebinning, experience shows that a
proper wavelength calibration can remove the curvature of the sky lines to a high degree
of accuracy (one should-aim for 0.1 pixels rms).

The command SKYFIT/LONG makes a polynomial fit to the sky in two windows above
and below the object spectrum, either with one single function for the full length of
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the spectrum (mode = 0) or with one function for every column (mode = 1). Mode 0 is
recommended for the spectral regions where the sky is faint, because usually there is not
enough signal to achieve a meaningful fit for every column. The same is not true for the
bright sky lines, where mode 1 helps dealing with the variable line width and with residual
line curvature.

For this reason, it often is best to prepare two sky spectra first: skyO fitted obtained
in mode 0 and with a polynomial of degree 0-2 fitted to windows with “clear” sky, and
sky1 derived with mode 1 and multiple polynomials of degree 2-4 on windows going as
close as possible to the object. The final sky spectrum, (sky), to be subtracted from the
object is obtained from a combination of the two sky spectra and essentially consists of
skyO which only for the bright sky lines has been replaced with sky1. Such a combination
can be prepared by mean of the command REPLACE/IMAGE (e.g., REPLACE/IMA skyO sky
120.,>=sky1l).

6.5 Flux Calibration

The commands EXTINCT/LONG followed by RESPONSE/FILTER or by INTEGRATE/LONG and
RESPONSE/LONG permit a one-dimensional response curve response.bdf to be obtained
from the extracted (e.g., via EXTRACT/LONG or EXTRACT/AVERAGE) and wavelength cali-
brated spectrum of a standard star.

The command RESPONSE/FILTER divides the standard star spectrum by the flux ta-
ble values and uses median and smooth filterings (parameters FILTMED and FILTSMD) to
smooth the instrumental response function.

The command INTEGRATE/LONG also performs a division of the standard star spectrum
by the flux table but generates an table of response values at a wavelength step equal to

the one of the flux table. The command RESPONSE/LONG 1nterpola’ces these values using a
polynomial or spline interpolation scheme.

This response curve can be applied to a one- or two-dimensional extracted, wave-
length calibrated and extinction corrected (EXTINCTION/LONG) spectrum by the command
CALIBRATE/FLUX.

_ Verification commands include PLOT/FLUX to visualize the standard star reference flux
table and PLOT/RESPONSE to vizualize the final instrumental response function.

6.5.1 Flux Calibration and Extinction Correction -

To calibrate the chromatic response, observations of a standard star (preferably more than
one) are needed, for which the absolute fluxes are known. The spectral response curve of
the instrument can then be determined with the command RESPONSE/LONG, and absolute
fluxes for the objects of interest are obtained with CALIBRATE/FLUX. The extinction cor-
rection must previously be done in a separate step with the command EXTINCTION/LONG.

‘An alternative procedure, if no standard star spectrum is available, is the normalisation
of the continuum as described below.
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6.5.2 Airmass Calculation

The commands in the previous Section require the airmass as input parameter. Some
instrument/telescope combinations provide raw data files with the proper values of right
ascension, declination, siderial time, geographical latitude, duration of measurement and
eventually even “mean” airmass. In most cases it will however be necessary to compute
an appropriate airmass using the COMPUTE/AIRMASS. Refer to HELP COMPUTE/AIRMASS for
the details of the image descriptors which are needed. Otherwise, the required informa-
tion must be provided by the user on the command line. It is important to keep in mind
that “mean airmass” and “mean atmospheric extinction correction” are different from
the values at mid-exposure, especially for larger zenith distances. This is so because the
airmass depends non-linearly on zenith distance (sec z) and extinction corrections depend
non-linearly on airmass (10~ (0-4xairmxELAW(mag)))  For reasonable combinations of expo-
sure time and zenith distance, the weighted mean airmass supplied by COMPUTE/AIRMASS
should be appropriate.

6.6 Spectral Analysis |

6.6.1 Rebinning and Interpolation

Raw spectra are usually not sampled at constant wavelength or frequency steps, and
sometimes even with gaps in between the bins. At some stage the independent variable
will have to be converted into linear or non-linear functions of wavelength or frequency
units and gaps will have to be filled with interpolated values. Frequent cases are: wave-
length calibration, redshift correction, log(Fy) versus log(A) presentation, and the com-
parison of narrow-band filter spectrophotometry with scanner data. Related commands
- are REBIN/LONG, already described, REBIN/LINEAR for linear rébinning, i.e. scale and off-
- set change, REBIN/II (IT,TI,TT) to do nonlinear rebin conserving flux (see below) and
CONVERT/TABLE to interpolate table data into image data.

Note that in our implementation we make a conceptual difference between stlalgllthI-
ward interpolation and rebinning. REBIN/II (IT, TI, TT) redistributes intensity from
one sampling domain into another. There is no interpolation across undefined gaps and
no extrapolation at the extremities of the input data. If you need these, you will have to
manipulate the input data first (generating non-existent information !). REBIN/II (IT,
TI, TT) conserves flux locally and globally.

6.6.2 Normalization and Fitting

A frequently used procedure, alternative to the correction for the chromatic response,
is to normalise the continuum to unity by dividing the observed spectrum by a smooeth
approximation of its continuum. This approximation can be obtained either interactively
with the graphic cursor, or from a table (command NORMALIZE/SPECTRUM) or by dividing
the raw data by itself after filtering or smoothing. Median filtering and running average
algorithms are well suited for this purpose (command FILTER). A spline fit can be made to
the points defined interactively as well as to the filtered data (command CONVERT/TABLE).
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The MIDAS Fitting Package permits to go further and perform a more advanced modelling
of the continuum.

6.6.3 Convolution and Deconvolution

Estimating the instrumental point spread function and correcting the observed spectra
for the instrumental profile by deconvolution is a delicate subject. Here, the available
tools are only briefly mentioned. The point spread function (PSF) can be estimated from
the observations (e.g., from the profile of suitable lines in the comparison, night sky, or
interstellar medium spectrum), possibly using the fitting package if a noise-free, analytical
approximation is desired. Once this is done, the command DECONVOLVE/IMAGE can be
applied to deconvolve the observed data. Conversely, the convolution of, e.g., a synthetic
spectrum with the PSF can be done with the command CONVOLVE.

6.6.4 Other Useful Commands

Interactive continuum determination can be done with the command NORMALIZE/SPECTRUM
as mentioned above. There are commands to measure the position of spectral features.
CENTER/MOMENT determines positions from moments whereas CENTER/GAUSS fits a Gaussian
profile; for very sparsely sampled point spread functions, CENTER/UGAUSS is preferred. Op-
tionally, all positions can be stored in a working table file. Measurements of line strengths
and equivalent widths can be obtained with the command INTEGRATE/LINE. Unwanted
spectral features (e.g., spikes due to particle events) can be interactively removed with
MODIFY/GCURSOR. The commands GET/GCURSOR and CONVERT/TABLE provide means to
generate artificial images from cursor positions.

The fitting package permits the determination of line parameters and additional mod-
elling of the data. ’
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6.7 Anuxiliary Data

Wavelength calibration and absolute flux determination procedures require some auxiliary
data. Some tables are provided by the system, but the user can modify or include new
information using the available table commands (Vol. A, Chapter 5). In addition to
columns of interest to the user, user-supplied tables must have the columns and column
labels required by the various MIDAS commands they are to be used with.

For the purpose of the reduction of spectral data, there are three basic table structures:

a) Line identification tables, used in the wavelength calibration step. One column
must contain the laboratory (if the reference frame is to be used) wavelengths in the units
desired for the calibrated spectrum. A sample table with comparison lines of the spectrum
He-Ar is available in MID_ARC:hear.tbl it contains lines in the range from 3600 A to 9300
A and is suitable for data with dispersions between about 5 and 10 A/mm.

b) Flux tables, used for flux calibration and rectification of spectra. These tables
contain at least three columns defining for each entry central wavelength, bin width and
flux, with labels :WAVE, :BIN_W, :FLUX_W. When composing your own tables, take care
that the wavelength unit is the same for all three quantities and agrees with the one
used for the wavelength calibration. Some sample flux tables are available in the directory
MID_STANDARD. If you are still preparing your observations, note that the data available for
the various stars is very inhomogeneous whereas the quality of the calibrations depends
very sensitively on the number and spacing of entries within the spectral range to be
observed. :

c) Sample atmospheric and interstellar extinction laws are contained in directory
MID_EXTINCTION. All interstellar laws are normalised to A4,/F(B — V) = 3.1 at 5500
A, and interpolated and rebinned to a constant step in wavelength (10 A or nm). Note
that the wavelength coverage is very different for various data sets.
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Filename I Ref. ! Filename ’ Ref. 1 Filename l Ref. ’
BD2015 (2) | GDp190 (3) | HR4963 (4)
HR5573 (4) | HRB710 (4) | HR8414 (4)
HR8518 (4) | HR8747 (4) | HZ14 (3)
HZ4 (3) | Hz7 (3) | L745x4 (3)
L870X2 (3) | L930X8 (3) | L970X3 (3)
LB227 (3) | Lbs23s (3) | LDS749 (3)
LT3218 (1) | LT7987 (1) | w4ssa (3)

(1) Stone, Baldwin, 1983, M.N.R.A.S., 204, 347

(2) Stone, 1977, Ap. J., 218, 767

(3) Oke, 1974, Ap. J. Suppl., 27, 21

(4) Breger, 1976, Ap. J. Suppl., 32, 7

Flux units are 10~ '%ergs/s/cm?/ A for refs 1, 2 and 3
and 10~ 3ergs/s/cm?/ A for ref 4

Table 6.1: Standard Stars for Absolute Flux Calibration in system area MID _STANDARD.

ﬁ‘ilename l Description ‘ column number I Ref. ’
INSTEXAN Interstellar: Galaxy(A) 2 (1)
INSTEXAN Interstellar: LMC (A) 3 (2)
INSTEXAN Interstellar: SMC (A) 4 (3)
INSTEXAN Interstellar: LMC (A) 5 (4)
INSTEXAN | Interstellar: Galaxy fit (A) 6 (5)
INSTEXAN | Interstellar: Galaxy fit (A) 7 (6)
INSTEXAN | Interstellar: LMC fit (A) 8 (6)
ATMOEXAN Atmospheric (A) 2 (7)
INSTEXNM Interstellar (nm) § - (1-6)
ATMOEXNM Atmospheric (nm) 2 (7)

l) Savage, Mathis, 1979, An.Rev.Astr.Ap., 17, 73
2) Nandy et al, 1981, MNRAS, 196, 955
3) Prevot et al, 1984, Astron.Astrophys., 132, 389

5) Seaton, 1979, M.N.R.A.S., 187, 73P

6) Howarth, 1983, M.N.R.A.S., 203, 301

(

(2)

(3)

(4) Koornneef, Code, 1981, Ap. J., 247, 860
(5)

(6)

(

7) Tug, 1977, Messenger, 11

1The same as INSTEXAN but wavelengths in nanometers
1The same as ATMOEXNM but wavelengths in nanometers

Table 6.2: Extinction Tables in directory MID_EXTINCTION
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6.8 Command Summary

This section summarizes the commands of the contexts LONG and SPEC as well as general
MIDAS commands that can be used for spectral analysis. These latter commands are
described in Vol. A, Chapter 5 (MIDAS Tables) and Chapter 8 (Fitting of Data).

- Context LONG
APPLY/DISPERSION | in out [y] [coef]
BATCH/LONG
CALIBRATE/FLUX in out [respl
CALIBRATE/LONG [toll [degl [mtd] [guess]

CALIBRATE/TWICE

CLEAN/LONG

COMBINE/LONG cat out [mtd]
EDIT/FLUX [resp]
ERASE/LONG

ESTIMATE/DISPERS | wdisp wcent [ystart] [line] [cat]
EXTINCTION/LONG in out [scale] [table] [col]
EXTRACT/AVERAGE in out [obj] [sky] [mtd]

EXTRACT/LONG in out [sky] [obj] [order,niter] [ron,g,sigmal
GCOORD/LONG [number] [outtab] ’
GRAPH/LONG [size] [posit ion] [id]

HELP/LONG [keyword]

IDENT/LONG [wlc] [ystart] [lintab] [toll
INITIALIZE/LDNG [session] :
INTEGRATE/LONG | std [flux] [resp]

LINADD/LONG in w,bin [yl [mtd] [line] [out]
LOAD/LONG image [scalex,[scaley]l]
MAKE/DISPLAY

NORMALIZE/FLAT in out [bias] [deg] [fit] [visu]
PLOT/CALIBRATE - [mode] -

PLOT/DELTA [mode]

PLOT/DISTORTION wave [deltal [mode]
PLOT/FLUX [fluxtab]

PLOT/IDENT [wlc] [1line]l [x] [id] [wave]
PLOT/RESIDUAL [yl [table]

PLOT/RESPONSE [resp]

Table 6.3: Commands of the coﬁtext LONG
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- Context LONG

PLOT/SEARCH [mode] [tablel

PLOT/SPECTRUM table

PREPARE/LONG in [out] [limits]

REBIN/LONG in out [start,end,step] [mtd] [table]
RECTIFY/LONG in out [reference] [nrep] [deconvolflagl [1line]
REDUCE/INIT partab

REDUCE/LONG input

REDUCE/SAVE partab

RESPONSE/FILTER | std [flux] [resp]

RESPONSE/LONG [plot] [fit]l [deg] [smo] [table]l [image] [visul
SAVE/LONG [session]

SEARCH/LONG [in] [thres] [width] [yaver] [step] [mtd] [mode]
SELECT/LINE

SET/LONG key=value [...]

SHOW/LONG [section]

SKYFIT/LONG input output [skyl [degreel [model] [g,r,t] [radiusl
TUTORIAL/LONG

VERIFY/LONG file mode

XIDENT/LONG [wlc] [ystart] [lintab] [toll

Table 6.4: Commands of the context LONG (continued)

- Context SPEC

CORRELATE/LINE

EXTINCTION/SPECTRUM | inframe outframe scale [table] [col]

FILTER/RIPPLE
MERGE/SPECTRUM

NORMALIZE/SPECTRUM inframe outframe [mode] [table]l [batch flag]

OVERPLOT/IDENT
PLOT/RESIDUAL
SEARCH/LINE

table.l table 2 [pixell [cntr,tol,rg,st] [pos,ref,wgt]

[ref.value] [outimal

frame outframe period [start,end]
specl spec2 out [interval] [model] [vari] [var2]

[table] [xpos] [ident] [ypos]
[table] _
frame w,t[,nscan] [table] [meth] [type]

Table 6.5: Commands of the context SPEC
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- Spectral Analysis
CENTER/method GCURSDR table EMISSION/ABSORPTION
COMPUTE/FIT output = function[(refima)]
COMPUTE/FUNCTION | output = function[(refima)]
CONVERT/TABLE image = table indep dep refimage method
CONVOLVE input output psf
CREATE/GUI ALICE
DECONVOLVE input output psf
FIT/IMAGE niter,chisq,relax image [function]
GET/GCURSOR table
INTEGRATE/LINE image [y0] [x0,x1] [nc,degreel [typel
MODIFY/GCURSOR image [y0] [x0,x1] [nc,degree] [typel
REBIN/II input output
REBIN/LINEAR input output
STATISTICS/IMAGE | image

Table 6.6: Spectral Analysis Commands

6.9 Parameters

For the storage of control parameters and results, the context LONG uses a number of special
keywords. They are intialised by the command SET/CONTEXT LONG, their values can at
any time be listed by typing SHOW/LONG. The following table provides a brief description
of the purpose of the LONG keywords:
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Parameter | Description
ALPHA Rejection parameter for lines matching [0,0.5]
AVDISP Average dispersion per pixel
BETA Non-linearity in mode LINEAR
BIAS Bias image or constant
BIASOPT Bias Correction (YES/NO)
COERBR Table of coefficients for RBR
COMET Combination method (AVERAGE/MEDIAN)
COORFIL Name of coords table of GCOORD/LONG
COROPT Computes correlation
CORVISU Plots correlation peak
DARK Dark image or constant
DARKOPT | Dark Correction (YES/NO)
DCX fit degree of the dispersion coefl.
DISPCOE Dispersion coefficients
EXTAB Extinction Table )
EXTMTD Extraction method (AVERAGE, LINEAR)
EXTOPT Extinction Correction Option (YES/NO)
FDEG Flat fitting degree
FFIT Flat fitted function
FILTMED Radius of median filter
FILTSMO Radius of smoothing filter
FITD Degree of fit
FITD fit degree of the dispersion coeff.
FITYP Type of fit (POLY, SPLINE)
FLAT Flat-Field Image
FLATOPT | Flat Correction (YES/NO)
FLUXTAB Flux Table of the standard star
FVISU Visualisation flag (YES/NO)
GAIN Gain (e-/ADU)
GUESS Guess session name
IMIN lower limit from LINCAT
INPNUMB Input generic name
INPUTF Input generic name
INSTRUME | instrument
LINCAT line catalogue
LINTAB Table of line identifications
LOWSKY Lower, upper row number of lower sky
MAXDEV Maximum deviation (pixels)
NITER Number of iterations
NPIX size of the raw images in pixels
OBJECT Lower, upper row number of object spectrum
ORDER Order for optimal extraction

Table 6.7: Keywords Used in Context LONG
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Parameter Description

OUTNUMB | Output starting number

OUTPUTF Output generic name

PLOTYP Type of plot (RATIO, MAGNITUDE)
RADIUS Radius for cosmics rejection

REBEND Final wavelength for rebinning

REBMTD Rebinning method (LINEAR, QUADRATIC, SPLINE)
REBOPT Rebin Option (YES/NO)

REBSTP Wavelength step for rebinning

REBSTRT Starting wavelength for rebinning
RESPLOT Plot flag for response computation
RESPONSE | Response lmage

RESPOPT Response Correction Option (YES/NO)
RESPTAB Intermediate Response Table

RON Read-Out-Noise (ADU)

ROTOPT Rotation Option (YES/NO)

ROTSTART | Y-start after rotation

ROTSTEP Y-step after rotation

SEAMTD Search centering method (GAUSS, GRAV, MAXI)
SESSION Session name

SHIFT Shift in pixels

SIGMA Threshold for rejection of cosmics (std dev.)
SKYMOD Mode of fitting ’
SKYORD Orderfor sky fit

SMOOTH Smoothing factor for spline fitting

START start points of the raw image.

STD Standard Star Spectrum '

STEP start points of the raw image.

THRES Threshold for line detection (above local median)
TOL tolerance in Angstroms for wavelength ident.
TRIM Trim window (x1,y1,x2,y2) in pixels
TRIMOPT Trim Option (YES/NO)

TWODOPT | Computes bivariate polynomial option.
UPPSKY 1 Lower, .upper row number of upper sky
WCENTER | Central wavelength

WIDTH Window size in X for line detection (pixels)
WLC wavelength calibration image

WLCMTD Wavelength calibration method (IDENT,GUESS)
WLCNITER | Minimum, Maximum number of iterations
WRANG wavelength range to take from LINCAT
YSTART Starting row for the calibration (pixel value)
YSTEP Step in Y for line searching (pixels)
YWIDTH Window size in Y for line detection (pixels)

Table 6.8: Keywords Used in Context LONG (continued)
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6.10 Example

As an example of the use of the commands described above, we here include the tutorial
procedure, executed as TUTORIAL/LONG.

The input images are wlc, the wavelength calibration frame, and obj, the object. The
catalogue of laboratory wavelengths used is stored in the table 1incat.

INIT/LONG

GRAPH/LONG

MAKE/DISPLAY

|

WRITE/OUT Copy test images
~DELETE lndemo_%*.*

-COPY MID_TEST:emhear.bdf
~COPY MID_TEST:emth.bdf
~COPY MID_TEST:emstd.bdf
-COPY MID_TEST:emmi0042.
~COPY MID_TEST:emmiQ043.
~COPY MID_TEST:emmi0044.
—COPY MID_TEST:emmi0045.
—COPY MID_TEST:emmiQ046.
—COPY MID_TEST:emmiO047.bdf
—COPY MID_TEST:emmi0048.bdf
—COPY MID_TEST:emmi0049.bdf
~COPY MID_TEST:thorium.tbl
—COPY MID_TEST:hear.tbl lndemo_hear.tbl
—-COPY MID_TEST:1745.tbl 1ndemo_1745.tbl

—-COPY MID_TEST:atmoexan.tbl lndemo_atmo.tbl
[}

Indemo_wlch.bdf
1ndemo_wlcth.bdf
lndemo_wstd.bdf
Indemo_biasl.bdf
lndemo_bias2.bdf
Indemo_bias3.bdf
Indemo_bias4.bdf
Indemo_flatl.bdf
Indemo_flat2.bdf
Indemo_£flat3.bdf
Indemo_flat4.bdf
lndemo_thorium.tbl

bdf
bdf
bdf
bdf
bdf

WRITE/OUT
WRITE/OUT
WRITE/OUT
WRITE/OUT
WRITE/OUT
WRITE/OUT
WRITE/OUT
WRITE/OUT
WRITE/OUT
WRITE/OUT
1

WRITE/OUT
!

LOAD

"This tutorial shows how to calibrate long slit spectra"
"The package assumes wavelengths increasing from"

"left to rigth."

"It is assumed that the images have been already”
"rotated, corrected for pixel to pixel variation"

"and the dark current has been subtracted.”

"Input data are:"

"wlc.bdf —- wavelength calibration image"

"obj.bdf - object image"

"lincat.tbl ~ line catalogue"

"Combining flat and dark images"

Indemo_flatl

CREATE/ICAT bias lndemo_bias*.bdf

COMBINE/LONG

STAT/IMA
1

bias 1lnbias MEDIAN

lnbias

CREATE/ICAT flat lndemo_flat#*.bdf
SET/LONG TRIM=20,60,520,457

PREPARE/LONG

flat.cat lndemo_f£ft
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CREATE/ICAT flat lndemo_ft*.bdf
COMBINE/LONG flat 1nff AVERAGE
NORMALIZE/FLAT 1lnff 1nflat 190.

1

CREATE/ICAT 1ndemocat lndemo_w*.bdf
READ/ICAT lndemocat

LOAD Indemo_wlch

WRITE/OUT "Extracting useful part of spectra with command PREPARE/LONG"
SET/LONG TRIM = 0,60,0,457
PREPARE/LONG 1lndemocat.cat lndemo

I

WLC:

SET/GRAPH PMODE=1 XAXIS=AUTO YAXIS=AUTD

SET/LONG WLC=lndemol LINCAT=lndemo_hear YWIDTH=10 THRES=30.
SET/LONG YSTEP=1i0 WIDTH=8 TWODOPT=YES DCX=2,1

!

SESSDISP = "NGO "

}SHDW/LONG wlc

!
_WRITE/OUT Search lines:

WRITE/DESCR {WLC} STEP/D/2/1 -2.

SEARCH/LONG ! search calibration lines
PLOT/SEARCH

|

WRITE/OUT "Identify some of the brightest lines:"

WRITE/OUT

WRITE/OUT " X = 379.30 922.50 "

WRITE/OUT " WAV = 5015.680 5606.733"

WAIT 2 .

IDENTIFY/LONG ~ ! interactive line identification
SET/LONG WLCMTD=IDENT TOL=0.3

CALIBRATE/TWICE ! wavelength calibration
PLOT/IDENT ! display initial identifications

!
WRITE/OUT Compute the dispersion coefficients by fitting a 2-D polynomial
WRITE/OUT to the whole array )

PLOT/CALIBRATE ! display all identifications

PLOT/RESIDUAL

PLOT/DISTORTION 5015.680

1

SAVE/LONG sesl

WRITE/OUT "Now calibrating another arc spectrum in GUESS mode"

SET/LONG WLCMTD=GUESS GUESS=sesl WLC=lndemo2 LINCAT=lndemo_thorium
SET/LONG WIDTH=4 THRES=3. TOL=0.1  ALPHA=0.2

LOAD {wlc}

SEARCH/LONG

CALIBRATE/LONG
1
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WRITE/OUT
WRITE/OUT
WRITE/OUT
WRITE/OUT
WRITE/OUT
WRITE/OUT
WRITE/OUT
]

'INIT/LONG
t

"Now demonstrating th

"dispersion relation :

" -~ APPLY/DISPERSION
" Input must be a
" — REBIN/LONG

" — RECTIFY/LONG
"Note: Rebin can be a

sesl

CHAPTER 6. LONG-SLIT AND 1D SPECTRA

e three possible ways to apply the"
involves no rebinning and outputs a table.”
1D spectrum or a row of a long-slit spectrum“
rebins row by row, taking coefficients from coerbr.tbl"
applies the 2D polynomial dispersion relation"
pplied before or after extraction"

APPLY/DISPERSION {wlc} wlct @100
PLOT/SPECTRUM  wlct

REBIN/LONG
LOAD

PLOT
!

{wlc} wlcrd
wlcrb
wlcrb @100

RECTIFY/LONG {wlc} wlc2

LOAD

PLOT
]

wlc2
wlc2 @100

WRITE/OUT."Session is now saved, initialized, and loaded from session tables'
SAVE/LONG mysess

INIT/LONG
SESSDISP =
SHOW/LONG

IIND "

INIT/LONG mysess

SESSDISP =

SHOW/LONG
1

IINO "

WRITE/OUT "Now extracting a spectrum with two possible methods:"

age with EXTRACT/AVERAGE"
on with EXTRACT/LONG"

EBEND=5800. REBSTP=2.00
98 UPPSKY = 204,215

THRES=3. RADIUS=2

stdsky
03

tdsky

WRITE/OUT " - Simple rows aver
WRITE/DUT " - Optimal extracti
LOAD/IMA Indemo3
SET/LONG REBSTR=4600. R
REBIN/LONG lndemo3 ext8 °
-SET/LONG LOWSKY = 189,1
SET/LONG GAIN=2. RON=5.
SKYFIT/LONG ext8 stdsky
LOAD stdsky
COMPUTE/IMAGE ext7 = ext8 -
SET/LONG OBJECT = 199,2
EXTRACT/AVERAGE ext7 stda
PLOT stda
EXTRACT/LONG ext8 stde s
PLOT stde

WRITE/OUT '"Now computing instrumental response"
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SET/LONG FLUXTAB=lndemo_1745 EXTAB=lndemo_atmo
PLOT/FLUX

EXTINCTION/LONG stde stdext

RESPONSE/FILTER stdext

INTEGRATE/LONG stdext

RESPONSE/LONG fit=SPLINE

PLOT/RESPONSE
CALIBRATE/FLUX  stdext stdcor
CUTS stdcor 100.,500.
PLOT stdcor
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Chapter 7

Echelle Spectra

This Chapter provides the basic information necessary to understand the echelle package
implemented in MIDAS. It includes the description of the reduction method and the system
implementation, without reference to a particular instrument. A detailed description of the
operation and relevant parameters for the different instruments supported are described
in the corresponding Appendix D. Tutorial examples are available in the system (com-
mand TUTORIAL/ECHELLE) and are also included in the Appendix D so that users without
previous experience in MIDAS could become familiar with the calibration procedures.

The package follows a very flexible scheme, where most of the reduction steps include
several algorithms which can be dynamically chosen and some of the steps can be executed
optionally. Experienced users could modify the scheme to adapt it to their data configura-
tion. The methods described here are generally sufficient to cover a wide range of echelle
formats. The ESO instruments supported by the package are CASPEC (Cassegrain Echelle
Spectrograph), EFOSC(1+2), ECHELLEC, and EMMI.

The package provides a set of about 30 first-level basic commands to perform the
reduction, most of them having the qualifier ECHELLE. These commands are structured
in five main MIDAS procedures to perform complete steps of reduction. In Section 7.1
we describe the algorithms used in the echelle reduction, i.e. the algorithms to find the
position of the echelle orders, order extraction procedures, wavelength calibration and
instrument response correction. In Section 7.10 we include a brief outline of the different
data formats involved in the reduction and a summary of the commands. Finally, the
session parameters are detailed in Section 7.11

Note

This chapter only provides a synopsis of the commands needed for the reduction
of echelle. It is important to realise that it can neither substitute the HELP
information available for each command nor be ezhaustive, especially not with
regard to the usage of general utilities such as the MIDAS Table System, the
AGL Graphics package, etc. Reduction steps which are not specific to echelle
spectra are described in more detail in Chapter 6. The Appendiz D provides a
practical approach to echelle reduction.

7-1
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7.1 Echelle Reduction Method

7.1.1 Input Data and Preprocessing

The information involved in a reduction session consists of user data and system tables.
User data is a set of echelle images, observed with the same instrument configuration,
including a wavelength calibration image (WLC), a flat field image (FLAT) and astronomical
objects OBJ. Optionally, this set will include standard stars (STD) to be used in the absolute
or relative flux calibration, and dark images (DARK). Catalogues with comparison lines and
absolute fluxes for standard stars are available in the system as MIDAS tables.

Before starting the actual reductlon some preprocessmg of the data.is required to
correct for standard detector effects as follows:

e Rotation of input frames.
After this rotation, the dispersion direction of the echelle orders will be horizontal,
with wavelengths increasing from left to right and spectral order numbers decreasing
from bottom to top of the image. As always in MIDAS, the origin is the pixel (1,1),
located in the lower left corner of the image.

e Updating START and STEP descriptors.
Descriptors START and STEP must be set to 1.,1. for all images processed. Session
keyword CCDBIN must be set to the original binning factor along 2- and y-axis. Image
rotation and descriptors update are performed by the command ROTATE/ECHELLE.

e Cleaning of bad columns.
First, bad columns — bad rows after the rotation — can be removed with the command
COMPUTE/ROW. The cleaning of bad columns is required for FLAT images where the
variation of the intensity due to these columns can affect the automatic detection of
the orders. :

e Cleaning of hot pixels.

Hot pixels can be eliminated by filtering the images. In case the observation has
been splitted in several exposures and more than one image is available with the
same information, the images can be averaged with the command AVERAGE/WINDOW;
this command can, optionally, interpolate pixel values with large deviations from the
average value. Removal of hot pixels is required for DARK images and is recommended
for OBJ exposures. General methods to clean bidimensional spectra are described in
Chapter 6 (Removing Cosmic Ray Hits). The command FILTER/ECHELLE, adapted
to echelle spectra is described in Section 7.3

e Subtraction of dark current from FLAT, OBJ and STD frames. The dark level is
estimated from a series of DARK exposures of short duration which are averaged
to reduce the effect of the read—out noise of the CCD and to eliminate hot pixels
as described before. If preflashing is necessary, a set of preflashed DARK exposures
should be obtained in a similar manner. It is advisable to obtain a set of DARK images
with similar exposure times as the object and standard star frames, or to scale the
dark level to the observed exposure.
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7.1. ECHELLE REDUCTION METHOD 73

e Checking exposure times in 0BJ and STD frames. For images generated by ESO
instruments, the exposure time (in seconds) is stored in the descriptor 0-TIME(7).
If necessary this descriptor can be created as 0_-TIME/D/1/7 with the command
WRITE/DESCRIPTOR.

7.1.2 Retrieving demonstration and calibration data

Calibration tables are required to provide reference values of wavelength for Th-Ar arc
lamp lines, atmospheric extinction or standard star fluxes. .

A certain number of tables are distributed on request in complement to the Midas re-
leases. These tables are also available on anonymous ftp at the host ftphost.hq.eso.org
(IP number 134.171.40.2). The files to be retrieved are located in the directory /mi-
daspub/calib and are named README.calib and calib.tar.Z. Command SHOW/TABLE can
be used to visualize the column name and physical units of the tables. Demonstration data
required to execute the tutorial procedure TUTORIAL/ECHELLE are also located on this ftp
server in the directory /midaspub/demo asechelle.tar.Z. FTP access is also provided on
the World Wide Web URL:

http://http.hq.eso.org/midas-info/midas.html
The calibration directory contains other information such as characteristic curves for ESO
filters and CCD detectors, which can be visualized with the Graphical User Interface
XFilter (command CREATE/GUI FILTER).

7.1.3 General Description

The first problem in the reduction of echelle spectra is, of course, the solution of the
dispersion relation. That is the mapping between the space (A, m) wavelength, spectral
order and the space (z,y) sample z, line y in the raw image. This relation gives the
position of the orders on the raw image, and defines the wavelength scale of the extracted
spectrum. The mapping is performed in two steps:

e A first operation (order definition), gives the position of the orders in the raw image.
In figure 7.1, this operation corresponds to the step “Find Order Position”. The
required input is an order reference frame (usually FLAT or STD) and the output is
a set of polynomial coefficients. These coefficients are an input of the step “Extract
Orders”.

e A second operation (wavelength calibration) defines the wavelength scale of the
extracted spectrum. The successive steps of this operation are shown in the second
column of figure 7.1. The output is a set of dispersion coefficients required by the
step “Sample in Wavelength”.

Sections 7.2 and 7.6 describe the solution of this mapping.

The second step in the reduction, described in Section 7.4, is to estimate the image
background. The background depends mainly on the characteristics of the detector, but
includes the additional components of the scattered light in the optics and spectrograph.
This operation corresponds to the step “Subtract Background” in fig. 7.1.
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A particular problem in the CCD—detector used by the two echelle instruments is the
appearence of interference fringes produced within the silicon, which can be especially
important in the long wavelength range of the instrument. By processing the flat-field
(first column of fig. 7.1), correction frames are prepared and used for the standard star
and the object reduction. A method to correct for this effect is described in Section 7.7.

After the corrections for all these effects, the information in the spectral orders is
extracted using the methods described in Section 7.5. The extracted flux, used in con-
junction with the dispersion relation, gives the photometric profiles of the spectral orders.
Two instrumental effects are still present in these profiles: first, due to the blaze effect of
the echelle grating, the efficiency of the spectrograph changes along each order; second,
the efficiency of the whole instrument is not-uniform with wavelength. In Section 7.8 we
describe how to correct both effects, to normalize the fluxes and, if the input data includes
calibration stars, to convert the fluxes into absolute units.

Neote

‘Taking a standard star ezposure (STD) is a recommended observation strategy
which can make easier the order definition in the blue part of the spectrum as
well as the correction of individual orders for the variations of grating efficiency
(blaze function).

The steps summarised above comprise the STANDARD reduction. Alternatively, it is
possible to correct the variation in sensitivity along the spectral orders using a suitable
model for the blaze function as described in Section 7.8.2. Figure 7.1 displays the process
scheme in a typical reduction session; slanted fonts indicate optional operations. In the
rest of this Section the algorithms used in each step of the reduction are described.

7.2 Order Definition

The dispersion relation is defined by the following equations:

¥y = fl(z7'm)
X = folzm) (7.1)

The first of the equations 7.1 defines the position of the spectral orders, m, in the raw
image, while the second equation gives, for each order, the dispersion relation in one
dimension. The mapping between the spaces (A, m) and (z,y) is separated into two
different equations; the first one will be discussed in this Section, while the description of
the second equation will be postponed to Section 7.6.

The function f, is approximated by a polynomial of the form

J I

y=file,m)= ) > ayz‘m/ (7.2)

Jj=01i=0

where the coefficients a;; are computed using least squares techniques on a grid (zx, yx),
i.e. sample number and line number of points located within the spectral orders of the
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image. These points in the grid are found automatically by an order—following algorithm,
normally using the FLAT or STD image. :

e A first guess of the position of the orders is found on a trace perpendicular to the
dispersion direction done in the middle of the flat field image, in this way we define
the set of points (zg, Yom), ™ being the relative order number.

e For each order, the order—following algorithm finds the series of points located on
the order at z, = zy + n X Az for points on the right half of the order, and at
T_, = &g — n X Az for points on the left half of the order, n = 1,2,... integer and
Az is the step of the grid. ' ‘

This set of points forms the basic grid with the geometric positions of the orders.
Typical values of the standard deviation of the residuals of this approximation are about
0.3 to 0.1 pixel. '

It is worth mentioning here that the order following algorithm finds the center of the
orders by taking the middle point with respect to the edges of the orders. The edges of
the orders are detected automatically by thresholding the order profiles, perpendicular to
the dispersion direction; the level of the threshold is a function of the signal in the order.
The command DEFINE/ECHELLE performs the automatic order detection.

An alternative method is available, based on the Hough transform to perform the order
detection and involving a tracing algorithm able to estimate an optimal threshold for each
order independently. The order definition is performed as follows: '

e A preprocessing of the frame is performed, including a median filtering (radx,y=2,1)
to remove hot pixels and bad rows from the image. Then the background value
is measured in the central area of the image and subtracted. This preprocessing
assumes that the defaults are small enough to be corrected by a simple median
filtering and that the interorder background is basically constant all over the image.
If the above conditions are not respected, the frame must be processed by the user.
The echelle command BACKGROUND/SMOOTH enables performance of a background
correction at this early stage of the calibration.

e A first guess of the position and the slope of the orders is found by processing the
Hough transform of a subset of columns of the input image. The order detection by
Hough transform is described in (Ballester, 1994).

e For each order, an initial threshold is estimated by measuring the pixel values in
the middle of the order. The order following algorithm finds the series of points
located on the order at regular steps on the grid, as describd above. The threshold
is optimised in order to follow the order on the longest possible distance. If the trace
of the order is lost, the algorithm extrapolates linearly the positions and attempts
to skip the gap.
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e Lor each position, the center of the order is defined as the first moment of the pixel
values above the threshold:

yme= yx (Iy — threshold)

—_— Y=Ymin
Yeenter = Ymazx

Y=Ymin y

This algorithm is implemented in the command DEFINE/HOUGH. The algorithm can
run in a fully automatic mode (no parameters are required apart from the name
of the input frame). It is also possible to set the following parameters to enforce a
given solution:

— numbers of orders to be detected.
— half-width of orders
— threshold

A practical decription of the way to use this algorithm and to optimise the parameters is
described in the Appendix D

7.3 Removal of particle hits

Cosmic ray events pose a serious problem in long CCD exposures. Their removal is a rather
delicate step, because in high-contrast images (such as well-exposed echelle spectra) there
is always a danger of damaging the scientific contents of the frame. Particle hits can
be removed from scientific exposures by splitting the exposure and comparing spectra
of the same target obtained under the same instrumental configuration. Offsets of the
target resulting from the positioning of the target on the entrance slit of the spectrograph
and variations of exposure time must be accounted for. Commands AVERAGE/IMAGE and
AVERAGE/WEIGHT offer number of options to compare the images and reject particle hits. In
the case of echelle spectra of sources with very little variation of the spectral information
along the slit, one can also exploit the knowledge provided by the order definition as to
where in the frame the relevant data is located.

The removal of unwanted spikes, above an otherwise featureless background such as
the inter-order space of echelle spectra, is done most easily with a median filter. There-
fore, in a first step a median filter is applied to the entire frame. This then enables the
true background to be determined as described in Section ‘Background Definition’ of this
chapter. The subtraction of the background calculated completes the second step, and, as
far as the inter-order space is concerned, the final result is reached already. The removal
of cosmics from the object spectrum forms the third step and is restricted to the regions
covered by the spectral orders in the background-corrected, but otherwise raw frame. This
step comprises the following operations performed within a sliding (along and separately
for each spectral order) window of user-specified width:

e For all z; of the window, normalize the spatial profile to the total flux in the asso-
ciated. slice (i.e. all y; of the order considered).
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e Form the ‘true’ spatial profile as the median over the individual profiles at all z; in
the window.

e For all pixels (z., y;) in the central slice, ¢, of the window compare their re-normalised
flux, f. ;, with the properly scaled contents m; of pixel j in the median profile. If the
difference exceeds the expected statistical error of f;; (calculated from the number
of photons detected and the readout noise) by a user-specified factor, replace f.;
with m;.

If the threshold for substitution by the median is set properly (~4 o) and the spectral
information within the spatial profile does not change (point sources are best), this pro-
cedure does not redistribute the flux or dilute the point spread function.

These three steps are the backbone of command FILTER/ECHELLE. The final output
frame is the merger of the median-filtered inter-order domains with the spectral orders
after having been subjected to step three. Note that the background has been subtracted
already. A keyword BACKGROUND with contents SUBTRACTED is appended to the frame as
a flag to subsequent high-level procedures so as not to have to go through the very time
consuming step of the background modeling again. Delete that descriptor or change its
contents if re-modeling of the residual background is desired. '

7.4 Background Definition

The estimation of the background is one of the critical points in the reduction of echelle
spectra for two reasons. On one side, a correct estimate of the background level is necessary
to compute the true flux of the object spectrum; on the other side, a wrong estimate of
the background in either the flat field image (FLAT), the object (OBJ) or (optionally) the
standard star (STD), will severely affect the accuracy with which instrumental effects —
such as the blaze — can be corrected for. The background in an echelle image consists of:

e a constant offset introduced by the electronics (bias),

e an optional constant pedestal due to the pre—flashing of the CCD,
e the dark current,

e general scattered light,

diffuse light in the interorder space coming from adjacent orders.

sky background spectrum

The first three components are removed during the preprocessing as described in Ap-
pendix D. Correction for the general scattered light and diffuse light background is pre-
sented in the three following sections. Correction for the sky background is presented in
Section 7.4.4.
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The remaining background due to scattered light is estimated from points located
in the interorder space. These locations are defined when performing the order defini-
tion (command DEFINE/ECHELLE or DEFINE/HOUGH) and can be displayed by command
LOAD/ECHELLE. The order definition is used to create a table back.tbl containing the back-
ground positions. Unscanned areas of the CCD can be avoided in the background estimate
by using the command SCAN/ECHELLE. If bright features (e.g. sky lines) are located at the
same location as background points, these locations must be unselected from table back.tbl
using SELECT/BACKGROUND. Selection of the method is possible by assignment of a value
to the echelle keyword BKGMTD and the background estimate, subtraction and update of
the descriptor BACKGROUND is performed by the command SUBTRACT/BACKGROUND

7.4.1 Bivariate polynomial interpolation

Background points are used to approximate the observed background by a polynomial of
- two variables, sample and line numbers, as:.-

B(z,y) = Z Z b;j:ciyj (7.3)

The background of flat field images is usually well modelled by a 2D polynomial of degrees
3 and 4 in variables sample and line respectively. The agreement of the model is typically
better than 1% of the background level. For object exposures the signal-to—noise ratio is
normally much lower, as is the actual background level. A polynomial of lower degree, for
example linear in both dimensions or a constant background should be enough. Because
“small errors in the determination of the background are carried through the whole rest of
the reduction and are even amplified at the edges of the orders, care should be taken in
the background fitting.
' If no DARK or BIAS frames are available, the background definition might be slightly less
accurate because the modelling procedure has to take into account these contributions as
well. In some cases the degree of the polynomial has to be increased. As a rule of thumb,
one should try to fit the background with a polynomial of the lowest possible degree.
This method gives good results when the main contribution to the background is due
to global scattered light.

7.4.2 Smoothing spline interpolation

An alternative method performs the interpolation of interorder background using smooth-
ing spline polynomials. Spline interpolation consists of the approximation of a function by
means of series of polynomials over adjacent intervals with continuous derivatives at the
end-point of the intervals. Smoothing spline interpolation enables to control the variance
of the residuals over the data set, as follows:

5= (v ~ 5i)?
i=1
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where y; is the 7** observed value and §; the #** interpolated value is the sum of the squared
residuals and the smoothing spline algorithm will try to fit a solution such as:

§< S+

where S is the smoothing factor and o = 0.001 is the tolerance.
One must retain two particular values of S:

e S = 0. The interpolation pass through every observation value.
e S very large. The interpolation consists of the one-piece polynomial interpolation.

The solution is estimated by an iterative process. Smbothing spline interpolation is
designed to smooth data sets which are mildly contaminated with isolated errors. Conver-
gence is not always secured for this class of algorithms, which on the other hand enables to
control the residuals. The median of pixel values in a window surrounding the background
reference position is computed before spline interpolation. The size of the window (session
keyword BKGRAD) is defined along the orders and along the columns of the raw spectrum.

7.4.3 Background estimate by filtering

The command BACKGROUND/SMOOTH enables to define the background without previous
order definition. This feature is useful for example to correct for the background the
image required for the order definition. This command involves an iterative algorithm
which performs the following operations:

e the input frame is heavily smoothed in the direction perpendicular to the orders.

e the original frame is divided by the smoothed one and all pixels which ratio is greater
than one are replaced by the smoothed value. '

e the corrected frame becomes the new input frame and the two previous steps are
repeated until a satisfying solution is obtained.

A more elaborated scheme is required if the contribution to the background from
adjacent orders is important, this occurs when the distance between orders is small. All
above methods are implemented in command BACKGROUND/ECHELLE and selected by the
echelle keyword BKGMTD.

7.4.4 Sky background definition

The previous methods allow to correct for the interorder scattered light. The sky back-
ground component can be measured in spectra taken with an extended slit using the two
commands DEFINE/SKY and EXTRACT/SKY. The command DEFINE/SKY allows to define
the offset limits of up to two sky windows, usually on both sides of the spectrum. The
command EXTRACT/ECHELLE performs an average extraction of the sky background using
these offsets, optionally fiters for cosmics, and provides an extracted spectrum in a format
similar to the one resulting from EXTRACT/ECHELLE. The two extracted images can be
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subtracted for sky background correction. It can be noted that the background measured
by the command EXTRACT/SKY includes also the interorder scattered light components and
makes in principle unnecessary the correction described in the previous Section.

7.5 Order Extraction

Individual echelle orders are extracted by adding the pixel values over a numerical slit
running along the orders, with the position of the slit center defined by equation 7.2. The
width of the slit is one pixel and its length, as well as an optional offset to shift the slit
prependicular to the dispersion direction, are defined by the user.

The pixel values in the numerical slit are found by linear interpolation of the values in
the image. The extracted flux number is the weighted average of these interpolated pixel
values. There are three types of weights (w) depending on the selected option:

e option LINEAR: w = 1,
e option AVERAGE: w = 1/L where L is the length of the slit,

e option OPTIMAL: weights optimising the signal to noise ratio of the extracted spec-
trum. This algorithm is based on (Mukai, 1990)

There are several effects to consider when defining the length of the extraction slit. If
the length is too small, the orders are only partially extracted and they present a periodic
variation due to the inclination of the orders with respect to the lines in the image. On
the other side, if the slit is too large, the extracted flux will include noisy pixels from the
flatfielded background, when the flat field correction is applied.

The command EXTRACT/ECHELLE is used for the order extraction. The method is
selected using echelle keyword EXTMTD.

7.6 Wavelength Calibration

7.6.1 General Description

A preliminary step to the wavelength calibration consists of extracting the orders of the
WLC image which can then be used to determine the dispersion relation in two steps:

e The calibration lines are detected on the extracted orders by means of a simple
thresholding algorithm. The center of the line is estimated by its center of gravity
(GRAVITY method) or by a gaussian fit to the line profile (GAUSSIAN method). This
is done with the command SEARCH/ECHELLE.

e A few lines are identified interactively on the 2D image display and a set of global
dispersion coefficients are derived by comparing the identified lines with the line
catalogue available in the system. This global model for the dispersion is a function
of the wavelength and the spectral order number. Finally, dispersion coefficients
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for each order are computed using the global coefficients as a first approximation.
A polynomial of degree 2 or 3 is sufficient to obtain, for each order, a good approx-
imation of the wavelength scale.

The command IDENTIFY/ECHELLE involves the echelle relation and requires the iden-
tification of two lines in overlapped regions of adjacent orders (method PAIR). The
calibration can as well be performed for spectra which orders are not overlapped, this
time requiring a minimum of four identifications (method ANGLE). Both methods are
based on the echelle relation and therefore are not applicable if the disperser is not
an echelle grating, as it is the case for EFOSC which involves a grism disperser. The
method TWO-D allows to start directly the calibration with a two-dimensional fitting
polynomial and requires more initial identifications. In case of several observations
with the same, or near the same instrumental configuration, it is possible to use the
global dispersion model from a previous calibration. The method GUESS implements
this mode of operation. Two additional methods RESTART and ORDER are available.
The selection of the method is performed by assigning a value to the echelle keyword
WLCMTD. ' :

Solutions are computed either for each independent order (WLCOPT=1D) or using a
global bivariate polynomial (WLCOPT=2D).

7.6.2 The Echelle Relation

The wavelength calibration involves a physical equation, the echelle relation and regression
analysis to achieve estimates of the dispersion relation. Provided that the echelle dispersion
is performed with a grating, any echelle spectrum can be calibrated usually with four
lines used as pre-identifications and a catalog of laboratory wavelengths associated to the
calibration lamp. The achieved accuracy is usually in the range 0.2 - 0.02 pixel. Accuracy
can be improved by selecting lines of a sufficient signal-to-noise ratio and using a line
catalog sorted for blends for the specific spectral resolution of the instrument.
The echelle relation derives from the grating dispersion relation :

sin?+sin @ = k.m.\

with &k the grating constant, m the order number, and A the wavelength. The cross-
disperser displaces successive orders vertically with respect to one another. For a given
position z on the frame, we have :

m.A = cste(z) (Echelle Relation)

The acurracy of this relation is limited by optical aberrations and optical misalign-
ments, which make it only useful to initialise the calibration process by reducing the
number of identifications necessary to determine this one-dimensional relation, expressed
as a polynomial of low degree N like:

1 & :
A(m,z) = E.Zami.z’

1=0
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The two major limits of accuracy of the echelle relation are:

e Optical aberrations: the echelle relation does not include the effect of optical
aberrations which will displace the lines in the frame and then become a source
of unaccuracy when attempting to estimate the echelle relation parameters from a
calibration frame. This contributor however will be partially removed by using an
appropriate model to fit the echelle relation, like a polynomial of sufficient degree.

e Optical misalignments: Optical misalignments occur between echelle grating and
cross-disperser between this latter and detector. The effective misalignment angle
can be up to a few degrees (usually less than 3). Over many hundreds pixels, the
misalignment error amounts to systematic errors of many pixels, far beyond the
secked accuracy. it is therefore necessary to correct for any rotation of the detector.

7.6.3 Estimating the angle of rotation

As a consequence of the cross-disperser dispersion relation, a given line repeated in two
overlapped regions of the spectrum must be found at the same y position if spectrum and
detector are perfectly aligned. »

In the following, we will call a pair two occurences of the same line in the overlapped
parts of two adjacent orders.

The above condition provides a geometrical way to estimate the angle, as: o = Ay/Ax,
with Ay the difference in y position of the two occurences of the pairs and Az the difference
of their z positions. This method requires overlaps between orders and is used in the
calibration method PAIR.

Another approach consists of estimating the rotation angle as the parameter for which
regression analysis provides the smallest, residual for a given set of observations.

e T, =zrcosa-+ ysina
N ,
e mA=);_,0;2,
e « such as the standard-error is minimized

The determination of the optimum is performed analytically and is involved in the
calibration method ANGLE. This one-dimensional representation of the dispersion relation
is used as a starting point in the loop and is replaced by a bivariate solution m.A = f(z, m)
as soon as a sufficient number of identifications has been performed.

7.6.4 Identification loop

The identification criterion combines estimate of the wavelength of a line and an estimate
of the error as well as a list laboratory wavelengths to determine and guarantee the iden-
tification of a given line. One could involve the additional knowledge of line strengths.
But in practice this information of limited use, in reason of variations of relative line in-
tensities caused by impurities, lamp ageing, pressure variations, a.s.0. Accordingly, the
identification criterion is:
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)‘c = )‘cat if 3! Acat / ” )‘C - )\cat ”< A

with A., computed estimated wavelength, A.,; the catalog wavelength and 6}, a majorant
of the error of the computed wavelength, taken as the distance of the closest neighbor in
the line catalog or in the arc spectrum divided by a coefficient o which value does not
exceed 1 (this parameter is controlled by the session keyword WLCLOOP(2)).

7.6.5 Resampling and checking the results

The extracted orders in the pixel domain can be resampled into wavelengths with the com-
mand REBIN/ECHELLE. Several quality checks are provided by the command IDENT/ECH.
Residuals are visualized with the command PLOT/RESIDUAL. A method to verify the wave-
length calibration consists of extracting and resampling the wavelength calibration frame
and displaying the resampled image with a large scaling factor on the Y-axis. The varia-
tion of wavelength coverage from one order to the next should be smooth. Different regions
of the resampled image and in particular the overlaps can be verified with the command
PLOT/SPECTRUM. :

7.7 Flat Field Correction

The main disadvantage of the thin CCD-chips used currently as detectors in some in-
struments is the generation of interference fringes, that is, intensity fluctuations in the
spectra which can be as high as 30% at A > 6000A (York, 1981). These fringes arise
from interferences within the silicon for long wavelengths, while for shorter wavelengths
they can be due to the interfaces silicon—glass on the back side of the chip. This effect is
constant for a given setting and it can be effectively corrected by dividing the object image
by a flat—field exposure taken with the same instrument configuration. Before the actual
division is carried out, the background levels, both in the object image and flat—field, are
subtracted and the flat—field is normalised.

The flat—field correction is done with the command COMPUTE/IMAGE, this command
divides the background subtracted 0BJ by the normalised flat—field as computed by the
command FLAT/ECHELLE.

7.8 Instrument Response Correction

7.8.1 Using a Standard Star

The extracted orders, together with the dispersion relation, define the observed flux as a
function of the wavelength for each order:

F =F,(}\) (7.4)

This flux has to be corrected for two effects in order to get absolute fluxes: first, for
the echelle blaze effect, and second, for the chromatic response of the instrument. For a
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given configuration, the blaze effect is a function of the position in the order, while the
instrument response is, essentially, a function of the wavelength.

The solution adopted in the reduction, using the standard star, is to correct for both
the blaze effect and the instrument response simultaneously. This is done by comparing a
standard star, observed with the same configuration as the object, to a table of absolute
fluxes. The standard star is reduced exactly as the object and then correction factors are
calculated by comparing the flux values in the table to the observed counts sampled at the
same wavelength intervals as the fluxes in the table. The resulting response is normalised
to an exposure time of one second. There is no effect due to differences between the flatfield
of the object and the one corresponding to the standard star given that the flatfields are
normalized (see Section 7.7).

If, as usually is the case, OBJ and STD were observed through different airmasses, the
spectra have to be corrected for extinction using command EXTINCTION/SPECTRUM. More
information about this command is available in Vol.2, Chapter 6 (Spectral Data). The
command RESPONSE/ECHELLE is used to compute the instrument response as described
here. Southern spectrophotometric standards have been published by Hamuy and al.
(1992, 1994).

7.8.2 Fitting the Blaze Function

A different approach is also available at this stage, as an alternative to the method de-
scribed in the last Section. It consists of a correction for the blaze function by using a
suitable model of the blaze effect introduced by the echelle grating. In this approach,
. no correction for the chromatic response of the instrument is applied. It is noteworthy
however to say that the standard star correction is a much more efficient way to per-
form the instrumental response correction. The model assumes a plane grating, used in
- near-Littrow mode. The blaze function R at wavelength A is approximated by

sin? raX

Tax)T (7.5)

R(\) =

where « is a grating ‘constant’ with value between 0.5 and 1, and X = m(1 — A.(m)/}),
in which m is the order number, and A.(m) is the central wavelength of order m. Both
parameters are related through the grating ‘constant’ k by k£ = mA.(m). This correction
is done with the command RIPPLE/ECHELLE; the command includes three methods to
compute the parameters k& and a:

The first one, method SINC, is a modification of the method suggested by Ahmad,
1981, NASA IUE Newsletter, 14, 129. This algorithm approximates the blaze function
by a sinc square and finds the function parameters by a non-linear least squares fit to the
order profile. The method is suitable for objects without strong emission or absorption
features and can be used to get a first estimation of the blaze parameters.

The second method, named OVER, is based on Barker, 1984, Astron.J., 89, 899. This
method uses the overlapping region of adjacent orders to estimate, in a few iterations, the
parameter k£ of the blaze function which is, as before, assumed to be a sinc square. The
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method works well, provided that orders are overlapping and that there is a very good
estimation of the parameter o, assumed to be a contant.

The third method, FIT, is an extension of the previous one. It uses, as before, the
overlapping region of the adjacent orders but has the advantage of assuming that both
parameters k and « can vary. The method minimises the difference of the corrected orders
in each of the overlapping intervals.

7.9 Order Merging

Finally, the extracted orders, sampled at constant wavelength steps and corrected for the
blaze effect, can be merged into a one dimensional spectrum which is suitable for further
analysis. The merging algorithm computes a weighted average in the overlapping region
of adjacent orders. The normalised weight is a linear ramp changing from 0 to 1 in the
overlapping region for each of the adjacent orders. Therefore, in the overlapping region of
two consecutive orders, the ramp decreases linearly for the ‘blue’ order while it increases
linearly for the ‘red’ order. This gives less weight to points near the edges of the orders.
It is also possible to extract individual orders and store them in different spectral files for
further analysis. The command MERGE/ECHELLE performs the merging of the orders.

7.10 Implementation

In this Section we describe the different data formats related to the echelle reduction. Both
images and tabular information are used to store intermediate results of the commands
in the reduction procedure. We also include a summary of the echelle commands and
a detailed description of the parameters used in a reduction session. In the command
description we use upper case letters for fixed parts of the command, while names in lower
case are variable parameters. Optional parameters are enclosed in square brackets.

7.10.1 The Session Manager

Input data observed with the same configuration of the instrument and the parameters
needed for the reduction define a session. Session parameters are listed by the command
SHOW/ECHELLE. It is recommended to use this command to control the actual status before
executing any further reduction step. Current parameters are saved with the command
SAVE/ECHELLE name, where name is the session name. This command will be used when-
ever you want to interrupt a session which then can be restarted at any other time. Current
parameter values are set to the default value with the command INIT/ECHELLE or set to
the values of a previously saved session with INIT/ECHELLE name.
Relevant session parameters can be defined for each command in the usual way:

command/qualifier parameters
or can be defined in explicit form as

SET/ECHELLE param=value [param=value ...]
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where param is the parameter name and value is the assigned value. The assigned values
will be maintained until you save them for later reference. Current parameter values are
re—assigned either by INIT/ECHELLE or by another SET/ECHELLE command.

Please note that the session concept is part of the high level command structure (level 1
and above). If level 0 commands are used one has to specify explicitely ALL the parameters
required by the level 0 commands, despite the fact that some of them may already have
been set via SET/ECHELLE.

7.10.2 Image Formats

One and two dimensional images are produced by echelle commands. These 1mages are
standard MIDAS frames, sampled in the following spaces:

e pixel-pixel space: corresponds to 2D raw images, with the sampling units PIXEL in
both dimensions.

e ‘pixel-order space: corresponds to 2D extracted images, produced by the command
EXTRACT/ECHELLE. Unit in the z—axis is PIXEL, unit in the y—axis is ORDER, sequential
echelle order number.

e wavelength—order spé,ce: corresponds to 2D extracted images, with uniform sampling
steps in wavelength, produced by the command REBIN/ECHELLE. Unit in the z—axis
is Angstr(zsm , unit in the y—axis is ORDER, sequential echelle order number. These
images are not standard, in the sense that the descriptors START(1) and NPIX(1)
are meaningless. The starting position for each order is defined in the descriptor
WSTART, and the number of pixels per order is given by NPTOT, both descriptors are
arrays of NPIX(2) elements. This deviation from the standard is due, obviously, to
the different spectral range of each echelle order.

e wavelength space: corresponds to 1D images, sampled at constant wavelength steps.
These images are produced by the command MERGE/ECHELLE. Unit in the z—axis is
Angstr;am .

7.10.3 Table Formats

MIDAS table files are used to store relevant information in tabular form. Four types of
tables are considered. The first.two, tables order.tbl and line.tbl, are operational tables
generated by the user during the session. The other two types of tables are provided by
the system to calibrate the data in wavelength and flux.

order.tbl — Contains echelle orders. This table contains the coefficients a;; in relation 7.2
stored as descriptors. The table is created by the command DEFINE/ECHELLE or
DEFINE/HOUGH

back.tbl — Contains information related to the background reference positions. This ta-
ble is created by the command PREPARE/BACKGROUND which is called by DEFINE/ECHELLE
and DEFINE/HOUGH.
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line.tbl — Contains information related to the position of the calibration lines. This table
contains the dispersion coefficients for each spectral order, stored as descriptors after
the line identification process. It is generated by the command SEARCH/ECHELLE and
extended and updated by the command IDENTIFY/ECHELLE.

Line Catalogue — Contains the wavelength calibration lines. There are several line cat-
alogues available in instrument related system area, like MID_CASPEC and MID_EFOSC.

Standard Stars — Contains the fluxes of standard stars in different units. These tables
are copied automatically from the area MID_STANDARD into the user work space with
the command SET/ECHELLE FLUXTAB=name o
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Table order.tbl
Label Unit Description
ORDER - sequential order number
X PIXEL sample (z-axis) position of the order
Y PIXEL line (y-axis) position of the order
YFIT PIXEL fitted line (y-axis) position of the order
RESIDUAL | PIXEL residual (Y-YFIT)

Table back.tbl
Label Unit Description
ORDER - sequential order number
X PIXEL _sample (z—axis) position of the order
YBKG PIXEL line position of the background above the order
BKG DN value of the background

Table line.tbl
Label Unit Description
X PIXEL sample (z-axis) position of the line
Y PIXEL relative order number
PEAK DN estimated line maximum
YNEW PIXEL line (y-axis) position of the line
ORDER - spectral order number
IDENT ANGSTROM manual identification
WAVEC ANGSTROM computed wavelength
RESIDUAL ANGSTROM | residual (WAVEC-WAVE)

Line Catalogue
Label Unit Description
WAVE ANGSTROM wavelength

Standard Star Atlas

Label Unit Description
MAGNITUDE | ~ magnitude
WAVE ANGSTROM wavelength
BIN W ANGSTROM bin width
FLUX W ERGS/S/CM/CM/ANG | flux

Table 7.1: Auxiliary Tables

1-November—1994

7-19



7-20 CHAPTER 7. ECHELLE SPECTRA

7.10.4 MIDAS Commands

A full description of the echelle commands is given in the Appendix D. We include here
a brief summary for quick reference. The echelle package is hierarchically organised from
low-level commands (level 0) to high-level commands (level 3). The organization is a
result of the following classification:

e Level 0.
Apart from the level 0 command LOAD/ECHELLE, the user will make seldom use of
level 0 commands. All parameters of these commands must be provided on the
command line. The user may use these commands to benefit from options non
available from higher level commands.

e Level 1.
Level 1 commands perform the individual steps of the reduction. Parameters may
be provided on the command line (thus updating the echelle keywords) or will be
read from the echelle keywords (set by command SET/ECHELLE). Level 1 command
enable to check individual steps of the reduction.

e Level 2.
Level 2 commands perform high level steps of the reduction. The level 2 set of
commands is self-consistent and enables to perform a complete reduction, with
the optional use of verification lower level commands PLOT/ECHELLE, PLOT/IDENT,
LOAD/IDENT, PLOT/RESIDUAL, LOAD/ECHELLE. Apart from method keywords and
input/output images, no parameter value is required on the command line, all key-
words being updated by INIT/ECHELLE and SET/ECHELLE commands.

e Level 3.
The higher level 3 includes only two very general commands. The SET/CONTEXT
initializes echelle keyword values and TUTORIAL/ECHELLE provides a demonstration

of the package.

SET/CONTEXT echelle
TUTORIAL/ECHELLE

Table 7.2: Echelle Level-3 Commands
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Echelle reduction commands
CALIBRATE/ECHELLE [defmtd] [wlcmtd]
FLAT/ECHELLE [flat] [correct] [blazeff]
FILTER/ECHELLE input output
PREPARE/WINDOW catalog flatbkg lhcuts
RESPONSE/ECHELLE [std] [fluxtab] [response]
REPEAT/ECHELLE [scalx,scaly] [response]
REDUCE/ECHELLE input output [bkcor]
ROTATE/ECHELLE catalog root-name [mode]
SELECT/BACKGROUND  [al1]

SCAN/ECHELLE frame [scan-par]

Session manager commands
HELP/ECHELLE [param]
INIT/ECHELLE - [name]
SAVE/ECHELLE name
SET/ECHELLE par=value
SHOW/ECHELLE

Table 7.3: Echelle Level-2 Commands

BACKGROUND/SMOOTH
BACKGROUND/ECHELLE
DEFINE/ECHELLE
DEFINE/HOUGH
DEFINE/SKY
EXTRACT/ECHELLE
EXTRACT/SKY
LOAD/IDENTIFICATIONS
MERGE/ECHELLE
IDENTIFY/ECHELLE
PLOT/ECHELLE
PLOT/IDENT
PLOT/RESIDUALS
PLOT/SPECTRUM
REBIN/ECHELLE
RIPPLE/ECHELLE
SEARCH/ECHELLE
SUBTRACT/BACKGR

input output [radx,rady] [niter] [visul

in out [radx,rady,step] [degree] [smooth] [method]

[ordref] [widthl,thresl,slope] [defmtd] [defpoll

[ordref] [nbord] [hwid] [houéﬂLpar] [thresh] [degx,degy] [hot_thres,step]
ima [nsky] [possky] [half-width]

input output slit[,offset] [method]

in out [mode]

input output [params] [method]

[wlc] [lincat] [dc] [tol] [wlcloop] [wlcmtd] [guess]
frame [ordi,ord2] [printer]

frame [ordl,ord2] [printer]

[ord1, ord2]

in [start,end]

input output [sample]

input output [params] [method] [option]

input [width2,thres2]

input backgr output [bkgmtd] [bkgvisul

Table 7.4: Echelle Level-1 Commands
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AVERAGE/TABLE frame table columns outcol rad (No on~-line help)

EXTRACT/ORDER in out slit,angle,offset meth table coeffs [ordi,ord2] (No on--line help)
EXTRACT/OPTIMAL

HOUGH/ECHELLE input [scan] [step,nbtr] [nbord] [flags] [hwid] [thres]

LOAD/ECHELLE

PREPARE/BACKGROUND input [step] [init] [back-tab] [order_tab] [descr]

REGRESSION/ECHELLE [defpol] [niter] [absres] [kappal

SEARCH/ORDER [ordref] [w,t,s] [outtab] [defmtd]

VERIFY/ECHELLE file [typel

7.11 Session

Table 7.5: Echelle Level-0 Commands

Parameters

Parameters: CALIBRATE command (Sée also next table)

Parameter | Description

INSTR Defines the spectrograph (e.g. CASPEC, EF0SC).

GRATING | Defines the grating or instrument configuration.

CCD Defines the CCD.

CCDBIN Binning factor along X and Y. This parameter has impact on the wavelength
calibration.

SCAN Limits of the scanned area of the CCD. This parameter has impact on order definition

(method Hough) and background estimates.

ORDREF Order reference frame

DEFMTD Order definition method (STD, COM, HOUGH).

DEFPOL Degree of the bivariate polynomial used in the definition of the orders, see Section 7.2.

WIDTH1 Defines the width in pixels of the orders perpendicular to the dispersion direction. It
is used to detect the orders as described in Section 7.2 (methods STD, COM). Typical
values are between 2 and 15, depending on the observing slit.

THRES1 Defines the threshold to detect orders on the order reference image as described in
-| Section 7.2 (methods STD, COM).
SLOPE Mean slope of the orders in pixel space (methods STD, COM).

Table 7.6: Command parameters (1)
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Parameters: CALIBRATE command (Continued)

Parameter | Description

NBORDI Number of orders to be detected (method HOUGH).

WIDTHI This parameter is used to remove the traces of the orders in Hough space during the
detection. Its minimum value is the half-width in pixels of the orders perpendicular
to the dispersion direction. Its maximum value is the interorder distance minus the
half-width of the orders (method HOUGH).

THRESI Defines the threshold for the order detection (equivalent to THRES1)

WLC Raw wavelength calibration image.

LINCAT System table with comparison lines.

EXTMTD Extraction method (AVERAGE, LINEAR, OPTIMAL).

SLIT Width of the extraction slit in pixels.

OFFSET Offset of the extraction slit. The aoffset is given in pixels, positive values are above the

center and negative offsets are below the center of the orders as shown in the image
monitor (command LOAD/EGHELLE).
SEAMTD Searching method {(GAUSSIAN, GRAVITY). This parameter controls the definition of
the center of the calibration lines. »
WIDTH2 Defines the width of the calibration lines in pixels.
THRES2 Defines the threshold above the local background to detect comparison lines. The
actual value should be chosen to detect about 10 to 20 lines per order.
WLCMTD Wavelength calibration method (PAIR, ANGLE, TWO-D, GUESS, RESTART, DRDER).
This parameter controls the execution of IDENTIFY/ECHELLE.
WLCOPT Dispersion relation option (1D, 2D)
GUESS Optional reference to a previous session with the same instrument configuration, to
be used as a guess for the dispersion coefficients (required if WLCMTD=GUESS).
WLCVISU Visualisation of intermediate results (YES/NO).
DC Is the degree of the polynomial used in the dispersion relation, see Section 7.6.
TOL Defines a tolerance window for the last step of single-order computatlon of the dis-
persion relations. :
WLCLOOP | Three parameters to control the iterative identification of lines by improvément of a
global solution.

e WLCLOOP(1) = Minimum initial accuracy of the solution (pixels)

e WLCLODOP(2) = Tolerance on the distance of the nearest neighbours. A value of
e.g. 0.2 means that the nearest neighbour must be found at least at 5 times
(=1/0.2) the residual to confirm the identification. Optimal values of this
parameter are in the range 0. to 0.5.

e WLCLOOP(3) = Maximal allowed accuracy of the loop.

WLCNITER | Two parameters for the minimum and maximum number of iterations of the identi-
fication loop.

Table 7.7: Command parameters (2)

1-November—1994



7-24 CHAPTER 7. ECHELLE SPECTRA
Parameters: FLAT command

Parameter | Description

FFOPT Flat-Fielding option (YES/NO). If the value NO is assigned to this paramter, no Flat-
Field correction is performed - )

FLAT Raw flat field image.

CORRECT | Flat field correction image.

BLAZE Smoothed flat field used in the normalisation of the flat field.

BKGMTD Background estimation method (POLY, SPLINE, SMOOTH).

BKGVISU | Visualisation of intermediate results (YES/ND).

BKGSTEP | Step in pixels of the grid of background reference positions.

BKGPOL Degree of the bivariate polynomial for background fiting (method POLY).

BKGRAD Radius {radx, rady) in pixels of the window for local estimate of the background. The
window is parallel to the orders (radx is measured along the orders, rady is parallel
to the columns). (method SPLINE)

BKGDEG Degree of spline polynomials (method SPLINE).

| BKGSMO Smoothing factor for smoothing spline interpolation. See Section 7.4 (method
SPLINE).

EXTMTD (See definition in Table 7.7)

SLIT (See definition in Table 7.7)

OFFSET (See definition in Table 7.7) ‘

SAMPLE Defines the wavelength step of the spectrum sampled in wavelengths. It can either be a
real number indicating the step in units of Angstrgm or a reference file corresponding
to an image sampled in the space order—wavelength.

Parameters: FILTER command

Parameter | Description

BKGxxx All background parameters : see definitions above.

MEDFILT widx,widy,no-iter. See help of command FILTER/ECHELLE.

CRFILT radx,rady,mthresh. )

CCDFILT read-out noise (in e-), inverse gain factor (e-/ADU), threshold (in units of standard

deviation).

Table 7.8: Command parameters (3)
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7.11. SESSION PARAMETERS
Parameters: RESPONSE command

Parameter | Description

STD Raw Standard star, in STANDARD reduction mode.

RESPONSE | Computed instrument response in STANDARD reduction. If the name NULL is assigned
to this parameter no response correction is applied in the REDUCE command. Instead,
the blaze function is fitted. :

FLUXTAB Table with absolute fluxes for the Standard star, in STANDARD reduction mode. The
tables are in the area MID_STANDARD '

FILTMED Radius in x and y, threshold, as in command FILTER/MEDIAN used to smooth the
response function.

FILTSMO Radius in x and y, threshold, as in command FILTER/SMOOTH used to smooth the
response function.

PIXNUL Number of pixels to set to zero at the edges of each order.

BKGxxx All background parameters : see definitions in Table 7.8)

FFOPT Flat-Fielding option (YES/ND) ’

CORRECT | Flat field correction image (required if FFOPT=YES).

BLAZE | Smoothed flat field (required if FFOPT=YES).

EXTMTD (See definition in Table 7.7)

SLIT (See definition in Table 7.7)

OFFSET (See definition in Table 7.7)

SAMPLE (See definition in Table 7.7)

Parameters: REDUCE command

Parameter | Description

BKGxxx All background parameters : see definitions in Table 7.8)

FFOPT Flat-Fielding option (YES/NO) '

CORRECT | Flat field correction image (required if FFOPT=YES).

BLAZE Smoothed flat field (required if FFOPT=YES).

EXTMTD (See definition in Table 7.7)

SLIT (See definition in Table 7.7)

OFFSET (See definition in Table 7.7)

SAMPLE (See definition in Table 7.7)

RESPOPT | Option for the response corection (YES/NO).

RESPMTD | Method for the instrumental response correction {(STD, IUE).

RESPONSE | Name of the response image as produced by RESPONSE/ECHELLE (required if
RESPMTD=STD).

RIPMTD Defines the ripple correction algorithm as SING for the method fitting the blaze func-
tion, described by Ahmad(1981), and as OVER for the method using the overlapping
region of the orders, proposed by Barker (1984) (required if RESPMTD=IUE).

RIPK Defines the initial guess for the parameter &k in Equation 7.5. The default value is
updated during the wavelength calibration.

ALPHA Defines the initial guess for the parameter o in Equation 7.5.

MGOPT Merging option (YES/NO).

MRGMTD | Merging method (AVERAGE, NOAPPEND).

DELTA Interval (in wavelength units) to be skipped at the edges of each order.

Table 7.9: Command parameters (4)
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Chapter 8

Inter-stellar /galactic Absorption
Line Modelling

8.1 Introduction

The program described here is a general code for modelling interstellar or intergalactic.
absorption features on an initial polynomial continuum which may also contain emission
lines. For each absorption line the input parameters are : atomic transition, column
density, thermal width and position (velocity shift).

The output spectrum is computed at a given instrumental resolution and can therefore
be used for a direct comparison with observations (provided that the lines are resolved). In
this case the step is completely interactive with no possibility for a “least square approach”.

8.1.1 Principle of the Program
1. Creates a 1D image containing the continuum and possible emission lines.
2. Induces absorption features on this image.

3. Possibly, comparison of the resulting image with observations. According to the re-
sult, the user can then modify some of the input parameters and repeat the operation
until the agreement is found to be satisfactory.

The package contains: ,
4 commands: CREATE/PSF : creation of the instrumental response

COMPUTE/EMI : computation of the initial unabsorbed spectrum
COMPUTE/ABS : main program, computation of the theoretical
absorption spectrum.
TUTORIAL/CLOUD : on line tutorial
3 tables: EMI : contains the emission line parameters
ABSP : contains the atomic data
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8-2CHAPTER 8. INTER-STELLAR/GALACTIC ABSORPTION LINE MODELLING

ABSC : contains the absorption line parameters
(cloud model)

4 keywords CLDDIM v
monitor several parameters or options

)
CLDZ )
CLDCT ) common to the 3 commands
CLDOP )

8.2 Astrophysical Context

The process of absorption line formation in the intersteller medium has been described
in detail by several authors (e.g. Stromgren 1948, Spitzer 1978). Here we shall give only
the basic formulae and the variables to which the user has access in order to make the
notations used in the program precise.

8.2.1 Basic Equations
Optical Depth

After having crossed an absorbing cloud, the intensity of a source, I,(A), is received by
the observer as I(A) = I,(A)e™", where 7 is the optical depth of the cloud.
Let’s connect 7 to the physical parameters.

T = Na(A)
N : column density
a(A) : line absorption coefficient
a(A) = QO¢A
3\ : broadening function
) = é\? %akl .
1 : lower level of the atomic transition
k : upper level of the atomic transition
Atk : rest wavelength of the transition
g : statistical weight of the lower level
gk : statistical weight of the upper level
ay : spontaneous transition probability
g 1 8n2%?
ar = fix — T
gk Al Mec

fix = upward oscillator strength
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8.2. ASTROPHYSICAL CONTEXT

[vs)
|
[V

Broadening Function

Broadening is due both to the natural width of the transition and to the velocity spread
of the absorbing atoms along the line of sight.

¢ In the ideal case of atoms at rest.

R 6 (A)
P =0 = T O )

)\'2
k(A) = ;
5 ( ) dme E;k o

)\2
= y I"
y SAKL

e Let (v)dv be the normalized distribution of atoms with velocity between v and
v + dwv, then:

. _ 1o 8k (N) e
, P=g /_m GO T s e (8.1)

e In the program the velocity is assumed to be gaussian, thus:

s= gz o [ (552)]

b [BT
m

v, = velocity of the cloud relative to the observer.

This full expression (1) is denoted as a “Maxwell + damping wing” or “Voigtian”
profile in the program.
In the case of low column density (7 < 1)
T can be approximated to:
T = NS (,bA

A 2
¢r = ﬁ«f‘“’/b) (8.2)

V=V

o8

Vi
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S:ﬂ'e

2
Jix
m.C

This simplified expression (2) is denoted as a “Maxwellian” profile in the program.

- Finally if the line of sight crosses N clouds then, the resulting optical depth is:

In cases where the source has a (cosmological) velocity.
Let z be the redshift of the source.
An absorption is measured in the spectrum at A = A, corresponding to a rest wave-
length A,.
This yields for the redshift of the cloud:
Aﬂ

Ja=— —1
a X

The velocity of the cloud relative to the source is:

CR2—1

Urel =

! R24+1
14 Z
R_1+L

In practice the program computes the absorption profile in the cloud reference frame
(v, = 0) and shifts the result into the observer’s rest frame {)\ -+ 3 _:‘Za]

8.2.2 Summary of the parameters handled by the user:
INPUT

e 7 source.

e The user is supposed to have determined the continuum and the emission line char-
acteristics.

e Atomic data, for each transition
— SAKL =3 ay
= A
= fu
- &
— Bk

e For each absorption line
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8.3. TYPICAL RUN

— P (A) : position Angstroms of the observed absorption feature.

OUTPUT
e 7,

® Vyel

8.3 Typical Run

8.3.1 Preparation

.Command:

| SET/CONTEXT CLOUD

8.3.2 Initialisation of the Keywords

These keywords are relative to the CLOUD context and can be handled by the usual
commands (READ/KEY.....).
They are required to run the programs:

| CREATE/PSF _ COMPUTE/ABS _ COMPUTE/EMI |

They define the output image dimensions, the coefficients of the polynomial continuum,
the redshift of the source, and the type of absorption profile (Maxwellian or Voigtian).
Their format is described in section Auxiliary Data.

Ex. command:

|CLDDIM(1) = 3500  CLDDIM(2) = 0.5 CLDDIM(3) =-200|

Sets the synthetic image dimensions to:

Start point 3500 A, step size 0.5 A, number of pixels 200

[cLDZ(1) = 2.48|

Sets the redshift of the source to 2.48
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[cLDCT(1) = 1]

Defines a flat continuum

1]

| CLDOP (1)

Indicates that the absorption coefficients will be computed according to the Voigt Formula.

8.3.3 Creation of the Instrumental Function

The command CREATE/PSF creates a 1D image of a normalized gaussian centered in 0.
Command:

| CREATE/PSF NAMEP FWMM|

NAMEP :  output image
FWMM :  full width at half maximum of the instrumental response (A)

The stepsize is specified by the keyword CLDDIM.

This image is to be used by the command COMPUTE/ABS; any other (non gaussian) PSF
can be used provided it is centered in 0, normalised and has the same step size as the
synthetic image.

8.3.4 Creation of the Input Emission Spectrum

1. The coefficients of the continuum are to be entered in keyword CLDCT.

2. Edition of the table containing the emission line parameters. The lines are assumed
to be gaussian. A template can be found in MID_CLOUD:EMI.TBL

-Command:

|EDIT/TAB EMI.

The actual format is described in section Auxiliary Data.

3. Computation of the spectrum. The command COMPUTE/EMI creates a 1D image,
containing emission lines and continuum.

Command:

COMPUTE/EMI SYNEMI EMI
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SYNEMI
EMI

03]

output spectra.

input table containing the emission line parameter.

if no table name is given, the output spectra will contain only
the continuum as defined by keyword CLDCT.
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8.3.5 Edition of the Table Containing the Atomic Parameters

All of the atomic data listed in 13.2.1. are needed by the program and are to be entered

via this table,
A template can be found in MID_CLOUD: ABSP.TBL. The quoted parameters are from

Morton and Smith (1973) and according to the author the wavelengths are:
vaccum for A < 2000 A, air for A > 2000 A

Command:

|[EDIT/TAB ABSP]

The actual format of this table is described in section Auxiliary Data.

8.3.6 Edition of the Table Containing the Cloud Model

This table is used both as an input and output by the main program. The table content is:

INPUT
Parameters relative to the absorption lines

For each of them requests are:
column density, b parameter, observed central position (A), atomic transition.

OUTPUT
In output, the program will write in this table, for each absorption line, the velocity of

the corresponding cloud relative to the source and its redshift (relative to the observer)A.
A template of this table can be found in MID_CLOUD:ABSC.TBL

Command: v
|EDIT/TAB 'ABSC|

The actual format is described in section Auxiliary Data.

8.3.7 Computation of the Output Absorption Spectrum

This is the main step achieved by the command:

lCDMPUTE/ ABS SYNEMI  SYNABS ABSC  ABSP  NAMEP

SYNEMI :  input emission spectrum

SYNABS :  output spectrum with synthetic absorption lines
ABSC :  table containing the cloud model

ABSP :  table containing the atomic data

NAMEP :  image containing the instrumental response

Warning : this image must have the same step size as SYNEMI
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Then the program:

1. Types:
PSF: FWHM a ANGSTROM

STEP: b
Where a and b are read from the description of the PSF; only as a check for the

user.

2. Computes: »
The synthetic spectra according to the parameters of table ABSC.

The output spectra are:

SYNABS1 if option Voigtian profiles
or

SYNABSO if option Maxwellian profiles

and

SYNABS1C convolution of above spectra
or ‘
SYNABSOC

8.4 Auxiliary Data

8.4.1 Description of the Keywords

1. Synthetic image dimensions
CLDDIM(1) = ‘START”
CLDDIM(2) = ‘STEP’
CLDDIM(3) = ‘NPIX’

2. Redshift of the S_ource
CLDZ(1) = ‘2

3. Coeflicients for the continuum
assumed to be a polynom of degree < 5
CLDCT/R/1/6:
continuum = Y5 ; CLDCT (i) & Ai~!

4. Option for the calculation of the absorption coefficients

CLDOP(1) = “value”
the value “0” will give Maxwellian absorption line profiles
the value “1” will give Voigtian absorption line profiles
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PROGRAMS
KEYWORDS | COMPUTE/PSF | COMPUTE/EMI | COMPUTE/ABS
CLDDIM Yes Yes
CLDZ Yes
CLDCT | Yes
CLDOP Yes

- Table 8.1: Use of the Keywords

8.4.2 Format of the table for atomic parameters (ABSP.TBL).

Column Name
1 : TRANSITION Commentary — name of the transition
2 : MUL Multiplicity of the line (2 max)
3 [4] : WL(1), [[WL(2)] Wavelength(s) of the transition (A)
5 [6] : GL(1), [:GL(2)] a, value(s) |
7 8] : GK(1), [GK(2)] ay. value(s)
9 [10] : SAKL(1), [:[SAKL(2)] > ax, = SAKL
11 [12] : FLK(1), [FLK(2)] Fu value(s)

For convenience in table handling only values for single lines or doublets (most of the
observed cases) can be entered. If higher multiplicities are actually needed small changes
have to be made in the table and program format. Possibility for 50 different atomic
transitions.

N.B. : in case of doublets, columns 3, 5, 7, 9, and 11 refer to the reddest component,
and columns 4, 6, 8, 10 and 12 to the bluest.
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8.4.3 Format of the table for the emission line model (EMI.TBL)

The lines are assumed to be gaussian:

IM%:HMAX*EXP{JmQ<%ilfgﬂ3]

FWHM

Column Name

1 IDENT
2 HMAX  (Flux unit)
3 POS (Angstrom)
4 FWHM (Angstrom)

Possibility for 50 emission lines.

8.4.4 Format of the table for the absorption line model (ABSC.TBL)

INPUT
Column Name

1 : IDENT Identification of the transition

2 : NH Column density in nb (atoms)/cm?

3 : POS Position of the absorption in A
In the case of a doublet, indicate only the
position of the reddest component; the other
will be set automatically.

4 : BVAL b parameter < %) in km/s

: TRANS This number indicates the line number where
the corresponding atomic transition is
identified in table ABSP.
OUTPUT

: VELOCITY velocity of the cloud with respect to the source.
7 1 ZA redshift of the cloud, relative to the observer.

Possibility for 50 absorption lines.

N.B.

e All the data should be entered in the table as real. [except : IDENT (character)]

e The unit for wavelength is A (c.f. coefficient for the continuum and the emission on
absorption lines). ‘
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8.5 Dimensions of the Output Images

1. PSF

e STEP : given by the user (keyword CLDDIM)
e START :-4 ¢ FWHM
e NPIX : -2 ¢ START/STEP

2. SPECTRA

e SYNEMI . _
— STEP : keyword CLDDIM
— START : keyword CLDDIM
— NPIX : keyword CLDDIM

e SYNABS
. — STEP )
— START :) The same as for SYNEMI, copied directly from its descriptor.
— NPIX :)

N.B. NPIX (SYNEMI,...) in any case must be greater than NPIX (PSF) but is still
limited up to 5000.

8.6 References

Morton D.C. and Smith W.H., 1973, Ap. J. Suppl. Vol. 26 p. 333.
Spitzer L.Jr., 1978 Physical Processes in the intersteller medium, Ed Wiley.
Strémgren B., 1948 Ap J Vol. 108 p. 242.

8.7 Example

A concrete application is displayed step by step by the command: TUTORIAL/CLOUD.

The data used for this example are Call absorption features observed in the spectrum
of SN 1986g in NGC 5128 (observer: S. d’Odorico, instrument: CASPEC).

The two images (components K and H) have been pre-reduced so that the continuum
is normalised to 1. Sampling is 0.05A per pixel and the measured instrumental resolution,
17km/s. '

The final cloud model consists of 12 absorption doublets. The corresponding image
includes both components K and H and has been convolved by a gaussian PSF of 0.224
(17km/s) FWHM. (The results are consistent with those derived by the ALAS software).
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Chapter 9

Test Data

9.1 Introduction

Modern solid-state detectors produce data which differ in two main aspects from classical
photographic images: (a) a much higher S/N (signal to noise ratio) and (b) the rigid spatial
digitisation of the incoming flux. The importance of (b) becomes evident if one considers-
that for most astronomical instrument/detector combinations the sampling of the point—
spread function is hardly adequate and usually just fulfills the Nyquist criterion which
states that there should be at least two detector elements to a resolution element. Thus,
in good data, the information content of each pixel is highly significant, and one must
ensure that this information is not lost or degraded during the data reduction process.

While the user wants to be assured of this, it appears unrealistic to expect that compli-
cated algorithms can always be documented to the sub-pixel level. With the accelerating
exchange and export of software in astronomy, inquiries to the people who have written or
are maintaining the software are often difficult or impractical. The only solution is testing.
This must be done on some suitable test images so that the results can immediately be
checked with, e.g., a pocket calculator. This evidently requires images with some simple
geometrical patterns.

The primary use of such images is in assessing accuracy of operations involving trans-
formations of images. '

The generation of such test images is a non—trivial task, both on the conceptualisation
and on the implementation levels because the test images must be independently conceived
of the software items which will be subsequently used on them, and the numerical precision
of the test images (we have aimed at 1 in 10*) must exceed the S/N of typical observations
by an order of magnitude. We therefore offer a small set of programs for the generation of
such test images and, in cases where the required execution time is prohibitive, the frames
themselves. The objective of the package is to allow tests of all routines which do not
maintain the identity of a pixel such as rebinning, rotation and filtering. Fitting can also
be considered. The usage of the programs and images that we provide as a reference test
package should also facilitate documentation of possible application software malfunctions
and their subsequent repair. We provide in detail below the images constructed, with the
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precisions obtained, and mention implementation details where relevant.

It is clearly not possible to provide every image configuration of interest but it may
be noted that the images which are provided may be combined in any desired manner.
This refers in particular to the rotating or flipping of the patterns described below, or
the adding of various backgrounds (also provided) to these images. Images with spatial
frequency spectra which come close to those of real data can be obtained by filtering.

The commands described in the following sections are activated by setting the GEO-
TEST context, by using the command SET/CONTEXT GEOTEST in a MIDAS session.

9.2 2-Dimensional Images

There are six two—dimensional images available, — these are provided instead of the
relevant programs to create them on account of intensive computation time requirements.
They may be copied into one’s directory from the MIDAS directory containing the source
code of the GEOTEST context. All images are MIDAS Bulk Data Frames of dimensions
128 x 128, with the patterns approximately centered. All frames are of STEP 1 and START
1, in both dimensions. All patterns have infinitely sharp edges. The coordinates of a pixel
pertain to its center, not to any extremity; this convention is rigorously followed.

9.2.1 Patterns

Images BARS and OFFBARS, below, are of SCALE = 3; BARS30 and BARS60 have
SCALE = 4; and RINGS and OFFRINGS have SCALE = 2. All of these images have
CUTS defined as 0, 100. Reference may be made to Figs. 16.1 and 16.2 for a reproductlon
of these images, produced using the SET/SPLIT feature of MIDAS.

BARS.BDF consists, firstly, of three rectangular bars; each of length 25 pixels; of width

1, 4, and 9 pixels; horizontally positioned; and flush with pixel boundaries. The
uniform flux density in each pattern is 100 units per pixel.. The three rectangular
patterns are also vertically positioned, again flush with pixel boundaries. Note that
because of this alignment of images and pixel grids and because of the dimensions
of the images being in integer numbers of pixels — which is not likely to occur in
reality — no effect of the spatial discretisation (i.e. of the necessarily finite pixel
size) is visible.
In order to illustrate the case of a point spread function which in one dimension is
extremely undersampled, a delta function is also included (the lower left hand pattern
in BARS). It is defined as: f(z,y) = 100 where y = yo and z;p, < < Zpge, for
given Yo, Tmin and Zn,... Note that the one-pixel wide pattern, flush with pixel
boundaries, cannot be distinguished from the delta function.

OFFBARS.BDF has the same patterns as BARS, but offset to a small amount in z
and y relative to pixel boundaries. In the horizontal (x) direction, the offset is 0.4
of a pixel side length, and in the vertical (y) direction it is 0.2 of a pixel (both in
the positive direction).
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Figure 9.1: Images BARS, OFFBARS, BARS30 and BARS60.

This yields for the rectangular patterns flux values of 32.0, 40.0, and 8.0 in the top left
corner, along the boundary, and in the top right corner respectively; corresponding
figures for the lower part of each pattern are: 48.0, 60.0, and 12.0; finally the flux
along the left and right boundaries are 80.0 and 20.0. The comparison with BARS
shows the effect of discrete steps quite clearly. ‘

The delta function in OFFBARS is defined on a different interval of the x—axis. Its
constant flux is apportioned to the pixels it runs through in the horizontal direction,

‘but in the y (vertical axis) direction it has infinitesimal extension. In other words,

shifting a delta function perpendicularly to the axis to which it-is parallel has no
effect while this is not true of the 1-pixel wide bar.

Note that flux conservation is at all times verified, both locally (single pixel) and
globally. '

BARS30.BDF rotates the horizontal patterns of BARS through —30 degrees.

In all cases the center of rotation is the pixel in the lower left hand corner of the
rectangular patterns. These pixel coordinates are 10, 20 and 34 pixel units distant
from the delta function whose left hand pixel has coordinates (42,52).

The delta function is again taken as a line of given starting point, of given length, of
given angle to the horizontal, and of infinitesimal width. Note the difference between
this and the 1-pixel wide bar.

In order not to depend on any interpolation algorithms etc., creation of these patterns
was carried out by subdividing pixels, rotating the subpixels, and accumulating flux
contributions of these subpixels. - For a subdivision of 299 x 299 the elapsed time

15-January—-1988



9-4 CHAPTER 9. TEST DATA

Figure 9.2: Images RINGS and OFFRINGS.

may be a clearer indicator of reconstruction time: BARS30 took approximately 30
hours on a VAX 11/785 machine.

An estimate of precision was obtained in the following way. For the central por-
tion of the larger rectangles, flux of 100 ought to obtained. If pixel subdivision is
coarse, values greater than or less than 100 will be obtained. Hence, the sampling
of pixels where the value 100 is expected allows an estimate of accuracy, and should
additionally vary proportionally to n? where pixel subdivision is n X n. (The latter
statement is based on empirically noting that a small constant number of subpixels
— usually 1 — were “scattered” in being projected. This n” precision dependence
was empirically verified.) For n = 299, accuracy defined in this way was determined
as 0.003 units, i.e. in no pixel the residual from 100 units is larger than this value.

BARS60.BDF was constructed in an analogous manner, with the same precision, as
BARS30. In this case, the angle of rotation was +60 degrees. The coordinates of
the left hand pixel of the delta function are again (42,52), and the other patterns
have lower left hand pixels distant by 10, 20 and 34 pixel units.

RINGS.BDF relates to centered, circular patterns. The patterns here are a delta func-
tion (infinitely thin) at radius 10 units, and rings of thicknesses 1, 5 and 10 units
at inner surface radii 22, 33 and 48 steps. Uniform flux density of 100 units/pixel
is used. ‘Additionally flux 100 is located in the pixel at the center of the set of con-
centric rings. Note again the difference between the delta function and the ring of
thickness 1: the former distributes flux (100 units) to any pixel which is overlapped
by a mathematically—defined circular curve; while the ring of thickness 1 distributes
flux to pixels proportionally to their overlap with the ring. .

Total flux in the delta function was defined as 27r x 100, and subdivision was carried
out in intervals of 0.025 degree.

Technically, the approach adopted in constructing these patterns was to subdivide
pixels, rotate (or otherwise project) the small subpixels, and accumulate the flux (cf.
BARS30 and BARS60). This allows the precision of the annuli to be assessed by
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noting that the approximation improves as the subpixels get smaller, and that the
typical flux excess or deficit in one output pixel amounts to the flux content of one
subpixel. Per output pixel, this gives a maximum error of 117020 (where n? subpixels
correspond to the original pixel with flux 100), and a mean error of half this value
(where we assume uniform statistical fluctuation; a histogram analysis of the frames
created confirms this). For n = 101, we therefore obtain a maximum error estimate

of less than 0.01 units.
RINGS is perfectly symmetric under rotation through multiples of 90 degrees.

OFFRINGS.BDF is analogous to RINGS, except offset from the center of a pixel by
(0.3,0.25) units. Note the effect of this offset on the flux distributed uniformly in a
square of pixel dimensions at the center; and note also that shifting the annuli as done
in OFFRINGS necessarily destroys the symmetry of the annuli. In other respects
(time required for construction, precision) OFFRINGS presents similar characteris-

tics to RINGS.

9.2.2 Backgrounds

The following commands may be executed within the GEOTEST context (activated with
the SET/CONTEXT GEOTEST command).

CREATE/RAMP produces square two—dimensional images of user—specified dimen-
sions, with mean flux per pixel of 100 units, of user—specified slope of the plane, and
with the plane itself sloping at a position angle. The latter can vary between 0 and
90 degrees.

For large slopes, the flux assigned to some pixels will be negatlve (— this being
dependent on the position angle)

‘CREATE/WAVE produces an image with sinusoidal modulations along the horizontal -
axis. Again, the image is two—dimensional, of user—specified dimensions, and with
user—specified amplitude and period. The sin function is always evaluated at the
center of the pixel. The mean flux per period is 0 units.

9.3 1-Dimensional Images (“Spectra”)

As with the previous commands, the following are implementable within the GEOTEST
context. Again, all frames are of STEP 1 and START 1; and the coordinates of a pixel

pertain to its center, not to any extremity.

CREATE/SPC1 generates a 1-dimensional image with a sinusoidal pattern of mean flux
100 units and with an optional slope. (This is analogous to the WAVE 2-dimensional
case.) Input parameters are: slope (default = 0.0), period of sinewave (default is
8.5 pixel units), amplitude of sinewave (default, half peak-to-peak, is 10.0), and the
phase of sinewave (default is 0.0). Additionally, the number of pixels in the artificial
image can be specified, and is defaulted to 128.
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CREATE/SPC2 produces a l1-dimensional image with an arbitrary periodic pattern
whose period (an integer number between 1 and 20, both included) and the flux
values of each pixel can be specified by the user. (Thus, for a user-specified period
of 13, 13 values are obtained which define the 1-dimensional image pixel values.)

Two options are available for inputting these numbers: either the keyword RIPVALS
is defined and initialised by the user prior to executing CREATE/SPC2; or by default
a period of 10 is assumed, together with the values 4, 5, 6, 3, 2, 7, 1, 4, 5, 0.

If a negative period or a period of value larger than 20 is specified, a message indicates
to the user that a period of 10 or a period of value mod(period,20), respectively, is
employed. - e

Three additional parameters are user—specifiable: the slope of the wave pattern
generated (default 0.0); the phase of the pattern (an integer number n < period
meaning that the first pixel of the image will have the flux of the nth element of
RIPVAL; defaulted to 1); and the dimension of the 1-dimensional image (default 128
pixels). ' '

CREATE/SPC3 produces an artificial spectrum with lines whose location are defined
by a MIDAS table. The table LINES (used as default) provides an example of
approximately randomly distributed lines with some relatively broad gaps and also
some close pairs or groups. Note that the locations must be given as integer numbers
between 1 and 220 (both included).

The table LINES.TBL must be copied into one’s own directory for use. It is available
in the MIDAS directory containing the source code of the GEOTEST context.

The spectrum generated consists of 660 pixels and repeats the pattern defined by
the line positions three times. In the first 220 pixels, the line locations are used as
read from the table. In the second 220 pixels, the lines are relocated on the edges
of pixels (by subtracting 0.5 pixel units from the initial line positions). In the third
set of 220 pixels, a user—specifiable offset is added in order to reposition the lines
relative to pixel centers (the default is 0.645).

" Should a line extend beyond the boundary of any of the 220-wide segrnents then it
is truncated at the boundary.

Two types of point spread functions (PSF) are available, namely boxes (default) and
Gaussians. The full width of a box (default 1.0) or the full width at half maximum
(FWHM) of a Gaussian (default 1.0) are user suppliable. If, for a box-like PSF, the
width given is less than 0.001, then a delta function is used instead. For Gaussians,
a FWHM below 0.2 pixel is not acceptable. In all cases, the peak value of the PSF
is normalised to 1 unit. (Note that this implies that the actual appearance of the
PSF may be quite different due to the effects of discretisation due to a finite step
size.) Gaussians are evaluated every 1/100%" of a pixel step size, (this is necessary in

* the case when most of the Gaussian is within a pixel), and truncated at 5 standard
deviations from the mean.
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9.4 Noise

Real data always comes with some noise, and it is important that the software does
not worsen the noise spectrum (in pixel as well as in data space) more than necessarily.
With the command CREATE/RANDOM_IMAGE, images with various random-number
distributions can be generated. For most purposes it will be sufficient to just add such
an image (using COMPUTE/IMAGE) to the frame with the test pattern. This would
simulate the case where there is only detector read-out noise. If for some reason the
simulation of photon noise is more desirable, this case can be approximated by scaling
(again using COMPUTE/IMAGE) the amplitude of a suitable noise distribution (output
of CREATE/RANDOM_IMAGE) with the square root of the pattern before it is added
to the pattern frame. Evidently, all kinds of combinations of these two cases can be used.

If the STMODEL context is available (activated by SET/CONTEXT MODEL in a MIDAS
session), then the command HPOIS may also be used for the simulation of noise.

9.5 Other Images

Fractal geometry has excited much interest in recent years. Generating the type of intricate
pattern given by a Mandelbrot curve is a computation—intensive task, perhaps requiring
hours of CPU time. Two commands are included for experimentation, CREATE/MANDEL
_ and CREATE/JULIA. These create Mandelbrot and Julia curves, respectively. The relevant
help files may be consulted for sample parameters.

9.6 Command Syntax Summary

Table 9.1 lists the commands for creating artificial images described in this chapter. These
commands are available in the GEOTEST context.

Command ,

CREATE/RAMP outimage [slope] [angle] [dimension]

CREATE/WAVE outimage [amplitude] [period] [dimension]

CREATE/SPC1 outimage [slope] [amplitude] [period] [phase] [dimension]
CREATE/SPC2 outimage [period] [slope] [amplitude] [phase] [dimension] °
CREATE/SPC3 out imagé [psf-option] [centring] [table] [boxwidth-or-fwhm]
CREATE/MANDEL outimage p0,q0,pl1,q1,x0,y0 [n1,n2,max] "

CREATE/JULIA outimage p0,q0,pi,ql,x0,y0 [ni,n2,max]

Table 9.1: Geometrical Test Image Commands
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Chapter 10

Multivariate Analysis Methods

10.1 Introduction

Compared to the past, ever larger amounts of data are being collected in astronomy, and
the rate will continue to accelerate in the next decades. It is therefore necessary to work
on bigger samples if full advantage is to be taken of all accessible information. It is also
necessary to derive as much information as possible from the diversity of the data, rather
than restricting attention to subsets of it.

One way to work effectively on large samples is to apply, and if necessary to develop,
suitable statistical methods. Multivariate data analysis methods are not intended to re-
place physical analysis: these should be seen as complementary, and statistical methods
can effectively be used to run a rough preliminary investigation, to sort out ideas, to put
a new (“objective” or “independent”) light on a problem, or to point out aspects which
would not come out in a classical approach. Physical analysis is necessary subsequently

to refine and interpret the results. ‘
The multivariate methods implemented all operate on MIDAS tables. Such tables

cross objects (e.g. ultraviolet spectra, spiral galaxies, or stellar chemical abundances)
with variables or parameters.
Among widely-used multivariate methods :

1. Principal Components Analysis

2. Hierarchical Cluster Analysis

3. Non-Hierarchical Clustering, or Partitioning
4. Minimal Spanning Tree

5. Discriminant Analysis

6. Correspondence Analysis

We will look briefly at each of these in turn. Since comprehensive ancillary documen-
tation is available (see references), we will not dwell on background material here. The
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wide—ranging applications for which multivariate statistical methods have been employed
in astronomy also cannot be catalogued here (again, see the references given). In the fol-
lowing sections we will concentrate on various practical aspects of the methods. Note that
the MVA context is required to activate the relevant commands (by using the command
SET/CONTEXT MVA in a MIDAS session).

10.2 Principal Components Analysis
Among the objectives of Principal Components Analysis are the following.

1. dimensionality reduction;
. the determining of linear combinations of variables;

. feature selection: the choosing of the most useful variables;

2
3
4. visualisation of multidimensional data;
5. identification of underlying variables;

6

. identification of groups of objects or of outliers.
The tasks required of the analyst to carry these out are as follows:

1. In case of a table of dimensions n X m, each of the n rows or objects can be regarded
as an m-dimensional vector. Finding a set of m’ < m principal axes allows the
objects to be adequately characterised on a smaller number of (artificial) variables.
This is advantageous as a prelude to further analysis as the m — m” dimensions may
often be ignored as constituting noise; and, secondly, for storage economy (suffi-
cient information from the initial table is now represented in a table with m’ < m
columns). Reduction of dimensionality is practicable if the first m’ new axes ac-
count for approximately 75 % or more of the variance. There is no set threshold,
— the analyst must judge. The cumulative percentage of variance explained by the
principal axes is consulted in order to make this choice.

2. If the eigenvalue is zero, the variance of projections on the associated eigenvector
is zero. Hence the eigenvector is reduced to a point. If this point is additionally
the origin (i.e. the data is centred), then this allows linear combinations between
the variables to be found. In fact, we can go a good deal further: by analysing
second—order variables, defined from the given variables, quadratic dependencies
can be straightforwardly sought. This means, for example, that in analysing three
variables, 31, y2, and ys, we would also input the variables yi, y2, y2, y1¥2, y1ys, and
Yyz- If the linear combination

Y1 = C1ls + Calile
exists, then we would find it. Similarly we could feed in the logarithms or other

functions of variables.
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3. In feature selection we want to simplify the task of characterising each object by
a set of attributes. Linear combinations among attributes must be found; highly
correlated attributes (i.e. closely located attributes in the new space) allow some
attributes to be removed from consideration; and the proximity of attributes to the
new axes indicate the more relevant and important attributes.

4. In order to provide a convenient representation of multidimensional data, planar
plots are necessary. An important consideration is the adequacy of the planar repre-
sentation: the percentage variance explained by the pair of axes defining the plane
must be looked at here.

5. PCA is often motivated by the search for latent variables. Often it is relatively
easy to label the highest or second highest components, but it becomes increasingly
difficult as less relevant axes are examined. The objects with the highest loadings or
projections on the axes (i.e. those which are placed towards the extremities of the
axes) are usually worth examining: the axis may be characterisable as a spectrum
running from a small number of objects with high positive loadings to those with
high negative loadings. :

6. A visual inspection of a planar plot indicates which objects are grouped together,
thus indicating that they belong to the same family or result from the same process.
Anomalous objects can also be detected, and in some cases it might be of interest to
redo the analysis with these excluded because of the perturbation they introduce.

10.3 Cluster Analysis

‘The routines implemented are CLUSTER which has 8 options for hierarchical clustering and
PARTITION which carries out non-hierarchical clustering. We will look at the hierarchical
options available first.

The automatic classification of the n row—objects of an n by m table generally produces
output in one of two forms: the assignments to clusters found for the n objects; or a series of
clusterings of the n objects, from the initial situation when each object may be considered
a singleton cluster to the other extreme when all objects belong to one cluster. The former
is non-hierarchical clustering or partitioning. '

The latter is hierarchical clustering. Brief consideration will show that a sequence
of n — 1 agglomerations are needed to successively merge the two closest objects and/or
clusters at each stage, so that we have a set of n (singleton) clusters, n — 1 clusters, ...
2 clusters, 1 cluster. This is usually represented by a hierarchic tree or a dendrogram, and
a “slice” through the dendrogram defines a partition of the objects. Unfortunately, no
rigid guideline can be indicated for deriving such a partition from a dendrogram except
that large increases in cluster criterion values (which scale the dendrogram) can indicate
a partition of interest. -

In carrying out the sequence of agglomerations, various criteria are feasible for defining
the newly—constituted cluster:
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The minimum variance criterion (method MVAR) constructs clusters which are of minimal
variance internally (i.e. compact) and maximal variance externally (i.e. isolated). It is
useful for synoptic clustering, and for all clustering work where another method cannot
be explicitly justified.

The minimum variance hierarchy: All options, with the exception of MNVR, construct a
set of Euclidean distances from the input set of n vectors. Thus the internal storage
required is large. Option MNVR allows a minimum variance hierarchy (identical to
option MVAR) to be obtained, without requiring storage of distances. Computational
time is slightly higher than the latter option.

The single link method (mefhod SLNK) often gives a very skew or "chained” hierarchy.
It is therefore not useful for summarising data, but may indicate very anomalous or
outlying objects, — these will be among the last to be agglomerated in the hierarchy.

The complete link method (method CLNK) often does not differ unduly from the minimum
variance method, but its restrictive criterion is not suitable if the data is noisy.

The average link method (method ALNK) is a reasonable compromise between the (lax)
single link method and the (rigid) complete link criterion: all of these methods may
be of interest if a graph representation of the results of the clustering is desired.

The weighted average link method (method WLNK) does not take the relative sizes of clus-
ters into account in agglomerating them. This, and the two following methods, are
included for completeness and for consistency with other software packages, but are
not recommended for general use.

The median method (method MEDN) replaces a cluster, on agglomeration, with the median
value. It is not guaranteed that these criterion values will vary monotonically, and this
may present difficulty with the interpretation of the dendrogram representation.

The centroid method (method CNTR) replaces a cluster, on agglomeration, with the cen-
troid value. As in the case of the last option, reversals or inversions in the hierarchy
are possible.

The Minimal Spanning Tree, which is closely related to the single link method, has
been used in such applications as interferogram analysis and in galaxy clustering studies.
It is useful as a detector of outlying data points (i.e. anomalous objects). ,

Routine PARTITION operates in one two options. For both, a partition of minimum
variance, given the number of clusters, is sought. Two iterative refinement algorithms
(minimum distance or the exchange method) constitute the options available.

10.4 Discriminant Analysis

Discriminant Analysis may be used for two objectives: either we want to assess the ad-
equacy of classification, given the group memberships of the objects under study; or we
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wish to assign objects to one of a number of (known) groups of objects. Discriminant
Analysis may thus have a descriptive or a predictive objective.

In both cases, some group assignments must be known before carrying out the Dis-
criminant Analysis. Such group assignments, or labelling, may be arrived at in any way.
Hence Discriminant Analysis can be employed as a useful complement to Cluster Analysis
(in order to judge the results of the latter) or Principal Components Analysis. Alter-
natively, in star—galaxy separation, for instance, using digitised images, the analyst may
define group (stars, galaxies) membership visually for a conveniently small training set or
design set.

Methods implemented in this area are Multiple Discriminant Analysis, Fisher’s Linear
Discriminant Analysis, and K-Nearést Neighbours Discriminant Analysis.

Multiple Discriminant Analysis (MDA) is also termed Discriminant Factor Analysis and
Canonical Discriminant Analysis. It adopts a similar perspective to PCA: the rows of
the data matrix to be examined constitute points in a multidimensional space, as also
do the group mean vectors. Discriminating axes are determined in this space, in such
a way that optimal separation of the predefined groups is attained. As with PCA, the
problem becomes mathematically the eigenreduction of a real, symmetric matrix. The
eigenvalues represent the discriminating power of the associated eigenvectors. The
ny groups lie in a space of dimension at most ny — 1. This will be the number
of discriminant axes or factors obtainable in the most common practical case when
n > m > ny (where n is the number of rows, and m the number of columns of the
input data matrix).

Linear Discriminant Analysis is the 2-group case of MDA. It optimally separates two
groups, using the Mahalanobis metric or generalized distance. It also gives the same
linear separating decision surface as Bayesian maximum likelihood discrimination in
the case of equal class covariance matrices.

K-NNs Discriminant Analysis : Non—parametric (distribution—free) methods dispense with
the need for assumptions regarding the probability density function. They have be-
come very popular especially in the image processing area. The K-NNs method assigns
an object of unknown affiliation to the group to which the majority of its K nearest
neighbours belongs. '

There is no best discrimination method. A few remarks concerning the advantages
and disadvantages of the methods studied are as follows.

e Analytical simplicity or computational reasons may lead to initial consideration of
linear discriminant analysis or the NN-rule.

e Linear discrimination is the most widely used in practice. Often the 2-group method
is used repeatedly for the analysis of pairs of multigroup data (yielding 5—(’”2—_9 decision

surfaces for k groups).
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e To estimate the parameters required in quadratic discrimination more computation
and data is required than in the case of linear discrimination. If there is not a great
difference in the group covariance matrices, then the latter will perform as well as

quadratic discrimination.

e The k—NN rule is simply defined and implemented, especially if there is 1nsufﬁc1ent
data to adequately define sample means and covariance matrices.

e MDA is most appropriately used for feature selection. As in the case of PCA, we may
want to focus on the variables used in order to investigate the differences between
groups; to create synthetic variables which improve the grouping ability of the data;
to arrive at a similar objective by discarding irrelevant variables; or to determine
the most parsimonious variables for graphical representational purposes.

10.5 Correspondence Analysis

Correspondence Analysis may be described as a PCA in a different metric (the x? metric
replaces the usual Euclidean metric). Mathematically, it differs from PCA also in that
points in multidimensional space are considered to have a mass (or weight) associated with
them, at their given locations. The percentage inertia explained by axes takes the place of
the percentage variance of PCA, — and in the former case the values can be so small that
such a figure of merit assumes less importance than in the case of PCA. Correspondence
Analysis is a technique in which it is a good deal more difficult to interpret results, but
it considerably expands the scope of a PCA-type analysis in its ability to handle a wide
range of data.

While PCA is particularly Sultable for quantitative data, CA is recommendable for the
following types of input data, which will subsequently be looked at more closely: frequen-
cies, contingency tables, probabilities, categorical data, and mixed qua,htatwe/categomcal
data.

In the case of frequencies (i.e. the ijt" table entry indicates the frequency of occurrence
of attribute j for object 1) the row and column “profiles” are of interest. That is to say, the
relative magnitudes are of importance. Use of a weighted Euclidean distance, termed the
x? distance, gives a zero distance for example to the following 5-coordinate vectors which
have identical profiles of values: (2,7,0,3,1) and (8,28,0,12,4). Probability type values can
be constructed here by dividing each value in the vectors by the sum of the respective
vector values. :

A particular type of frequency of occurrence data is the contingency table, — a table
crossing (usually, two) sets of characteristics of the population under study. As an example,
an n X m contingency table might give frequencies of the existence of n different metals in
stars of m different ages. CA allows the study of the two sets of variables which constitute
the rows and columns of the contingency table. In its usual variant, PCA would privilege
either the rows or the columns by standardizing: if, however, we are dealing with a
contingency table, both rows and columns are equally interesting. The “standardizing”
inherent in CA (a consequence of the x* distance) treats rows and columns in an identical
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manner. One byproduct is that the row and column projections in the new space may both
be plotted on the same output graphic presentations (— the lack of an analogous direct
relationship between row projections and column projections in PCA precludes doing this
in the latter technique).

Categorical data may be coded by the “scoring” of 1 (presence) or 0 (absence) for
each of the possible categories. Such coding leads to complete disjunctive coding. CA
of an array of such complete disjunctive data is referred to as Multiple Correspondence
Analysis (MCA) (and in fact such a coding of categorical data is, in fact, closely related
to contingency table type data).

Dealing with a complex astronomical catalogue may well give rise in practice to a mix-
ture of quantitative (real valued) and qualitative data. One possibility for the analysis of
such data is to “discretize” the quantitative values, and treat them thereafter as categor-
ical. In this way a set of variables — many more than the initially given set of variables
— which is homogenous, is analysed.

10.6 Related Table Commands

A tutorial command (TUTORIAL/MVA) may be used to see the very straightforward way
in which the methods described here are used. Help commands may also be used for the
required syntax.

A few MIDAS Table commands, of particular interest for the use of multivariate rou-
tines, are mentioned here for convenience. Note that the multivariate routines use all
columns and rows in the input tables, and hence tables must first be “rearranged”, as
desired, before analysis. MIDAS subsequently offers a powerful environment for plotting
results. : ' ’

To show the characteristics of table mytab, to read its values to the screen, to print it
out on a good quality device, to delete column 4 of mytab, and to construct table mytab2
from mytab, with three columns (PC1, PC2 and PC3) in the former:

SHOW/TAB mytab

READ/TAB mytab

PRINT/TAB mytab

DELE/TAB mytab #4

PROJ/TAB mytab mytab2 :PC1 :PC2 :PC3

To select group 2 members, defined in column 4, from table MYTAB; then plot coor-
dinates defined in columns 1 and 2; then select group 3 members; overlay the coordinates
of these points on the initial plot with a different symbol; and finally to get a good quality
hard-copy representation:

ASSIGN/PLOT LASER NOSPOOL
SELECT/TAB mytab #4.EQ.2
SET/PLOT STYPE=2
PLOT/TAB mytab #1 #2
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SELE/TAB mytab ALL
SELE/TAB mytab #4.EQ.3
SET/PLOT STYPE=6
OVER/TAB mytab #1 #2
SEND/PLOT LASER

Since the scales of group 3 members, may differ from the scale of group 2 members
in the above, it may be advisable to issue a SET/PLOT XAXIS= YAXIS= command, with
attendant minima and maxima for the axis, before plotting.

For further details of parameters to these commands, and for other relevant commands,
the Tables chapter in this manual-should be consulted. -

Also in this Tables chapter are some routines for regression.

10.7 References

1. A. Heck, F. Murtagh, D. Ponz, “The increasing importance of statistical methods
in astronomy”, The Messenger, No. 41, 22-25, Sept. 1985.

2. An inventory of astronomical and general references, under headings related to major
multivariate methods, is available. It is described in F. Murtagh and A. Heck, “An
annotated bibliographical catalogue of multivariate statistical methods and of their
astronomical applications”, Astronomy and Astrophysics Supplement Series 68 113—
115, 1987.

3. A text—book fully describing the algorithms implemented here and with many exam-
ples is: F. Murtagh and A. Heck, Multivariate Data Analysis, Kluwer (Astrophysms
and Space Science Library), Dordrecht 1987.

10.8 Command Syntax Summary

Table 10.8 lists commands for Multivariate Dafa Analysis. These commands are activated
by setting the MVA context (by means of the command SET/CONTEXT MVA in a MIDAS

session).
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rCommand
PCA/TABLE . intable outable [analysis option]
[row/column analysis] [no. cols. in outable]
[eigenvectors outable]
CLUSTER/TABLE intable outable [method] A
PARTITION/TABLE intable outable [number of classes]
[algorithm] [min. cardinality] [seed value]
CORRESPONDENCE/TABLE intable outable [row/column analysis]
[no. cols. in outable] [eigenvectors outable]
LDA/TABLE intable outable
MDA /TABLE intable outable [eigenvectors outable]
KNN/TABLE training-set-table no.-of-group-i-members
test-set-table no.-of-NNs

_ Table 10.1: Multivariate Data Analysis Commands
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Chapter 11

DAOPHOT II: The Next

(zeneration

This manual is intended as a guide to the use of the digital stellar photometry reduction
program DAOPHOT II: The Next Generation. Brief descriptions of the major routines
are provided to aid the user in the use of the program, and to serve as an introduction
to the algorithms for programmers called upon to make modifications. A more complete
understanding of the methods used can best be obtained by direct examination of the
source code and the comment statements embedded therein.

DAOPHOT Classic was originally constructed within the framework of a computer
program given to Linda Stryker and the Dominion Astrophysical Observatory by Jeremy
Mould (Caltech). The aperture-photometry portion of the current program is still some-
what influenced by algorithms and subroutines developed at Kitt Peak National Observa-
tory, by way of the POORMAN code developed by Jeremy Mould and Keith Shortridge at

Caltech. POORMAN was first made to run on the DAO VAX by Linda Stryker, and was
modified and generalized by Ed Olszewski. Over the years, Peter Stetson has replaced all
of the subroutines with others of his own writing. In DAOPHOQOT II: The Next Generation
all of the major algorithms and actual FORTRAN coding are done by Stetson, with the
exception of those Figaro, IRAF, or MIDAS routines which are used for the image input
and output. Stetson is solely responsible for bugs and algorithm-related problems. If
any such problems are found, please contact Peter Stetson; for major problems, hard-copy
documentation of the circumstances and nature of the difficulty would be highly desirable.

sksckk NOTE ¥k

This manual has been modified to reflect the new VMS/Unix compatible version of

DAOPHOT II: The Next Generation. If you are still running DAOPHOT Classic you will

find many places where this manual is inappropriate. The last appendix (Appendix V)

shows how to enable the DAOPHOT software within MIDAS and to convert DAOPHOT
tables to MIDAS tables and vice versa. '
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1. Introduction

DAOPHOT Il is a computer program for obtaining precise photometric indices and astrometric
positions for stellar objects in two-dimensional digital images. It is intended to run as non-interactively
as possible and, furthermore, the possibility that DAOPHOT II would be used at other places than
the DAO was kept in mind as it was approaching its present form. Therefore DAOPHOT II performs
no operations related to the display or manipulation of the digital image on an image-display system,
even though at some stages in the data reduction it is useful to be able to examine the picture
visually. Picture-display operations and some other steps in the reduction procedure, such as editing
intermediate data files or combining results from different frames to obtain instrumental colors, may
be done outside of DAOPHOT II using IRAF, MIDAS, or whatever software you have handy or feel
like writing.

It is assumed that (1) before running DAOPHOT II, the user will have performed all necessary
preparation of the images, such as flat-fielding, bias-level subtraction, and trimming worthless rows and
columns from around the perimeter of the picture, and (2) the brightness data in the image are linearly
related to true intensities. The user is also assumed to have a priori knowledge of the following pieces
of information: (1) the approximate size (full-width at half-maximum) of unresolved stellar objects in
the frame; (2) the number of photons corresponding to one analog-to-digital conversion unit; (3) the
readout noise per pixel; and {4) the maximum brightness level (in analog-to-digital units) at which
the detector still operates linearly. These conditions being satisfied, DAOPHOT II will perform the
following primary tasks: (1) find star-like objects above a certain detection threshold, rejecting with
a certain degree of reliability bad pixels, rows, and columns, and avoiding multiple hits on individual
bright objects (although it continues to have some trouble with grossly saturated objects. I’m still
thinking about it.); (2) derive concentric aperture photometry for these objects, estimating a local
sky brightness for each star from a surrounding annulus of pixels; (3) obtain a point-spread function
for the frame from one star or from the average of several stars, in an itérative procedure intended to
fit and subtract faint neighbor stars which contaminate the profile; (4) compute precise positions and
magnitudes for the program stars by fitting the point-spread function to each star, either individually
or in simultaneous multiple-profile fits for up to 60 stars at a time; and (5) erase stars from the
picture by subtracting appropriately scaled point-spread functions corresponding to the positions and
magnitudes derived for the stars during the photometric reductions. ALLSTAR 11 is a separate stand-
alone program which performs a much more sophisticated multiple-profile fit-to all the stars in a frame
simultaneously. Hereinafter I will include ALLSTAR II under the generic heading of DAOPHOT II
even though it is, as I said, a separate, stand-alone program. In addition to the aforementioned tasks,
DAOPHOT II contains routines to perform some bookkeeping operations more easily than may be the
case with standard facilities: e.g., estimating an average sky brightness for a frame, sorting the stars’
output data according to their positions in the frame or their apparent magnitudes, and dividing the
stars in the frame into natural groupings (for optimal multiple-star reductions with NSTAR). There
is also a routine for adding artificial stars to the picture, at random, so that the effectiveness of the
star-finding and profile-fitting routines can be studied quantitatively in the particular circumstances
of your own picture. A few other global considerations of which you should be aware:

(1) Although DAOPHOT 1I is designed to be non-interactive, in fact many of the operations run’
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(4)

quickly enough that they are conveniently executed directly from the terminal or workstation.
Only the multiple-star profile fits take long enough that they are more conveniently performed in
batch mode: they may require anywhere from a few CPU minutes to a few CPU hours per frame,
depending upon the number of stars to be reduced, the degree of crowding, and — of course —
the speed of your machine. If computer time is expensive for you, you may want to decide just
how many stars must be reduced in order to fulfill your basic mission. For instance, if your goal
is to locate the principal sequences of some remote cluster, it may not be necessary to reduce
every last crowded star on the frame; instead, only a subset consisting of the less-crowded stars

might be reduced.

The derivation of the point-spread function can also be performed non-interactively with a
reasonable degree of success, but it may be to your advantage to check the quality of the profile
fits visually on an image display before accepting the final product.

The shape of the point-spread function is assumed to be spatially constant or to vary smoothly
with position within the frame; it is assumed not to depend at all on apparent magnitude. If

these conditions are not met, systematic errors may result.

Although the star-finding algorithm is by itself not sophisticated enough to separate badly blended
images (two stars whose centers are separated by significantly less than one FWHM), by iteratively
substracting the known stars and searching for fainter companions, it is still possible to identify
the separate stars in such a case with a good degree of reliability: First, one runs the star-finding
algorithm, derives aperture magnitudes and local sky values for the objects just found, and obtains
a point-spread function in the manner described in an Appendix to this manual. Second, one
performs a profile-fitting reduction run for these objects, and they are subtracted from the data
frame. This new picture, with the known stars subtracted out, is then subjected to the star-
finding procedure; stars which were previously concealed in the profiles of brighter stars stand
out in this frame, and are picked up quite effectively by the star-finding algorithm. Sky values
and aperture magnitudes for these new stars are obtained from the original data frame, and the .
output from this reduction is appended to the most recent photometry file for the original star
list. This augmented set of stars is then run through the profile-fitting code, and the entire list of
fitted stars can be subtracted from the original frame. The process through this point can easily
be set up in a command procedure (or script, or whatever your favorite rubrik is), and carried
out in batch mode while you are home sleeping or drinking beer or whatever. Finally, if absolute
completeness is wanted, the star-subtracted picture can be examined on an image display. Any
stars that were still undiscovered by the program can be picked out by eye and added to the
star list manually. Then one final reduction run may be performed. Visual examination is also
a reasonable way to identify galaxies among the program objects — they are easily recognizable,
with over-subtracted centers surrounded by luminous fuzz.

My experience is that the number of stars found in the second pass (the automatic star-finding
on the first subtracted frame) amounts to of order one-third the number of stars found in the
first pass. The number of stars missed in the first two passes and later picked out by eye is of
order one to three percent of the total found in the first two passes. This procedure assumes
that computer time is cheap for you, and your own time is valuable. If the converse is the case,
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you may prefer to skip the second or even both automatic star-finding passes, and go directly to

interactive star identification.

(5) A principal source of photometric error for the faint stars is the difficulty of defining what is
meant by the term “sky brightness” in crowded fields. This is not simply the practical difficulty
of identifying “contaminated” pixels in the sky annulus so that they can be omitted from the
average, although certainly this is a significant part of the problem. There is also an underlying
philosophical ambiguity. For aperture photometry the term “sky brightness” encompasses not
only emission from the terrestrial night sky, from diffuse interplanetary and interstellar material,
and from faint, unresolved stars and galaxies. It also includes the possibility of a contribution of
light from some bright star or.galaxy. That is to say, for aperture photometry the relevant sky
brightness is defined by the answer to the question, “If the particular star we are interested in were
not in the center of this aperture, what intensity would we measure there from all other sources of
brightness on or near this line of sight?” If there is available a set of pixels whose brightness values
are uncontaminated by the star we are trying to measure, but which are subject to all other sources
of emission characteristic of that portion of the frame (including the possibility of a contribution
from individual bright objects nearby), then we may answer the question: “Most probably the
intensity would be such-and-such”. The specific value “such-and-such” is well predicted by the
modal value of the brightnesses in the sample of sky pixels. This is why DAOPHOT II uses the
mode of the intensities within the sky annulus to define the value that should be subtracted from
the intensities inside the star aperture; not because it is a “robust estimator of the local diffuse
sky brightness”, but because it is a sort of maximum-likelihood estimator — it yields the “most
probable value of the brightness of a randomly-chosen pixel in this region of the picture”. In the
case of photometry from multiple simultaneous profile fits, on the other hand, the sky brightness
is defined by the answer to a different question altogether: “If none of the stars included in my
star list were in this region of the picture, what would the typical brightness be?” This is a
much harder question to answer, partly because the answer cannot be obtained by an empirical
method as simple as finding the mode of an observed distribution, and partly because the criteria
for including a star in the star list are hard to define absolutely. For instance; a faint star is
far easier to see in a clear-sky zone, where its contamination can be identified and then ignored
in the sky-brightness estimate, than it would be if it happened to lie near a much brighter star
whose intrinsic brightness we are trying to measure. Clearly then, when we detect a faint star
in the sample sky region, the decision whether to include or reject that star’s photons in the sky
estimate becomes some function of the magnitude of the star we are interested in measuring.
Further, a serious attempt to estimate the sky brightness using probabilistic methods would
require an accurate model for the full noise spectrum of the instrument, including the arrival rate
and energy spectrum of cosmic rays, the surface density of stars and galaxies on the sky, their
apparent luminosity functions, and the variations of these quantities across the frame. Thus, a
definitive answer to the question “How bright is the sky here? is exceedingly hard to obtain
with full statistical rigor. For the present we must be content with a merely adequate answer.

I have discussed the problem of sky determination in such philosophical detail as a warning
to the user not to regard DAOPHOT 1I {or any other program of which I am aware) as the final
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solution to the problem of accurate stellar photometry in crowded fields. As it stands now, the
aperture photometry routine is the only place in DAOPHOT II proper where sky brightness values
are estimated; these estimates are based on the modal values observed in annuli around the stars, and
they are carried along for use by PEAK and NSTAR. ALLSTAR II has the capability (as an option)
of iteratively re-determining the sky brightness value for each star, defined as the median value found
in pixels surrounding the star after all known stars have been subtracted from the frame using the
current, provisional estimates of their position and brightness. These sky brightnesses are assumed to
be adequate for the purposes of defining and fitting point-spread functions, but of course this is only
approximately true. The extent to which this false assumption affects the observational results and
the astrophysical conclusions which you derive from your frames can best be estimated, at present,
by the addition of artificial stars of known properties to your pictures, with subsequent identification
and reduction by procedures identical to those used for the program stars.



2. A Typical Run of DAOPHOT II

Before you run DAOPHOT 1I: The Next Generation you must arrange for your pictures to exist
on the computer’s disk in a format acceptable to the program. On the DAO VAXen the standard
format for images intended for processing with DAOPHOT is the Caltech data-structure (.DST) file,
and routines exist for copying data from a number of different formats, including FITS, to this type
of file. On our Unix machines we use IRAF for image manipulation and IRAF image files (*.imh and
*.pix) for image storage. At ESO there exists a version of DAOPHOT II that operates on MIDAS-
format image files on a variety of hardwares. If you don’t happen to be at the DAO, then you will
have to check with your local curator of DAOPHOT II to learn how to put your data into the proper
format. In all that follows, I shall assume that you are either at DAO, or are using an unadulterated
DAOQO/VMS/Unix version of DAOPHOT II. See your local curator for changes that are specific to your
facility. i

I will now talk you quickly through the separate steps in reducing a typical data frame, from
beginning to end. I suggest that you read quickly through this section and the following chapters on
the major and minor routines in DAOPHOT 1II, and then come back and reread this section more
carefully. Words written in boldface CAPITALS will be DAOPHOT II commands, which you may
issue in response to a “Command:” prompt.

I. From a system prompt run DAOPHOT II. Either read or don’t read the latest news (if it’s even
offered to you). The values of certain user-definable parameters will be typed out. Check their

values! You might want to change some of them.

II. Use OPTIONS to change the values of any of the optional reduction parameters. (This step is,
itself, optional.)

III. Use ATTACH to tell the program which picture you want to reduce. (In the VMS version, you
do not need to include the filename-extension, .DST, when you specify the filename, but you may
if you like. In the Unix IRAF version, your life will be simpler if you do not include the .imh

extension.)

IV. You might want to use SK'Y to obtain an estimate of the average sky brightness in the picture.
Write this number down in your notes. This step is not really necessary, because FIND below
- will do it anyway.

V. Use FIND to identify and compute approximate centroids for small, luminous objects in the
picture. One of the “yser-definable optional parameters” which you are permitted to define is
the significance level, in standard deviations, of a luminosity enhancement in your image which .
is to be regarded as real. Two other parameters which you must define are the readout noise
and gain in photons (or electrons) per data number which are appropriate to a single exposure
with your detector. When you run FIND, it will ask you whether this particular image is the
average or the sum of several individual exposures. From the available information, FIND will
then compute the actual brightness enhancement, in data numbers above the local sky brightness,
which corresponds to the significance level you have specified. See the section on FIND and the
Appendix on “The FIND Threshold” for further details. According to a parameter set by the
user, FIND will also compute a “Lowest good data-value”: any pixel whose brightness value is
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VIL

VIIIL

IX.
. photometry file created in step VI above into finely divided “natural” groups for reduction with the

XI.

XII.

XIIL

XIV.

less than some number of standard deviations below the mean sky value will be regarded as bad,
and will be ignored by FIND and by all subsequent reduction stages.

Use PHOTOMETRY to obtain sky values and concentric aperture photometry for all objects
found by the star-finding routine.

Use PICK to select a set of reasonable candidates for PSF stars. PICK first sorts the stars by
magnitude, and then rejects any stars that are too close to the edge of the frame or a brighter
star. It will then write a user-specified number of good candidates to a disk file for use by PSF.

Use PSF to define a point-spread function for the frame. In crowded fields this is a subtle,
iterative procedure requiring an image processing system,; it is outlined in detail in the Appendix
on “Obtaining a Point-Spread Function”. Consider, then, that this step is a self-contained loop

which you will go through several times.

GROUP,NSTAR, and SUBSTAR,; or ALLSTAR. GROUP divides the stars in the aperture-

multiple-star PSF-fitting algorithm, NSTAR. NSTAR will then produce improved positions
and instrumental magnitudes by means of multiple-profile fits, and SUBSTAR. may then be
used to subtract the fitted profiles from the image, producing a new image containing the fitting
residuals. Alternatively, you could feed the aperture-photometry file directly to ALLSTAR, which
will reduce all the stars in the image simultaneously and produce the star-subtracted picture
without further ado.

. Use ATTACH to specify the star-subtracted picture created in step IX as the one to work on.

Use FIND to locate new stars which have become visible now that all the previously-known stars

have been subtracted out.

Use ATTACH again, this time specifying the original picture as the one to work with, and

use PHOTOMETRY to obtain sky values and crude aperture photometry for the newly-found

stars, using the coordinates obtained in .step XI. (You are performing this operation on the
original picture so that the sky estimates will be consistent with the sky estimates obtained for

the original star list.)

Use GROUP on the new aperture-photometry file you just created. Use GROUP again on the
profile-fitting photometry file created in step IX (this step is unfortunately necessary to put both
the old and new photometry into files with the same format, so that you can ...). Use APPEND

to combine the two group files just created into one.

GROUP + SELECT + SELECT + GROUP + SELECT + SELECT + ... + NSTAR
+ SUBSTAR, or ALLSTAR: If for some reason you prefer NSTAR to ALLSTAR (I sure
don’t), the file just created in step XIII needs to be run through GROUP once again to sort
the combined starlist into the best groupings for the next pass of NSTAR. Watch the table of
group sizes that gets created on your terminal very carefully. The multiple-PSF fitting routine
is at present capable of fitting no more than 60 stars at a time. If any of the groups created
by GROUP is larger than 60 stars, the SELECT command can be used to pick out only those
groups within a certain range of sizes. You would run
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XV.

XVI.

(1) SELECT once to pick out those groups containing from 1 to 60 stars, putting them in their
own file. You could discard all groups larger than 60 if you only wanted a representative, as
distinguished from a complete, sample. Alternatively, you could run

(2) SELECT again to pick out those groups containing 61 or more stars, putting them in their
own file. Then you would run

(3) GROUP with a larger critical overlap on the file created in (2), to produce a new group
file with smaller groups. The photometry for these stars will be poorer than the photometry
for the less-crowded stars picked out in XIV-1.

Return to (1) and repeat until (a) all stars are in groups containing less than or equal to 60 stars,
or (b) (preferred, and cheaper) enough stars are in groups smaller than 60 that you feel you can

perform your basic astronomical mission. Then,

(4) NSTAR as many times as necessary to reduce the group files just created, and

(5) SUBSTAR as many times as necessary to subtract the stars just reduced from the data
frame.

Or, you could get around the whole thing just by running the APPENDed group file through

ALLSTAR.

EXIT from DAOPHOT 1I. Display the star-subtracted picture created in step XIV on your
image-display system. Look for stars that have been missed, and for galaxies and bad pixels
that have been found and reduced as if they were stars. If desired, create a file containing
the coordinates of stars you wish to add to the solution and run PHOTOMETRY on these
coordinates. To make one :nore pass through the data, you should run this aperture photometry
file through GROUP, run the previous NSTAR or ALLSTAR results through GROUP (again,
necessary in order to get both the old and new stars into files with the same format), APPEND
these files together, and return to step XIV. Repeat as many times as you like, and have the time -

for. .

EXIT from DAOPHOT and examine your picture on the image-display system. Choose several
minimally-crowded, bright, unsaturated stars. Make a copy of the output file from your:very
last run of NSTAR. or ALLSTAR and, with a text editor, delete from this file the data lines for
those bright stars which you have just chosen. Run DAOPHOT, ATTACH your original picture
and invoke SUBSTAR to subtract from your picture all the stars remaining in the edited data
file. With equal ease, you can also create a file containing only the stars you want to retain —
you could even use the file containing the list of PSF stars — and you can tell SUBSTAR to
subtract all the stars from the image except the ones listed here. In either case, the stars which
you have chosen will now be completely alone and uncrowded in this new picture — measure
them with the aperture PHOTOMETRY routine, using apertures with a range of sizes up to
very large. These data will serve to establish the absolute photometric zero-point of your image.

kkkkk NOTE EE 22 23

This has been the reduction procedure for a program field, assumed to contain some hundreds

or thousands of stars, most of which you are potentially interested in. The reduction procedure for
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a standard-star frame, which may contain only some tens of objects, only a few of which you are
interested in, may be different. It may be that you will want to run FIND on these frarhes, and
later on match up the stars found with the ones you want. Or perhaps you would rather examine
these frames on the image-display system, use the cursor to measure the coordinates of the stars you
are interested in, and create your own coordinate file for input into PHOTOMETRY (step VI). In
any case, for your standard fields it is poésible that you won’t bother with profile fits, but will just
use the aperture photometry (employing a growth-curve analysis) to define the stars’ instrumental

magnitudes.
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3. Descriptions of Main Routines
(In approximate order of use)

I. DAOPHOT II itself

When you run DAOPHOQT 11, the first thing that may occur is the typing out on your terminal
of a brief message, notifying you that some information to your advantage is now available. If this
message has changed since the last time you ran the program, answer the question with a capital or
lower-case “Y<CR>". The program will then type out the text of the entire message, a section at a
time. It will pause at the end of each section of the message to allow you to read what it’s written
before it rolls off the screen, or to escape to the main program without reading the rest of the message.
When you reach the main part of the program, the current values of the optional reduction parameters
will appear on your screen (see the Appendix on Optional Parameters, and the OPTIONS commarnd
below). When you see the “Command:” prompt, the program is ready to accept the commands

described below.
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II. ATTACH

If you want to work on a digital picture, the first thing you should do is specify the disk filename
of that picture with the ATTACH command:

| COMPUTER TYPES: " ' YOU ENTER:
]

| Command: AT filename
Your picture’s header comment (if any)

Picture size: nnn nnn

or,
Command: AT
Enter file name: _ filename

|
|
|
!
I
!
| COMPUTER TYPES: YOU ENTER:
!
I
I
|
I
| Your picture’s header comment (if any)

!

|

Picture size: nnn nnn

Some commands, the ones which operate only on data files, (e.g. SORT, OFFSET, APPEND),
and others which set the optional parameters (OPTIONS, MONITOR, NOMONITOR) may be
issued to DAOPHOT 1I without a prior ATTACH command having been given. The program will
refuse to let you tell it to perform tasks requiring a picture file (e.g., FIND, PHOTOMETRY,
PSF, GROUP, NSTAR) unless a picture has been ATTACHed.

In all implementations of DAOPHOT II of which I am aware, if the extension part of your picture’s
filename is the standard one for that image format (*.DST’ for Caltech data structures, *.imh’for IRAF,
".bdf’ for MIDAS) it may be omitted. If it is not the standard extension (or, on VMS machines, if
you wish to specify other than the most recent version of the image file), the filename-extension must
be included in the ATTACH command. '

The ATTACH command is the only one in DAOPHOT II which allows the user to include
additional information (viz. a filename) on the command line. All other commands are issued simply
and without modification — the routines will then prompt the user for any necessary input.

This is also a good time to point out that DAOPHOT II commands are case insensitive:
commands and parameter options (see below) may be entered using either upper or lower case
letters, even on Unix machines. On VMS machines filenames are also case insensitive: FILE.EXT
and file.ext refer to the same file. On Unix machines FILE.EXT, file.ext, FILE.ext, FiLe.ExT, etc.
are all different. Finally, for Unix afficionados, I have taught DAOPHOT 1I to recognize a string of
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characters terminated with a colon (“:”) at the beginning of a filename as a directory name, & la
VMS. Thus, if in your .cshre file or some similar location, you have a statement like

setenv ccd /scr/nebuchadnezzar/mountstromloandsidingspring/1989/ccd-data

then while running DAOPHOT II in some other directory, you can refer to an image or other file,
obs137, in this directory as ccd: obs137. In fact, I recommend that you do so, because all file names
used by DAOPHOT are limited to 30 characters. Finally, on the VMS side you can create multiple
versions of the same filename ad libitum, but Unix doesn’t allow it. Therefore, on the Unix side, if
you try to create a file with the same name as one that already exists, DAOPHOT II will type out
a warning and give you an opportunity to enter a new filename. If you respond to the prompt with
a simple carriage return, the pre-existing file will be deleted before the new one is created. If you
write command procedures to handle your DAOPHOT II reductions (I know I do), I recommend that
you include in your procedures Unix “rm” commands to remove any files you know you'’re going to
be creating. Otherwise you run the risk of getting unexpected prompts asking whether you want to
overwrite pre-existing files, and your list of commands and filenames can get out of synch with what
the program is asking for. Chaos could result.
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III. OPTIONS

Numerous parameters which optimize the reduction code for the specific properties of your

picture may be altered. The sigificance of each one is described below in reference to the particular

routines affected, and a reference table is presented as an Appendix. Here the options will be simply

enumerated, and the procedures available for changing the parameters will be described.

(1)

(4)

At present the user is permitted to specify values for nineteen parameters:

“READ NOISE”: The readout noise, in data numbers, of a single exposure made with your
detector. Later on, the software will allow you to specify whether a given data frame is in fact
the sum or the average of several individual exposures. If you have a separate subdirectory for
data from a given night or observing run, the readout noise needs to be specified only once (in

the DAOPHOT.OPT file, see below).

“GAIN”: The gain factor of your detector, in photons or electrons per data number. As with the
readout noise, you want to specify the gain corresponding to a single exposure; allowance can be
made later for frames that are in fact the averages or sums of several exposures.

For both READ NOISE and GAIN the default values are deliberately invalid. You must put
correct values for these parameters in a DAOPHOT.OPT file, or the program will hassle you
again, and again, and again, and ... ‘

“LOW GOOD DATUM?”: The level, in standard deviations below the frame’s mean sky value,
below which you want the program to consider a pixel defective. If the background is flat across
the frame, then you can set a tight limit: maybe 5o or so. If there is a strong background gradient,
you will need to set a more generous limit — maybe 100 or more — to keep legitimate sky pixels

from being rejected in those parts of the frame where the background is faint. Intelligent use of -

the DUMP command and/or an image display will help you decide what to do.

“HIGH GOOD DATUM?”: The level, in data numbers, above which a pixel value is to be
considered defective. Note that this differs from the “LOW GOQOD DATUM” just discussed.
The “LOW GOOD DATUM?” is defined as a certain number of standard deviations it below a
frame’s mean sky value. Thus, assuming that all your frames have comparably flat backgrounds,
it needs to be specified only once; the actual numerical value used will ride up and down as
frames with different mean background levels are considered. The “HIGH GOOD DATUM?” is
specified as a single, fixed number which represents the absolute level in data numbers at which
the detector becomes non-linear or saturates. (Note that since your data have been bias-level
subtracted and flat-fielded, this number will not be 32767, but will be somewhat lower.)

“FWHM?”: The approximate FWHM, in pixels, of the objects for which the FIND algorithm is
to be optimized. This parameter determines the width of the Gaussian function and the size of
the array with which your picture is numerically convolved by FIND (see detailed discussion
under FIND command below). If conditions during your run were reasonably constant, a single
value should be adequate for all your frames.

“THRESHOLD”: The significance level, in standard deviations, that you want the program to
use in deciding whether a given positive brightness enhancement is real. Normally, somewhere
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(9), (10)

(14)

around 40 is good, but you may want to set it a little higher for the first pass. Then again, maybe

not.

“LOW” and “HIGH SHARPNESS CUTOFF”: Minimum and maximurm values for the sharpness
of a brightness enhancement which FIND is to regard as a real star (intended to eliminate bad
pixels; may also help to eliminate low-surface-brightness galaxies). In most cases the default

values given in the program are adequate, but if you want to fine-tune them, here they are.

“LOW” and “HIGH ROUNDNESS CUTOFF”: Minimum and maximum values for the roundness
of a brightness enhancement which FIND is to regard as a real star (intended to eliminate bad
rows and columns, may also reject some edge-on galaxies). Again, I think you’ll find that the
program-assigned default values are adequate for all but special cases. '

“WATCH PROGRESS”: Whether to display results on the computer terminal in real time as
they are computed. Displaying the results may keep you entertained as the reductions proceed,
but it may slow down the execution time, and in batch mode, it will fill up your logfile excesstvely.

“FITTING RADIUS”: Most obviously, this parameter defines the circular area within which
pixels will actually be used in performing the profile fits in PEAK and NSTAR.: As the point-
spread function is shifted and scaled to determine the position and brightness of each of your .
program stars. only those pixels within one fitting radius of the centroid will actually be used in
the fit. More subtly, the same region is also used in fitting the a.nalytié first approximation to the
point-spread function for the PSF stars. Moreover, the parameter will also contribute in a minor
way to the determination of when stars overlap “significantly.” Under normal circumstances,
this radius should be of order twice the half-width at half-maximum of a stellar image which is,
obviously, the same as the FWHM. When the crowding is extremely severe, however, it may be
advantageous to use a value somewhat smaller than this. On the other hand, if the point-spread
function is known to vary across the frame, then increasing the fitting radius beyond the FWHM -
may improve the photometric accuracy provided, of course, that the field is not horribly crowded.

“PSF RADIUS”: The radius, in pixels, of the circle within which the point-spread function is
to be defined. This should be somewhat larger than the actual radius of the brightest star
you are interested in, as you would measure it on your image display. If, toward the end of
your reductions (see §B above), you notice that the subtracted images of your bright stars are
surrounded by luminous halos with sharp inner edges, then your PSF radius is too small. On the
other hand, the CPU time required for the profile-fitting reductions is a strong function of the
PSF radius, so it is counterproductive to make this pararheter too large.

“VARIABLE PSF”: The degree of coinplexity with which the point-spread function is to be
modeled. In its infancy, DAOPHOQ'T Classic allowed only one form for the model PSF: a Gaussian
analytic first approximation, plus a look-up table of empirical corrections from the approximate
analytic model to the “true” PSF. This now corresponds to VARIABLE PSF = 0. Later on, I
added the possibility of a point-spread function which varies linearly with position in the frame;
this is VARIABLE PSF = 1. DAOPHOT II now allows two more possibilities: a point-spread
function which varies quadratically with position in the frame (VARIABLE PSF = 2), and a
purely analytic model PSF, with no empirical lookup table of corrections, as in ROMAFOT
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(19)

(VARIABLE PSF = ~1). Probably best to leave it at 0.0 (= “Constant”) until you are sure you

know what you’re doing.
“FRACTIONAL PIXEL EXPANSION”: Not implemented. Leave it alone.

“ANALYTIC MODEL PSF”: DAOPHOT Classic always used a Gaussian function as an analytic
first approximation to the point-spread function. DAOPHOT II allows a number of alternatives,
which will be discussed below under the PSF command.

“EXTRA PSF CLEANING PASSES”: DAOPHOT 1II is now empowered to recognize and reduce
the weight of obviously discrepant pixels while generating the average model point-spread function
for the frame — cosmic rays, poorly subtracted neighbors and the like. This parameter specifies
the number of times you want the program to go through the data and reevaluate the degree to
which any given pixel is discordant and the amount by which its weight is to be reduced. Set this
parameter to 0 if you want every pixel accepted at face value with full weight. The amount of
time taken by the routine increases with the number of extra passes, and in my experience the
point-spread function has usually converged to a stable final value within five passes, so I guess

that’s a reasonable guess at the largest value you’d want to use.

“PERCENT ERROR?”: In computing the standard error expected for the brightness value in any
given pixel, the program obviously uses the readout noise and the Poisson statistics of the expected
number of photons. This parameter allows you to specify a particular value for the uncertainty
of the fine-scale structure of the flat field. The readout noise is a constant; the Poisson error
increases as the square root of the intensity; the “PERCENT ERROR” increases linearly with
the intensity of (star + sky). You may think of it as the graininess of the inappropriateness of the
flat-field frame which you used to calibrate your program images — not just the photon statistics
but also any fine structure (on a scale smaller than a seeing disk) in the mismatch between the

illumination of your flat-field frame and your program images.

“PROFILE ERROR”: In fitting the point-spread function to actual stellar images, there will also
be some error due to the fact that the point-spread function is not known to infinite precision: not
only will there be interpolation errors due to the finite sampling, but the point-spread function
may vary in a greater than quadratic fashion with position in the frame, or with apparent
magnitude, or with color, or with something else. This parameter defines the amplitude of
this further contribution to the noise model; the “PROFILE ERROR?” increases linearly with
the intensity of the star alone (no sky), and inversely as the fourth power of the full-width at
half-maximum. Therefore, this error grows in importance relative to the PERCENT ERROR as
the seeing improves (since interpolation becomes harder as the data become more undersampled).
Leave parameters (18) and (19) alone until much, much later.

There are four ways in which the user can supply values for these parameters to the program:

(1a)

Whenever you run DAOPHOT 11, the first thing the program will do is look in your current default
directory for a file named DAOPHOT.OPT (daophot.opt on Unix machines). If it finds such a
file, then it will read in the parameter specifications according to the format described below.
When you run DAOPHOT 11 the file DAOPHOT.OPT acts pretty much the way LOGIN.COM
does when you log onto a VMS VAX. Note that DAOPHOT II will only look for DAOPHOT.QPT
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in the directory from which you are currently running the program, so you should have a copy of
DAQPHOT.OPT in each subdirectory where you are likely to work. If you have one subdirectory
for every set of matched frames you are working on, it is easy to set up optimum parameter
values for each set, and have them invoked automatically whenever you run DAOPHOT from
that set’s directory. At the very least, you should have a DAOPHOT.OPT file specifying the
READOUT NOISE, GAIN, FWHM, FITTING RADIUS, and HIGH GOOD DATA VALUE in
every subdirectory where you keep images for DAOPHOT II.

(1b) If no file named DAOPHOT.OPT is found, then default values for the parameters, as defined in
the table in the Appendix, will be supplied by the program.

(2a) Whenever you have the ‘Command:’ prompt, you may use the OPTIONS command. The
program will type on the terminal the current values for all user-definable parameters, and then
ask you for an input filename. You may then enter the name of a file containing values (same
format as used in a DAOPHOT.OPT file) you want to specify for the parameters.

(2b) When the OPTIONS command asks you for a filename, you may simply type a carriage returﬁ,
and the program will then permit you to enter parameter values from the keyboard. '

The syntax for specifying a parameter value, either from within a file or from the keyboard, is as

follows. The parameter you wish to define is indicated by two alphanumeric characters; it doesn’t

matter whether they are upper or lower case, and any spaces or additional characters (except an
equals sign and a number) after the first two are optional. The parameter identifier is followed by an
equals sign, and this is followed by a number. The following commands would all set the FWHM of

the objects for which the search is to be optimized to the value 3.0:

FW=3.0
fwhm = 3
Fwied wice is nice = 3.

When inputing parameter values from a file, one parameter is specified per line. Note that only those
parameters whose values you want to change from the program-supplied defaults need be supplied by
the user, either in manner (1a) above, or in (2a) or (2b). '

You exit from OPTIONS by responding to the OPT> prompt with a carriage return or a CTRL-Z -
(CTRL-D on some Unix machines? Whatever means END-OF-FILE on ybur system).
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EXAMPLE: CHANGING VALUES FROM THE KEYBOARD

To change the estimated full-width at half-maximum from 2.5 to 3.5, and the high sharpness
cutoff from 1.0 to 0.9:

| COMPUTER TYPES: A . YOU ENTER: !
| , |
| Command: oP |

COMPUTER TYPES:

] [
| |
| READ NOISE (ADU; i frame) = 5.00 GAIN (e-/ADU; 1 frame) = 10.00 |
| LOW GOOD DATUM (sigmas) = 7.00 HIGH GOOD DATUM (in ADU) = 32766.50 |
! FWHM OF OBJECT = 2.50 THRESHOLD (in sigmas) = 4.00 |
| LS (LOW SHARPNESS CUTOFF) = 0.20 HS (HIGH SHARPNESS CUTOFF) = 1.00 |
| LR (LOW ROUNDNESS CUTOFF) = -1.00 HR (HIGH ROUNDNESS CUTOFF) = 1.00 |
| WATCH PROGRESS = 1.00 FITTING RADIUS = 2.00 |
] PSF RADIUS = 11.00 VARIABLE PSF = 0.00 |
| FRACTIONAL-PIXEL EXPANSION = 0.00 ANALYTIC MODEL PSF = 1.00 |
| EXTRA PSF CLEANING PASSES = 6£.00 PERCENT ERROR (in %) = 0.75 |
| PROFILE ERROR (in %) = 5.00 ]
| COMPUTER TYPES: YOU ENTER: |
| ]
] Parameter file (default KEYBOARD INPUT): <CR> |
| |
| OPT> FW=3.5 |
| |
| oOPT> HS=0.9 |
| ' |
| oPT> : <CR> |
| COMPUTER TYPES: |
| ]
| READ NOISE (ADU; 1 frame) = 5.00 GAIN (e-/ADU; 1 frame) = ° 10.00 |
| LOW GOOD DATUM (sigmas) = 7.00 HIGH GOOD DATUM (in ADU) = 32766.50 |
| FWHM OF OBJECT = 3.50 ~ THRESHOLD (in sigmas) =  4.00 |
| LS (LOW SHARPNESS CUTOFF) = 0.20 HS (HIGH SHARPNESS CUTOFF) = 0.90 |
| LR (LOW ROUNDNESS CUTOFF) = -1.00 HR (HIGH ROUNDNESS CUTOFF) = 1.00 |
| WATCH PROGRESS = 1.00 » FITTING RADIUS = 2.00 |
! PSF RADIUS = 11.00 VARIABLE PSF = 0.00 |
| FRACTIONAL-PIXEL EXPANSION = 0.00 ANALYTIC MODEL PSF = 1.00 |
| EXTRA PSF CLEANING PASSES = 5.00 PERCENT ERROR (in %) = 0.75 |
[ PROFILE ERROR (in %) = 5.00 i
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IV. SKY

The first time you start to work on a new frame with DAOPHQOT 11, you might want to issue the
SKY command, which will return an estimate of the typical sky brightness for the frame.

| COMPUTER TYPES: 4 YOU ENTER: I
l I
| Command: SK |
I |
[ Approximate sky value for this frame = 156.8 |
| Standard deviation of sky brightness = 4,16 |
I l
] Clipped mean and median = 157.9 167.5 |
| Number of pixels used (after clip) = 8673 |

The sky value returned is an estimate of the mode of the intensity values in somewhat fewer than
10,000 pixels scattered uniformly throughout the frame. That is, it picks 10,000 pixels, clips the low
and high tails after the fashion of Kitt Peak’s Mountain Photometry code, and computes the mean
and median from what is left. The mode is taken as three times the median minus twice the mean.
The standard deviation is the one-sigma width of the peak of the sky-brightness histogram about
the mean sky brightness — (not the mode or the median — after clipping; for all but horren‘dously
crowded frames this distinction is negligible for our present purposes). If you don’t want to run the
SKY command, FIND will do it for you anyhow.
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V. FIND

You are now ready to find stars.

COMPUTER TYPES: YOU ENTER:

Command: FI

156.8
4.16

Approximate sky value for this frame
Standard deviation of sky brightness

Number of frames averaged, summed: 5,1

File for the positions (default 7.C00): <CR>

|

I

[

[

|

I

|

|

Relative error = 1.14 |
|

|

|

|

or filename.ext |
|

The “Number of frames averaged, summed” question is in case the frame you are about to reduce
represents the average or the sum of several independent readouts (readsout?} of the chip. The
program uses this information to adjust the readout noise and the gain appropriately. In the example
here, I have assumed that five individual exposures were averaged together to make the frame being
reduced here; that is the five frames were added together and the sum was divided by the scalar value -
5. If the frames had been added together and not divided by five, I would have entered “1,5” instead
of “5,1”. If ] had taken six frames, summed them by pairs, and then averaged the three different sums,
I would have entered “3,2”: meaning “the average of three sums of two”. If I had taken six frames,
~ averaged the first three, averaged the second three, and then summed the two averages, I would also
have entered “3,2”: “averages of three, sum two of them”. One final nuance: it happens that from
a statistical noise point of view, the median of three frames is about as good as the average of two.
Therefore, if the frame you are reducing represents the median of several independent exposures (to
remove cosmic rays or whatever) enter it as if it were the average of two-thirds as many frames: the
median of three images would be entered as “2,1”, and the median of five would be entered as “3.3,1”.

With this information, the routine will calculate a star-detection threshold corresponding to the
number of standard deviations which you entered as the “THRESHOLD?” option. The derived value
of this threshold represents the minimum central height of a star image, in ADU, above its local sky
background, which is required for a detection to be regarded as statistically significant. The theory
behind star-detection is discussed briefly below, and the method used for computing the optimum
threshold is described in the Appendix on “The FIND Threshold.” - The routine also computes
a lowest good data-value corresponding to the number of standard deviations you specified in the
“LOW GOOD DATUM?” option, relative to the average sky brightness. That is, having determined
that the modal sky level in this frame is 156.8, it determines that the brightness 7o below this is 136.8.
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For this calculation, it uses the specified readout noise, gain, and the fact that this is the average of
five frames, not the observed o(sky) = 4.16, because this latter value may have been puffed up by
stars and defects. Then, any pixel anywhere in the frame which has an observed brightnéss value less
than 136.8 or greater than the “HIGH GOOD DATUM” which you specified directly, will now and
ever after be discarded as “defective.” If you want to see what numerical values the routine gave to
the star-detection threshold and the lowest good data value, you can find them in the second line of
the output file created by this routine. If you want to change either of these values for subsequent
reduction steps, you must do it in the file header lines; all other routines read these numbers from
the input files, not from the optional-parameter table. The same goes for the HIGH GOOD DATUM
value. Therefore, it is entirely in your own best interests to provide the program with the most
reasonable possible estimates of the readout noise and gain, and of the minimum and maximum valid
data values; doing it correctly at the beginning will save you hassles later. For instance, if the sky
background in your frame is dead flat (a random Galactic star field, not in any cluster), a strict value
for the lowest good data-value might be, say, five sigma below the average sky. A five-sigma or greater
deviation has a normal probability of about 3 x 10 —7, so in a 300 x 500 image, there would be only
about one chance in twenty that even one legitimate datum would be unfairly rejected. Of course,
if the sky background does vary significantly across the frame (in a globular cluster, H II region, or
external galaxy), you would want to set the minimum good data value maybe ten or more sigma below

the average sky.

Finally, FIND asks you to provide a name for the disk file where it is to store the coordinates
of the stars it finds. Here, as you will find nearly everywhere in DAOPHOT II, when asking you for
a filename the program will offer you a default. If you are satisfied with the default filename, you
need only type a carriage return and this name will be used; if you want to change the filename but
keep the default filename extension, type in the filename you want, without any extension or period,
and the default filename’s extension will be tacked onto the filename you enter. Similarly, if you like
the filename part but want to change the extension, simply type a period and the new extension: the -
filename which was offered to you will be retained, but with your extension replacing the one offered.
I strongly suggest that you use the default filenames unless you have some very good reason for not
doing so — it reduces the amount of typing that you have to do (and thereby reduces the probability
of an unnoticed typographical error) and it helps you to keep your bookkeeping straight.

If you have elected to watch the output of the program on your terminal (either by using the option
WATCH PROGRESS = 1.0 or by using the MONITOR command, see below), you will now see the
computer count through the rows of your picture. As it is doing this, it is convolving your picture with
a lowered truncated Gaussian function whose FWHM is equal to the value set by. the FWHM option
(see the OPTIONS command above). The Gaussian convolution includes compensation for the local
background level, and since the Gaussian is symmetric, smooth gradients in the sky brightness also
cancel out. These properties enable the sky-finding algorithm to ignore smooth, large-scale variations
in the background level of your frame, such as those caused by a sea of unresolved fainter stars — the
threshold that you have specified represents the minimum central brightness-enhancement over the

local background which an object must have in order to be detected.

After having performed the convolution the program will then go through the convolved data
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looking for local maximain the brightness enhancement. As the program finds candidates, it computes
a couple of image-shape statistics (named SHARP and ROUND) which are designed to weed out
delta functions (bad pixels), and brightness enhancements that are elongated in z or y (bad rows and
columns).

SHARP is defined as the ratio of the height of the bivariate delta-function which best fits the
brightness peak in the original image to the height of the bivariate Gaussian function (with the user-
supplied value of the FWHM) which best fits the peak. If the brightness enhancement which was
found in the convolved data is due to a single bright (“hot”) pixel, then the best-fitting delta-function
will have an amplitude equal to the height of this pixel above the mean local background, while the
amplitude of the best-fitting Gaussian will be pulled down by the surrounding low-valued pixels, hence
SHARP > 1. On the other hand, where there is a cold pixel, that is to say, where there is an isolated
pixel whose brightness value is below the local average (but still above the “lowest good data-value”)
in the convolved data there will tend to be brightness-enhancements found approximately 0.5 FWHM
away from this pixel in all directions; in such a case, the height of the delta function which best fits
one of these spurious maxima tends to be close to zero, while the height of the best-fitting Gaussian is
some small positive number: SHARP ~ 0. To reject both types of bad pixel, the default acceptance
region for the SHARP parameter is:

height of besf—ﬁtting delta function
height of best-fitting Gaussian function

1.00

0.20 < SHARP =

"ROUND'is computed from the data in the original picture by fitting one-dimensional Gaussian
functions to marginal sums of the data in = and y. Specifically, for each brightness enhancement
which passes the SHARP test, if the height of either of these one-dimensional Gaussian distributions
happens to be negative (a local minimumin the brightness distribution in that coordinate — sometimes
happens) or zero, the object is rejected. If both turn out to be positive, then the ROUND parameter
is computed: .

difference between the heights of the two one-dimensional Gaussians

ROUND = - : - :
average of the heights of the two one-dimensional Gaussians

Thus, if the two heights are, say, 90 and 150 ADU, then the average is 120 ADU and the difference
is £60 ADU, so that ROUND would be +0.5. The sense of the difference is such that an object
which is elongated in the z-direction has ROUND < 0 and one which is elongated in the y-direction
has ROUND > 0. If the brightness enhancement which has been detected is really a charge-overflow
column, for instance, then the brightness distribution as a function of z would be sharply peaked,
while the distribution as a function of y would be nearly flat; the height of the z-Gaussian function
would have some significant value, while that of the y-Gaussian would be near zero. In this case,
ROUND would have a value near +2.0. The default acceptance limits for ROUND are

~1.0 < ROUND < 1.0,

i.e., if the heights of the z- and y-Gaussian distributions for a brightness enhancement were 60 and 180
ADU, difference/average = +120/120 and the object would be right at the limit of acceptance. Note
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that ROUND discriminates only against objects which are elongated along either rows or columns —
objects which are elongated at an oblique angle will not be preferentially rejected.

The numerical values for the limits of the acceptance interval for SHARP and ROUND may
be changed by the user (see the OPTIONS command above), if normal stars in your frame should
happen to have unusual shapes due to optical aberrations or guiding problems. However, I recommend
that you take great care in deciding on new values for these cutoffs. It might be useful to perform a
preliminary run of FIND with very generous limits on the acceptance regions, and then to plot up
both SHARP and ROUND as functions of magnitude for the objects detected (see Stetson 1987, PASP,
99, 191, Fig. 2). Observe the mean values of SHARP and ROUND for well-exposed stars, observe the
magnitude fainter than which these indices blow up, and determine the range of values of SHARP and
ROUND spanned by stars above that magnitude limit. Having decided on the region of each of the
two diagrams occupied by worthwhile stars, you could then rerun FIND with a new threshold and
new values for the limits on SHARP and ROUND. Alternatively, you could write yourself a quickie
program which goes through the output file produced by FIND and rejects those objects which fall
outside your new acceptance limits {which could even be functions of magnitude if you so desired).

Back in FIND: Once a brightness enhancement passes muster as a probable star, its centroid is
computed (approximately). When the FIND routine has gone through your entire picture, it will ask

| COMPUTER TYPES: YOU ENTER: I
I » I
| Are you happy with this? Y |
[ or N [

If you answer “Y”, the program will exit from FIND and return you to DAOPHOT “Command:”
mode. If you answer “N”, it will ask for a new threshold and output filename, and will then search

through the convolved picture again.
A couple more comments on star-finding:

(1) Stars found in the outermost few rows and columns of the image, that is, where part of their
profile hangs over the edge of the frame, do not have their positions improved. Instead, their
positions are returned only to the nearest pixel. Furthermore, the ROUNDNESS index is not
computed for such stars, although the SHARPNESS test is still performed.

(2) Please don’t try to set the threshold low enough to pick up every last one-sigma detection — this
will cause you nothing but grief later on. The CPU time for NSTAR goes as something like
the fourth power of the surface density of detected objects in your frame (ALLSTAR isn’t quite
so bad), so including a large number of spurious detections greatly increases the reduction time.
Even worse, as the iterative profile fits progress, if these fictitious stars have no real brightness
enhancements to anchor themselves to, they can migrate around the frame causing real stars
to be fit twice (in PEAK and NSTAR, probably not in ALLSTAR) or fitting themselves to
noise peaks in the profiles of brighter stars (all three routines). This will add scatter to your
photometry. Try to set a reasonable threshold. If you want, you can experiment by repeatedly
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replying to “Are you happy with this?” with “N” and on a piece of graph paper build yourself up
a curve showing number of detected objects as a function of threshold. This curve will probably
have an elbow in it, with the number of detected objects taking off as the threshold continues
to be lowered. The best threshold value will be somewhere near this elbow. (This method of
experimenting with different thresholds is much faster than just running FIND many times,
because by answering “N” and giving a new threshold, you avoid the need to recompute the

convolution of the picture.)

The crude magnitudes which FIND computes and includes in your terminal and disk-file output
are defined relative to the threshold which you gave it — a star with a FIND magnitude of
0.000 is right at the detection limit. Since most stars are brighter than the threshold FIND
will obviously give them negative magnitudes. For the faintest stars the magnitudés may be
quantized, since if the original image data are stored as integers, the convolved image data will
be, too. Thus, if your FIND threshold came out to 20.0 ADU, the next brighter magnitude a
star fna.y have, after 0.000, is —2.5 log (21/20) = -0.053. When the image data are stored as

floating-point numbers, this quantization will not occur.
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VI. PHOTOMETRY

Before you can do concentric aperture photometry with DAOPHOT, you need to have an aperture
photometry parameter file. At the DAO, a prototype parameter file named DAQO:PHOTO.OPT is
available. The file looks something like this:

When you give DAOPHOT the PHOTOMETRY command to invoke the aperture photometry

routine,

| COMPUTER TYPES: YOU ENTER:

| [
| Command: ‘ PH - ]
| |
| Enter table name (default PHOTO.OPT): <CR> or table name |

and a table like this one will appear on your terminal screen:

3;00 A2 RADIUS OF APERTURE

A1 RADIUS OF APERTURE 1 = 2= 4.00
A3 RADIUS OF APERTURE 3 = 5.00 A4 RADIUS OF APERTURE 4 = 6.00
AS RADIUS OF APERTURE 6§ = 7.00 A6 RADIUS OF APERTURE 6 = 8.00
A7 RADIUS OF APERTURE 7 = 10.00 A8 RADIUS OF APERTURE 8 = 0.00
A9 RADIUS OF APERTURE 9 =  0.00 AA RADIUS OF APERTURE 10 = 0.00
AB RADIUS OF APERTURE 11 = 0.00 AC RADIUS OF APERTURE 12 = 0.00
IS INNER SKY RADIUS = 20.00 0s OUTER SKY RADIUS = 35.00
PHO>

When you have the “PHO>" prompt, you can alter any of the values displayed in the table. To
do this, you first enter the two-character identifier of the item that you want to change, followed by
an “=" sign, and the new numerical value for that parameter. It works just like the OPTIONS
command: any characters between the first two and the equals sign will be ignored, and anything
but a legitimate decimal number after the equals sign will produce an error message. For instance, to '
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change the radius of the first aperture to 2.5 pixels, and change the inner and oufer radii of the sky
annulus to 10 and 20 pixels, respectively:

| COMPUTER TYPES: YOU ENTER: |
: PHO> | A1=2.5 :
: PHO> 1S=10 :
: PHO> v 05=20 :
: PHO> ' ' <CR> :
I |

and the modified table will appear on the screen:

Al RADIUS OF APERTURE 1 2.50 A2 RADIUS OF APERTURE 2 4.00
A3 RADIUS OF APERTURE 3 6.00 - A4 RADIUS OF APERTURE 4 6.00
A5 RADIUS OF APERTURE 6§ = 7.00 A6 RADIUS OF APERTURE 6 = 8.00
A7 RADIUS OF APERTURE 7 = 10.00 A8 RADIUS OF APERTURE 8 = 0.00
AS RADIUS OF APERTURE 9 = 0.00 AA RADIUS OF APERTURE 10 = 0.00
AB RADIUS OF APERTURE 11 = 0.00 AC RADIUS OF APERTURE 12 = ~0.00
IS INNER SKY RADIUS = 10.00 0s OUTER SKY RADIUS = 20.00

File with the positions (default 7.C00):

Note that you are allowed to specify radii for up to twelve concentric apertures. These do not need
to increase or decrease in any particular order *, except that only the magnitude in the first aperture
will appear on the screen of your terminal as the reductions proceed, and the magnitude in the first
aperture will be used to define the zero point and to provide starting guesses for the profile-fitting
photometry. Photometric data for all apertures will appear in the disk data file created by this routine.
The first zero or negative number appearing in the list of aperture radii terminates the list. Thus,
the tables above both specify that photometry through seven apertures is to be obtained, and that
the first aperture is to be 3 pixels in radius in the first instance, 2.5 pixels in radius in the second.
Items IS and OS are the inner and outer radii, respectively, of a sky annulus centered on the position
of each star.

% If you plan to use DAOGROW, the aperture radii must increase monotonically.

26



Now you can proceed to do the photometry:

| COMPUTER TYPES: YOU ENTER: |
| |
| File with the positions (default 7.C00): <CR> or filename |
| I
| File for the magnitudes (default 7.AP): = <CR> or filename ]
I !

If you are monitoring the progress of the reductions on your terminal, the computer will start spitting
out the star ID’s and coordinates from the star-finding results, along with the instrumental magnitudes
from the first aperture and the sky brightness values for all the stars. When all the stars have been

reduced, a line like the following will appear:

Estimated magnitude limit (Aperture 1): nn.nn +- n.n per star.

This is simply a very crude estimate of the apparent instrumental magnitude of a star whose brightness
enhancement was exactly equal to the threshold you specified for the star-finding algorithm. It is
intended for your general information only — it is not used elsewhere in DAOPHOT 1I, and it has
meaning only if all the stars were found by the FIND routine. If you have entered some of the
coordinates by hand, or if you are redoing aperture photometry from data files that have already
undergone later stages of reduction, the magnitude limit is not meaningfully defined.

Other things you should know about PHOTOMETRY:
(1) The maximum outer radius for the sky annulus depends on how much virtual memory your system
manager will let the program use, and on how big you set the inner radius. If you set too large
a value the program will complain and tell you the largest radius you can get away with.
(2) If any of the following conditions is true, PHOTOMETRY will assign an apparent magnitude
‘of 99.999 + 9.999 to your star:
(a) if the star aperture extends outside the limits of the picture;
(b) if there is a bad pixel (either above the “High good datum” or below the “Low good datum”)
inside the star aperture;
(¢} if the star + sky is fainter than the sky; or
(d) if for some reason the program couldn’t determine a reasonable modal sky value (very rare;
this latter case will be flagged by T shy = -1).

(8) Very important: If, after the rejection of the tails of the sky histogram, the sky-finding algorithm
is left with fewer than 20 pixels, PHOTOMETRY will refuse to proceed, and will return to
to DAOPHOT II command mode. Check your inner and outer sky annulus radii, and your good
data-value limits. In particular, if you are reducing a short-exposure frame, where the mean
sky brightness is small compared to the readout noise, the lowest good data-value (computed in
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FIND, see above) should have been set to some moderate-sized negative number. If this is not
the case there’ll be “bad” pixels all over the place and you’ll never get any photometry done. As
suggested above, I generally set the bad pixel threshold somewhere around five to six sigma below
the typical sky brightness (obtained from the SKY command, see above) unless the background
is significantly non-uniform, in which case I set it even lower. But, if you are absolutely sure that
the sky background does not change 4signiﬁcantly across your frame and you want to be really
clever, you can set the threshold to something like 4.35 sigma below the mean sky brightness: the
one-sided tail of the cumulative normal distribution, Prob(X < —4.35¢) = 7 x 10 —6, or about
one legitimate random pixel being spuriocusly identified as “bad” in a 300 x 500 picture.
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VIIL. PICK and PSF

In my opinion, obtaining a point-spread function in a crowded field is still done best with at least
a small modicum of common (as distinguished from artificial) intelligence. One possible procedure for
performing this task is outlined in an Appendix. At this point I will say only that in the beginning you
may find it to your advantage to perform this task interactively, while you are able to examine your
original picture and its offspring (with various of the stars subtracted out by procedures described
in the Appendix) on an image display system. After you find that you are performing exactly the
same operations in exactly the same sequence for all your frames, you may choose to write command
procedures to carry out the bulk of this chore, with a visual check near the end.

DAOPHOT Classic assumed that the point-spread function of a CCD image could be adequately
modeled by the sum of (a) an analytic, bivariate Gaussian function with some half-width in the
z-direction and some half-width in the y-direction, and (b) an empirical look-up table representing
corrections from the best-fitting Gaussian to the actual observed brightness values within the average
profile of several stars in the image. This hybrid point-spread function seemed to offer both
adequate flexibility in modelling the complex point-spread functions that occur in real telescopes,
with some hope of reasonable interpolations for critically sampled or slightly undersampled data. This
approximation has since turned out to be not terribly good for-significantly undersampled groundbased
data, and it has turned out to be particularly poor for images from the Hubble Space Telescope. To
help meet these new requirements, DAOPHOT 1I offers a wider range of choices in modelling the point-
spread function. In particular, different numerical models besides the bivariate Gaussian function may
be selected for the analytic first approximation. These are selected by the “ANALYTIC MODEL PSF”
option, as I will explain later.

But to back up a bit, to aid you in your choice of PSF stars, I have provided a very simple routine
called PICK, which does some fairly obvious things. First, it asks for an input file containing a list
of positions and magnitudes: by no coincidence at all, the aperture photometry file you just created
with PHOTOMETRY is ideal:

COMPUTER TYPES: ‘ YOU ENTER:
Command : ) o . PICK
Input file name (default 7.AP): <CR> or filename
Desired number of PSF stars: <some number>
OQutput filé name (default 7.LST): <CR> or filename

<Some number of> suitable candidates were found.
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You tell the thing how many PSF stars you’d like to have. It then sorts the input star list by
apparent magnitude (note that if you have set the HIGH GOOD DATUM parameter appropriately,
any saturated stars should have magnitudes of 99.999 and will appear at the end of the list), and then
it uses the FITTING RADIUS and the PSF RADIUS that you have specified among the optional
parameters to eliminate: (a) stars that are too close to the edge of the frame (within one FITTING
RADIUS), and (b) stars that are too close to brighter stars or possibly saturated stars (within one
PSF RADIUS plus one FITTING RADIUS). Any stars that remain after this culling process will be
written out in order of increasing apparent magnitude, up to the number that you have specified as a
target.

With the “.LST” file containing the candidate PSF stars, you are ready to run the PSF routine:

| COMPUTER TYPES: ‘ YOU ENTER: I
: Command: | PSF :
: File with aperture results (default 7.AP): <CR> or filename :
: File with PSF stars (default ?.LST): <CR> or filename :
: File for the PSF (default ?.PSF): <CR> or filename :
I |

What happens next depends upon the “WATCH PROGRESS” option. If “WATCH PROGRESS”
has been set to 1 or 2, the program will ‘produce little pseudo-images of your PSF stars on your
terminal, one by one. These images are made up of standard alphanumeric characters, so it should
work whether you are on a graphics terminal or not. After showing you each picture, the routine will

ask you whether you want this star included in the average PSF. If you answer “y” or “Y”, the star

will be included, if you answer “n” or “N”, it won’t.
k] b

If the PSF routine discovers that a PSF star has a bad pixel (defined as being below the low
good data value or above the HIGH GOOD DATUM value) inside one FITTING RADIUS of the
star’s centroid, it will refuse to use the star. If it discovers that the star has a bad pixel outside one
FITTING RADIUS but inside a radius equal to (one PSF RADIUS plus two pixels), what it does
again depends on the WATCH PROGRESS 6ption. If WATCH PROGRESS = 0, 1, or 2, PSF will
inform you of the existence of the bad pixels and ask whether you want to use that star anyway. If you
answer “y” or “Y” you are counting on the bad-pixel rejection scheme later on in PSF to eliminate
the flaw, while extracting whatever information it can from the remaining, uncontaminated part of
the star’s profile. In my experience, this has always worked acceptably well. If you have set WATCH
PROGRESS to -2 or -1, PSF will type out a message about the bad pixel(s), but will go ahead and
use the star anyway without prompting for a response. '

After PSF has read your input list of PSF stars. ..
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COMPUTER TYPES:

Chi Parameters...
0.0282 0.71847 0.83218 0.30568

Profile errors:

0.023 665 0.026 122 0.026 531 0.023 725 0.026
821 0.026 759 0.029 82 0.063 7 19 0.028 303 0.027
784 0.027 189 0.029 660 0.028 536 0.026 427 0.025
92 0.028 766 0.027 873 0.025 512 0.029 456 0.096 «*
865 0.023 752 0.027 7156 0.026 125 0.026 440 0.026
375 0.026 467 0.030 99 0.028 652 0.029

I

I

I

|

!

!

|

| 180
|

|

I

|

!

I

| File with PSF stars’ neighbors = 7.NEI
I

If WATCH PROGRESS > -1 the numbers under the “Chi Parameters...” heading will dance
about for a while. (If you are doing these calculations in a batch job which creates a logfile, you
should set WATCH PROGRESS = —2. This will suppress the dancing, which — especially under
Unix — could cause a clog in the log.) When the dancing stops, the computer has fit the analytic
function of your choice to the (in this case) 29 PSF stars. The value labeled “Chi” represents the root-
mean-square residuals of the actual brightness values contained within circles of radius one FITTING
RADIUS about the centroids of the PSF stars. That is to say: the routine has done the best job it
could of fitting the analytic function to the pixels within one FITTING RADIUS of the PSF stars
— one function fitting all the stars. The “Chi” value is the root-mean-square of the residuals that
are left, expressed as a fraction of the peak height of the analytic function. In this case, the analytic
first approximation matched the observed stellar profiles to within about 2.8%, root-mean-square, on
average. Part of this number presumably represents the noise in the stellar profiles, but most of it
is“due to the fact that the analytic function does not accurately reflect the true stellar profile of the .
frame. It is this systematic difference between the true profile and the analytic first approximation
that is to go into the look-up table of profile corrections.

The actual derived parameters of the best-fitting analytic function are typed out next. In this
case, the analytic function chosen had three free parameters. For all the different analytic first
approximations, the first two parameters are always the half-width at half-maximum in z and y. ‘Any
other parameters the model may have differ from function to function, but the first two are, as I say,
always the half-width at half-maximum in = and y.

Next, the routine types out the individual values for the root-mean-square residual of the actual
stellar profile from the best-fitting analytic model, star by star. Again, these values are computed
only from those pixels lying within a FITTING RADIUS of the stars’ centroids — cosmic rays or
companion stars in the PSF stars’ outer wings do not contribute to these numbers. Any star with an

individual profile scatter greater than three times the average is flagged with a “*”; a star showing’
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scatter greater than twice the average is flagged with “?7”. The user may want to consider deleting
these stars from the .LST file and making another PSF without them. Apart from the two objects
flagged, the scatter values given in the sample above demonstrate that systematic differences between
the “true” stellar profile and the analytic first approximation dominate over raw noise in the profiles:
the typical root-mean-square residual does not increase very much from the beginning of the list to
the end — 1 happen to know that these stars were sorted by increasing apparent magnitude in the
..LST file.

Finally, PSF reminds you that it has created a file named ?.NEI which contains the PSF stars
and their recognized neighbors in the frame. This file may be run through GROUP and NSTAR
or through ALLSTAR for a quickie profile fit, and then the neighbors may be selectively subtracted
from the original image to help isolate the PSF stars for an improved second-generation PSF.

Unlike DAOPHOT Classic, DAOPHOT 11: The Next Generation is able to use PSF stars that are
within a PSF RADIUS of the edge of the frame, provided that they are at least a FITTING RADIUS
from the edge.

Finally, the analytic first approximations. At this particular point in time (you like that verbose

stuff?) there are six allowed options:

(1) A Gaussian function, having two free parameters: half-width at half-maximum in £ and y. The
Gaussian function may be elliptical, but the axes are aligned with the z and y directions in
the image. This restriction allows for fast computation, since the two-dimensional integral of
the bivariate_Gaussian over the area of any given pixel may be evaluated as the product of two
one-dimensional integrals. :

(2) A Lorentz function, having three free parameters: half-width at half-maximum in z and y, and
(effectively) a position angle for the major axis of the ellipse. Since it’s necessary to compute the
two-dimensional integral anyway, we may as well let the ellipse be inclined with respect to the
cardinal directions.

(3) A Moffat function, having three free parameters: ditto.. In case you don’t know it, a Moffat

function is

1
RN

where z 2 is something like & 2/a; 2+ y 2/ay 2+ azyzy (Note: not ...+ zy/agy s0 oy can be
zero). In this case, # = 1.5. :

(4) A Moffat function, having the same three parameters free, but with 8 = 2.5.

(8) A “Penny” function: the sum of a Gaussian and a Lorentz function, having four free parameters.
(As always) half-width at half-maximum in = and y; the fractional amplitude of the Gaussian
function at the peak of the stellar profile; and the position angle of the tilted elliptical Gaussian.
The Lorentz function may be elongated, too, but its long axis is parallel to the = or y direction.

(6) A “Penny” function with five free parameters. This time the Lorentz function may also be tilted,

in a different direction from the Gaussian.
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It is possible that these assignments will be changed or augmented in the future. If you are
worried about the details, I suggest you consult the source code: the routine PROFIL in the file
MATHSUBS.FOR.
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VIII. PEAK

PEAK is a single-star profile-fitting algorithm. Because it is not to be trusted for the reduction
of overlapping images, PEAK should never be used for the final photometric reduction in fields
where stars of interest may be blended. On the other hand, for sparsely-populated frames aperture
photometry is often fine, and NSTAR. or ALLSTAR photometry is virtually as fast. Thus, PEAK is
largely a historical artifact, reminding us that once life was simpler. For you archaeology buffs, here
is how PEAK used to be used. I now quote from the original DAOPHOT manual.

“Obviously, before PEAK can be run, you must have created a point-spread function. Assuming
this to be the case, then

| COMPUTER TYPES: YOU ENTER:
I .
| Command: PE
File with aperture results (default 7.AP): <CR> or filename

File with the PSF (default ?.PSF): <CR> or filename

File for PEAK results (default ?.PK): <CR> or filename

If you have issued the MONITOR command (see below) or if WATCH PROGRESS = 1.0 (see the
OPTIONS command above), you will then see the results of the peak-fitting photometry appear on
your screen. If WATCH PROGRESS = 2.0, then you will also see an eleven-level gray-scale image of
the region around each star as it is being reduced; since it is very time-consuming to produce these
pictures on your terminal screen, WATCH PROGRESS should be set to 2.0 only when it is strictly

necessary.

© “The PEAXK algorithm also makes use of the optional parameter FITTING RADIUS: only pixels
within a FITTING RADIUS of the centroid of a star will be used in fitting the point-spread function.
Furthermore, for reasons related to accelerating the convergence of the iterative non-linear least-
squares algorithm, the pixels within this FITTING RADIUS are assigned weights which fall off from
a value of unity at the position of the centroid of the star to identically zero at the fitting radius.
Since the least-squares fit determines three unknowns (z and y position of the star’s centroid, and
the star’s brightness) it is absolutely essential that the fitting radius not be so small as to include
only a few pixels with non-zero weight. FITTING RADII less than 1.6 pixels (that would include as
few as four pixels'in the fit) are explicitly forbidden by the program. I suggest that a fitting radius
comparable to the FWHM be used as a general rule, but suit yourself.

“In addition to an improved estimate of the z,y-position of the centroid of each star, and of
its magnitude and the standard error of the magnitude, PEAK also produces two image-peculiarity
indices which can be used to identify a disturbed image. The first of these, CHI, is essentially the
ratio of the observed pixel-to-pixel scatter in the fitting residuals to the expected scatter, based on the
values of readout noise and the photons per ADU which you specified in your aperture photometry
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table. If your values for the readout noise and the photons per ADU are correct, then in a plot of CHI
against derived magnitude {e.g. Stetson and Harris 1988, A.J. 96, 909, Fig. 28), most stars should
scatter around unity, with little or no trend in CHI with magnitude {except at the very bright end,
where saturation effects may begin to set in).

“The second image-peculiarity statistic, SHARP, is vaguely related to the intrinsic (i.e. outside
the atmosphere) angular size of the astronomical object: effectively, SHARP is a zero-th order estimate
of the square of the quantity (actual one-sigma half-characteristic-width of the astronomical object as

it would be measured outside the atmosphere, in pixels).

SHARP 2 ~ o 2(observed) — o 2(point-spread function)

(This equation is reasonably valid provided SHARP is not significantly larger than the square of
the one-sigma Gaussian half-width of the core of the PSF; see the .PSF file in Appendix IV.) For
an isolated star, SHARP should have a value close to zero, whereas for semi-resolved galaxies and
unrecognized blended doubles SHARP will be significantly greater than zero, and for cosmic rays and
some image defects which have survived this far into the analysis SHARP will be significantly less
than zero. SHARP is most easily interpreted when plotted as a function of apparent magnitude for
all objects reduced (e.g., Stetson and Harris 1988, A.J. 96, 909, Fig. 27). Upper and lower envelopes
bounding the region of single stars may be drawn by eye or by some automatic scheme of your own
devising.

“Finally, PEAK tells you the number of times that the profile fit had to be iterated. The program
gives up if the solution has been iterated 50 times without achieving convergence, so stars for which
the number of iterations is 50 are inherently more suspect than the rest. Frequently, however, the
solution was oscillating by just a little bit more than the convergence criterion (which is fairly strict:
from one iteration to the next the computed magnitude must change by less than 0.0001 mag. or
0.05 sigma, whichever is larger, and the z- and y-coordinates of the centroid must change by less than
0.001 pixel for the program to feel that convergence has been achieved). Therefore, in many cases

stars which have gone 50 iterations are still moderately well measured.

~ “One other thing of which you should be aware: PEAK uses a fairly conservative formula for
aﬁtomatically reducing the weight of a “bad” pixel (not a “bad” pixel as defined in FIND — PEAK
ignores those — but rather any pixel which refuses to approach the model profile as the iterative fit
proceeds). This formula depends in part on the random errors that the program expects, based on the
values for the readout noise and the photons per ADU which you, the user, specified in the aperture
photometry table. It is therefore distinctly to your advantage to see to it that the values supplied are-

reasonably correct. ”
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IX. GROUP

Before performing multiple, simultaneous profile fits using the routine NSTAR, it is necessary
to divide the stars in your frame up into natural groups, each group to be reduced as a unit. The
principle is this: if two stars are close enough together that the light of one will influence the profile-fit
of another, they belong in the same group. That way, as the solution iterates to convergence, the
influence on each star of all of its relevant neighbors can be explicitly accounted for.

| COMPUTER TYPES: YOU ENTER: I
: Command : GR :
: File with the photometry (default 7.AP): - <CR> or filename :
II File with the PSF (default 7.GRP): <CR> or filename :
| : Critical overlap: n.n :
: File for stellar groups (default ?.GRP): <CR> or filename :

The “critical overlap” has the following significance. When GROUP is examining two stars to see
whether they could influence each others’ fits, it first identifies the fainter of the two stars. Then, it
calculates the brightness of the brighter star (using the scaled PSF) at a distance of one fitting radius
plus one pixel from the centroid of the fainter. If this brightness is greater than “critical overlap”
times the random error per pixel (calculated from the known readout noise, sky brightness in ADU
-and number of photons per ADU), then the brighter star is known to be capable of affecting the
photometry of the fainter, and the two are grouped together. You must determine what- value of

“critical overlap” is suitable for your data frame by trial and error: if a critical overlap = 0.1 divides’

all of the stars up into groups smaller than 60, then you may be sure that unavoidable random errors
will dominate over crowding. If critical overlap = 1.0 works, then crowding will be no worse than the
random errors. If critical overlap >> 1.0 is needed, then in many cases crowding will be a dominant

source of error.

After GROUP has divided the stars up and created an output disk file containing these natural
stellar groups, a little table will be produced on your terminal showing the number of groups as a
function of their size. If any group is larger than the maximum acceptable to NSTAR (currently 60
stars), then the critical overlap must be increased, or the SELECT command (see below) should be
used to cut the overly large groups out of the file. When crowding conditions vary across the frame,
judicious use of GROUP and SELECT will pick out regions of the data frame where different critical
overlaps will allow you to get the best possible photometry for stars in all of the crowding regimes.
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X. NSTAR

NSTAR is DAOPHOT’s multiple-simultaneous-profile-fitting photometry routine. It is used in
very much the same way as PEAK:

COMPUTER TYPES: YOU ENTER:
Command: NS
File with the PSF (default 7.PSF): <CR> or filename

File with stellar groups (default 7?.GRP): <CR> or filename

I
I
I
!
I
!
I
[
I
I

File for NSTAR results (default 7.NST): <CR> or filename

The principal difference is that NSTAR. is much more accurate than PEAK in: crowded regions,
although at the cost of requiring somewhat more time per star, depending on the degree of crowding.
NSTAR. automatically reduces the weight of bad pixels just as PEAK does, so it is highly advisable
that your values for the readout noise and the number of photons per ADU be just as correct as
you can make them. NSTAR also produces the same image-peculiarity statistics CHI and SHARP,
defined as they were in PEAK. Plots of these against apparent magnitude are powerful tools for
seeing whether you have specified the correct values for the readout noise and the photons per ADU
(Do most stars have CHI near unity? Is there a strong trend of CHI with magnitude?), for identifying
stars for which the profile fits just haven’t worked (they will have values of CHI much larger than
normal for stars of the same derived magnitude), for identifying probable and possible galaxies (they
will have larger values of SHARP than most), for identifying bad pixels and cosmic rays that made
it through FIND (large negative values of SHARP), and for seeing whether your brightest stars are
saturated (the typical values of SHARP and CHI will tend to increase for the very brightest stars).

The maximum number of iterations for NSTAR is 50, but everystar in a group must individually
satisfy the convergence criteria (see PEAK) before the program considers the group adequately
reduced. A

NSTAR also has a slightly sophisticated star-rejection algorithm, which is essential to its proper
operation. A star can be rejected for several reasons:

(1) If two stars in the same group have their centroids separated by less than a critical distance
(currently set more or less arbitrarily to 0.37x the FWHM of the stellar core), they are presumed
to be the same star, their photocentric position and combined magnitude is provisionally assigned
to the brighter of the two and the fainter is eliminated from the starlist before going into the next
iteration.

2) Any star which converges to more than 12.5 magnitudes fainter than the point-spread function
23
(one part in ten to the fifth; e.g., central brightness < 0.2 ADU/pixel if the first PSF star had a
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(3b)

(3¢)

(4a,b,c)

central brightness of 20,000 ADU/pixel) is considered to be non-existent and is eliminated from
the starlist.

After iterations 5, 6, 7, 8, and 9, if the faintest star in the group has a brightness less than one
sigma above zero, it is eliminated;

after iterations 10 — 14, if the faintest star in the group has a brightness less than 1.5 sigma above
zero, it is eliminated;

after iterations 15 ~ 50, or when the solution thinks it has converged, whichever comes first, if
the faintest star in the group has a brightness less than 2.0 sigma above zero, it is eliminated.

Before iterations 5 — 9, before iterations 10 — 14, and before iterations 15 — 50, if two stars are
separated by more than 0.37x the FWHM and less than 1.0x the FWHM, and if the fainter of
the two is more uncertain than 1.0, 1.5, or 2.0 sigma (respectively), the fainter one is eliminated.

Whenever a star is eliminated, the iteration counter is backed up by one, and the reduction proceeds

from that point with the smaller set of stars. Backing up the iteration counter gives the second least

certain star in the group as much as two full iterations to settle into the new model before it comes up

for a tenure decision. Since the star-rejection formula depends in part upon the user-specified values

for the readout noise and the number of photons per ADU, it is once again important that the values

you give for these parameters be reasonable.
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XI. SUBSTAR

The SUBSTAR command takes the point-spread function for a frame and a data file containing
a set of z,y coordinates and apparent magnitudes for a set of stars, shifts and scales the point-spread
function according to each position and magnitude, and then subtracts it from your original frame.
In the process a new data frame is produced (your original picture file is left inviolate). In principal,
this can be done using photometry from PHOTOMETRY as well as from PEAK, N STAR,' or
ALLSTAR, but I can’t imagine why on earth you’d want to. In general, this star subtraction is done
after the photometric reductions have been performed, as a check on the quality of the profile fits,
and to highlight non-stellar objects and tight binaries. Additional uses for SUBSTAR.:

(1) decrowding bright stars for the generation of an improved point-spread function (see Appendix

on constructing a PSF); and

(2) decrowding bright stars for establishing the magnitude zero-point of the frame by means of
aperture photometry through a series of apertures.

Here’s how it goes.

| COMPUTER TYPES: YOU ENTER:
| .
| Command: sU

File with the PSF (default 7.PSF): <CR> or filename

File with photometry (default ?.NST): <CR> or filename

Do you have stars to leave in? N

!
I
|
|
[
I
|
I
I

Name for subtracted image (default 7s.DST): <CR> or filename

This will subtract from the image that is currently ATTACHed all the stars in the “File with
photometry.” The picture produced will have a format identical to your original picture — it will be
acceptable as input to DAOPHOT, if you so desire.
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COMPUTER TYPES: YOU ENTER:

Command : SU
File with the PSF (default 7.PSF): <CR> or filename

File with photometry (default 7.NST): <CR> or filename

Do you have stars to leave in? Y
File with star list (default 7.LST) <CR> or filename
Name for subtracted image (default 7s.DST): <CR> or filename

This time SUBSTAR. will subtract from the image all the stars in the “File with photometry”
except those that appear in the “File with star list.” This makes it easy to clean out stars around your
PSF stars or around the stars for which you wish to perform concentric-aperture photometry. Note,
however, that stars are cross-identified solely on the basis of their ID numbers in the various files. If
you use the renumber option of the SORT command or if you APPEND together files where ID
numbers are duplicated, you may find yourself leaving the wrong stars in the image.
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4. Additional Commands
XIII. MONITOR/NOMONITOR

If you want simply to turn off the sending of the results to your terminal screen, this can be
accomplished without going through all the foofarah of the OPTIONS command, by using the
NOMONITOR. command:

| COMPUTER TYPES: YOU ENTER: |
] I
| Command: ‘ NOD ]

Similarly, after the NOMONITOR command or the WATCH PROGRESS = 0 option, output to
your terminal screen can be restored with the MONITOR. command:

| COMPUTER TYPES: YOU ENTER: |
| |
| Command: . ) MO |

MONITOR and NOMONITOR. set thé‘WATCH PROGRESS parameter to 1 and 0,
respectively. If you want the special effects produced by setting WATCH PROGRESS to -2, -1,
or 2, you must set it explicitly in your DAOPHOT.OPT file or with the OPTIONS command.
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XIV. SORT

This routine will take in any stellar data file produced by DAOPHOT (viz. files produced by
FIND, PHOTOMETRY, PEAK, GROUP, NSTAR, ALLSTAR, or any of the other auxiliary
routines discussed below) and re-order the stars according to position within the frame, apparent
magnitude, identification number, or other available datum (e.g., magnitude error, number of
iterations, CHI, or SHARP). Of course, if a file produced by GROUP or NSTAR is sorted, then

the association of stars into groups will be destroyed.

| COMPUTER TYPES: ‘ YOU ENTER:
I

| Command: {0]

The following sorts are currently possible:
+/- 1 By increasing/decreasing star ID number
+/- 2 By increasing/decreasing X coordinate

4+/- 3 By increasing/decreasing Y coordinate

Which do you want? n

Input file name: filename
Output file name (default ?):  <CR>

I
!
I
!
l
!
[
I
[
I
I
I
I
+/=- 4 By increasing/decreasing magnitude |
I
!
!
!
[
I
|
|
[
or filename I
!
!
[

[
I
|
I
I
|
|
[
|
|
|
I _
|  +/- n By increasing/decreasing OTHER (n <= 30)
|
I
|
I
!
[
|
|
[
|
|

Do you want the stars renumbered? Yor N

If you answer the question, “Which do you want?” with “4”, the stars will be reordered by increasing -
apparent magnitude; if by “-4”, they will be reordered by decreasing apparent magnitude, and so
forth. If you say that you want the stars renumbered, the first star in the new output file will be
given the identification number “1”, the second star “2”, and so on. The output file will contain
exactly the same data in exactly the same format as the input file — the stars will just be rearranged
within the file. The “+/- n” option permits you to sort according to any of the auxiliary information
in any output file — stars can thus be reordered by their sharpness or roundness indices, by their
magnitudes in any aperture, by their sky brightness, by the number of .iterations they required to
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converge in PEAK or NSTAR, or whatever. The value of n which should be entered to specify
one of these items is that which is given at the bottom of each sample output file in Appendix IV
below. (Note: data on the second line for a star in an .AP file are always designated by 16, 17, 18, . . .,
regardless of how many apertures were used. Thus, if two apertures were used, then the magnitude in
aperture 1 is number 4, the magnitude in aperture 2 is number 5, the sky brightness is number 1