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Abstract
Words About Young M nds:
The Concepts of Theory, Representation, and Beli ef
i n Phil osophy and Devel opnental Psychol ogy
Eric Schwi tzgebe
Doct or of Phil osophy in Phil osophy
University of California at Berkel ey
Prof essor Elisabeth A Lloyd, Chair
| exami ne three philosophically inmportant concepts that play
a foundational role in devel opnental psychol ogy: theory,
representation, and belief. | describe different ways in which
t he concepts have been understood and present reasons why a
devel opnent al psychol ogi st, or a phil osopher attuned to cognitive
devel opnent, shoul d prefer one understandi ng of these concepts
over anot her.
| take up the concept of theories with an eye to recent
debate in psychol ogy over whet her the cognitive devel opnent of
young children can fruitfully be characterized as involving
t heory change. | propose, instead, a novel account of theories
i ntended to capture what scientific theories and everyday
t heories have in common. | connect theories with the emergence
and resolution of explanation-seeking curiosity, and | argue that
i f devel opnental psychol ogi sts want convincingly to defend the
vi ew t hat young children have theories, they nust | ook for the
patterns of affect and arousal associated with such curiosity.
| begin ny discussion of the concept of representation by

di sti ngui shing between two very different conceptions of



representation at work in the philosophical literature. | argue
t hat bot h phil osophers and psychol ogi sts have tended to confl ate
these two conceptions, and | exam ne the serious consequences of
this conflation for the devel opnental literature on the child' s
understanding of mnd. | suggest some enpirical research that
| ooks prom sing once this conceptual tangle is straightened out.
Finally, | exam ne the concept of belief. | provide detail ed
obj ections to Donald Davidson's claimthat creatures w thout
| anguage, including human infants, cannot have beliefs, and |
argue that the interests of both phil osophers of m nd and
devel opnent al psychol ogi sts are best served by a dispositional
account of belief, appealing not nerely to dispositions to
behave, but also to dispositions to have certain kinds of
subj ective experiences. This account offers a satisfying
resolution to several problens in philosophy and devel opnent al
psychol ogy, including those raised by Putnanis Twin Earth case,
Kri pke’s puzzl e about belief, the phenomenon of self-deception,
and conflicting data fromchild psychol ogy on the devel opnent of
t he object concept and the child s understanding of false

bel i ef s.
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Chapter One

Introduction to the Dissertation:
Phi | osophy, Devel opnental Psychol ogy, and Intuition

The history of philosophy is thoroughly entangled with
devel opnental psychology. In Plato’s Meno, Socrates applies his
fanmous “doctrine of recollection,” according to which al
learning is just recollection of things antecedently known from
past |ives, to questions about the nature of norality and to
skeptical concerns about the possibility of learning. John Locke
devotes the entire first book, and nmuch of the second book, of
hi s Essay Concerni ng Hunan Understanding to an extended
di scussion of the origin of ideas, interweaving devel opnent al
clainms about the origins of various types of ideas with
phi | osophi cal clains about their nature. H s discussions of the
nature of words and of the origins, extent, and reality of
know edge |i kew se hang upon devel opnental theses. Philosophers
reacting to Locke, such as Berkel ey, Hume, and Kant, have
i kewi se seen connections between devel opnental issues and
various issues at the center of phil osophy.

Cont enpor ary phi | osophers continue to make connections with
devel opnental psychology. WIllard Quine’s Wrd and Obj ect
concerns itself centrally with the |earning of |anguage from
scratch (as a child or jungle anthropol ogi st woul d), and Qui ne

draws substantial philosophical conclusions about the nature of



| anguage (e.g., about its indeterm nacy) fromthese observations.
Donal d Davi dson (1984) has drawn even broader concl usions about
| anguage, know edge, and the mind froma simlar starting point,
and sonme of his views and their devel opnental connections wll be
di scussed in the second chapter. Jerry Fodor (1983) has hel ped
to revive an innatist view of the mnd in philosophy, again
connecting issues about the devel opnment of the mnd with issues
about its nature. In fact, it is hard to find a phil osopher of
m nd, |anguage, or epistenology who isn't commtted to sone view
or ot her about the devel opment of children.

Devel opnment al psychol ogy, |ikew se, often builds upon
phi | osophi cal foundations. Like many ot her sciences,
devel opnent al psychol ogy had its origins in philosophy, and nuch
work in devel opnental psychology still explicitly positions
itself with respect to devel opnmental clains nade by phil osophers
such as Locke and Kant. The work of contenporary phil osophers
has al so had a great inpact on devel opnental psychol ogy. The
contenporary devel opnental literature on the child s “theory of
mnd,” for exanple, grew out of observations by phil osophers on
the inmportance of a creature’s understanding false belief for its
under standi ng of the mnd (Bennett 1978; Dennett 1978; Harman
1978; Wnmmrer and Perner 1983), and much of the work in theory of
mnd still draws upon the observations of phil osophers of m nd
such as John Searle, Fred Dretske, and Jerry Fodor. Wirk on
| anguage devel opnent (e.g., Markman 1989) has set itself puzzles
drawn from Quine’'s (1960) work described above. Wrk on

conceptual change in childhood (e.g., by Carey 1985; Gopnik and



Mel t zof f 1997) has drawn upon work on conceptual change in

phi | osophy of science (especially Kuhn 1960/1970). W rk on the
nature of the child s concepts (e.g., Keil 1991; Gelman and Col ey
1991) has drawn on phil osophi cal discussions of the nature of
human concepts in general (e.g., Wttgenstein 1958; Putnam 1975b;
MIlikan 1997).

Whi | e many phil osophers find thensel ves commtted to
devel opnental positions, or to positions that devel opnental
psychol ogi sts have thought to have consequences for their work,
few contenporary phil osophers have explored the enpirical side of
devel opnental psychol ogy in any extended way. |In this
di ssertation, which treats phil osophical issues that arise in the
context of devel opnental psychology, | hope to help renedy this
deficit. In particular, I will exam ne the concepts of theory,
representation, and belief as they arise in recent philosophical
and devel opnental work. These concepts play a crucial role in
bot h di sci pli nes.

The concept of theory plays a crucial and obvious role in the
phi |l osophy of science: Mst phil osophers of science suppose one
of the primary enterprises of science, if not the primary
enterprise, to be the construction and eval uati on of theories.

It is therefore alnost inpossible to do work in philosophy of
science w thout discussing, in one way or another, scientific
theories. For devel opnental psychol ogy as well, the concept of a
theory has played an inportant role. At |east since the tinme of

Jean Pi aget, sone devel opnmental psychol ogi sts have |ikened the



cogni tive devel opment of children to the processes of theory
change in science. Children are thought of as constructing,
testing, nodifying, and rejecting theories nuch as scientists do,
and a major task of devel opnental psychology, on this view, is

t he el aboration of children’s theories and the nechani sns of
their change. There is currently substantial debate over the

val ue of such a “theory theory” w thin devel opnental psychol ogy.
What is at stake is nothing |less than a general picture of the
nature of cognitive devel opnent.

The concept of representation has al so played an inportant
role in the work of philosophers and devel opmental psychol ogi sts.
Many phi |l osophers of mnd, such as Fred Dretske (1988), John
Searle (1983), and Jerry Fodor (1975, 1990) have taken
representations to be anong the nost inportant conponents of the
m nd, al though they have defined the term‘representation’ in
rather different ways, as we will see in chapter four. A nunber
of devel opnental psychol ogi sts have followed themin this, and
some, such as Josef Perner (1991), Alison Gopni k (Gopnik and
Astington 1988), and Henry Wellnman (1990), have argued t hat
comng to understand the representational nature of mnd is a
maj or acconplishment in the preschool er’s devel opnent of an
under st andi ng of m nds. However, unless we have a clear
under st andi ng of what a “representation” is supposed to be, then
we cannot clearly understand either the phil osopher’s clains
about the nature of mnd or the devel opnentalist’s clains about

the child s devel opnent of an understandi ng of m nd.



Finally, the concept of belief also plays a crucial role in
much work in both phil osophy and devel opnental psychol ogy. Most
phi |l osophers interested in representation regard beliefs as
central cases of representations, and many begin their
di scussions of representation in general wth discussions of
belief in particular. Qur ordinary, “folk” psychology is, in the
vi ew of many phil osophers (e.g., Fodor 1987; Stich 1983; Searle
1992), a psychology in which belief plays a central role, and
phi | osophi cal expl anations of behavior that are friendly to folk
psychol ogy often appeal primarily to beliefs and desires.

Devel opnment al psychol ogi sts synpathetic to such views have
regarded devel opnent of the child s understanding of belief as
crucial in the devel opnent of a theory of mnd in general (Perner
1991; Wellrman 1990; Astington 1993). Mirre broadly, nmany

devel opnent al psychol ogi sts have seen the determ nati on of what

it is achild believes about any particul ar subject as crucial in
characterizing the child s understanding of that subject.
Cogni ti ve devel oprment is often understood, by such psychol ogi sts,

as largely consisting in changes in the child s beliefs.

Qutline of the Dissertation
The second chapter of the dissertation initiates ny
di scussi on of the concept of belief. |In particular, | explore
t he question of whether infants and non-human aninmals, creatures
wi t hout | anguage, can have beliefs. | exam ne two well-known

argunments agai nst infant and ani mal belief advanced by Donal d



Davi dson, and | show how those argunments fail to establish their
conclusion. | then offer a plausibility argunment in favor of
t hi nking that infants and ani mal s have beliefs, and | describe
some practical considerations suggesting that the term*belief,’
if it is to be of broad use in academ a, ought not to apply
exclusively to the cognition of adult human beings. A general
account of belief is not offered until later in the dissertation.
The third chapter of the dissertation treats the concept of a
theory. In particular, this chapter is concerned with the debate
wi t hi n devel opnental psychol ogy over how nuch the cognitive
devel opnent of children is |like theory change in science. Usefu
debate on this topic requires a clear understanding of what it
woul d be for a child to have a theory. | argue that existing
accounts of theories wthin philosophy of science and
devel opnental psychol ogy either are |l ess precise than is idea
for the task or cannot capture everyday theorizing of the sort
that children, if they theorize, nmust do. | then propose an
account of theories that ties theories and explanation very
closely together, treating theories primarily as products of a
drive to explain. | clarify sone of the positions people have
taken regarding the “theory theory” of devel opnent, and I
concl ude by proposing that psychologists interested in the theory
theory | ook for patterns of affect and arousal in devel opnent

that woul d acconpany the existence of a drive to explain.

| begin chapter four by distinguishing two very different

conceptions of representation at work in the phil osophica



literature. On the first, “contentive” conception (found, for
exanple, in John Searle and Jerry Fodor), sonething is a
representation, roughly, just in case it has “propositional
content”; on the second, “indicative” conception (found, for
exanple, in Fred Dretske), representations nust not only have
content but nust al so have the function of indicating sonething
about the world. | argue that the phil osopher Dennis Stanpe
confl ates these two conceptions in a sem nal paper of his on
representation, and that Alison Gopni k and Josef Perner conflate
t hese conceptions in their discussions of the child's
understanding of the mnd. The latter conflation, | argue, |eads
Gopni k and Perner to think that when the child conmes to

appreci ate the nature of m srepresentation at age four, the child
nmust al so undergo sone change in her understandi ng of desire.
This chapter, |like the previous one, concludes with sone
suggestions for enpirical research. 1In particular, | argue that
it is an open question whether the child understands indicative
representation generally at age four, and that one useful test of
this hypothesis would | ook at the child s understandi ng of
representational art.

Chapter five returns to the topic of belief. 1In this
chapter, | describe sone of the desiderata of an account of
belief, and | argue for the existence of “in-between” states of
believing, in which a subject cannot accurately be descri bed
either as fully believing or fully failing to believe the
proposition in question. | also describe in sone detail the

cont ai ner netaphor for belief, quite popular now in phil osophy of



m nd, and | suggest that sone of the inages evoked by this
nmet aphor may draw us toward a view of belief that, on reflection,
we woul d not want to accept.

In chapter six | offer a “phenonenal, dispositional” account
of belief. The account is dispositional because it treats
believing as matching to an appropriate degree a stereotypical
set of dispositions. The account is phenonenal, because unlike
di sposi tional accounts as typically conceived, the dispositions
bel onging to that stereotypical set include dispositions to have
certain sorts of phenonenal experiences. One of the primary
virtues | claimfor this account is its facility in handling
cases of in-between believing, and | describe its application to
a number of cases of in-between believing. The |ast two sections
of the chapter are intended to forestall possible objections to
the account. In the first of those sections, | defend the view
t hat appeal to the causes of a belief is not necessary for ful
characterization of that belief. |In the last section, | argue
that beliefs conceived dispositionally can both cause and explain
phenonenol ogy and behavi or.

In chapter seven, | apply the account of belief just
devel oped to two puzzle cases in phil osophy and two puzzl e cases
i n devel opnental psychology. | argue that both Saul Kripke's
“Puzzl e about Belief” and the self-deception literature in
phi | osophy suffer froma failure to recognize the |egitinmacy of
descri bing a subject as being in an in-between state of
believing. Wth ny dispositional account of belief in hand, the

cases described by Kripke and by phil osophers interested in self-



deception no |longer |ook so puzzling. | then argue that the
devel opnental literature on the child s understandi ng of object
per manence, as well as a paper by Wendy Cenents and Josef
Perner, simlarly suffer froma failure to recogni ze the
| egiti macy of describing the child as in an in-between state of
believing regarding the topics at hand. One ought, in fact, to
expect that the gradual devel opnent of new conpetenci es and new
under st andi ngs of the world will nove children gradually through
periods in which they cannot accurately be described as either
fully believing or fully failing to believe the propositions
expressi ng the know edge they unequivocally have at the end of
t he process.

Chapter eight briefly reviews the dissertation, with a
particular eye to the practical benefits of my work for the

fields of philosophy and devel opnental psychol ogy.

The Role of Analysis and Intuition in This Dissertation

For two of the concepts discussed in this dissertation

theory and belief, | provide a novel analysis, and for one of the
concepts, representation, | provide a clarification of sone
di fferences between existing analyses. 1In the course of doing

this conceptual work, a nunber of practical decisions nust be

made that reflect nmy view of the ains of conceptual analysis. In
the |l ast few decades, nost phil osophers have been too quiet about
t he val ues guiding their conceptual analyses, but in md-century,

a nunber of phil osophers quite explicitly debated what these ains



shoul d be. So, for exanple, Norman Ml col m (1942) argued that
phi | osophi cal anal yses of words and concepts mnust cl eave
precisely to ordinary | anguage usages, and that only confusion
and falsity is to be gained by any attenpt at conceptual

nodi fication and linguistic redefinition (at |east by

phi | osophers). Less extrene “ordi nary |anguage” phil osophers
such as John Austin (1956) sinply recommended cl ose study of and
adherence to ordinary | anguage as a fruitful, guiding technique
for philosophers. In opposition, a nunber of people working in
phi | osophy of science, such as Rudolf Carnap (1962) and Carl
Henpel and Paul Qppenheim (1948), saw “explication” as a centra
project of philosophy. Explication was defined as the process of
transform ng an i nexact concept from ordinary | anguage (the
explicandun) into a nore exact concept for phil osophical and
scientific use (the explicatum. Carnap (1966, p. 5) describes
four goals that nust be balanced in explication: (1) simlarity
of the explicatumto the explicandum (2) exactness, (3)
fruitfulness, and (4) sinplicity.

The approach taken in this dissertation has nore in conmon
with Carnap’s approach than with Malcolms. M aimis to assist
phi | osophers and devel opnental psychol ogi sts in devel opi ng
concepts that will be pragmatically useful for their academc
research. Wile it is definitely desirable to treat concepts in
a way that matches up to sone extent with pre-theoretical
ordi nary concepts -- for ease of understanding, if nothing el se

-- assuring such a match cannot be the final val ue of

10



pragmatical ly-oriented conceptual work. Sinplicity,

fruitful ness, coherence with inportant distinctions and divisions
in the field, and precision (and soneti mes vagueness in the right
pl aces -- see ny chapters on belief) nust all be considered as
goals in concept-tinkering, and people with different interests
may reach different conclusions about how these factors are al

to be bal anced and t hus about how best to analyze a particul ar
concept. Ordinary-language analysis is nore |ike analysis in the
strict sense of breaking apart and displaying what is already
present. My project is not so nuch to describe existing use as
to make recommendations for future use; sonething newis
constructed and offered up to take the place of, or to give
definiteness to, an existing vague or nuddl ed concept.

Taking this pragmati c approach to conceptual analysis
requires a certain willingness to say things that run contrary to
our pre-theoretical intuitions. At the very |east, we should be
unsurprised if an explication strains sone of our linguistic
intuitions about when it is and is not appropriate to use a
certain word -- a natural consequence of the effort to adjust our
under st andi ng of particul ar concepts and the words attached to
them Sonme of the clainms in this dissertation may diverge from
the reader’s intuition in other respects as well, when those
intuitions conflict with conclusions established on the basis of
enpirical evidence or philosophical inquiry.

Since the charge that a phil osophical claimis “counter-

intuitive” is often enployed as though being counter-intuitive by

11



itself were reason enough to abandon a claim | would like
briefly to discuss the role | see intuition playing in this

di ssertation. Philosophers all too often are insufficiently

del i berative about the assunptions involved in condeming a
position for having counter-intuitive consequences, and | want to
give at |east nonentary pause to the reader who m ght be inclined
to leap in imediately with such assessnents of the work to
cone.

The conclusion one is usually neant to draw fromthe charge
that a claimis counter-intuitive is that that claimnust be (or
probably is) false. The typical role of a charge of counter-
intuitiveness, accordingly, is as the penultimate step in a
reductio. But certainly this formof argunent will work only in
domains for which intuition is taken to be a reliable guide. No
one argues, any nore, that it is counter-intuitive to claimthat
the Earth revol ves around the Sun, and therefore there nust be
sonmething wong with our celestial nmechanics. Nor does anyone
argue that it is counter-intuitive to assert that things gain
mass as they approach the speed of |ight, and therefore
Einstein's theory of relativity stands in need of correction.

But in philosophy the accusation of counter-intuitivity is taken
seriously. Wat is supposed to be the difference?

In certain fields, intuitions are the foundati ons atop which
all theories nmust be built. In linguistics, intuitions about
grammaticality are an inportant part of the raw data for theories

of grammar; if a grammatical theory produces predictions that too

! Elenents of this discussion will also appear in Gopnik and Schwi tzgebel (1997).
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seriously violate our grammatical intuitions, we nust reject the
theory. (Nevertheless, things are not entirely sinple, as is
made evi dent by such fanbus sentences as “The horse raced past
the barn fell”ﬂ) One might argue that the sane is true in nora
phi |l osophy: W have certain intuitions about what is noral and
what is not noral, and it is the business of noral philosophy to
construct theories that account for the accuracy of these
intuitions and organi ze theminto a workable structure. Still,
it is controversial whether this is how noral philosophy does (or
shoul d) work.

Intuitions are an inportant part of the data in phil osophy of
mnd as well. We make intuitive judgnents about our m nds, about
our experiences, perceptions, and internal states. However, it
shoul d be noticed that the data that nust be accommopdated in
phil osophy of mind are the intuitive judgnments that some such
propositions P, Q etc. are true, which | eaves as an open
guestion whether P, Q etc. are actually true. 1In this regard,
intuitions play a slightly different role in philosophy of m nd
than in linguistics or noral philosophy as conceived above: In
the latter fields, when people have an intuition that Xis F
(e.g., X is ungrammatical or immoral), the datumto be accounted
for is the F-ness of X, and the occurrence of the intuition
itself is only attended to in a secondary way if at all, while in
phil osophy of mind the reverse is true. That we nake certain

intuitive judgnents is an undeni able fact that phil osophers of

2 That this sentence is grammtical can be seen by conparing it to the simlarly-
structured sentence “The man hit with the rock shouted.”
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m nd nust accomodat e; whether those intuitive judgnents are
right is a separate question altogether.

Intuitions are reliable indicators of the adequacy of
grammatical, noral, and phil osophical theories of the sort
descri bed above in a constitutive way: They are the very nmateri al
that the theories seek to organize. Intuitions may be reliable
in a non-constitutive way al so. The expert chess-player may have
an intuition that one chess nove is better than another, even if
she cannot articulate exactly why. |If | develop a theory of
chess that is neant to classify certain types of noves as good
and others as poor, and the theory runs contrary in a range of
cases to Gary Kasparov's intuitions, | have good reason to be
concerned. Hi s intuitions have been honed by long practice and
have been enployed in brilliant chess play. On the other hand,
it is not inpossible, the way it is in the grammatical case, that
ny theory is right and Kasparov is broadly m staken (for exanple,
if everyone else is nore terribly mstaken). A theory of chess
that violates Kasparov's intuitions may be unlikely to succeed,
but in sinmply in violating those intuitions it does not conflict
with a piece of the data the theory is attenpting to organi ze.
The theory is not about Kasparov's intuitions; it is about chess.

We are all experts, in a pragmatic sort of way, in everyday
psychol ogy, and perhaps for this reason, counter-intuitive clains
i n psychol ogy or philosophy of mnd should be regarded as prim
facie less plausible than intuitive clainms, just as we would

regard as prima facie less plausible a theory of chess that ran
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counter to a grandnaster’s intuitions. After all, our
psychol ogi cal intuitions are grounded in w de experience of our
own mnds and the mnds of others. Nonetheless, it does not
follow that our psychological intuitions are infallible, just as
a grandmaster’s intuitions about chess aren’t infallible. Nor
need our intuitions even be entirely coherent. (At the end of
section one in chapter four, and in chapters five and six, | wll
poi nt out some places in which our intuitions may pull in
conflicting directions.) As psychol ogi cal science has matured,
we have becone nore confident in |eaving intuitions behind when
they conflict with well-supported psychol ogi cal clainms, as for
exanple in the cases of blindsight (Wiskrantz 1986) and
attribution error (N sbett and Ross 1980). So, although we may
justifiably take refl ective psychol ogical intuition as a good
prelimnary guide, we no longer take it as the final authority
about the m nd.

One mght argue that all judgnments rest, ultimately, in
intuition, and that therefore there can really be no court of
appeal beyond that of intuition. Even, however, if we accept the
prem se that all judgnents do ultimately rest on intuition
(however such a claimis to be spelled out), the conclusion
either does not followor is irrelevant to the issue at hand. W
don’t take seriously our intuitions about the details of physics,
and we are right not to. Therefore, either intuition is not
al ways the final court of appeal, or it is, but certain counter-
intuitive judgnents are nonet hel ess acceptable in the face of

strong evidence (which m ght be thought of, on this view, as
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stronger intuitions that conflict with it), and thus the argunent
cannot without further work establish that we nust adhere to any
specific intuitions we mght have in discussing the mnd in
particul ar.

Al this said, | do not think that anything I will defend in
this dissertation rebels too violently against our intuitions.
In ny argunments and ny anal yses, | will be guided by what | hope
to be a well-considered bal ance of reflective intuition
phi | osophi cal and psychol ogi cal theory, enpirical data, and a

pragmati c aesthetic of sinplicity.
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Chapter Two

A Defense of the View that |Infants
and Ani nal s Have Beliefs

W normally treat infants and non-human ani mal s as though
they have beliefs and desires. W predict and explain their
actions on the basis of what we think they want and what they
know about how to get the things they want. W think of them as
soneti mes di sappoi nted, surprised, afraid, and so forth, as a
result of their hopes and expectations about the world. We
describe themw th character traits that seemto presuppose their
possession of beliefs and desires -- as sneaky, clever, or ill-
tenpered, for exanple. A nunber of devel opnental psychol ogists
and cognitive ethol ogists have all owed such belief-desire
termnology to come into their scientific work. For those with a
phi l osophical turn of mnd the question naturally arises, is it
true to say of such creatures that they have this range of
cognitive states, or is it merely a convenient (but perhaps
m sl eadi ng) way of tal king?

In this chapter | will defend the view that we are not nerely
speaki ng | oosely or netaphorically when we attribute beliefs to
infants and animals. (I think a simlar argunent can be nade
with respect to desires and the other so-called “propositional
attitudes,” but | shall focus ny attention solely upon belief.)

Devel opnment al psychol ogi sts and those who study sone of the nore
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cogni tively sophisticated mamual s such as dogs and apes, should
feel no compunction, | think, in using these terns fromfolk
psychol ogy to describe the cognitive lives of the creatures they
study. Babies and Sai nt Bernards have beliefs.

Not all phil osophers share ny view on the matter, of course.
Descartes held that animals had no souls and hence no beliefs
(1637/1980). Paul Churchland (1981) argues that nobody has
beliefs, and so, of course, infants and animals don’t. | wll
not di scuss Descartes’ or Churchland s argunents in any detail.
Both require the acceptance of larger pictures that | wll sinply
suppose the reader to reject. Descartes’ position depends upon a
particul ar dualist view of the soul and the mnd. Churchland' s
posi ti on depends upon his rejection of “folk psychology.” |If the
reader is attached to either of these views, what | say in this
chapter will no doubt seem beside the point.

| take ny primary opponent on the subject of infant and

animal belief to be Donald Davidson. | focus on infant and
ani ral belief here because Davi dson does -- but, |ike Davidson,
think belief and desire nust come as a pair. It would hardly

make sense to preserve one half of this duo while rejecting the
ot her.

Davi dson has two argunents agai nst infant and ani nal beli ef,
bot h of which appeared originally in “Thought and Tal k”
(1975/1984) and were later refined in “Rational Animals” (1982b).
| devote one section each to rebutting these argunents and a

third section to providing ny own positive argunent on behal f of

18



infant and animal belief. | devote so nuch attention to Davidson
for two reasons. First, Davidson's papers are probably the nost
i nfluential contenporary attacks on infant and animal belief, so
it is worth examning themto see what attraction they hold. And

second, it is nmy hope that once Davidson's argunents are shown to

be faulty, the reader will naturally be drawn to the view I
defend, and a large part of the work will already be done for ne.
Nothing will remain to stand in the way of our natura

inclination to take seriously the attribution of beliefs,
desires, and all the usual organs of folk psychology to infants
and ani mal s.

Bef ore heading into the main body of this chapter, | would
like to give the reader a rough sense of how | see the debate
over whether infants and aninmals have beliefs. In ny view the
guestion has two conmponents which are sonetines not clearly
di stingui shed. First, what are the conditions under which a
creature may truly be said to have beliefs? Second, do real,
living gorillas and six-nonth-olds satisfy these conditions?

Davi dson’s attention is properly (for a phil osopher) focussed on
the first of these two questions, as mne will be, although the
second question cannot go conpletely w thout notice. Davidson's
hope, and mne, is that given our respective answers to the first
guestion, the answer to the second will be obvious and require no
subtle enpirical research

But what kind of question is the first question, the question
about the conditions under which a creature may be said to have

beliefs? Perhaps this question will strike sone philosophers as
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a request for the conceptual analysis of a piece of ordinary
| anguage, the word ‘belief,” to be answered with a set of
necessary and sufficient conditions which capture our ordinary
intuitions about the extension of the term | do not see the
matter this way.

To begin with, the word ‘belief’ as it has been used by
phi | osophers of mnd and cognitive psychol ogists is a technical
term and its usage nmay even be somewhat at variance with
ordi nary usage (al though many phil osophers would deny it). |
have observed, for exanple, that people seemto be reluctant to
use the word ‘believe or ‘belief’ except in contexts of
di scussi ng deeply held, controversial convictions, such as
religious or political convictions, and in contexts of
uncertainty or disagreenent. Possibly ‘I believe is also used
sinply to indicate deference (as when the ticket taker says *
bel i eve your seat in in the third row, sir”). The verb ‘think’
in ordinary English may cone closer to the philosopher’s sense of
‘believe,” but there is no good nom nal counterpart, since the
word ‘thought’ has a rather different sense fromthe
phi | osopher’s ‘pel jef ' E

Facts about ordinary usage aside, there seens to ne no good
reason not to treat the word ‘belief’ as a technical termfor
phi | osophers of mnd and cognitive psychol ogi sts and thus give it
what ever neani ng and use best suits our purposes as practioners

of these disciplines. O course, if the neaning we give it is
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too nmuch at variance with previous neani ngs, people are apt to be
confused by our use of the term so there is a good practica
reason not to stray too far fromwhat others have said. But, as
wi th any deci sion about the use of a technical term the decision
about the use of the word ‘belief’ is a practical decision,

gui ded by practical considerations.

It isinthis light that | wish to view the question of what
the conditions are under which it woul d be appropriate to say
that a creature has beliefs. It is ny position that for nost of
t he purposes to which philosophers of mnd and cognitive
psychol ogi sts may wi sh to enploy the word ‘belief,’” it makes
sense to regard infants and animals as having beliefs. This is a
strong claim Not only do | think that infants and animals really
do have beliefs in the sense of ‘belief’ | endorse (and wll
defend in Chapter Six), but | also think that any attenpt to
redefine the term‘belief’ so as to escape this conclusion is apt

to fail as a general -purpose definition of the term

! Nel son (1983) al so argues that ordinary usage of the word “belief” inplies a kind of
“two- m ndedness” about matters -- an inplication absent from nost phil osophers’ accounts
of belief and its relation to action.
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1. Faults in Davidson’s First Argunent Against Belief Wthout
Language

Davi dson clains that infants and ani mals, |acking |Ianguage,
cannot have beliefs. He defends this viewprinmarily in two
articles, “Thought and Tal k” (1975/1984) and “Rational Aninals”
(1982b). The two papers are simlar in structure. Both offer a
prelimnary argunent and then proceed to a shorter nmin argunent.
Both the prelimnary and the main argunents remain essentially
the sanme between the two articles, although the later article
contains a few twi sts not present in the earlier paper. 1In this
section | will exam ne and criticize Davidson's first,
prelimnary argunment as it appears in the two papers.

Bot h of Davidson’s argunents work on the presupposition that
infants and animal s are incapable of |anguage. Sone have
attacked Davidson on just this point. Vicki Hearne (1982), for
exanpl e, has argued that well-trained dogs and horses do have
| anguage. | say “fetch!” and the dog fetches. | say “stay!” and
the dog stays. The dog and | comruni cate with each other by
nmeans of verbal commands on mny part and actions and postures on
both our parts. Even nore has been clained for signing apes,
such as Washoe and Koko, who seemto be capabl e of producing and
under st andi ng a couple hundred sinplified signs from American
Si gn Language and who may even be able to put themtogether in
novel , meani ngf ul Ways.EI

I will not pursue this particular |line of attack agai nst

Davidson. First of all, | amnot sure it can easily be adapted

2 savage- Rumbaugh (1986) provides a good discussion of this topic.
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to apply to very young infants, whose comuni cative capacity
seens to be somewhat |ess than that of a signing ape or a well-
trai ned dog, but who, nonetheless, | want to say have beliefs.
Additionally, there seens to be a perfectly good sense of
‘language’ on which it is fair to say that dogs and infants
before they produce their first words do not have |anguage, and
on which one may even be able to rai se doubts about the signing
apes. In any case, | amwlling to grant Davidson the point. M
interest is not in debating over what ought to count as an

i nstance of | anguage use.

In both “Thought and Tal k” and “Rational Aninmals,” Davidson
begins his argument with a retelling of Norman Malcolnms (1973)
story about a certain dog -- | will call him*®“A ax,” after ny
nei ghbor’s dog. The story is intended by Malcolmto show t hat
dogs “think.”B Here is the story.

Suppose our dog is chasing the neighbor’s cat. The
latter runs full tilt toward the oak tree, but suddenly
swerves at the last nonent and di sappears up a near by
mapl e. The dog doesn’t see this maneuver and on
arriving at the oak tree he rears up on his hind feet,
paws at the trunk as if trying to scale it, and barks
excitedly into the branches above. W who observe this
whol e epi sode from a wi ndow say, “He thinks that the
cat went up that oak tree” (1973, p. 13).
Mal col m seens to be happy with an ordi nary | anguage argunent for
t he view that dogs think, but Davidson is willing to consider the

possibility that ordinary | anguage |eads us astray in this case.

Davi dson’ s argunent begins with the observation that, presumably,

3 Although Davidson represents Malcolmas intending to use the story to show that dogs
have beliefs, Malcolmis actually quite careful to phrase his claimas a claimthat dogs
“think,” which he distinguishes from“having thoughts.” The latter, Ml colmargues, is
not possible without |anguage. It is not clear fromthis story what Ml col mwould say

23



if Ajax has a belief, it nust be a belief with some specific
content or other. The question arises, then, what precisely this
content is. Consider a variety of expressions that m ght be
taken to refer to the oak tree in question, such as ‘the ol dest
tree in sight,” ‘“the only tree eight neters fromthe house,’ or
‘the tree planted by Aunt Janet.’ Davidson assunes, and | think
it is plausible to assune, that the belief that the cat ran up
the ol dest tree in sight is not the same as the belief that the
cat ran up the tree planted by Aunt Janet. A person could easily
bel i eve one wi thout believing the other. |In general, it seens
pl ausi bl e to suppose that two sentences nmay describe different
beliefs even if those sentences differ only in having different
ways of picking out the sane referents.
It is inmportant to nmake this point carefully. Consider the

foll ow ng sentences:

(1.) The cat went up the oldest tree in sight.

(2.) Mary believes the cat went up the oldest tree in

si ght.
(3.) The cat went up the tree planted by Aunt Janet.
(4.) Mary believes the cat went up the tree planted by
Aunt Janet.

The truth value of the first sentence cannot be changed by
substituting for ‘the oldest tree in sight’ a termthat picks out
the sane referent as that term-- in our exanmple, ‘the tree

pl anted by Aunt Janet.’ Gven that ‘the ol dest tree in sight’

about beliefs. As far as | can tell, Davidson uses “think” and “believe” nore or |ess
i nt erchangeabl y.
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refers to the sane tree as ‘the tree planted by Aunt Janet,’
sentences (1.) and (3.) nust have the sane truth val ue.

Sent ences such as these, in which the substitution of co-
referring ternms is truth-preserving, are usually called
referentially transparent.

Sentences (2.) and (4.), on the other hand, are referentially
opaque. Truth value is not always preserved under substitution
of co-referring expressions. Even if it is the case that ‘the
ol dest tree in sight’ picks out the sane tree as ‘the tree
pl anted by Aunt Janet,’ sentence (2.) may be true while sentence
(4.) is false, or vice versa -- if, for exanple, Mary does not
know that the tree in question was planted by Aunt Janet.

This fact about belief ascriptions, of course, mrrors a fact
about the beliefs being ascribed. Beliefs seemto have very
specific contents: Mary's belief is definitely that the cat went
up the oldest tree in sight, not that the cat went up the tree
pl anted by Aunt Janet. Searle (1992) calls this feature of
bel i ef s aspectual shape.

If we accept (as | think we should) that belief attribution
sentences exhibit referential opacity and that beliefs thensel ves
have aspectual shape, it begins to look |like a tricky matter to
determ ne exactly what it is our dog A ax believes. Certainly it
seens a mstake to ascribe to himthe belief that the cat went up
the oldest tree in sight, since it is doubtful that dogs do mnuch
in the way of assessing tree age. Is it even right to say that

he believes the cat went up the tree? Wat do dogs know about
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trees? Davidson holds that in order to have the belief that the
cat went up the tree, a dog (or any creature) nust be able to
believe of objects that they are trees -- and this latter kind of
belief requires that dogs know all kinds of things about trees.
Exanpl es Davi dson gives include: that they are grow ng things,
that they need soil and water, that they have | eaves or needl es,
that they burn (1982b, p. 320). This idea that one belief is not
possi bl e without a network of other beliefs to give the first
bel i ef content Davidson sonetines calls “holism”

Davi dson’ s argunent, then, is essentially the foIIowing.EI | f
we wish intelligibly to ascribe a belief to a dog, we mnmust decide
first exactly what belief to ascribe. But to determ ne exactly
what belief is appropriate to ascribe to a dog, we nust make
j udgnents about a wi de range of other beliefs the dog m ght be
taken to have. Soon we will find ourselves in dubious territory,
forced to make deci sions about whether, for exanple, A ax
believes that trees need soil to grow -- decisions it seens we
coul d have no rational basis to make. Wthout a |anguage,

Davi dson thi nks, a creature’s behavi or cannot have the kind of
ri chness and diversity necessary to support the required
judgnments. There’s just no way to pick out, and quite probably
no real fact of the matter, which anong a set of sentences wth
co-referential terns are the sentences that nmay accurately be

said to capture the creature’s beliefs. Sonething is am ss,

4 Heil (1992) gives a clear and hel pful exposition of it.
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then, in the project of trying to ascribe beliefs to such
creatures in the first place.EI

I have several criticisns of Davidson's first argunent as
presented here. First, it is not clear exactly what its
conclusion is supposed to be. In “Thought and Tal k,” Davi dson
adm ts that

At best what we have shown, or clained, is that unl ess
there is behavior that can be interpreted as speech,

the evidence will not be adequate to justify the fine
distinctions we are used to making in the attribution
of thoughts. |If we persist in attributing desires,

beliefs, or other attitudes under these conditions, our
attributions and consequent expl anations of actions
will be seriously underdeternined in that many
alternative systens of attribution, many alternative
expl anations, will be equally justified by the
avai | abl e data (1975/1984, p. 164).

In his later article, however, Davidson seens to draw a much
stronger conclusion fromwhat is essentially the sane argunent:
From what has been said about the dependence of beliefs
on other beliefs, and of other propositional attitudes
on beliefs, it is clear that a very conplex pattern of
behavi or nmust be observed to justify the attribution of
a single thought. O, nore accurately, there has to be
good reason to believe there is such a conplex pattern
of behavior. And unless there is actually such a
conpl ex pattern of behavior, there is no thought.
(1982b, p. 322, ny italics).
The stronger conclusion put forward at the end of the second
guote is clearly not warranted on the basis of the argunment at
hand. Davidson may in fact recognize this, since he is at pains
to stress that the argunment presented here is not his main
argunment. Perhaps he does not intend the italicized claimto be

read as the conclusion of his first argunent but rather as an

5 Stich (1979) puts forward an argunent along simlar |ines.
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anticipation of the conclusion of his second argunment. |If so,
the sentence is rather msleadingly placed.

Davidson is right to be restrained in his earlier appraisa
of the argunent. At best, what his argunent shows is that we
cannot be justified in attributing particular beliefs to ani mals,
not that animals in fact lack beliefs entirely. Searle (1994)
makes this point in his criticismof Davidson, and even Hei
(1992), who wants to preserve as nuch of the Davidsoni an picture
as possible, feels conpelled to admt this weakness. 1In addition
to the obvious slip from“we cannot be justified in believing p”
to “it is not the case that p,” it is worth pointing out that it
does not follow fromthe claimthat we cannot ascribe any
particular belief to an aninmal that we cannot justifiably claim
of the animal that it has beliefs (though we know not which
particular ones). To nmake this latter slip would be to act |ike
the fell ow who, when confronted with an ordinary gunball rmachine,
reasons as follows: | can never be justified in thinking that a

red gunball will conme out of the machine (since only 25% of the

gunballs are red), or in thinking that a green gunball wll, or a
bl ue one. Therefore, | can never be justified in thinking that
the machine distributes gunballs at all. This fellow then wal ks

away fromthe gunball machine, declaring it a waste of noney.
Davi dson, if he means to draw the strong conclusion that aninals
do not have beliefs on the basis of the argunent presented above,
makes both the errors descri bed.

However, even if Davidson were only right in his weaker claim

that we could never be justified in attributing particular
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beliefs to animals, that would be a nmajor blowto those who w sh
to defend the idea of belief wthout |anguage. Presumably, nost
of the defenders of this view would hold -- certainly I hold --
that we can in fact ascribe particular beliefs to creatures
wi t hout |anguage. O, to put it nore precisely, we can do so to
some extent: humans and non-human animals are not qualitatively
different in this regard. It is not the case that we can only be
justified in attributing to animals only hopel essly rough, vague,
and indeterm nate beliefs -- beliefs without determ nate
aspectual shape -- while we can nmake human belief ascriptions
with crystalline precision.E

Consi der the follow ng case. Mary, the owner of Ajax, is in
t he backyard with her dog and, |ike her dog, has observed the
af orenentioned cat. |nmagine that we have | earned from
conversation with Mary that she is an avid hater of cats and is
doi ng her best to encourage Ajax to chase themmghtily so they
wi Il not plague her backyard. Now we have w tnessed the cat
running toward the oak, and we have witnessed its last-m nute
swerve up the maple. W see A ax barking up the oak tree and
clawing at its bark. W also see Mary peering up into the tree,
poi nting and saying, “Yes, A ax! He went up that way! We'l|
teach that trespassing pest never to enter our yard again, won't
we?” It seens quite natural to say that Mary, |ike A ax, thinks

the cat is in the tree.

5 Dennett (1987), Routley (1981), and Smith (1982) each in different ways argue a
simlar point.
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I wouldn’t want to deny this. Notice, however, that the sane
ki nds of questions may be rai sed here about Mary as were raised
earlier about her pet. 1Is it better to characterize Mary’s
belief as a belief that the cat went up the tree or as a belief
t hat an annoying pest went up the tree? Does Mary believe that
the cat went up the only deciduous tree in her yard? Does she
believe that it went up the only object on the block that was a
sapling in 1908? O that a creature who should not be in her
backyard is probably higher up than it wants to be? Does she
believe all these things, or just sonme of them and which ones?
And how can we tell? |If we apply the sane standards to Mary that
Davi dson wants us to apply to her dog, we may find oursel ves
commtted to the position that neither of themhas beliefs. 1In
Mary’s case, as in Ajax’s, the evidence available to us is
clearly not sufficient to warrant confidence about exactly what
aspectual shapes her beliefs have regarding the events at hand.
If Davidson requires that we w thhold judgnent about the content
Ajax’s beliefs on this basis, it seens we nust also be forced to
wi t hhol d j udgnment about the content Mary’s beliefs.

It mght be thought that there are crucial differences
bet ween Ajax and Mary that | have mi ssed, which warrant us in
ascribing particular beliefs in the one case but not in the
other. One night argue, for instance, that Mary has the concept
of a tree and A ax does not, and that this difference is sonehow
key. | do not see this as a crucial difference for belief

ascription, however, for two reasons. First, we often attribute
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beliefs to people containing concepts they do not have,
especi ally when those concepts are used to determ ne reference
(as they are in the “cat” and “tree” cases here), or when the
person has different concepts as a result of having a | anguage
that divides up the world in a different way. For instance, |
m ght say of Paul that he thinks the man in the gabardine suit is
a spy, even if | know that Paul has no idea what a gabardine suit
is.EI In a simlar vein, then, why shouldn’t | be able to say of
Ajax that he thinks that the el egant Sianmese we were just talking
about is up in the tree, even if we grant that A ax has no idea
what a Siamese is or what it was we were tal king about? In
foreign | anguage cases, also, we tend to find ourselves ascri bing
beliefs to people involving concepts they do not have. For
exanple, | mght attribute to an anci ent Chi nese phil osopher the
belief that a particular action is imoral, even though that
phi | osopher m ght not have any concepts that match exactly with
our concept of inmmorality -- the closest probably being pu te
(not virtuous) or pu yi (not right).

Still, one mght say, we wouldn't ascribe such a belief to a
Chi nese phil osopher unl ess he had some concept approximtely
mat chi ng our concept of imorality. This brings ne to ny second
poi nt against the claimthat the crucial difference between Mary
and Aj ax sonehow turns on Mary’'s having the concept of a tree and

Aj ax’ s not having that concept. Even if we were to reject

7 Such belief ascriptions are sonetines called de re belief ascriptions (e.g., by
Qui ne 1966/1976). In de re belief ascriptions, there is a degree of semantic
transparency. Roughly, a de re belief ascription nay be cast in the form S believes of T
that T is (or has) P, where any neans whatsoever can be used to pick out T, regardl ess of
whet her the person to whomthe belief is ascribed considers T in those terns.
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description of Ajax as believing that the cat is in the tree
because he does not have the human concepts of cats and trees,
that needn’t nean that Aj ax doesn’t have concepts with simlar
extensi ons which function in a belief simlar to the belief that
the cat is in the tree, a belief approximtely captured by that
sentence. For exanple, Ajax mght have a concept of a “tree*” as
atall thing with a shape sonething like this, |eaves on top that
sonetimes conme down, a snell something like this, and good for
peeing on to mark territory. (Al though again, such an English
rendering can only be approxi mate: Ajax’s concept of a |eaf, and
his concept of territory, are no doubt rather different from our
own.) To insist without further argunent that dogs cannot have
beliefs of this sort begs the question against aninmal belief. To
assert that a creature with a cluster of such beliefs still

cannot have a concept of a “tree*” threatens to obfuscate the
notion of ‘concept’ and render it useless to the debate. (If one
attenpted to define the word ‘concept’ in such a way that dogs
coul d not have them | would naturally question whether such
things were really necessary for beliefs.) 1In any case, | don’t
see why having clusters of beliefs of this sort shouldn't be
sufficient to satisfy Davidson’s holismrequirenent nentioned
above. A dog may know nore about trees or snakes or bones (e.g.
because he knows a | ot about their snell and doggi sh uses, etc.)
t han many humans to whom we attribute beliefs about such things.
Furt hernore, given Davidson' s holismabout the content of beliefs

-- his view that one’s concept of a tree is the product of a w de
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range of one’s beliefs about trees -- everyone shoul d have a
slightly different concept of what a tree is. Perhaps | think a
saguaro cactus is a tree and Mary doesn’t. If this is true, then
what | am doing when | say that Mary thinks the cat is in the
tree is not different in kind fromwhat | am doi ng when | ascri be
Aj ax the sanme belief: in both cases | amusing an English
sentence that only conveys approxi mately what | take to be going
on in their heads. The difference is that in Mary's case,
because our concepts and our worldviews are nore alike, the
approximation is a fair bit closer. (I will return to the issue
of the approxi mate nature of belief ascription in chapters five

t hr ough seven.)

A second difference between Mary and her dog is that we can
guestion Mary about her beliefs. |If we want to know whet her Mary
believed that the cat was in the only object on the bl ock that
was a sapling in 1908, we can ask her. It mght be thought that
this fact could serve as a starting point for an argunent that we
can ascribe particular beliefs to Mary but not to her dog.
| magi ne, however, the results of actually posing such a question.
VWhat kind of response are we likely to get? Cearly, if Mry

doesn’t know this fact about the tree she will deny having such a

belief, but let’s suppose she does recall -- now that we nention
it -- that Aunt Janet planted the tree in 1906 in menory of her
nother. In response to our query, then, perhaps we wll get

sonmething like this: “No, | didn't believe that. Well, nmaybe

did. | don't know -- | wasn’t really thinking about it that way
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at the tinme. You phil osophers ask such silly questions!” Even
if Mary does conme up with definite answers to our questions, we
m ght wonder how much stock we ought to put in such answers.
am skeptical, then, about whether even in what m ght seemto be
the nost favorabl e cases, the cases in which we can ask a person
directly about her beliefs, we can do what Davi dson seens to want
to require of us in the animal case: that is, nail down
specifically what the content of Mary's beliefs is. For humans
as well as for animals, our belief attributions will be seriously
underdeterm ned by the avail able data. B

Per haps we do know better what is going on in Mary's m nd
than in Alax’s (although | think this is an open question). If
there is a difference here, however, it is only one of degree.
W are not totally at a | oss regarding how to describe Ajax’s
beliefs, nor are we capable of nailing dowmn Mary's beliefs with
spotl ess precision. Qur efforts give us an understandi ng of dog
and owner that |ies sonewhere between the two extrenes. Sone
ki nds of know edge and ways of thinking about the world we know
to be alien to Mary and her dog, sone natural. W don’t think
Aj ax considers the cat to be doing a dishonor to G andma
Szypanski’s nenory, nor do we think Mary likely to think of the
cat in terns of its snmell. W know something of the way Mary and
Aj ax approach the world and we can use our know edge to provide
us with a range of ways of approximating wth | anguage what we

take to be going on in their heads. These epistemc facts

8 Dennett (1987, p. 110-116) and Smith (1982) nmake a sinmilar point. Note that
al though the point is an epistemc one, it seenms to be enpl oyed by Davi dson to make an
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provide no basis for claimng an inportant ontol ogical difference
between the contents of Mary’s mnd and the contents of A ax’s.

I f Davidson continues to insist that there is an inportant

ontol ogi cal difference here, rooted in the greater “conplexity”

of | anguage-users’ behavior, he does so w thout a clear argunent.

ontol ogi cal point: There really is nothing specific to be nailed down.
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2. Faults in Davidson's Second Argunent Agai nst Belief Wthout
Language

It is clear in both his articles against the possibility of
belief w thout |anguage that Davi dson attaches greater weight to
a second argunent than he does to the argunent just presented.
This second argunent is quite sinple and runs as follows (1982b,
p. 324-327, 1975/1984, p. 169-170):

(P1.) In order to have beliefs, it is necessary to have the

concept of belief.

(P2.) In order to have the concept of belief, one nust have

| anguage.

(C.) Therefore, belief is not possible wthout |anguage.
Granting that infants and aninals are not capable of |anguage, it
follows immediately that they do not have beliefs. Unlike the
first argunment, this second argunment is clearly valid. | wll
concentrate ny attack on the first premnise.

Bot h prem ses nmake reference to the “concept of belief.”

VWhat does Davidson think this concept involves? In “Rationa
Ani mal s” Davi dson equat es having the concept of belief with
having a belief about a belief (1982b, p. 326). This may seem
like too weak a requirenent -- after all, one can have a beli ef
about an ocel ot wi thout having the concept of an ocelot (“that
cat | ooks so cute and tane”). However, Davidson gl osses his
claimin such a way as to make it clear that he neans to be
sayi ng that the concept of belief requires the capacity to have
bel i ef s about beliefs understood as beliefs. Although Davi dson

does not phrase his claimin this way, others have called the
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capacity to which Davi dson seens to be alluding
“metarepresentation” (Heil 1992; Perner 1991Db).

Davi dson envi sions at |east two conditions that nust be
satisfied before he is wlling to grant a creature the capacity
in question:

(ML.) The creature nust have the ability to recogni ze that
a belief may be fal se.
(M2.) She nust have an understandi ng of what Davidson calls
t he “objective-subjective contrast” -- i.e. the idea
of “an objective reality independent of ny belief”
(1982b, p. 326, 1975/1984, p. 170).
It is interesting to note that the enmergence of both of these
capacities in children has been studi ed by devel opnent al
psychol ogi sts (e.g. Perner 1991b; W mmer and Perner 1983; Gopnik
and Astington 1988; Flavell, Geen, and Flavell 1986), and they
have been found to energe at roughly the sanme tinme. |If these
psychol ogi sts are right, however, the abilities in question
appear rather later than Davidson m ght hope: nost children are
four years old before they have these capacities. Mre on this
shortly.

Assum ng that the above is sonething |ike what Davidson has
in mnd when he nentions the “concept of belief” in (P1.) and
(P2.), let’'s take a closer |ook at the plausibility of these
premises. | intend to focus ny argunent on (P1.), but before
doing so, | would like to look briefly at (P2.). Davidson clains

t hat one cannot possibly have the concept of belief unless one
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has | anguage. 1In defense of this claim Davidson confesses that
he can offer only an anal ogy.

If 1 were bolted to the earth I would have no way of

determ ning the distance fromnme of many objects. |

woul d know only they were on sone |ine drawn from e

toward them | night interact successfully with

objects, but | could have no way of giving content to

t he question where they were. Not being bolted down, |

amfree to triangulate. Qur sense of objectivity is

t he consequence of another sort of triangulation, one

that requires two creatures. Each interacts with an

obj ect, but what gives each the concept of the way

things are objectively is the base |line fornmed between

the creatures by | anguage. The fact that they share a

concept of truth al one makes sense of the claimthat

they have beliefs, that they are able to assign objects

a place in the public world (1982b, p. 327).
What Davi dson says about physical triangulations is, | think,
fal se: a person bolted to the earth could Iearn to mark di stance
by noting cases of occlusion and interaction and the rel ati on of
these to differences in the perceptual size of objects;
furthernore, it is not clear that triangulation is the primry
means people who are not bolted down use to judge distance. O
course, this doesn’t prove false his remarks about
“triangul ati on” by neans of |inguistic interaction between
people. These rather cryptic remarks are the subject of
substantial synpathetic decoding by John Heil (1992, p. 214-222).
Hei |l suggests we understand the requirement of triangulation as a
requi rement that we be able to conpare our view of the world with
the view of another. Only if we are able to do this can we
understand that our view of the world is just that -- a view
And this understanding is plausibly connected with requirenments

(ML.) and (M2.) above. But why is |anguage necessary for all
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this? At this point, Davidson would |ikely appeal to an idea he
defends in “Belief and the Basis of Meaning” (1974/1984):
Language i s necessary for triangul ation because we coul d not cone
to understand another’s beliefs w thout sinultaneously
under st andi ng her | anguage.

| suspect Davidson could be fruitfully challenged regarding
(P2.) and the triangul ati on nmetaphor. | have gone sonme way in
t he previous section, | hope, toward underm ning his idea that we
can't give content to the beliefs of a creature w thout |anguage.
Even Heil, though generally synmpathetic to Davidson's project,
has sonme qual ns about (P2.). Heil describes various
circunstances in which it mght be possible for a creature
wi t hout | anguage to conme to understand that her beliefs m ght be
fal se, mght not match up with the way the world actually is.
Perhaps Heil is right about this. Nevertheless, I amwlling to
concede (P2.) for the sake of argunent. | wll argue below, in
fact, that (ML.) and (M2.) energe relatively late in the
devel opnent of youngsters, well after the devel opnent of
| anguage, and | have never seen any convincing study suggesting
that these capacities are present in non-human, non-l|anguage-
speaki ng ani mal s. B Maybe for some reason Heil mssed | anguage is
necessary for the concept of belief. Davidson has not, |
believe, presented a convincing argunment in this direction; on

the other hand, | have no argunent agai nst it L

% Wodruff and Premack (1979) have a well-known argument for the existence of such
capacities in chinpanzees, but there are substantial difficulties with this argunent,
difficulties admtted to by Premack hinself (1988).

10 Bi shop (1980) also presents an interesting argunent against (P2.).
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Against (P1.), the claimthat belief is inpossible wthout
the concept of belief, | ambetter prepared to argue. First,
notice that Davidson’ s argunents in favor of (Pl.) are rather
[imted. |In “Thought and Tal k” he says only this in defense of
the prem se

Can a creature have a belief if it does not have the

concept of belief? It seens to ne it cannot, and for

this reason. Sonmeone cannot have a belief unless he

under stands the possibility of being mstaken, and this

requi res grasping the contrast between truth and error

-- true belief and false belief. But this contrast,

have argued, can enmerge only in the context of

interpretation, which alone forces us to the idea of an

objective, public truth (1975/1984, p. 170).
The defense here anmounts nerely to a restatenent of (Pl.), not in
terms of the concept of belief in general, but rather in terns of
what Davi dson regards as a requirenent for having that concept --
the capacity to recognize that one’'s beliefs m ght be fal se
(ML.). To this is added a restatenent of (P2.). This defense,
in other words, is no defense at all

In “Rational Aninmals” Davidson does a little nore in way of
defending (P1.). His argunment runs as follows (1982b, p. 326).

I cannot have a belief unless | have the potential to be
surprised. But surprise requires that | becone aware of a
contrast between what | did believe and what | came to believe.
This requires a belief about a belief (understood as a belief): |
cane to believe that ny original belief was false.

The argument, though perhaps initially attractive, does not

stand up to scrutiny. It is not a necessary condition of

surprise as we ordinarily understand it that one cone to
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recogni ze a past belief as false. | mght be surprised to find
that | have won the lottery, though | do not judge nyself as
havi ng been earlier mstaken about ny chances (or anything el se).
The argunent thus turns upon a false prem se, and second step in
t he argunmentative chain from having beliefs, to having the
capacity for surprise, to having the concept of belief, is cut.
Davi dson m ght wi sh to escape this objection by saying that he
means sonething different by “surprise” than what we nornmally
mean by it -- on Davidson’ s understanding of “surprise,” perhaps,
surprise entails the recognition of a past false belief. But
then there would seemto be no reason to accept his claimthat
belief requires the capacity for surprise -- no reason, that is,
unl ess we already accept (P1.). But (P1.) is supposed to be the
conclusion of the argunent, not a prem se. Davidson’s argunent
fromsurprise, then, is either question-begging or it rests upon
a false premse. Either way, it provides no support for (Pl.).

The sinpl est reason to reject Davidson' s second argunent,
then, is this: it has a dubious first prem se which Davi dson
gi ves us no good reason to accept. Wiy should having a belief
require the concept of belief any nore than having a pain or a
bad tenper requires the concept of pain or bad tenper?

John Heil devotes considerable effort in his discussion of
Davi dson to making (Pl.) seem plausible (1992, p. 198-205).
Heil’s argunent is this. 1In some sense of “representation,” many
t hi ngs may be thought to have representational properties. For

instance, the binetallic strip in a thernostat is a device
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designed to represent tenperature by curling to a greater or
| esser extent depending on the tenperature, closing the
connection to the furnace when the air is too cold. In the
natural world, honeybee dances may be thought to represent the
| ocation of honeybee food. But, Heil thinks, such
representations to do not by thensel ves have determ nate
aspectual shape, as beliefs do; descriptions of the
representations do not exhibit referential opacity. There is no
fact of the matter, Heil thinks, whether thernpbstats neasure air
tenperature as opposed to nean kinetic energy of nearby nol ecul es
(or any like quantity) -- thernostats represent all such rel ated
quantities just the sane. The case is simlar for honeybee
dances: can we really insist that the honeybee dance represents
the | ocation of food as opposed to the location of (say) a
chem cal substance of type F associated with the presence of
food? Wth greater know edge of honeybees, we may be able to
rule out certain candidates in this departnent, but there wll
al ways be, Heil thinks, some inportant range of options, with no
clear basis for our preferring to describe the honeybees as
representing things one way rather than another.

Heil goes on to argue that it is only in a systemw th the
capacity for nmetarepresentation that representati ons acquire

definite aspectual shape. (A “metarepresentation” is a

1 Heil actually uses the term“semantic opacity” to talk about both the referenti al

opacity of sentences and the fact that beliefs have aspectual shape. | think the
application of such linguistic termnology to beliefs is apt to be msleading, so | wll
not follow himin this. | do not think my reinterpretation of Heil’s term nol ogy nakes a

difference to the argunent at hand, however.

It actually may be the case that Heil only w shes to argue that netarepresentation
suffices for the possession of cognitive states with aspectual shape, rather than being
necessary for it. | shall interpret himas nmaking the necessity claim since without it
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representation of a representati on understood as a
representation. For the sake of argunent, we can grant that a
creature has this capacity just in case it satisfies (ML) and
(M2.) above.) Wiy is this? It is because netarepresentations,
taki ng other representations as their content, are capable of
exploiting differences in the aspectual shape of a representation
in away no other systemin a creature can. Only if honeybees
had the capacity for nmetarepresentation could a representation
that there is a chemcal Fin a certain |ocation generate
different behavior fromthe representation that there is food in
that | ocation. And unless a creature can entertain
representations wth aspectual shape -- where representations
with different aspectual shape have different inpacts on behavior
-- that creature has no beliefs.

Heil’s argunment is a difficult one, and | hope ny
presentation of it has been fair. | nust admt | have trouble
seeing the pull of it. First, | would |like to reject the prem se
that only if a systemis capable of exploiting aspectual shape
behaviorally can it be said to have representations with
aspectual shape. Heil (p. 198) cites Fred Dretske (1988) on
representation as though he wi shes to begin a Dretske-friendly
di scussion of representation -- and to a point what he says about
representation is a lot like what Dretske has to say. But on
Dretske’s account of representation, an object represents what it

has the function of indicating, and we can build a binetallic

hi s argument cannot succeed as a defense of (P1.): unless metarepresentation i s necessary
for aspectual shape, the possession of beliefs will not inply the capacity for
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strip with the function of indicating tenperature specifically
(as opposed to nmean kinetic energy). O -- to use an exanple
less likely to run us into definitional and scientific problens
-- we can (and generally do) build fuel gauges with the function
of indicating the amount of fuel left in the gas tank as opposed
to the amount of downward force exerted by the fuel tank on the
bolts holding it to the car frane, despite the fact that the fue
gauge generally indicates both quantities (1988, p. 59-60). On
Dretske’s account, then, the representations nmy fuel gauge
provides me with do have aspectual shape -- and cl ai ns about what
ny gauge is representing are referentially opaque -- despite the
incapacity of the device to exploit this aspectuality inits
behavior. If we try to nmake the case nore anal ogous to the

t hernost at case by taking gauge-readi ng humans out of the picture

-- perhaps by inmagining the fuel gauge to have sonme contro

function in an automati zed car -- the situation does not change.
The gauge still has the function of indicating the anmount of gas
left. It does not malfunction if, for exanple, the vehicle is

transported between the earth and noon so the gauge no | onger
reliably indicates the downward force exerted on the bolts.na
Simlarly, depending on one’s account of natural functions, one
m ght think there is good reason to say that the honeybee’s dance

represents the direction of food specifically, as opposed to the

presence of chemical type F (or vice versa), despite the fact

nmet ar epresent ati on.

13 This, of course, nust be done by a human representer; so only might argue that in a
rat her roundabout way netarepresentational capacity is presupposed even in this case of
referential opacity.
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that these two factors are generally correlated. (I wll have
nmore to say about representation in chapter three.)

A second crucial assunption Heil makes in his argunent is
that only if a creature has netarepresentati onal capacity can
that creature exploit the aspectual shape of its representations.
I am not sure exactly what work “exploit” is supposed to do here,
but | suppose Heil’s claimnust anmount to sonmething like this:
only if a creature has netarepresentational capacity can it nmake
functional use of the fact that its representati ons have
aspectual shape. It is a bit difficult to inmagine what sort of
functional use we make of the fact that our representations have
aspectual shape. Exanples neant to show that our representations
have aspectual shape typically involve cases of ignorance or
m srepresentation for which it is doubtful there is a specific
function. | believe that Carl just cane honme, but | don't
believe that the president of the bank just cane hone, despite
the fact that Carl is president of the bank. How, exactly, am!|
supposed to “exploit” the aspectuality of this belief?

One case that does cone to mind in which we mght be said to
exploit the aspectuality of our beliefs is in being prepared for
counterfactual situations: | believe Carl came home and | know
Carl is president of the bank, so | believe the president of the
bank came home, but because these two beliefs are different
beliefs with different aspectual shape (Heil says they are “fine-
grained”), | could just as easily -- in a different possible

world -- have believed one w thout believing the other.
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But this means of exploiting the aspectual shape of
representations is not confined to netarepresenters. Consider
agai n our automatized car. Suppose this car has a fuel gauge
whose function it is to indicate when the fuel falls below a
certain level, so that the car can “report in” for refueling.
Suppose al so that it has anot her gauge whose function it is to
i ndi cate when the weight of the liquid in the gas tank falls
bel ow a certain |level so that the car may take advantage of its
lighter weight in maneuvering. Now, in fact, both these devices
always go off at the same tine. (The engi neer who designed the
gauge setup of the vehicle was fired for this blatant
inefficiency.) But the car would be capable -- if the world were
a different place -- of registering these two facts separately.

Perhaps | am m ssing sonething obvious in Heil’s argunent,
but without a better sense of exactly what it neans to be able to
exploit the aspectual shape or “fine-grainedness” of
representations, it is difficult to judge whether a creature or
machi ne wi thout netarepresentational capacity could do so. Even
if Heil were right about this point, however, his argunment could
still be challenged on the grounds that it is not obvious, for
reasons di scussed above, that a creature without the capacity to
expl oit the aspectual shape of its representati ons would
necessarily thereby not have representati ons with aspectual
shape.

Do we have any reason, then, for accepting (P1.)? | think

not. Neither Davidson’s nor Heil’s defense of this prem se gets
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off the ground. And on the face of it, (Pl.) is not particularly
appealing. It may be the case that in order to have a belief a
creature nust be able to distinguish, at |east rougly, states of
affairs that would count as satisfactions of that belief from
states of affairs that would not -- perhaps we shouldn’t be
willing to say that A ax can believe that Mary is hone unl ess he
can in sonme general way distinguish states of affairs in which
Mary is home fromstates of affairs in which she is not -- but
this is a far cry fromhaving the nmetalinguistic notions of truth
and falsity and the capacity to think of one’'s beliefs as
possibly true or false (Searle 1994). Wy anyone shoul d think
(ML.) and (M2.) necessary for belief is, | have to admt,

sonmet hing of a nystery to ne.

There is a sinple but inportant rebuttal to Davidson's
argunment, then. It is nmerely this: the argunment depends on a
counterintuitive prem se for which neither Davidson nor his
supporters are able to provide convincing support. There is
sinmply no reason to accept (Pl1.). 1In the remai nder of the
section | shall focus on a second argunment agai nst Davi dson which
is quite a bit nore conplicated. But before heading into that
argunment, | wanted to pause for a nmonment to consider the weight
of this sinpler, and in some ways nore appealing, first argunent,

which | dub the “huh?” argunent, as in, “(P1.)? Huh?”
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My second argunent is also an attack on (P1.), but one with
perhaps nore force than nerely show ng that Davi dson presents no
good reason to accept (P1.). | argue that (P1.), given a few
sensi ble auxiliaries, conmmts one to a position about the timng
and devel opnent of |inguistic and netarepresentational abilities
-- a position that has been shown enpirically to be fal se.

| have already nentioned the enpirical finding | think causes
troubl e for Davidsonians: Children generally do not develop the
concepts of objectivity and fal se belief until their are four
years old, or so a nunber of devel opnental psychol ogi sts say
(e.g., Perner 1991b; Flavell, Geen, and Fl avell 1986; Gopni k and
Astington 1988). Yet nost children are actively using | anguage
by the time they are two.

These findings should be troubl esome for Davidson because he
is conmmtted to the position that |anguage and the understandi ng
of false belief and objectivity nmust energe sinultaneously.

Qovi ously he accepts the claimthat one cannot understand
objectivity and fal se belief until one has |anguage -- that is
just (P2.). But he also thinks the conditional runs in the other
direction. At the beginning of “Thought and Tal k” Davi dson says
t hat “the dependence of speaking on thinking is evident, for to
speak is to express thoughts” (1975/1984, p. 155). Indeed a
project like radical interpretation (1973/1984) would nmake little
sense if attenpted on a creature wi thout beliefs. But if speech
requires belief and belief requires (M.) and (M2.), then clearly

speech nust require (ML.) and (M2.). So the conditional runs
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bot h ways for Davidson. Not only does an understandi ng of
objectivity and fal se belief require speech, but the possession
of speech requires an understanding of objectivity and fal se
bel i ef .

Therefore, unless Davidson wi shes to claimthat children are
exenpt fromnatural |aw and philosophical theorizing (a claimto
which I admt | have sonetines been tenpted), he nust be
conmtted to the position that the two capacities devel op
si mul taneously. O herw se, every child would, at sone point, be
a counterexanple. But, in fact, |anguage does not energe at the
same tinme in children as (ML..) and (M2.) do. |t energes nuch
earlier. Davidson's position therefore nust be false.

There is a limted range of alternative responses a
Davi dsoni an coul d nmake to the charges | have just leveled. She
could: (1.) challenge the nmerits of the enpirical research in
guestion, (2.) deny that Davidson's clains are enpirical (and so
are not enpirically falsifiable), (3.) deny that children really
have “language” until they are four or so, (4.) accept |ess
stringent criteria for possession of the “concept of belief,” or
(5.) try to make a gradualist case, arguing that children have
t he begi nnings of the concept of belief and the beginnings of
| anguage at two and develop the two in tandemuntil they are four
years old. In the remainder of this section | wll exam ne each
of these potential responses in turn.

So how good is the enpirical research | cite? It is fairly

wi dely accepted in the developnental literature, and to the
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extent there is disagreenent, there are few who would | ocate the
devel opnent of an understandi ng of objectivity and fal se belief
as early as the second year, when | anguage energes.ﬁl The debate
has primarily been between those who hold that such understandi ng
doesn’t energe until around the fourth birthday and those who
think it emerges sonetinme around the third birthday (e.g.,
Vel | man 1990; Sullivan and Wnner 1993). O course, argunents
fromauthority don’t hold any water in philosophy in the
twentieth century -- | certainly wouldn’t accept such an argunent
--sol will try to explain what the research has been and why |
find it convincing. This wll take a few pages.

Let’s take (ML.) first, the ability to recognize that a
belief may be false. A sem nal study on the devel opnenta
enmergence of this ability was conducted by Heinz Wnmer and Josef
Perner (1983). In this study, Wmer and Perner told children
sonme sinple, concrete stories which adults would judge to involve
fal se beliefs, and then asked the children questions intended to
reveal whether they, like adults, would judge the characters in
the stories to have false beliefs. One such story ran as foll ows
(experinment 2, abbreviated rendition taken from Perner 1991b):

“Maxi and the Chocol ate”

Maxi is helping his nother to unpack the shoppi ng bag.
He puts the chocolate into the GREEN cupboard. Maxi
renenbers exactly where he put the chocolate so that he
can conme back later and get sonme. Then he | eaves for
the playground. |In his absence his nother needs sone
chocol ate. She takes the chocol ate out of the GREEN
cupboard and uses sone of it for her cake. Then she
puts it back not into the GREEN but into the BLUE

cupboard. She leaves to get sone eggs and Maxi returns
fromthe playground, hungry.

4 Alan Leslie (1988) is a possible exception.
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Test Cpestinr: “Where will Maxi | ook for the
chocol at e?” L&

This story was told not just verbally, but with the use of
puppets and m ni ature cupboards, so the children could better
focus on what was going on. It was hoped that children who
understood the possibility of false belief and the conditions
under which fal se beliefs were acquired woul d guess that Maxi
woul d | ook in the green cupboard, and that children who did not
recogni ze the possibility of false belief or who were confused
about how fal se beliefs were acquired would guess that Maxi woul d
| ook in the blue cupboard.

Young children perforned quite poorly on this test, al nost
never guessing that Maxi would |l ook in the green cupboard. Four
and five year olds answered correctly about 50% of the time, with
five year olds -- but not four year olds -- performng at ceiling
if told that the question was tricky, and that they should “stop
and think.” Four year olds were hel ped substantially if the
story was changed so that all the chocolate was used up in the
cake, in which case the actual presence of the chocolate in the
bl ue cupboard woul d not be a distraction to the recognition of
the fact that Maxi would | ook in the green cupboard. Even in
this last condition, however, the three year olds failed 85% of

the time to guess correctly.

15 Since this experinent was conducted in Sal zburg, | presune that it was conducted in
German and this is a translation. | suppose it is sonething of a question whether the
capaci ties of German-speaki ng and English-speaking children mght differ on such tasks. |
have not seen any results which suggest that they do, and at |east one study that suggests
they do not (Perner, Leekam and Wnmrer 1987). Penny Vinden (1996) has found differences
in the devel opnental timng of this capacity between children in our culture and those in
certain pre-literate cultures, however.
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The fact that children under four consistently failed these
tests could not be explained by the failure of the children to
understand words |i ke ‘know,' ‘believe,’” etc. because such words
were not used in the experinent. Mny three year olds did forget
where Maxi originally put the chocol ate, but the four year olds
did not forget and still perforned poorly; furthernore, in a
simlar experinment conducted |ater (Perner, Leekam and W nmer
1987), the great mpjority of three year olds did renenber the
rel evant facts -- including an additional fact which was
enphasi zed, that Maxi did not see his nmother nove the chocol ate
-- and their performance was still below 50% (Young three year
ol ds answered correctly 21%of the tine, older three year olds
60% of the tine.)

What m ght explain these results? One hypothesis that has
been proposed is that the problemis not with recognizing the
possibility of false belief, but rather with understanding the
condi ti ons under which false beliefs are fornmed (W mer, Hogrefe,
and Sodi an 1988; Leslie 1988). Another possibility is that
children recogni ze that the characters in the stories have false
beliefs, but don’t understand the connection between belief and
action well enough to guess that the false beliefs will lead to
unsuccessful actions. A third possibility is that there is some
sort of linguistic failure: The children don't understand the
guestion, interpreting it, e.g., as a question about where the
chocol ate really is.

A variation by Gopni k and Astington (1988) of an experi nent

originally designed by Hogrefe, Wmmer, and Perner (1986)
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suggests against the first two of these interpretations. In this
experiment, children are presented with a typical container, for
exanple a “Smarties” box (Smarties are a candy well-known to
British and Canadi an children), and are asked what is inside.
Natural ly, they answer, “Smarties.” The box is then opened and
the children are shown that it really contains a pencil. In the
original experinment, the container was reclosed and the children
were asked to guess what their friend, waiting in a separate
room would think was in the Smarties box if it was shown to him
all closed up. As suspected, the children tended not to predict
a false belief -- they said their friend would think a pencil was
in the box. |In the Gopnik and Astington variation on the
experinment, the children were inquired instead about their own
previous belief: did they think, when they first saw the cl osed
box, that there were Smarties in it, or did they think it
contained a pencil? Amazingly enough, a majority of three year

ol ds reported that they had thought the box contained a pencil.
This result cannot be attributed to the children’s generally poor
menory; they remenber quite well when their past belief is a true
one, when the Smarties are visibly replaced with a pencil. The
result al so cannot be explained by the children’s reluctance to
admt their own past error; they do just as poorly when asked to
report another child s m stake (Wmer and Hartl 1991).|£:| In
fact, Wmer, faced with his own experinental evidence, was
forced to recant his earlier position, cited above, that the best

expl anation of his and Perner’s 1983 experinments was not that the

16 This experinment was conducted in German.
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chil dren m sunderstood fal se belief but rather that they did not
understand the conditions under which false beliefs were forned.
In the task at hand, know edge of how beliefs are forned is not

necessary and cannot explain the children's failure.

The possibility that the children’ s poor performance may be
due to linguistic failure is contravened by the the fact that
experiments conducted using a wide variety of tasks and question-
types have generally produced the sane results. Sonme have not
used questions at all, but sinply notivated the children to
decei ve anot her person, though the results on these experinents
have been nore m xed (see Sullivan and Wnner 1991, 1993; Sodi an
1991; Sodian et al. 1991; Peskin 1989 reported in Perner 1991;
Hal a, Chandler, and Fritz 1991). Furthernore, even if there were
systematic |inguistic m sunderstanding throughout this w de
variety of tasks wouldn’t the nost natural explanation of the
consi stency of such m sunderstandings be the children’s failure
to grasp the concepts being tested for?

These experinment, in conjunction with Wmer and Perner’s
1983 experinents, strongly suggest that children have difficulty
under st andi ng the concept of false belief before they are four
years old, even to the point of m srenmenbering recent events
i nvolving fal se beliefs. Gopnik (1990) conpares this active
m sremenbering with that of a person commtted to a theory who
m srenenbers an anonal ous event in such a way that it conforns
with her theory. (I will discuss children and theories in

substantially nore detail in nmy next chapter.) Viable
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alternative explanations of these experinments and others I|ike
t hem have not been forthcom ng.

A second ability Davidson requires before he is willing to
grant that a creature has the concept of belief is an
under st andi ng of the “objective-subjective contrast” (M.).

Davi dson does not explain exactly what he thinks understandi ng
this contrast involves, but | think it is fair to assune that it
i nvol ves understandi ng at | east

(M2*) Things can sonetines appear to be one way when

really they are quite another.

A creature who did not understand (M2*), who did not understand
the difference between appearance and reality, would necessarily
not satisfy (I\/Q.).

The devel opnent of the understanding of (M2*) in young
chil dren has been studi ed extensively by John Flavell and his
col | eagues (for exanple in Flavell, Flavell, and G een 1983,
1989; Flavell, Green, and Fl avell 1986; Flavell, G een, Wahl, and
Fl avel | 1987). In one experinent (Flavell, Flavell, and G een
1983), Flavell showed three and four year old children a sponge
that | ooked like a piece of granite. Wen they first sawit,

nearly all the children said it was a rock. Then the

7 sullivan and Wnner (1993) and Vel | man (1990) have managed to elicit, under very
particular conditions, correct responding to simlar experinents in children in their
early threes, but it is doubtful that such responses are indicative of a general
under standi ng of false belief. And even if we were to take such experinments as revealing
a real understanding of false belief, that still would not save Davidson’s thesis, since
the onset of |anguage is nuch earlier, usually before the child s second birthday. Jerry
Fodor (1992) is one who interprets Wellman’s results as suggestive of real understanding
but even he, despite his nativist pronptings, is not brave enough to attenpt defense the
view that the understanding of false belief energes as early as the second year

18 Those interested in exploring the variety of meanings the term “objectivity” has
taken in recent philosophy are directed to Elisabeth Ll oyd (1995)
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experimenter squeezed it and allowed the child to do so. The
child was then asked two questions:

(A.) Wien you look at this with your eyes right now, does
it look like a rock or does it look like a piece of
sponge?

(B.) What is it really, really? Is it really, really a
rock or is it really, really a piece of sponge?

The younger children did not performvery well on this kind of
test, tending either to give “phenonenalist” answers to both
questions (it looks like a rock and really is a rock), or
“realist” answers to both questions (it |ooks Iike a sponge and
really is a sponge). Simlar results were found with stone eggs,
red tiles noved behind sheets of plastic to | ook black, and many
ot her objects (with different proportions of realist versus
phenonenal i st answers for different objects). |In the vast
majority of Flavell’s experinents, three year olds tended to

resi st saying that things could | ook one way and really be

anot her, suggesting a |ack of understanding of (M2*) (and

t herefore (NQ.)).E] This resistance persisted despite efforts on
Flavell’s part to make the tasks and | anguage as sinple as
possible, and even in the face of attenpts to train the children
in proper use of the distinction (Flavell, Geen, and Fl avel |
1986; Flavell, Geen, Wahl, and Flavell 1987). Interestingly,

Gopni k and Astington (1988) found age-i ndependent correl ations

1% ne night object that perhaps in the child s worldview a sponge rock is really a
rock, just an unusual kind of rock, and so in the exanple cited, it would be perfectly
acceptable for the child to say both that it looks like a rock and really is one. This
obj ection may be plausible for individual cases, but does not address the fact that across
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bet ween performance on these tasks and performance on the false-
bel i ef tasks descri bed above.

There are a few difficulties, | think, with Flavell’'s
experinments. For exanple, there may be linguistic difficulties
for the children, interfering with their performance on the
tasks. (Flavell tries to control for this in Flavell, Geen,
vahl, and Fl avell 1987, but | do not think he succeeds.E$ Al so,
there are a few tasks on which the children did seemgenerally to
be able to give the right answers, although these were only a
smal | percentage of the total tasks Flavell reports and not
unl i ke other tasks on which he reports failure (the nost notable
exanples are in Flavell, Flavell, and Geen 1983, exp. 1).

Still, the overall weight and diversity of Flavell’'s tasks is
inpressive, as is the children's remarkable resistance to
t r ai ni ng.

Al t hough Flavell’'s studi es discussed here, and Wnmer’s and
Gopni k' s di scussed above, may not be conpletely inpervious to the
chal | enges of skeptics -- what study is? -- they are at | east
hi ghly suggestive, and on the occasions they have been adapted in
attenpt to address the challenges of critics (for exanple, by
changi ng the | anguage or details of the tasks), they have
continued to generate results simlar to those cited here. For

t hese reasons, | think Davidsoni ans have a tough road ahead of

a wide range of cases it is difficult to get children to distinguish between appearance
and reality.

If you read the experinent, conpare the children's perfornance on the “senantically
transparent” A-R task with their nuch better performance on the “Pieces 1" task,
supposedly a control task. Wy shouldn’t the latter task be considered a better test of
their ability than the nore linguistically laden forner task? In fact, the Pieces 1 task
better matches Flavell’s own description on p. 128-129 of how an appearance-reality test
m ght be performed with minimal |inguistic demands.
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themif they wish to stake their philosophical position on the
ganbl e that such studies are wildly mstaken -- so far off as to
| ocate the devel opnent of capacities at four years which actually
enmerge during the second year.

After this long diversion into enpirical psychol ogy, the
reader may need rem nding of where we stand. | have argued that
Davi dson’s position that | anguage and the concept of belief are
nmut ual | y dependent commits himto a strong devel opnental thesis:
t hat | anguage and the capacities described by (ML.) and (M.)
enmerge sinultaneously. The enmpirical work | have cited suggests
that this devel opmental thesis is untenable. |If so, Davidson’s
position nust be m staken.

Above | outlined four responses, other than challenging the
merits of the psychol ogical work in question, that Davidson m ght
nmust er agai nst the charge that his view has been shown
enpirically to be false. | shall now briefly discuss each of
t hese remai ni ng four responses (nunbered (2.)-(5.) above).

It is hard to see how the second response -- that Davidson’s
work is not enpirical and so is immune to enpirical refutation --
coul d possibly do. Although Davidson sometinmes clains that his
views are not enpirical (e.g., in 1982b, p. 317), it is plainly
the case that if Davidson holds | anguage to be imnpossible w thout
belief and thus w thout the concept of belief, then he nust hold
that there are no creatures who have | anguage but do not have the

concept of belief. This is a claimsubject to enpirical

2! For an interesting, philosophically informed discussion of recent work in this
area, the reader is directed to Perner (1991b).
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exam nation. |If it is found to be false, then nodus tollens
sonmet hing in Davidson's original position nmust be m staken. It
is a mtter of sinple |ogic.

Even if we were to grant that Davidson’s argunent was whol ly
a priori (whichit is not), we could still subject it to
enpirical exam nation. You can check a conplicated addition
problem for exanple, by counting beads. |f you get the wong
nunber of beads, you should re-exam ne your addition. If you
know t hat you counted the beads right, then you know that your
addi tion nust have been wong. For sinple arithnetic problens,
like two plus two, such enpirical checking is pointless, but for
conplicated addition problens, it can be hel pful (especially wth
an abacus or a calculator). Gven that Davidson’s argunment, to
the extent it is like an addition problemat all, is nore like a
complicated addition problemthan a sinple one, it is worth
checking. It it fails enpirically, it is flawed. Davidson
cannot dispel an enpirical objection, then, by saying that his
argunment is not an enpirical one.

The third possible response, that children do not really have
| anguage until they are four years old, seens wild on the face of
it. By the beginning of their second year, nost children are
already using their first words. By around ei ghteen nonths, they
are speaking in two-word sentences, and not |long after twenty-
four nonths, they are using grammar productively -- using plurals
and present progressives appropriately, and so forth, and

speaking in full sentences. Three year olds are capabl e of
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sust ai ned and conplicated conversations involving a wide variety
of speech acts. Their grammar is not perfect, but I know no one
who woul d want to equate poor grammar with conplete |ack of
[inguistic ability -- especially, | imagine, not the Davidson who
wote “A N ce Derangenent of Epitaphs” (1986), an apology for the
mal apropi sm defending the position that real |inguistic
conmuni cati on can take place even when one party is hopel essly
bad at |exical choice.
How coul d one possibly deny that three year ol ds have

| anguage? | do see one route by nmeans of which Davidson could do
this. In “Conmmunication and Convention” (1985a) and “The Socia
Aspect of Language” (1991), Davidson endorses sonething like a
Gicean (or Lew sian) position regarding the structure of
i ntentions behind | anguage (not that he agrees with Gice or
Lew s in other respects):

I f communi cati on succeeds, speaker and hearer nust

assign the sanme neaning to the speaker’s words.

Further, as we have seen, the speaker nust intend the

hearer to interpret his words in the way the speaker

i ntends, and he nust have adequate reason to believe

that the hearer will succeed in interpreting himas he

intends. Both hearer and speaker nust believe the

speaker speaks with this intention, and so forth..

(1985a, p. 22).
One might legitimtely wonder whether a three year old could
engage in so sophisticated a thought-process. Al though Davidson
iswlling to allow that such intentions as are necessary for
communi cation may not be (and normally are not) “consciously

rehearsed” or “deliberately reasoned” (1991, p. 7), it may well

be that three year olds are not even capable of inmplicitly
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form ng such conplicated intentions (whatever that involves).
(See CGomez 1994, however, for a defense of the view that, in sone
sense, they do formsuch intentions.) |If conplicated Gicean
intentions are necessary for |anguage use and if they are

unavail able to three year olds, then plainly three year olds are
not capabl e of |anguage.

This woul d be a desperate route of escape for Davidson, |
think. It seenms nmuch nore sensible to deny the antecedent of the
| ast conditional than to accept the consequent. Even if one did
wish to lift Davidson out of the difficulty I have posed for him
by claimng that three year olds are not capabl e of |anguage,
doi ng so woul d place Davidson in a new difficulty: he would have
to say, of course, that they had no beliefs either. (That’'s the
whol e point!) This seens even a funnier thing to say than that
t hey have no | anguage. Alison Gopnik has remarked that it is
difficult to tell fromcasual conversation with a four year old
whet her she will be able to pass the fal se belief and appearance-
reality tasks. Are we to believe, then, that half of these
children, superficially indistinguishable fromeach other, have
beliefs and the other half don't? (O, for that matter, that we
are engaged in a linguistic exchange with half of them but not
with the other half?)H

The fourth possibility I suggested as a response a
Davi dsoni an m ght make to the enpirical difficulty in question

involves a revision of Davidson's criteria for the “concept of

22 Nlison Gopnik made this remark in response to a tal k defending Davidson given by
John Heil at Berkeley in spring of 1994.
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belief.” Perhaps if these criteria were suitably rel axed,
energence of the concept of belief in children could be nmade
synchronous with the energence of |anguage. One candidate for
such a criterion that suggests itself, perhaps because it has
been studied so wdely, is the appreciation of object permanence,
first studied in depth by Piaget (1954). The devel opnent of an
under st andi ng of object permanence -- that is, the understanding
t hat obj ects continue to exist even when they are not i medi ately
bei ng perceived -- seens to be a devel opnent closely tied to an
under st andi ng of the existence of an objective world. It is also
a devel opnent that reaches fruition about the sane tinme | anguage
use is getting started in earnest, around the m ddle of the
second year (at |east according to Piaget; but see Baillargeon
1987; Spelke et al. 1992). It is at this tine, according to
Pi aget, that infants generally come to understand that nost
hi dden obj ects exist sonewhere and that systematic searching will
generally pay off. Also, like | anguage, devel opnent of the
concept of object permanence has roots extending back into the
first year. It is generally during the latter part of the first
year that infants learn to search in a rather limted way for
obj ects that have been hidden fromthem

Anot her capacity that energes at about the same tine as
| anguage is the capacity for imaginative pretend play, the
ability to treat an object or situation as somnething other than
what it is known really to be (Piaget 1951). Perhaps, then

Davi dson coul d avoi d the charges of asynchrony by nodifying his
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criteria for a creature’s having the “concept of belief” to
sonmething like (M’) that the creature has the capacity to engage
in pretend play, and (M2') that she be able to recognize the
conti nued exi stence of objects independent of her own perception.
Al t hough sonme connections could clearly be drawn between
(M) and (ML.) the ability to recognize that a belief may be
fal se, as well as between (M2’) and (M2.) an understandi ng of the
“subj ective-objective” contrast,” there would be sone weaknesses
in such a nove. First, it is not clear anynore that what is
bei ng reveal ed warrants the title “the concept of belief” and so
there is the risk that Davidson will |ose his purchase on
what ever intuitive appeal there m ght have been in the claimthat
belief requires the concept of belief. Second, and probably nore
i nportant, the adoption of (ML") and (M2') looks ad hoc; it is
not clear what the connection is supposed to be between these
capacities and the capacity for |anguage. Evidence suggests, in
fact, that devel opnent in object permanence is not better
correlated with devel opnment in linguistic ability than are ot her,
apparently unrel ated cognitive devel opments (Gopni k and Meltzoff
1993). Piaget has argued for a connection between the capacity
for pretend play and the devel opnent of |anguage: both, he
thinks, require the capacity to regard itens in the world as
“synbol s” (1951), but such an argunment seens renote from
Davi dson’ s concerns and woul d require a substantial retooling of

hi s argunents and positions.
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The fifth and final proposal that m ght be offered on behal f
of Davi dson as defense against ny enpirical objection is perhaps
the nost sensible; yet at the sane tine, it is vague and
unsatisfying and, like the previous proposal, rather ad hoc. It
is this: Language and the concept of belief do energe
si mul taneously. They both enmerge slowy, starting during the
second year and culmnating in the fourth. That is, until the
fourth year the child doesn’t really fully have the capacity to
use | anguage, just as the child does not fully understand fal se
bel i ef and the appearance-reality distinction. Likew se, during
t he second year the child does have the begi nnings of an
under st andi ng of false belief and the appearance-reality
distinction, just as the child has the begi nnings of |anguage.

If this proposal is to be nore than just a ploy, it has to be
fl eshed out to sonme degree. Perhaps the nost prom sing avenue in
this regard would be to incorporate parts of what | have said in
the previous two proposal s: The seeds of the concept of beli ef
lie in the capacity for pretense and and understandi ng of object
per manence, and the failure of three year olds to be fully
i nguistic consists in their incapacity to entertain conpl ex
Gicean intentions. O course, nore woul d have to be said here,
and it would have to be hoped that devel opment of the capacity to
entertain Gicean thoughts is synchronous with (ML.) and (M.),
but the position is not absurd.

Still, the position is a strained one. To anyone not view ng

devel opnent through the | ens of Davidsonian theory, it nust
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certainly seemthat a toddler’s capacity for |anguage far
outstrips any understanding that toddl er m ght have of the nature
of belief. At 36 nonths, we find preschool ers saying such
conplex things as “You need to get your own ball if you want to
play ‘“hit the tree’” and “When | grow up and |I'm a basebal |
player, I’'ll have ny baseball hat, and I'Il put it on, and |||
pl ay basebal |” (Shatz 1994); yet at the sanme tinme these very sane
preschool ers are making the grossest, nobst naive errors on such
si mpl e-seem ng tasks as those studied by Wmmer, Copnik, and
FIaveII. It is a strech to say of a child at 30-36 nonths
either that she has the beginnings of an understandi ng of false
belief or that she is not fully linguistic (and thus doesn’'t
really have full-fledged beliefs); Davidson, if he is to take

this route, must say both.

In this section | have argued agai nst Davidson’s second, nore
serious argunment against the possibility of belief wthout
| anguage. The argunent was divided into two prem ses: (Pl.) that
belief requires the concept of belief and (P2.) that a creature
wi t hout | anguage coul d not have the concept of belief. | was
willing to grant (P2.), though | thought doubts could be raised
about it, and focused ny attack on (P1.) It was shown that
Davi dson provides no real defense of (PlL.), and Heil's attenpt to

defend the prem se on Davidson’s behalf was found to be weak.

2 Actual ly, these sentences are exanpl es of speech froma toddl er who previously
di spl ayed at | east one instance of what would seemto be a recognition of the capacity for
fal se belief (Shatz 1994, p. 160). Still, the sentences do not seemto be different in
kind from sentences uttered by other three year olds who consistently fail on the false-
bel i ef and appearance-reality tasks.
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Since (Pl.) does not | ook independently plausible, its |ack of
argument ati ve support is a serious shortcom ng. Furthernore,
presented reasons to think that (Pl.) conmts Davidson to a
position that flies in the face of substantial enpirical evidence
from devel opnental psychology. | inmagined five rebuttals

Davi dson m ght nmake to this enpirical objection and underm ned
each in turn. In the final section of this chapter | shall
present a positive argunent on behalf of the possiblity of infant
and ani mal belief.

Let me conclude this section with a speculation. A reaction
several readers of Davidson have had to these sections is that |
have m ssed Davi dson’s real argunment agai nst animal belief. The
argument goes sonething like this: W have excellent reason to
t hi nk that believing goes hand-in-hand with the interpretation of
ot her speakers’ utterances (see, e.g., Davidson 1973/1984,

1974/ 1984). But, obviously, creatures w thout |anguage cannot
interpret the utterances of others. Therefore, they can have no
beliefs. Indeed, it does seemright to say that the rejection of
infant and animal belief is a natural outcone of Davidson's
systemas a whole and its particular reliance on the idea of
“radical interpretation”; and | would speculate that it is this
relation, nore than the argunents described in this chapter, that
drives Davidson to his position on infant and ani mal belief.

Wiy, then, does Davidson not appeal to this reason explicitly in
hi s defense of the view that belief requires |anguage? One

reason suggests itself: Showi ng that his views on radica
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interpretation inply that belief requires | anguage does not show
that belief actually does require |anguage; one phil osopher’s
nodus ponens, it is sonmetinmes said, is another’s nodus tollens.
The reader m ght wal k away nore convinced that Davidson s views
on radical interpretation are m staken than that belief requires
| anguage. Therefore, Davidson's position is best bol stered by

i ndependent reasons for accepting the view that belief requires

| anguage -- and it is only to those reasons that he explicitly
appeal s.

For this chapter really to be conplete, then, perhaps I
shoul d include a section treating Davidson's views on radica
interpretation in which | both assess their plausibility and show
their connection with the view that belief requires |anguage.

The reader, however, will be spared fromthis potentially |ong
and arduous exercise. |f Davidson chooses not to include such
reasons explicitly anong his defenses of the view that belief
requires |language, then | do not see that a person who is not
interested in Davidson interpretation for its own sake should
feel conpelled to address those reasons in critiquing Davidson’s
articles: He appearently nmeant the articles to be free-standing.
Furthernore, | would add that the task of interpreting Davidson' s
work on radical interpretation is no nean feat and would | ead us
quite far fromthe topic at hand. |If the reader finds Davidson's
work on this topic so conpelling as to force the rejection of

anything that contradicts it, | doubt there is anything | could
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do, short of devoting ny entire dissertation to the topic, that

woul d have any chance of reversing her position on the matter.
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3. The Word ‘ Belief’

I have attacked Davi dson on enough fronts, | hope, to
convince the reader that his argunents against infant and ani ma
belief are not conpelling. This does not by itself, of course,
show Davi dson’s conclusion to be false. There mght be a
power ful argunment Davi dson m ssed. The conclusion m ght even
(though right-thinking philosophers quail at the suggestion) be
true despite a |lack of any good argunent at all on its behal f.
The point of this section is to convince the reader that this is
not the case.

For reasons discussed in the introduction to this chapter, |
take the central question here to be a question about the use of
the word ‘belief.” The question is whether certain borderline
uses of the word, picking out nmental states of infants and
ani mal s, ought to count as correct and literal usage. Al though
one might think to treat this as a question about ordinary
| anguage, | set such considerations aside in this case for two
reasons: (1.) | don’t think ordinary |anguage yields a decisive
answer to the question of whether infants and ani mals have
beliefs (although certainly the sentence S thinks that p can be
used in ordinary parlance to talk about the nental states of
infants and animals, | don't think the same is obviously true for
S believes that p -- see Nelson 1983); and (2.) | think our
pur poses as cognitive psychol ogi sts and phil osophers of mnd may
be sufficiently at variance with the purposes of ordinary users

of English that the nost hel pful understanding of the term
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‘belief’ for us may not match exactly with that of ordinary
usage.

There are two techniques that are often used to resol ve
di sputes about whether to include a borderline or disputed usage
of a termas a correct and literal use. The first technique,
probably the nore famliar to phil osophers, it to attenpt to
define the termin question, or supply necessary and sufficient
conditions for its application, in such a way that it becones
clear whether literal use of the termwould cover the case in
qguestion. Although in chapter six | shall attenpt sonething |ike
this for the word ‘belief,” that will not be ny approach here.
Here | will pursue the second strategy of |ooking at our purposes
in the use of the termand determ ni ng whet her those purposes are
wel|l or poorly served by extension of the termto cover the
di sputed case in question

To get sonething of a handle on how this mght work for a
word like ‘“belief,” consider a nore nundane termlike
‘restaurant.’ Ernie’'s Bar has a kitchen in back from which
patrons can order overpriced pizza, nachos, buffalo w ngs, and
the like. 1Is it a restaurant? According to nunicipal code it
is. It is subject to the taxation and regul ation appropriate to
restaurants, which is stricter than that applied to supermarkets
and conveni ence stores which al so sonmetimes sell prepared food.
On the other hand, if a few of your friends were hungry and
interested in going to a restaurant and you suggested Ernie’s

Bar, they m ght respond, “that’s not really a restaurant.” O if
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you were to give your friend Angela directions to your new house,
sayi ng, “take Baker street off the freeway and turn right on the
first block with a restaurant on the corner,” expecting her to
turn right when she saw Ernie’s Bar, you' d be likely to get the
poor worman | ost (even if she knows that Ernie’ s serves buffalo

wi ngs). Now we mght inmagi ne two phil osophers debating the
guestion of whether Ernie’'s bar was really a restaurant. How

m ght they resolve the question?

The debate shares a nunber of features with the debate over
whet her infants and animals have beliefs. Like the latter
debate, the restaurant debate has both a |inguistic and an
enpirical conponent. It can be cut into the two questions: (1.)
what are the conditions under which it is true to say of an
establishnment that it is a restaurant? and (2.) does Ernie’ s Bar
in fact satisfy these conditions? |If the disputants thought the
second question was the point of contention, they mght want to
go out and see whether Ernie’'s bar has separate tables, a full-
time cook, and so forth. Let’s suppose, however, that in this
case, like the infant and ani mal belief case, the dispute is not
primarily an enpirical one.l[:I The di sputants are both intimtely
acquainted with Ernie’s Bar. It is a dispute of the forner sort,
about what should properly be counted as a restaurant.

One thing the disputants m ght do, then, is analyze the term

‘restaurant’ in accord with our ordinary-I|anguage, pre-

24 Of course, this is not to deny that enpirical research night bear on the question
of whether various creatures deenmed borderline can be said to have beliefs, or even that
on sonme analyses it might be an open enpirical question whether infants and dogs have the
capacities judged necessary for belief. As a matter of fact, however, people have tended
to stay away fromthe latter sort of position (possible exception: Chater and Heyes 1994).
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t heoretical ideas about what institutions are restaurants. This
i s how phil osophi cal disputes have often gone. The termis

anal yzed either into ol d-fashioned sets of necessary and
sufficient conditions or into clusters of features thought to be
nore or |less central to the “restaurant” concept. |[If their
interest is in ordinary | anguage analysis, the debate m ght stay
at this level. |[If the disputants are open to the possibility of
deviations fromordinary use (as | hope philosophers will be in
di scussing ‘belief’) they mght begin to ask a second type of
guestion: What is the point of classing together all these things
we call ‘restaurants’ under that single tern? WII the purposes
that notivate this classification be better served if we include
Ernie’ s bar anong “restaurants” or not? At this point, it wll
beconme clear that for different purposes different
classifications mght be appropriate. If we are interested in
tal ki ng about the class of institutions to which one m ght go
with friends in search of a neal that m ght be an adequate
substitute for a neal prepared at honme, Ernie’s Bar will not
count as a restaurant. On the other hand, if we are interested
in tal king about retail establishnments with kitchens that shoul d
nmeet specific health standards, Ernie’s Bar may well count. This
may explain why your friends have different intuitions than city
regul ators about whether Ernie’s Bar is a restaurant. Only after
the purposes in using the termare made clear, will it seem

sensi ble to propose an analysis of it. But by then the debate

m ght be resol ved and an anal ysi s unnecessary.
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I will take such a pragmatic tack in my discussion of the
concept of belief. | wll argue that for nobst of the purposes
phi | osophers of m nd and cognitive psychol ogi sts have in using
the term it nmakes sense to include mental states of infants and
animals in the category we identify by neans of the term
‘“belief.” It will not, then, be necessary to propose a specific
anal ysis of the word ‘belief’ to resolve the debate: On any
sensible analysis of this termthat is sensitive to the general
pur poses of philosophers of mind and cognitive psychol ogists it
should turn out that infants and ani mals have beliefs. If a
phi | osopher wi shes to use the termfor some specific purpose that
mandat es the exclusion of infants and animals as potenti al
bel i evers, that purpose ought to be nmade cl ear beforehand, and it
ought to nmade clear that the understanding of belief invoked is
intended to be useful only within a specific restricted domai n of
inquiry and not across philosophy of mnd and cognitive
psychol ogy generally.

The position, then, is a strong one. It is not to be
confused with the nuch weaker claimthat, whatever the reality
behi nd the behavior we see is, it is convenient to treat infants
and ani mal s as though they had beli efs. On ny view, infants and
animals really do have beliefs, supposing ‘belief’ in this
sentence to be given the sense | endorse. And not only do | hold
this, but | also think that on any general - purpose anal ysis of

belief one wi shes to propose for philosophers of mnd and

25 This position is often associated with Daniel Dennett (1987), although he may not
be as anti-realist as he sonetines appears (see his 1991b for a discussion of this).
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cogni tive psychol ogi sts, one nust be willing to grant that
infants and animal s have beliefs. In this sense, ny position
about animals and ‘belief’ is different fromny position about
Ernie’s Bar and ‘restaurant,’ since in the latter case | did not
see the preponderance of purpose wei ghing so heavily on one side
of the question.

I am assumi ng for the argunent that we are all phil osophers
of m nd and cognitive psychol ogi sts here, interested in the word
‘“belief’ because we think it plays a role in a hel pful folk
psychol ogy and can be inported w thout serious damage into a
sensi bl e scientific psychology. As such, we feel free in a
scientific or philosophical node, if the evidence is right, to
say of a creature that it has sonme belief or other. Abstracting
away from (admttedly inportant) interpersonal, political, and
ot her such situationally variable factors, | think our purposes
in doing so are two:

(GL.) W want to predict and explain a creature’s behavi or.
(&.) W want to predict and explain that creature’s
phenonenol ogy.
On ny view, the purposes described in (GlL.) and (&2.) are happily
met if we extend our belief ascription practices to cover
infants, apes, and dogs. |If so, then unless there is sone other
overridi ng purpose that gains our devotion, there will be no good
reason not to count such an extension as a literal and correct
use of the term‘belief.” W are, after all, nmaking a practica

deci si on about where to draw our |ines.
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Let’s | ook at our behaviorally based reasons for belief
ascription (Gl.) first. Think about Kims cat, Baby. Every
eveni ng, Baby hears the can-opener and food is placed in her
di sh. Today Baby has not eaten since morning. Now it is evening
and Baby has a drive or desire -- or disposition, if you prefer
-- to eat cat food. Suddenly, she hears the can-opener! Baby
runs into the kitchen where her food dish is. A behaviorist
m ght say that what we have here is a sinple case of operant
conditioning. Certainly there are exanples of nore conpl ex
cognitive processing in cats than this. Yet notice that it is
perfectly natural to describe Baby’'s behavior as caused, in part,
by a nental state with many of the outward features of belief.
As a result of an auditory perception of the operation of the
can-opener, Baby’'s brain shifted into a state which, because of
the presence of a certain drive or desire, or at mninmma
certain kind of disposition, resulted in behavior sensitive to
the way things were in the world. This behavior will cause in
turn the satisfaction of Baby' s drive or desire for food, or the
instantiation and resultant slaking of her disposition to eat.
Considering the plethora of simlar exanples in Baby's life, we
may with justice conclude that Baby has brain states that are
belief-like in at |least the follow ng respects.

a. They may be caused by perceptual events.
b. They work in conjunction with desire-like states to

produce behavi or
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c. This behavior is sensitive to the state of the world,
which is to say it would normally be different if the
world were in a relevantly different state.

d. The states can “get it wong” about the world (for
I nstance, in cases of msperception) with the result
that they generate inappropriate behavior. In this
sense, we can say that these states have a “m nd-to-
world direction of fit” (Searle 1983), or that they are
“representational” (Dretske 1988, 1993).

e. These belief-like states sonetimes work productively
together with other belief-like states to produce
behavi or that could not result fromeither belief-like
state working alone. (Exanple: Baby sees Puddl es, an
eneny cat, lying in the path between her and her food
di sh, so she takes an alternate, roundabout route to
t he dish.)

f. These states have what | (follow ng Searle 1992) have
call ed “aspectual shape.” | argued for this point in
the first section of this chapter.

We have here a sizable array of behavior-related simlarities
bet ween Baby’s belief-1ike nental states and the beliefs of adult
humans. |If our interest is in behavior, on what basis mght we
be notivated to nonethel ess deny that what Baby has are “really”
beliefs after all?8 There nust be sone cruci al respect in which

the relati ons between Baby’s nmental states and her behavior
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differ fromthose of adult humans such that description of Baby’'s
cognitive states as “beliefs” just isn’'t warranted.

One candi date that may suggest itself is expressibility.
Baby cannot express her beliefs in | anguage; adult human bei ngs
can. But what exactly are we to nmake of this? The condition
that a creature cannot believe that p unless that creature can
express its belief that p seens plainly too strong. | believe
that nmy nother is Dutch, but that belief mght cause in ne so
much distress that any tine | try to express the belief, I faint
hal fway through. On a nore nundane |level, | mght have a belief
about exactly what shade of tangerine ny new Volvo is w thout the
verbal or artistic capacity to express this belief. Even the
weaker claimthat a creature cannot believe that p unless it can
express sone belief or other seens too strong. A car accident
m ght cause ny total paralysis, wping out nmy capacity to express
any of ny beliefs, wi thout thereby w ping out the beliefs
t hensel ves. Furthernore, it is just not clear why the capacity
for expression in either the weaker or the stronger sense (or
what ever ot her sense you wi sh to make of it) should be given
deci sive weight in the question of whether we should apply the
word ‘belief’ to the nental states of a creature. 2

| hope it is plain enough that if all we want is a nodel, not
necessarily accepted with any strong acconpani nent of realism
for the prediction and expl anati on of behavior, then a belief-

desire nodel of nental content will serve us handily. As Dennett

26 ne might say that their mental states are “not propositional” -- but this is
nmerely enpty jargon unless it is cashed out in some way relevant to our purposes in belief
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(1987) has suggested, if that is all we want, we can even often
get away with ascribing beliefs to hone conputers. People who
ascribe beliefs and desires to infants and animals do not thereby
go vastly wong in predicting their behavior. Hearne (1982) even
suggests that people (nostly academ cs) who do not see aninals as
creatures with beliefs and desires tend to fail in training their
pets and in predicting their behavior. Certainly, according to
Hear ne, nost professional animal trainers work with nodel s of

ani mal cognition which closely parallel their nodels of human
cogni ti on.

However, even if we confine our purposes in belief ascription
entirely to the explanation of behavior, we may want to occupy
nore of a realist position about belief than that described
above. W might -- depending on our philosophy of science --
hol d that a good expl anation of behavi or nust appeal to
mechani sns that not only generate the right predictions, but also
are the nechanisns really at work in the mnd. W want to tel
the truth. Thus, we may want to extend our base of evidence
beyond the nerely behavioral to include the biological. (If
there is any kind of evidence regarding the nmental states of
creatures beyond the behavioral and biological, it escapes ne.)
W may al so want to include sone discussion of phenonenol ogy,
grounded i n behavioral and biol ogical evidence. This latter

subject I will pick up shortly.

ascription.
27 MG nn (1982) nmkes a similar point.
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Do we have, then, any biological reason to draw a fundanent al
i ne between expl anations of adult human behavi or and the
behavi or of the nore interesting non-linguistic creatures? |
think not. Perhaps soneday we will have a biol ogy capabl e of
i nform ng us about exactly what features of hono sapiens are
responsi ble for their capacity to formbeliefs. Such know edge
may -- or may not -- allow us confidently to distinguish the
creatures capable of belief fromthose that are not and from
t hose that are borderline in various respects. Qur biology today
tells us nothing so rich. As far as | can tell, our biologica
know edge about belief is mainly this: Qur brains are sonehow
centally involved init. W can associate sone of the |arger
regions of the brain with a few specific cognitive capacities,
al though this work has not come very far yet. W mght even be
willing to speculate that the parts of the brain that are
evolutionarily the ol dest, such as the brain stem are not by
t hensel ves sufficient for the formati on of anythi ng we woul d want
to call a belief. Mre than this we really cannot say. And of
cour se babi es, apes, and dogs have brains with nmuch of the sane
gross structure as our own brains, and certainly much nore to
themthan just a stem For all we know biologically, then, the
brain works the sanme way for themas it does for us: (in part) by
harboring beliefs. Biology pulls nore in favor of infant and
animal belief than against it. One mght even think that it

creates a (defeasible) presunption in favor of aninmal belief.

2 O course, one might say that the fact that we have | anguage and these ot her
creatures does not shows that there are sone inportant biological differences among us --
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To sum One of our primary purposes in describing creatures
as having “beliefs” is to predict and explain their behavior. |

have argued that non-linguistic creatures can have nmental states

with a substantial array of belief-like features. |If we treat
t hese states as “beliefs,” incorporating theminto a belief-
desire psychol ogy of the creatures in question, we do well in

predicting and controlling the behavior of these creatures.

Furt hernore, we have no nore biological basis to doubt that our
predictive and expl anatory success is the result of the
creatures’ “really having” beliefs than we do in the human case.

| conclude that if we wish to deny the practical virtue of having
a notion of belief that covers infants and the higher mammals, it
cannot be because our ordinary purposes in explaining behavior
demand it.

VWhat about the other purpose | described, the one with the
phenonenol ogi cal cast? Do aninmals and prelinguistic infants have
mental states that play a belief-like role in their
phenonenol ogy? (By “phenonenol ogy” here | nean sonething |ike
subj ective, first-person experience -- what things are like “from
the inside” for the creature undergoing the experiences.) It
m ght seem hard to know exactly what woul d count as concl usive
evidence for or against this claim W appear to be plunging
into a domain fromwhich a certain skeptical ghost has never
gui te been vanqui shed, the one that whispers in our ears that it

is inpossible to know of the existence or nature of “other

di fferences, perhaps, large enough to warrant belief ascription in one case but not in the
other. The plausibility of this argument, however, seens to depend on the prior
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m nds.” Even, perhaps, if we are willing to set aside such
skeptical worries in the case of other adult human beings -- we
t hi nk our nei ghbor Jocko Lei bowitz nust have subjective
experiences that in inportant ways resenble our own -- we m ght
think it rash to bring on board relatively nore alien creatures
i ke infants and dogs.

But why? It is plausible to think our phenonenal experiences
are the product of our having brains of a certain type. Dogs and
newborns al so have brains -- brains, in fact, very much |ike our
own -- so why not grant that they, too, may plausibly be thought
to have phenonenol ogy? Certainly there are differences between
their brains and ours, but to hold that it is exactly those
di fferences that are responsible for our having phenonenal,
subj ective experience, and that other creatures |acking these
crucial brain features have no phenonenol ogy at all, is a piece
of specul ative neurobi ol ogy that sounds suspiciously Iike an
attenpt to save a troubled theory.

It looks for all the world like infants and dogs have
phenonenal experiences. They engage in behavior which, if
anal ogs were found in any adult, would draw us unhesitatingly to
t he conclusion that there was phenonenol ogy playing beneath. A
dog sniffs up close to a raccoon and gets sw ped across the nose.
He yelps, leaps in the air, and runs away. He whines and attends
to his nose. He is careful not to brush it against things for a

whil e, and the next time he sees the raccoon he keeps his

acceptance of a tight connection between | anguage and belief. It is no independent reason
to think that animals w thout |anguage cannot have beliefs.
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di stance. \Who but a phil osopher woul d deny that we was in pain?
A baby who has not been fed since norning enmits a certain high-
pitched squeal that her nother has come to associate with the
desire to be fed. The baby squeals continuously for a tine with
no obvi ous external cause, and upon seeing her nother increases
t he vol ume sonewhat, for a duration. Upon being presented with
her nother’s breast, the baby rel axes and begins to feed

voraci ously. Who but a philosopher would say that this baby
didn’t feel hunger?

So | hope it will not be thought that I am assum ng too nuch
if | accept that infants and dogs have a phenonenol ogy of sorts.
At the very |east, they can subjectively experience pain, hunger,
warnt h, |oud noises, and so forth. Descartes was alleged to have
ki cked a cat while asserting that animals are really nothing but
machi nes desi gned to squeak and make noi se but soulless and so
i ncapabl e of the subjective experience of pain (or anything
el se), but | do not think nost skeptics about aninmal belief today
woul d foll ow Descartes this far. Infants and ani mals nmay have
phenonenol ogy alright, but just not phenonenol ogy of the right
sort -- not the kind of phenonenol ogy associ ated w th genui ne,
honest-to-John belief. (Alternatively, the skeptic about aninal
belief m ght deny that the phenonenology is the inportant thing
-- but then he’'d have to rely on behavioral differences to do the
wor K. )

It is worth pausing for a nonent, then, to consider what kind

of phenonenol ogy is associated with belief. One piece of
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phenonenol ogy that might be thought to be rather central to
believing is clearly not available to creatures w thout |anguage:
t he experience of entertaining a verbal inage in one’'s head and,
in sone sense, feeling assent toward it. An infant cannot say to
itself, “I believe that Sesane Street will continue to attract a
wi de audi ence of young children” or even “Gee, that mlk was nice
and warm” An infant cannot express her beliefs in this
explicit, verbal way. |If one wshes to hold that this capacity
is a sine qua non of belief, then it follows directly that
infants and ani mal s have no beliefs. No el aborate argunentation
IS necessary -- except, of course, to convince us to adopt the
prem se that belief requires the capacity to entertain verba

i mages.

On the face of it, it doesn’'t seemvery plausible that belief
requires that capacity. Consider, again, ny brand new tangerine
Vol vo. Wiat color, exactly, do | think it is? | do have a
belief about its exact color. | would be surprised were | to go
outside and find the car to be sone different shade of tangerine.
But no way can | express this belief verbally or entertain it as
a verbal thought. And although sonewhere deep down | understand
that ny nother is Dutch, I am conpletely incapable of
entertaining a verbal representation of this fact -- it’s just
too traumatic for nme. There are many instances of beliefs we
cannot express with verbal inmages.

Al t hough I wouldn’t want to hang too nuch on it, an

interesting case is described by André Lecours and Yves Joanette
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(1980). These two psychol ogi sts studied an epil eptic French nonk
(“Brother John”) who, despite being on anti-seizure nedication
was apt to have fits of “paroxysmal aphasia” which enornously
i mpaired his capacity for the production and conprehension of
| anguage. Brother John reported proportional difficulty with
i nner speech. Although he clained to be able to “think clearly,”
he was apparently unable to render those thoughts in words, even
to hinmself. One interesting episode related by Lecours and
Joanette is the foll ow ng

Brother John was travelling to Switzerland by train when he
found hinmself at the height of an aphasic episode. He had never
before been to the town that was his destination, but he had
consi dered before the spell becanme severe that he was to
di sembark at the next stop of the train. Wen the train halted,
he got off, recovered his |luggage, and went in search of a hotel.
Al t hough presumably unable to read signs, he chose a building he
judged likely to be a hotel and showed the person at the
registration desk his nedic-alert bracelet. Wen the person
i ndi cated by gesture that the hotel was full, Brother John sought
and found another hotel and again showed his bracelet. He was
able to provide the clerk the informati on necessary to conplete a
roomreservation by showi ng her his passport, and was led to his
room Feeling depressed, he went downstairs in search of a snack
at the hotel’s restaurant, which he found by hinself. Upon being
given a nenu, he pointed at what he hoped to be the desserts
section, and was di sappoi nted when the waiter brought himfish.

After the nmeal he returned to his roomand went to bed to sleep
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off his fit. He awoke feeling enbarrassed and felt the need to
explain hinself to the registration clerk, who apparently lent a
synpat heti c ear.

O course, it is difficult to know how nmuch credence to give
to Brother John’s self-reports about his incapacity wth | anguage
during these aphasic episodes; and even if we do give Brother
John full credence, his reported aphasia, though severe, was not
conplete -- we was sonetines able to match words to objects (but
certainly not entire nmulti-word sentences). Nonetheless, it
seens plain that during these aphasic bouts Brother John's
capacity for intelligent action far outran his capacity with
| anguage. Furthernore, and of course nore centrally for ny
purposes, it seens unnatural and unhel pful to deny himthe
capacity for belief during these episodes.

Anot her potentially interesting source of exanples, which I
woul d |'i ke soneday to explore, would be studies of deaf people
wi t hout sign | anguage. | suspect their stories would not differ
greatly fromthat of Brother John. | amnot sure, however, to
what extent such people could be granted a capacity for
“language.” M guess woul d be that these people would create
stylized gestures by neans of which they could comunicate to a
[imted extent with those famliar to them \ether such
stylized communication, if it indeed occurs, should be terned
“l anguage” | amunprepared to say. |f not, then we have an
exanpl e of a whol e range of adult human bei ngs who are, unlike

Brot her John, continuously incapable of |anguage. Even if we
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want to grant that such people do have | anguage, we may want to
all ow the possibility that certain deaf people, for sone reason
or other, never |learn such a stylized repertoire of gestures. It
woul d be empirically irresponsible, | think, (yet all too typica
an exanpl e of philosophical hubris) to deny a priori that such
peopl e coul d be capabl e of a phenonenol ogy which | ooks for all
practi cal purposes |ike the phenonenol ogy of belief -- except, of
course, that it is acconpani ed by no verbal inmages.

We still haven't settled exactly what the phenonenol ogy of
belief is supposed to be. | have argued, or at |east suggested,
that it does not essentially involve the actual or potenti al
presence of a verbal image, sonething uttered in an interna
voice. Although it is not essential to ny argunent, let nme go
further and suggest what mght seemto sone a rather wld
position: that belief, considered by itself, has no phenonenol ogy
at all. Certainly it is true that we have at all tines a vast
nunber of beliefs with no i nmedi ately present phenonenol ogy. |
say to nyself now, “l believe Carter was President of the U S. in
1978.” | have had this belief since 1978, but it has not
i mpi nged constantly on ny consci ousness since then. For nost of
the tinme that has el apsed since 1978, this belief has occupied ny
head quietly, with no obvious phenonenal traces.

But, one m ght suggest, now that | amthinking of it, surely,
nmy belief has a phenonenol ogy! Well, what would this
phenonenol ogy be, exactly? | run a certain verbal inmage through

ny head -- | say to nyself, “Carter was President in 1978” -- and
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| feel some sort of assent or agreement with this claim This
verbal image and the feeling of assent acconpanying it do indeed
have a certain phenonenal character. But surely it is not these
that constitute nmy belief. They don't have the right properties.
The inmage and feeling cone and go; the belief stays. The inmage
has a particular English structure; the belief is independent of
the exact formin which it is expressed (i.e. it is the sane
belief as that expressed by “In 1978, Carter was President”).
Calling forth the image requires an act of will (albeit not a
prof ound one); having the belief does not. Thus, the inmage and
feeling, though they have a phenonenal character, are not the
belief. But | can discover nothing else in the phenonenol ogy of
bel i ef .

Havi ng the belief no doubt caused ne, in this circunstance,
to entertain the verbal inmage and feel assent toward it (or
per haps the verbal imge and assent are nanifestations of a
di sposition which is the belief). It may also cause nme, in other
circunstances, to feel surprise (if, for instance, | were to find
out that by sonme technicality of law Jimry Carter’s brother Billy
was actually president in 1978). Beliefs, of course, play an
important role in the generation of a wide variety of phenonenal
experiences. | feel anticipation and excitenent at the thought
of that beer in the fridge | amabout to drink, |I expect it to
taste a certain way, and | forman imge of what it will taste
like going domn. | amafraid that it will explode when | open it

up, since | just saw ny roommate shaking it. | feel disappointed
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and angry upon realizing that there is no way to drink the beer
and keep ny clothes clean at the sane tinme. In ny view, the role
belief plays in phenonenology is its role in the production,
behind the scenes as it were, of such images, feelings, and

enoti ons.

W shoul d ask, then, whether creatures w thout |anguage can
have such i mages, feelings, and enotions. The view that these
creatures have beliefs commits one to the view that, by and
| arge, these creatures do have this kind of phenonenol ogy, and
that their beliefs play a role in generating it.

I hope this will not seeminplausible. If we are willing to
grant, as | think we should, that infants and dogs have sone sort
of subjective, phenonenal experience, then | think we nust grant
that it goes beyond the pure sensations of hunger, pain, sound,
and the like, but also includes feelings and enotions of various
sorts. Ooviously, sone enotions are beyond the capacity of
infants and animals -- | doubt an infant could feel wounded
honor, for exanple -- but a basic enotional structure with
various colors of positive and negative affect, at least, is
surely present. And equally clearly, the enotions do not cone
and go at random but are affected by nmental states wi th sonething
of the look of beliefs. The baby becomes upset as a result of
the nental state she enters upon hearing her nother |eave the
room Ajax gets excited as a result of a nental state he enters
seeing Mary reach for the |l eash. Brother John, if he counts

during his aphasic episodes as a creature w thout |anguage, is
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di sappoi nt ed when he sees that the waiter has brought himfish
instead of a dessert.

Do these creatures al so formnonverbal inmages sonmething |ike
those found in adult humans? The case is perhaps a bit harder to
make here, but two considerations may cone to the rescue. First,
non-1linguistic creatures plainly have the capacity to renmenber
past events. |If we grant that these nenories have sone
phenonenal cast, it seens reasonable to conclude that they are
imagi stic. Second, there are scattered reports of “insightful”
probl em solving by primates that seemto require a capacity not
only to entertain nental images, but also to manipul ate them
creatively. For exanple, a primate suddenly joins two short
sticks together to make a |longer stick that can be used to hau
in a banana out of reach by neans of either stick al one (Kohler
1926) .

I f our purpose, then, it ascribing beliefs to adults is to
say sonething about how certain of their nental states relate to
t heir phenonenol ogy, that purpose may al so be served if we choose
to bring infants and dogs within the conpass of the term The
latter, it would seem also have nental states that play a
belief-like role in the production of their phenonenol ogy. Their
phenonenol ogy may be nore I[imted in sonme ways, but so long as we
are not tenpted by application of the word “belief” to grant them
a phenonenol ogy beyond them (e.g. of honor or verbal inmages),
then it seens that the extension of the termto these cases is

perfectly natural, and a help.
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Here, then, is a review of the argunent so far. It was
asserted, | hope plausibly, that the practical interests of
phil osophy of m nd and cognitive psychology in belief ascription
are primarily two. W are interested predicting and expl ai ni ng
behavi or and phenonmenol ogy. Qur purposes, therefore, in calling
a state a ‘belief’” will be well-served if we call those things
‘beliefs’ that relate in the right way to these two aspects of a
creature’s life (or, at the very least, are nmenbers of a class of
t hi ngs nost of which relate in the right way to the phenonenol ogy
and behavi or of creatures). | argued, first, that sonme non-
i nguistic creatures have nental states with belief-Iike
relations to behavior. These states have many of the formal and
causal properties of genuine adult human belief, are grounded in
a simlar biology, and may be treated as beliefs for the
effective prediction and mani pul ati on of behavior. Froma purely
behavi oral standpoint, it seened that there was no good reason
then, to deny extension of the term®“belief” to the nental states
of non-linguistic creatures. Likewise, | argued that there is no
good phenonenol ogi cal basis to deny the extension of the termto
non-linguistic creatures. G ven that we grant (on biol ogical and
behavi oral grounds) that such creatures do in fact have
phenonenal experience, it is natural to suppose that this
experience is not nerely perceptual but also involves enotions
and images. If it does, then it looks |like the sane states that
play a belief-like role in behavior have a belief-1ike bearing on
enotions and inmages. | argued that the ability to entertain

verbal images is not necessary for belief. | saw no distinctive
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phenonenol ogy of belief apart fromits role in producing inmages
and feelings on the basis of which it would nake sense to deny
beliefs to non-linguistic creatures.

In the word ‘belief’ we have a useful tool for describing the
mental states of creatures efficiently, with a broad range of
behavi oral and phenonenal inplications packed in. |If | tell you
that Mary believes there is a cat up in that tree, you wll be
warranted in drawi ng a nunber of conclusions. You know that Mry
hates cats, so you figure she wll be upset. You figure she wll
probably go out in the backyard and take the opportunity to
“teach the cat a lesson.” You figure that in her attenpt to do
so, she will approach the tree in question. And so forth. The
word ‘belief,’” if used to describe the mental states of A ax,
supplies simlar inferential power. |If | tell you A ax believes
there is a cat up in that tree, you may then predict that he wll
be barking excitedly up into the tree and clawing at its trunk,
he will be trying to detect any attenpt on the part of the cat to
escape, he is prepared to give further chase if necessary, he is
probably all wound up and, given his ranmbunctious nature, it wll
probably require at least fifteen mnutes for himto cal m down.
Qur hammer seens to work as well on eight penny nails as it does
on ten penny nails, so why should we use it only for the second
job? This question gains special point when we don’t seemto
have anything el se in our tool box that works nearly as well on
ei ght penny nails as that hanmmrer

It seens to ne the advantages wei gh heavily in favor of

giving the word “belief” a broad nmeaning, including infants and
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animals in our belief talk. Perhaps the nost decisive
consideration in favor of this approach is just that we don't
really have the tools to speak fluently about the nental |ives of
such intelligent but non-linguistic creatures without attributing
them beliefs or the other intentional states normally attached
thereto. Those who attack the idea of animal belief offer no
hel pful resources. Suppose we deny that Spot believes the
nei ghbor’s cat is in the tree as he stands, clawing at the trunk
and barking into the branches above. Certainly Spot is in sonme
mental state regarding that cat and the tree. Wat would that
state be? How are we to describe it? WII we be forced back
into behaviorist |anguage and/or neuro-speak?

There are sone alternatives. W might wish to retain nost of
t he fol k psychol ogi cal apparatus, discarding only belief (and
maybe one or two other terns considered inappropriate). Perhaps,
though “belief’ is taboo, we can tal k about what the infant or
ani mal perceives and expects, what her concepts are, even, maybe,
what she “knows” innately about the world. [I’mnot sure this
ki nd of strategy nmakes a | ot of sense. Can a creature expect or
know sonet hi ng about the world, or have concepts, w thout having
beliefs? Wy single out belief for rejection? And if belief and
desire are crucial elenents of our fol k psychol ogi cal
expl anations, as they often are said to be, are we to abandon al
such explanations -- or are “expectation” and desire expl anati ons

sonmehow better? |If we are going to give folk psychol ogy any
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reign at all in our talk about infants and animals, it seenms we
have to | et ourselves talk about beliefs. &

Anot her possibility, if we want to tal k about the cognition
of infants and animals w thout invoking the concept of belief, is
to invoke computer anal ogies, quite popular these days. If we
are serious and purist about our conputer anal ogi es, however, and
see adult brains also as essentially big conputers, and we think
t he same about ani mal and baby brains, why not grant that aninmals
and babi es have beliefs as adults do? |[|f, on the other hand, we
just want to use conputer analogies as a way to get around
t al ki ng about baby beliefs and we don’t think adult human brains
are really big computers, then we have comm tted ourselves to the
unl i kely position that babies, cognitively, are nore |like
computers than |like adult humans.

O her nmeans of tal king about infant and ani mal cognition
wi thout attributing beliefs to theminclude (1.) actually using
the word ‘belief’ to describe what’'s going on in their heads but
insisting continually that such use is netaphorical, or (2.)

i ntroducing a conpletely new set of terns, nmeant to apply
specifically to the cognition of |arge-brained, intelligent
creatures wi thout |anguage. | trust it is obvious why the second
strategy has not been widely pursued. The first strategy, if
taken seriously, collapses into an uncl ear version of the second:
if the word “belief’ is to be consistently given two different
readi ngs, wouldn’t it just nmake nore sense to enploy a different

word and so avoid anbiguities? A third strategy would be to

2% gee al so Routley (1981).
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i ntroduce a new taxonony of mental states, either with or w thout
roots in folk psychol ogy, nmeant to apply both to humans and
animals. | take it that this is what the “elimnativists” in

phi | osophy of mnd, for exanple, would like to do (Churchl and
1981; Stich 1983). Although | am not opposed to such an

anbi tious project, we seema long way off from being able to pul
it off successfully.

If we take fol k psychol ogy seriously, as | have been doi ng,
then we nmust grant that beliefs play a central, fundanental role
in our cognition. To deny, then, that a creature has beliefs
carries with it the suggestion that the creature’s cognition
l acking this crucial elenment, has a radically different structure
fromour own. An inmmense gulf yawns open, dividing creatures
capabl e of belief fromthose incapable of it, and we find
oursel ves standing al one on one side. Not only does this seema
m scharacterization of affairs, but it is one with potentia
noral consequences: If infants and aninmals are seen as so alien
to us as not even to share the fundanental elenments of our
cognitive processing, mght it not be tenpting to accord their
interests and welfare less weight than if we saw them as cl oser
kin? Surely it does not follow as a matter of |ogic that those
who wi sh to deny beliefs to these creatures hold themin |ess
esteem-- | know at |east one Davidsonian | amsure is an
excel l ent parent! -- but it would not be surprising, | think, to
find a correlation between the degree of regard in which a person
hol ds such creatures and the degree of simlarity that person

finds between the creatures’ cognition and her own.
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Certainly there is a great divide between the cognition of
creatures |ike ourselves and the “cognition,” if we want to cal
it that, of creature with what m ght be nore aptly called a
cluster of nerve cells than a proper brain. To use a pre-
Darw ni an nmet aphor, we mght think of such creatures as |ying at
the far end of a snooth and gentle spectrum procedi ng upward by
i npercepti bl e degrees toward humanity. At what point along this
spectrum the capacity for phenonmenal experience appears, and if
it appears suddenly or fades in by degrees, | amnot prepared to
say. But it seens to ne that the act of w thholding the word
“belief” fromdescription of a creature’s cognitive capacities
shoul d be used to mark the real difference between our cognition
and that of spiders, insects, and mornsE]rather than the
i nportant, but conparatively superficial, differences between our

cogni tion and that of our closest neighbors on the spectrum

30 However, Charles Darwin said of the nental qualities of worns,

We have seen that worns are timd.... Judging by their eagerness for certain

ki nds of food, they nust enjoy the pleasure of eating. Their sexual passion

is strong enough to overcone for a time their dread of |ight. They perhaps

have a trace of social feeling, for they are not disturbed by crawing over

each other’s bodies, and they sonetimes lie in contact. (1911, p. 34).
Darwi n al so argued that worns “possess sonme degree of intelligence” (1911, p. 99). |If one
isinclined to be a Darwinian in this respect, one mght wish to populate the far end of
the spectrumwi th bacteria and al gae i nstead.
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Chapter Three

An Account of Theories
Such That Children M ght Have ThenH

There has been a growing trend in devel opnental psychol ogy to
regard children as possessed of theories and to regard at | east
some of their cognitive devel opment as simlar to processes of
t heory change in science (Gopnik and Meltzoff 1997; Well nman 1990;
Carey 1985; Perner 1991b; Kitcher 1988). Sone proponents of this
trend in devel opnental psychol ogy have attenpted to nmake cl ear
exactly what they nmean when they say of a child that she has a
“theory,” but they have found only limted help in the phil osophy
of science: The standard phil osophical accounts of theories are
not well-suited to the discussion of non-technical, everyday
theories of the kind it is reasonable to think children m ght
have. Psychol ogi sts have thus been forced into the position of
devel oping their own accounts of what a theory is -- a useful and
rewar di ng task, no doubt, but one matching nore closely the job
description of philosophers than psychol ogists. In this chapter,
I will attenpt to remedy this failure of philosophy of science to
come to the aid of an actual science in need.

Specifically, I will offer an account of theories that --
unli ke the accounts currently on offer in philosophy of science -

- applies equally well to technically sophisticated scientific

! Parts of sections 3-4 have appeared in Schwitzgebel (1996), and are used here with
the kind permi ssion of Philosophy of Science.
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theories and to the everyday theories of ordinary people. Only
if we have an account of theories that applies to everyday
theories will questions about the role of theories in the
cognitive devel opment of children be interesting questions wth
non-trivial answers. Wth such an account of theories in hand,
will spell out exactly the points of disagreenent are between
peopl e who advocate the “theory theory” of devel opnent and those
who do not. Finally, I will suggest a new donmain of evidence by
means of which to test the theory theory.

An account of theories broad enough to include within its
scope both technical scientific theories and non-technical
everyday theories al so has val ue i ndependently of any concern
wi th devel opnental psychol ogy. Phil osophy of science can profit
froman account of theories that reveals commonal ities between
scientific theories and everyday theories and thus captures sone
of the continuities between scientific practice and everyday
life. Likew se, philosophy of mnd can profit froma description
of theories, to the extent theories play an inportant role in our
cognitive lives.

In this chapter, then, I will present an account of theories
that satisfies the follow ng desiderata: (1.) It nust nake sense
of the “theory theory” debate in devel opmental psychol ogy: Peopl e
who endorse the “theory theory” of devel opnent nust hol d that
devel opnent crucially involves theories in ny sense, and people
who reject the theory theory nust deny this involvenment. (2.)
The account must not |ose sight of the fact that scientific

t heories are paradi gm exanpl es of theories, and it nust
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i ncor porate observations from phil osophy of science into the

di scussion of theories. (3.) Good theories nmust in fact have nobst
of the properties we take themto have -- they nust be accurate,
predictive, explanatory, revisable in Iight of new evidence, etc.
(4.) The account nust be clear and sinple. In addition, | wll
claimfor ny account the followng final virtue, not strictly
necessary, but nonet hel ess useful for a variety of reasons: (5.)
The extension of the term‘theory’ on ny account will map nicely
into ordinary English usage. |If, as | think, this fifth virtue
hol ds, the account of theories | offer may be hel pful as a
starting point for other accounts of theories designed for other

pur poses.
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1. The Axiomatic and Senantic Views of Theory

In recent years, the philosophical discussion about the
nature of theories has taken the formof a debate between ol d-
fashi oned positivist views of theories (sonetinmes called the
“axiomatic view of theories”) and a newer approach devel oped by
Suppes (1962, 1967), van Fraassen (1972, 1989b), Suppe (1977,
1989), Gere (1988), and others. The semantic view of theories
is now in ascendancy w thin philosophy of science, although this
ascendancy is not consistently recognized outside phil osophy of
sci ence.

Wiile | think great virtues may be clained for the semantic
view of theories, | will suggest that, in its substantive
incarnations, it is too narrow to be a broadly useful account.
Not only does it fail adequately to characterize non-scientific
theories, but it applies awkwardly at best to many scientific
theories as well (in devel opnental psychol ogy, for exanmple).
special interest for ny project, of course, is the question
whet her phi | osophi cal accounts of theories could possibly apply
to the goings-on in the mnds of young children. It would seem
that neither the axiomatic nor the semantic views of theories,
when construed substantively, could do so, since they both appear
to require that those who subscribe to theories have a technica
conpet ence beyond that we can plausibly ascribe to young
chil dren.

According to the axiomatic view of scientific theories, a

scientific theory has two parts. It consists first of a set of
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axi oms which, together with a mathemati cal and | ogi cal cal cul us,
serve as the starting-point for the deduction of specific

t heoretical clains couched partly in theoretical vocabul ary.
Second, the theory contains a variety of “correspondence rul es”
or “bridge principles” relating the theoretical clains, which
usual | y thensel ves cannot be directly tested, to directly
testabl e clains couched entirely in |ogical and observati onal
vocabul ary. The function of a theory is to provide a basis for

t he deduction of particular enpirically verifiable clainms. These
claims may cone either in the formof predictions, if the truth
of the claimhas not yet been enpirically verified, or

expl anations, if the truth of the claimis already known.

(Expl anation and prediction have the sanme |ogical form the only
di fference being the evidential status of the deduced claim)
Proponents of the axiomatic view have differed with respect to
some of the details of this picture, but the elenents | have
outlined were generally accepted by the central figures. Hel pful
expositions of the axiomatic view of theories can be found in
Henpel (1952, 1965), Henpel and Oppenhei m (1948), Carnap

(1936/ 1954, 1966), Nagel (1979), and Suppe (1977, 1989).

Today, the “semantic” view of scientific theories, which I
will describe in a nonent, is nore widely accepted than the
axiomatic view A variety of objections have served to repe
phi | osophers fromthe axi omatic view, many of which are detailed
in Suppe (1977). Anmong the nore effective objections (to ny

m nd) are:
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(1.) The axiomatic view depends on a strict bifurcation of
scientific vocabulary into “observational” and “theoretical”
terms (the latter being partially interpreted in terns of the
former by neans of the correspondence rules). Even if one holds
(for exanple, with van Fraassen 1980) that sone clear sense can
be made of an observabl e-theoretical distinction, it seems
doubtful that this distinction can be nmade clearly in terns of a
split in the vocabul ary of science, as proponents of the
axiomati c view have proposed. Consider the property of being
round and the property of having an electric charge, the first
apparently a clear exanple of an observable property, the second
apparently a theoretical property. Nonetheless, there are cases
of round things too small to be seen and for which, therefore,
their roundness is not directly observable; |ikew se there are
cases of electric charges sufficiently large to be directly
observabl e, such as the charge | detect if | stick ny finger in a
i ght socket (Suppe 1989; Putnam 1962). Perhaps science could be
given a new vocabulary that, in a non-circular way, divides
itself properly between observational and theoretical terns, but
such a project would be extrenely conplicated at best.

(2.) The attenpt to provide an axiomatic, deductive system
for even the nost apparently axiomatic, deductive of sciences,

t heoretical physics, has generally nmet with only partial success,
and the project has not been seen as particularly useful in the
eyes of the scientists for whomit is supposed to be an aid

(Suppe 1989; Cartwight 1983).
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(3.) The account of explanation to which the axiomatic view
is commtted -- the view of explanations as deductions from | aws
covering the phenonena in question -- is plainly faulty. (For a
pai nst aki ngly detailed history of the problenms with this view of
expl anation, see Salnon 1989). It is possible both to have
deduction fromscientific | aws w thout explanation (for exanple,
one can deduce the height of a flagpole fromthe Iength of its
shadow, the angle of the sun, and | aws about the propogation of
light, but one does not thereby explain the height of the
fl agpol e) and to have expl anati on wi thout deduction from
scientific |laws (consider the kinds of explanations that
evol utionary biol ogy provides: Evolutionary biology can often
explain why a trait enmerged in a popul ation w thout necessarily
havi ng been able to deduce fromprior laws that that trait would
ener ge).

The senmantic view, in contrast, treats theories as nodels, or

famlies of nodels, “isonorphic” to phenonena in the real world
(or non-isonorphic if the theory fails). It is still, I think, a
little difficult to discover exactly what a “nodel” is supposed

to be on the semantic view (Downes 1993, for exanple, outlines
sonme confusions), but at least in the nost influential version of
the semantic view, the “state space” view (el aborated in van
Fraassen 1970, 1989b; Suppe 1989; Lloyd 1988), the interpretation
is conparatively clear. In the state space version of the
semantic view, a theory defines a systemw th some nunber N of

vari ables that take a range of values (often nunerical, but not
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necessarily) and an N-di mensi onal space consisting of sets of
ordered N-tuples of variable values. Each set of variable val ues
is alogically possible state of the system At any given tine,
the systemw |l be in exactly one of its logically possible
states, and the state it is in may change over tinme. The |aws of
the theory then serve to constrain either the evolution of
possi bl e states over tine, or they may provide synchronic
constraints on the set of states that a system may possibly
occupy at a tine. The ideal gas law (PV = nRT), for exanple, is
a law of the latter sort, constraining the values that variable P
can take given the values of V, n, and T (Ris a constant).

Newt on’s | aws predicting changes in position for masses, given
their velocities and accelerations, are |aws of the forner sort,
constrai ning the change in values of the variables over tine.
Such laws may either be deterministic, |like the ones | have
cited, or probabilistic. Wen the nodel is used, sone claimis
made about structural simlarities between the defined system and
actual systens in the physical world. For the ideal gas law, for
exanple, it could be clainmed that if the physical systemyou are
interested in nodelling is an encl osed vol une of gas, then the
actual range of states it will occupy will, ceteris paribus, be a
subset of the states allowable on the theoretical nodel
interpreting T as tenperature in Kelvin, V as volunme in cubic
nmeters, and so forth. (Alternatively, one mght wish to say that
the actualy systemw ||l be approximted by a subset of allowable

states, or would be in the subset of allowable states of the
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systemif the systemwere free fromthe influence of any but the
i ndi cated vari ables or paraneters.) |In such a case, one can say
that the mathematical system described by the theory, or sone
substructure of it, is “isonorphic to” the physical systemin
guestion. It is also generally held that the physical data

t hensel ves to which the theory is applied are typically cleaned-
up, idealized, and interpreted in the Iight of an understandi ng
of the experinent fromwhich they were obtained (Suppes 1962;
Suppe 1989).

Quantitative theories in the sciences do, in fact, seem
naturally suited to the semantic framework, and a nunber of
peopl e have attenpted to show how evol utionary theory can be fit
into the semantic nodel (LIoyd 1988; Thonpson 1983; Beatty 1981).
Evol utionary theory has been a particular focus in discussions of
the semantic view, since it has seened to some phil osophers of
bi ol ogy particularly ill-suited to explication confornmable with
t he axi omatic view of theories.

The semantic view of theories escapes the above-cited
objections to the axiomatic view. It requires no strict
di stinction between observational and theoretical terns (although
it is conpatible with such a distinction); it does not require
t he axi omati zation of scientific theories, and is conpatible wth
-- even well-suited for -- current views regarding the idealized,
ceteris paribus nature of scientific clainms (Suppe 1989;
Cartwight 1983); and it is not attached to the deductive view of

prediction and expl anation that has been so effectively
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criticized since the heyday of positivism Furthernore, it seens
to do no violence to many scientific theories to characterize
them as “nodel s” in the above sense. Defenders of the semantic
vi ew have been fond of pointing out that state-space nodels | ook
nore |ike actual scientific systens than axiomatic systens do
(Suppe 1989; van Fraassen 1989b; Lloyd 1988). We wll see,
however, that having as a desideratumthat the phil osophica
explication of a theory look simlar to the scientific
presentation of it can also cut against the state-space view.
There are, neverthel ess, a nunber of scientific theories --
especially theories whose primary wei ght does not rest on
gquantitative variables -- for which the semantic view does not
seem particularly suitable. Consider, for exanple, Ellen
Markman’ s (1989) theory of |exical devel opment in children.
Mar kman notes that all children, in |earning the neanings of
wor ds, nust overcome “Quine’s problent -- they nust be able to
learn, fromrelatively few encounters, exactly what class of
things is supposed to be picked out by a single word. [If an
adult points to a rabbit and says “gavagai,” the child nust
determ ne whether the adult is referring to the rabbit, the
rabbit’s ears, the color of the rabbit, the speed of the rabbit,
the particular species of rabbit, the class of animals in
general, or any of a nunber of the indefinitely many | ogical
possibilities. Children are remarkably good at this daunting
task and by the end of their second year are often able to guess
t he intended neaning of a word after a single use. Howis this

possi bl e? Markman' s theory descri bes several tacit assunptions
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chil dren make about the neanings of words that serve dramatically
to reduce the nunber of possibilities they nust consider.

One inportant assunption children nmake according to Markman's
theory is the assunption of “nutual exclusivity.” The principle
of mutual exclusivity demands that for each kind of object in the
world, there be at nost one | abel (parts of objects are thought
of as distinct objects for these purposes, so that ‘fin’ and
‘fish’ do not stand in violation of the nutual exclusivity
principle). Thus, for exanple, a child who hears a novel word
wi Il associate it with an object for which she does not already
have a word, if one is present, rather than with an object for
whi ch she already has a word. Also, if an object with a known
| abel is indicated by neans of a novel word, the child will think
that the word refers to sonething else, or to a part of the naned
object, rather than to the object itself. It follows fromthis
principle that young children will have difficulty |earning words
that do not apply to “basic-level” categories (dog), but rather
to superordi nate or subordinate categories (animal, terrier),
since to learn those words would require a violation of the
nmut ual exclusivity assunption. The nutual exclusivity assunption
woul d then work in conjunction with a variety of other
assunptions to help constrain the range of nmeanings a child m ght
judge a novel word to have.

Setting aside the question of whether Markman' s theory of
| exi cal acquisition is enpirically well supported, we can ask how
well it fits into the state-space semantic view of theories. |

believe that this view can only awkwardly be made to fit. The
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interesting parts of Markman's theories are not naturally thought
of in terns of variables and constraints on vari ables, and do not
seemto gain any clarity in being thought of that way: The theory
is nore prosaic than that. This is certainly not the way the
theory is ordinarily conceived or described by its adherents and
detractors. This latter point by itself is not necessarily an
obj ection to understanding the theory that way: The positivists
were happy to “explicate” a theory differently fromthe way
praticing scientists understood it. Proponents of the semantic
view of theories have not generally taken that stand -- they have
held up the simlarity between the scientific and the semantic
under st andi ngs of their favorite theories as a virtue of the
semantic account -- but there is no reason they couldn’t take the
positivist line in this matter. Wiat would need to be shown in
this case, then, is that the semantic view provides a better,
nore hel pful understanding of theories |like Markman's than the
scientists’ own understanding of it does. | suspect that this is
unlikely, but | cannot of course anticipate every possible state-
space approach to non-quantitative theories |like Markman's, so
can only challenge the reader who is synpathetic to applying the
st at e-space approach to such a theory to discover a useful state-

space anal ysis of itk

2 For the curious reader, | have attenpted to render Markman's theory into the
| anguage of the state-space semantic view. Here it goes:

Let Wbe sone unfanmiliar word for the child in question, and let {O, O,
... O} be the set of objects in the environnent that are possible
referents of W Let {Vi, Vo, ... Wi} be an index indicating, for each V
the degree of preference for Q as the referent of W with the nenber of
this set that takes the highest val ue being the assuned referent of W Let
{Fi1, Fi2, ... Fing take on values indicative of the presence or absence (or
degree of presence) of various features of Q relevant to its choice as the
referent of W for exanple, let Fi; = 0 if the Q has no known name, and 1

108



The state-space version of the semantic view of theories
seens even | ess applicable when we step outside science to
everyday theories, such as conspiracy theories about J.F.K's
assassi nation, Maxine' s theory about why nen are such jerks,
inmplicit folk theories of psychol ogy, physics, and so forth. The
peopl e hol di ng such theories do not generally thensel ves conceive
of their theories along the |ines suggested by the state-space
version of the semantic view. Many have no idea what a variable
is, or a mathematical space, and probably some could not easily
be taught to nmake sense of these ideas. The theories involved
may not have clearly defined state variables or clearly defined
ranges of value for their variables, and they may not be anenabl e
to reconstruction in such ternms wthout substantive change. |
see no reason we should feel conpelled to force such theories
into the state-space nold, and I do not nean to suggest that
advocates of the semantic view of theories would in fact suggest
such a nove. But then we are left wth a choice between (a.)
accepting the state-space view as a general account of theories

and denying that everyday theories are in fact theories, and (b.)

if Q has a known name. Markman's nutual exclusivity assunption can then
be represented as the law. ceteris paribus, if Fi < Fj1 then Vi > V.
If all of Markman's principles could be characterized in terns of relations between

the F; and the Vi's, then Markman’s theory could nake do with only an (n*m+ n)
di mensi onal space (though | offer no prom ses here)! This seems an awfully conplicated
structure to saddl e on Markman's sinple theory. 1In addition, it offers sone technical
conplications of its owmn. For exanple, what if the nunber of potential referents of Wis
a non-denunerable infinity (as seens likely)? Al so, the account as stated suggests that
the child (at |east unconsciously) evaluates the plausibility of each object as a
potential referent before making her choice, sonmething not suggested by Markman's theory
as originally presented. A state space account need not suggest that the child actually
follows such a strategy: it could be revised so as to suggest that one of any nunber of
non- exhaustive search strategies is performed by the child. Wat the state space account
has nore troubl e accomodating is silence on the question as to the child s search
strategy, a silence present in Markman's intended theory. An advocate of a state space
interpretation of Markman could insist that although the theory is not silent as to search
strategy, it merely “saves the phenonena” and is not intended to reflect the child s
actual search strategy. This is inelegant: why introduce such unnecessary wheel s?
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rejecting the state-space view as a general account of theories.
Such problens arise with double force for young children's
theories, if young children do in fact have theories. |If the
“theory theory” of cognitive devel opnent treated theories al ong
the |ines suggested by the state-space view, | suspect it would
have many fewer advocates than it does in fact have.

These objections are directed at the state-space version of
the semantic view Could perhaps another version of the semantic
vi ew weat her such objections and make itself applicable to
theories of all sorts, or at least scientific theories in
general ? Al though many of the central exponents of the semantic
vi ew have spelled out the viewin terns of state-spaces or other
simlarly mathematically, logically conplicated structures, Gere
(1988) has steered away from doi ng so.

As a consequence, however, it is not really clear what Gere
means by “nodel” when he clains that scientific theories are
fam lies of nodels. He does not, in his general book on
t heories, nodels, and science, venture a definition of the term
‘nmodel’ -- in fact, he says that he wll be enploying the term
‘nmodel’ in nore than one distinct sense (1988, p. 79). Sone of
the things he wants to call nodels are “abstract entities having
all and only the properties ascribed to them” like the |inear
oscillators of physics (1988, p. 78). He also calls the
contractionist picture of the formation of the Earth’s crust a
“nodel ” (1988, p. 228). Elsewhere, he says that we nake a
t heoretical nodel when we “imagine giving a party, including

i magi ni ng who cones wi th whom and who says what to whoni (1989,
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p. 27). Again, however, although Gere offers exanples, he
offers no definition. He does distinguish “theoretical nodels”
of the sorts described from “anal og” and “scal e’ nodels which are
actual ly physical objects (1989, p. 23). However, one is left to
wonder what all theoretical nmodels have in commpn, besides their
immateriality.

There may be sone nerit to Gere’ s apparent evasiveness:
Downes (1993) and Sl oep and van der Steen (1987a&b) have argued
t hat any substantive attenpt to characterize precisely the forma
structure of scientific theories will be apt to run across
difficulties given the broad range of practices that seemto
merit the title “scientific.” |In particular, Downes argues, the
claimthat all scientific theories centrally involve nodels
cannot reasonably be conjoined with any very specific idea of
what a nodel is or what the relation between the nodel and the
scientific practice is (or should be). The Markman exanpl e posed
above points in that direction, as does Downes’ own exanple, the
bi ol ogi cal nodel of a cell (which | ooks even | ess mathematizabl e
t han Markman’ s theory).

| am synpathetic wth Downes’ suspicions. |f the semantic
view of theories is made sufficiently weak and defl ationary, and
if the notion of “nodel” is sufficiently broadened, then it may
be true to say that all scientific theories involve nodels. |If
we want to go further and discuss not only scientific theories
but al so theories in general, scientific as well as ordinary, in
all their different fornms and sizes, we may well have to broaden

the concept of a “nodel” so far as to grant (1.) that any set of
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propositions defines a nodel (or famliy of nodels), and (2.)
there is no kind of structure nodels necessarily have over and
above the structure of the propositions that define themEI In
this case, however, there would no | onger seemto be nuch gai ned
by invoking the idea of a “nodel.” Wy not just talk about the
propositions instead?

In fact, this maximally deflationary semantic view has nuch
in coomon with the view!l will endorse below But before getting
to ny positive account of theories, let's first turn our
attention to what defenders of the theory theory have to say
about the nature of theories. The views they defend,
unsurprisingly, make it seem nore plausible that children have
t heories than does either the axiomatic view or the state-space
version of the semantic view. There is also a sonewhat better

mat ch with the common-sense notion of what a theory is.

3 Even this expansion won't be broad enough if we want to include actual physical
nodel s as “nodel s” in the rel evant sense, as suggested by Black (1962) and Giesener
(1990). The issue of the “structure” of propositions is a tricky one, and sone views of
that structure nmight undermine ny point. For exanple, if a proposition has no structure
beyond the set of “possible worlds” in which it is true, then all necessary propositions
wi || have the sane structure. Then, clearly, one might profit fromusing a structure of
variabl es nore fine-grained than propositions can be (for a dedicated attenpt to
reconciling our intuitions about the structure of propositions with a possible worlds
approach to them see Stal naker 1984).
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2. Devel opnental Accounts of Theories

It has recently beconme popul ar anobng devel opnent al
psychol ogi sts to characterize children, even very young children,
as hol ding various “theories” about the world. Three- and four-
year olds are said, for exanple, to be developing a “theory of
m nd” whi ch hel ps them understand their own behavior and that of
others (e.g., Flavell 1988; Wellman 1990; Perner 1991Db).

Li kew se, a nunber of psychol ogists say that the conceptua
changes involved with the devel opnent in the categorization of
natural kinds are a result of “theory change” (e.g., Carey 1985;
Gel man and Col ey 1991; Keil 1991). A nunber of these
psychol ogi sts have suggested that a useful anal ogy hol ds between
the conditions and stages of theory change in science, as

descri bed, for exanple, by Thomas Kuhn (1962/1970), and the
conditions and stages of theory change in the cognitive

devel opnent of children (e.g., Gopnik 1988; Karm |l off-Smth 1988;
Gopni k and Meltzoff 1997). Qhers (for exanple Spel ke et al.
1992; Case and Okanoto 1996) have argued that the theory view of
devel opnent is of limted application at best, and have proposed
al ternatives.

Naturally, it is useful in evaluating these clains to have a
clear account of theories in mnd. Ideally, one wants an account
of theories that is neither so broad as to suggest that al
mentation is theoretical, nor so narrow that only sophisticated
academ cs can usefully be described as theoreticians.

Unfortunately, the standard axi omatic and semantic accounts of
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theories offered in the phil osophy of science tend to fall into
the latter canp, as should be evident fromthe discussion in the
previous section. Surely no one but an acadeni c could believe
anyt hi ng, for exanple, about isonorphisns to diachronic
constraints on variables in an N-dinmensional state space.

Devel opnent al psychol ogi sts, then, have had to make do with
honme- spun accounts of what a theory is. | will now briefly
sketch a few of these accounts and descri be one of themin
detail. | do so not nerely for the purpose of canvassing the
space of alternatives before presenting my own account, although
this purpose mght be sufficient in itself, but also because
t hese accounts, | think, constitute a substantial origina
contribution to phil osophy of science that should be appreciated
inits own right.

Most of the devel opnental psychol ogi sts who have attenpted to
characterize theories have done so by describing two or nore
features comonly attributed to theories. It is often unclear
whet her these features are intended to constitute necessary
conditions for something’s being a theory, or sufficient
conditions (taken jointly), or whether these features are to be
seen as stereotypical characteristics of theories, in which case
athing is theory-like to the extent it satisfies the enunerated
conditions. To the extent such questions about the devel opnenta
accounts are answerable at all, it is quite possible that sone
features are seen as necessary, sonme features as nerely

stereotypical, and sone sets of features as jointly sufficient.
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One sinple characterization, in a paper instrunental in the
recent burgeoning of the theory theory, may be found in a paper
by David Premack and Guy Wbodruff (1978):

In saying that an individual has a theory of mnd, we

nmean that the individual inmputes nental states to hinself

and others.... A systemof inferences of this kind is

properly viewed as a theory, first, because such states

are not directly observabl e and second, because the

system can be used to nake predictions, specifically,

about the behavior of other organisns (p. 515, ny

itals.).
Here we see two conditions (apparently necessary conditions) on
something’s being a theory: (A) It nust refer to things that are
not directly observable. (B.) It nust be a systemthat can be
used to nake predictions. Adam Morton (1980) |ater expands the
list of conditions to four, according to which a theory nmust (1.)
aimto explain and predict phenonena, (2.) refer to individuals
and properties |lying behind the phenonena it is supposed to
explain and predict, (3.) aimat the truth, and (4.) be open for
public refutation. Similar accounts are given by Susan Carey
(1985), Henry Wellman (1990), and Josef Perner (1991b), but the
nost detailed feature list, explained in the greatest depth, can
be found in Alison Gopnik's and Andrew Meltzoff’'s (1997) work, to
which I will now turn.

CGopni k and Meltzoff describe three classes of features
characteristic of theories (1997, p. 34-41). They are:

Structural Features:

(S1.) Abstractness. Theories appeal to entities renoved from

or underlying the phenonena that provide the evidence for the

theory. On their view of abstractness, gravity, planetary
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orbits, and -- perhaps unintuitively -- bacteria and DNA al
count as abstract.

(S2.) Coherence. Wthout specifying exactly what coherence
is (a task which, admittedly, has proven tough for philosophers
as well), Gopnik and Meltzoff suggest that theories exhibit somne
kind of internal coherence. As Mrton says, if we were to nunber
a wide variety of commonly held beliefs and exam ne the set of
pri me- nunbered ones, they would Iikely not have the coherence
essential to theories (1980, p. 6).

(S3.) Causality. Theories appeal to the causal structure
thought to underlie regularities found in the phenonena in their
domai ns.

(S4.) Counterfactuals. Theories support counterfactuals:

They not only tell us what is the case, but they also tell us
what woul d have been the case if....

(S5.) Ontological conmtnent. One is conmtted to believing

in the real existence of the entities one invokes in one's
t heori es.

Functi onal Features:

(F1.) Prediction. Theories generate predictions (or allow
t he people who hold themto generate predictions) about as yet
undi scovered data in their domains.

(F2.) Interpretation. Theories allowtheir holders to

interpret data and events in new ways. For exanple, advocates of

one theory may consider the fluctuation of certain values as
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crucial data to be accounted for, while advocates of another
theory m ght treat those same fluctuations as nere noise.

(F3.) Explanation. A theory allows its holders to generate

expl anati ons of phenonena within its domain.

Dynani ¢ Feat ur es:

(D1.) Denial. If sonmeone holds a theory, a conmon initial
reaction to (what an outsider mght see as) counterevidence is
denial. The potential counterevidence is ignored, or treated as
noi se, or treated as a problemto be worked out |ater.

(D2.) Ad Hoc Auxiliary Hypotheses. At a later stage, a

proponent of the theory may attenpt to rescue the theory from

t hreat eni ng anomal i es by proposing ad hoc auxiliary hypotheses --
either adjustnments and riders attached to the theory itself or
clai ms about conditions in world surroundi ng the phenonena

descri bed by the theory.

(D3.) Alternative Mdels. Eventually, too many auxiliary

hypot heses accumul ate and the theory | oses sonme of the sinplicity
and coherence that nmade it attractive in the first place, and
peopl e begin to consider alternative nodels of theories about the
phenonena in question

(D4.) Intense Experinentation and Cbservation. Wen (D3.)

occurs, there is usually a period of intense experinmentation and
observation in attenpt to adjudicate between the conpeting
t heori es.

Al t hough Gopni k’s and Meltzoff’'s characterization of theories

draws heavily fromwork in philosophy of science, it is
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interestingly different fromnost of what has been done in that
field. As far as | know, recent philosophers of science have
either tried to characterize theories along roughly the axiomatic
or semantic |ines discussed above, or they have commented on

i ndividual features of theories or sets of features of the sort

di scussed by Gopni k and Meltzoff w thout explicitly attenpting to
address thereby the question of what a theory is, in general.

The feature-list approach to theories has sone appeal
especially if one is attenpting to capture the everyday notion of
what a theory is. Qur everyday notion, after all, seens |ikely
to be a cluster concept of some sort, with candi dates that
possess a |large proportion of theory-typical features counting as
central exanples of theories and candi dates that have fewer of
t hose features being nore margi nal exanples. Nevertheless,
‘theory’ as it is used in the “theory theory” debate within
devel opnent al psychol ogy, and in phil osophy of science, is a
technical term and technical terns generally benefit fromthe
clarity of being nore precisely characterized than is typical for
cluster concepts. (Consider the ordinary versus the scientific
application of the term‘tree.’)

If we look to Gopnik’s and Meltzoff's list of features as a
source of possible candidates for necessary features of theories,
do we find anything that serves? Anong those things that we
woul d normally be inclined to call theories, we can find sone
that do not have one or another feature from Gopni k’s and
Meltzoff's Iist. Consider, for exanple, mathenmatical and

phi | osophical theories. Although these certainly seemto be good
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candi dates for abstractness (S1.) and coherence (S2.), neither
kind of theory generally appeals the causal structure (S3.) of
events within its domain (2 + 2 does not cause 4). O her

t heories seemnot to be abstract (nmy theory about why ny car

br oke down), or to have little if any predictive power (F1.)
(theories about the illnesses of the |ong dead or about why a
certain battle was |lost), or not to change in the way descri bed
above (Dl.-D4.) (for exanple, if they are sinply forgotten and
replaced). Anti-realists in the philosophy of science (e.g., van
Fraassen 1980) have argued agai nst ontol ogi cal comm tnent (S5.)
as a necessary concom tant of theories.

If there are any plausible candi dates for necessary
conditions from Gopni k’s and Meltzoff’'s list, they would seemto
be (S2.) coherence, (S4.) counterfactuals, (F2.) interpretation
and (F3.) explanation. The first of these conditions is hard to
deny, if hard to make precise. |t does seemthat every theory
nmust have sonme degree of coherence, on any reasonable
under st andi ng of what coherence is. Likewse, it seens plausible
to suppose that all theories support counterfactual clains (even
mat hemati cal theories: If this function had been such-and-such
the line woul d have crossed the x-axis here instead of there) as
well as interpretions of sonme sort or other. Explanation
however, is of particular interest as a feature of theories.

Many of the devel opnental discussions of theories have given it a
central role (e.g., Carey 1985; Perner 1991b). Gopnik and
Meltzoff al so think that explanation has a special tie to

t heori zi ng:
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In fact, it may be that what we nean by saying that we' ve
expl ai ned sonething is sinply that we can give an
abstract, coherent, causal account of it.... On the face
of it, it would seemthat one of the functions of a
theory is to explain, and yet when we define explanation,

we often seemto end up by sinply saying that to explain
sonmething is to have a good theory of it, or to have sone
aspects of a good theory of it (1997, p. 38).
If what Gopni k and Meltzoff suggest is true, then explanation nay
not only be a necessary condition for having a theory, but it

m ght cone close, as no other feature seens to, to being a

sufficient condition as well.
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3. An Account of Theories

The main project of this chapter is to clarify the debate in
devel opnent al psychol ogy over the legitimcy of saying that
children have theories and that their cognitive devel opment is a
process of theory change. Toward this end, it is obviously
useful to have a clear account of theories in hand, one that
applies not only to sophisticated and technical theories in the
sciences but also to the rough and ready theories of everyday
l[ife -- since certainly if children have theories, they nust be
theories of the latter sort. In the previous two sections we
exam ned the accounts of theories on offer in philosophy of
sci ence and devel opnental psychol ogy, and these accounts have
been found | ess than ideal for the project at hand. The
axiomatic view of theories that grew out of the positivist
novenent in philosophy of science fell to a series of objections
wi del y known anong contenporary phil osophers of science. The
semantic view of theories, the primary rival to the axiomatic
vi ew anong phil osophers of science, was found to be too narrow in
its application, applying nost helpfully to formal scientific
t heori es contai ning mat hematical variables, and not applying in
any useful way to the informal theories of everyday life that are
possibly to be found in children. The accounts of theories
of fered by devel opnental psychol ogi sts, npbst notably Gopni k and
Meltzoff, consist primarily in feature lists, and although such
accounts may accurately reflect our ordinary understandi ng of

what it is to be a theory, | hope to present an account with
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somewhat nore precision and sinplicity than the feature-|ist
appr oaches have.

In this section, then, | will present a novel account of
theories that | hope will adequately serve the project at hand.
This account will connect theories closely with explanation. |
will begin wth a description of the account and a clarification
of sone of its features. | wll then draw out sonme consequences
of the account and in particular what is to be gained by the

tight connection | postul ate between theories and expl anati on.

The Account

This account will not be an account in the standard sense of
a set of necessary and sufficient conditions, or even a |ist of
prototypical features, but it is not for that reason any |ess
val uabl e or any | ess specific an account. | wll characterize
what it is to regard sonething as a theory and what it is to
subscribe to a theory.

(1.) Atheory is a set of propositions.

(2.) Any set of propositions can potentially be regarded as a
theory. To regard a set of propositions in this way is
to be commtted to evaluating that set of propositions
interns of its capacity to (allow subscribers to)
generate good explanations in a domain.

(3.) To subscribe to a theory is to accept the propositions

conposing it and to enploy them or be disposed to
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enpl oy them in explaining phenonena within the

theory’ s donmai n.
Criterion (1.), that a theory nust be a set of propositions,
sounds nore contentious than it is nmeant to be. | invoke the
word ‘proposition’ on the understanding that | amusing the word
only inits “objects of belief” sense: | just want theories to be
t he kinds of things people can believe. |In particular, I am not
conmtted to seeing propositions either as really existing in
some Platonic realmor as inherently linguistic entities. (So,
for exanple, one mght believe that Earl Gey tea tastes |ike
this, or one mght believe that riding a bicycle is done like
this, without this knowl edge being linguistically characterizable
in any substantive way.) Furthernore, | think this account can
be adapted at |east to the semantic view of theories put forward
by van Fraassen (1989b), Suppe (1989), and G ere (1988) and
descri bed above: The claimthat such-and-such a famly of nodels
is isonorphic in the right way to such-and-such a range of
phenonena (G ere’'s “theoretical hypothesis”) is a proposition, if
anything is. It is thus consistent with nmy account to agree with
advocates of the semantic view about the crucial role nodels play
in scientific theorizing, even if | cannot agree exactly with
their ontology of theories. My focus is not on ontol ogy, and ny
account can perhaps be adjusted to fit people’ s pet ontol ogies;
(2.) and (3.), the conditions on regarding sonething as a theory

and subscribing to a theory, are really the heart of ny account . B

4“1 toyed with the idea that theories are in fact logically (and mathematically)
cl osed sets of propositions because | didn't want it to be a result of ny account that
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Note that the three part account presented above only
specifies one necessary condition for sonmething’s being a theory
(that it be a set of propositions) and gives no sufficient
conditions. Further specification of conditions would not,

t herefore, necessarily be hostile to nmy account. In discussing
scientific theories, especially, one may be interested in adding
further criteria. | amnore interested, however, in what
scientific and everyday theories have in common, and particularly
in their psychological role. For the latter reason | focus on
what it is to regard sonething as a theory and what it is to
subscribe to a theory. | will nowclarify a few things about
conditions (2.) and (3.), which describe, respectively, these two
aspects of the psychol ogical role of theories.

Sets of propositions may be regarded as theories or,
alternatively, as novels, or recipes, or laws, or editorial
opi nions. (For expository purposes, | am assum ng | eni ency about
inter- and intra-language translations.) Each of these
classifications involves different criteria for evaluation. |If |

regard Marinetti’s Futurist’s Cookbook as a set of recipes to be

different but |ogically equivalent sets of propositions are different theories. Such a
nove, however, would have two counterintuitive consequences. First, no one would actually
believe any theories. This difficulty could perhaps be finessed by the observation that
peopl e nonet hel ess often believe conponents of a theory fromwhich the rest of the theory
can be derived. Second, all theories true by virtue of their |ogical and mathenati cal
properties al one would be equival ent (and woul d be conponents of every other theory as
wel ). Appearances to the contrary, then, set theory and nunber theory would not truly be
di stinct theories, and no one would ever conme up with a new, sound theory in mathematics
or logic, but sinply uncover new pi eces of the One Theory. Sinmilar problens would arise
for self-contradictory theories

O course, if | do not require logical closure, ny account is stuck with the
consequence that logically equivalent theories are not identical theories, which seens a
bit odd when one is a fairly obvious transformati on of the other. Perhaps the best | can
do to dispel this worry is to point out that people who believe obviously logically
equi val ent theories are each apt to believe the other’s theory as well, and even if they
don’t, they are not apt to differ much in matters of substance within the scope of those
theories. Thus, it is natural to be indifferent to which of two obviously logically
equi val ent theories is (for exanple) presented to a student, and to treat themas, for al
practical purposes, the “sanme” theory.
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evaluated in terns of the guidelines they offer for preparing
good neals, | amapt to be disappointed. If | regard the very
same work as a piece of nodernist art, | mght evaluate it quite
differently. Propositions conposing Owell’s 1984 mi ght make
very poor | aws but excellent conponents of a novel and piece of
social criticism | amnot prepared to describe sufficient
conditions for something’s being a |law, recipe, or novel any nore
than | amready to give themfor sonething' s being a theory, but
it is imensely useful in understanding such things to explore
the different criteria of evalution involved in regarding sets of
propositions in any of these different ways.

This m ght seem a strange way of giving a philosophica
account of a term-- discussing the criteria of evaluation one is
commtted to in applying that termto an object -- so | offer
anot her exanple. Consider a body of water. |[If one regards that
body of water as a fishing spot, one is conmtted to eval uating
it internms of its capacity to host a pleasant or productive
fishing experience. |If one regards that same body of water as a
scuba diving site or a swwnmmng hole, one will enploy different
criteria of evaluation. This is not to say that the only
criteria by nmeans of which one can evaluate a body of water
regarded as a fishing spot are the criteria that make for good
fishing spots -- one mght, for instance, also think it would be
a great place for a hydro-electric plant -- but one cannot ignore
the fishing prospects in evaluating a body of water qua fishing

spot. By understanding the different criteria of evaluation, we
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understand just as well -- perhaps better -- what is neant when a
body of water is referred to as a fishing spot or a dive site or
a swnmmng hole than if we attenpted to outline necessary and
sufficient non-normative conditions for any of the above.

Simlar considerations apply, | think, to sets of propositions
regarded as theories: They are better understood by outlining the
criteria for their evaluation than by dwelling on what,

precisely, should or should not count as an instance.

Finally, note that ordinary adults wll, on this account,
subscribe to theories about everyday things. Thus, suppose that
Eric’s car has broken down. He believes that it did so because
the radiator was dirty and bl ocked, causing the coolant to
overheat and the top radi ator hose to blow, destroying all the
belts and produci ng a shock that knocked | oose the right front
tierod. Eric is disposed to explain a nunmber of things about
t he breakdown and about the current state of his car by appeal to
t hese facts, such as the | oud expl oding sound from under the hood
i medi ately before the breakdown, followed several seconds |ater
by a screeching sound and a strong pull to the right. Since he
accepts the propositions described above and is disposed to
enpl oy themin explaining such facts, by criterion (3.) we can
say that Eric has a theory about the breakdown. Simlarly, dga
m ght have a theory about the assassination of J.F. K : Gswald had
co-conspirators within the governnent, he was set up to take the
fall, etc., explaining the nultiple bullet wounds, the failure of
the investigation, and so forth. Unless an account of theories

allows that ordinary adults should subscribe to such non-
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technical theories, the debate over whet her young children can

have theories will be npot.

The Centrality of Explanation

On the proposed view, to regard a set of propositions as a
theory is to be conmitted to evaluating those propositions in
ternms of what phil osophers of science have called their
“expl anatory power.” Good theories must provide good
expl anati ons. Bad theories, then, either provide bad
expl anations or no explanations at all. (The reader may decide
for herself whether good expl anations, and so good theories, nust
be true or approximately true.)

It mght seem as though there are other eval uative di nensions
besi des expl anatory power that | should be including in ny
account. After all, we evaluate theories not only in terns of
their explanatory power, but also in terns of their beauty and
sinmplicity, their ability to earn us grant noney, and so forth.
Still, I think there is something special about explanatory power
that earns it the spot | give it in ny account. |In particular, I
want to suggest that the demand that theories be explanatory can
itself explain many of the other features commonly associ ated
with good theories (turning van Fraassen 1980 on its head); that
t he |inkage between theories and expl anation accords well wth
ordi nary usage; and that hooking theories to explanation in this
way results in an account on which “subscribing to a theory”

woul d seemto be an inportant kind of psychol ogical state.
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In di scussing Gopni k and Meltzoff (1997) in the previous
section, | granted plausibility to the claimthat theories nust
be coherent, nust support counterfactuals, and nmust provide their
subscribers with the nmeans to interpret events in the domain of
the theory. | would now suggest that it is a m stake to regard
these as necessary features of theories -- a bad theory, for
exanpl e, m ght be incoherent or even self-contradictory in sonme
way. Rather, what seens plausible is that good theories have al
these features. Furthernore, all these features fall naturally
out of the demand for explanation. Good explanations nust appeal
to some sel f-consistent, coherent base of facts. GCood
expl anations all ow those who understand them to understand and
interpret the phenonena that have been explained. Cood
expl anations provide a starting point for understandi ng not only
what actually is the case, but also what woul d have been the case
had sonme ot her conditions held.

O her features not strictly necessary for a theory to be good
one, but nonet hel ess commonly associ ated with good theories, can
be viewed as products of the demand for explanatory power. Good
expl anations often require appeal to the causal structure of
phenonena; therefore, good theories often involve clains about
that causal structure. Wen good explanations do not require
appeal to causal structure, such as in mathematics, we find that
the good theories in that area are not causal. Good theories
tend to be predictive because, generally speaking, a theory would

not be able to explain an event that occurred unless it could
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have predicted it before it occurred (Henpel and Qppenhei m 1948).
And agai n, when expl anation and prediction do fall apart (for
exanpl es, see Sal non 1989), we tend to associate theories with
expl anati on. A non-explanatory predictive generalization (that
Amr plays golf on Tuesdays and tennis on Wednesdays would in
many contexts be such a generalization) is not ordinarily thought
of as a good theory, while structures that explain but do not
necessarily predict the events in their domains (such as parts of
hi story, evolutionary theory, and psychodynam cs) are often
excel l ent theories. | suspect that many of the features we
associate with theories -- if not all of them-- can be derived
fromthe requirenment that good theories provide good

expl anations. (These other virtues may al so stand i ndependently
-- | do not require that theories only be evaluated in terns of
their explanatory power.) The above account of theories, then
has the virtue of explaining a broad range of facts about the

properties of good theories.

Expl anati on- Seeking Curiosity
I want to skirt as much as possible the raging debate in
phi | osophy of science over the precise nature of explanation --
t hi nk accounts of explanation that preserve nost of our
i ntuitions about instances of good explanation will also preserve
the match between expl antory power and theory quality. However,
| do insist on one crucial feature of explanations: that they

satisfy in us a certain kind of curiosity, what we mght call an
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“expl anati on-seeking” curiosity. (Sone authors, such as
Bromber ger (1962), have even regarded this as a constitutive
feature of explanations.)

If we grant that there is a kind of curiosity human bei ngs
have that is satisfied when an explanation is presented and
understood, then it seens plausible to suppose that theories in
the sense | amdescribing themplay an inportant role in our
mental lives. To subscribe to a theory is, | have suggested, to
bel i eve (or accept) the propositions of which the theory is
conposed and to be ready to use themin expl aining phenonena in
the theory’'s domain. The curiosity that drives us to search for
expl anations will tend to energe and re-energe in a domain unti
we are capabl e of answering our own questions about that domain,
i.e., until we subscribe to a theory that applies to that domain
and can be used to generate explanations of the sort we seek.
Expl anati on-seeking curiosity, then, will tend to drive us to the
accunmul ati on of (what we take to be) good theories; and to the
extent this curiosity plays an inportant role in our nental
lives, so also do theories.

I will now attenpt to make this point a bit nore precise,
since it will play an inportant role in the application of ny
account of theories to the “theory theory” debate in
devel opnent al psychol ogy.

The follow ng conditions will serve to characterize a

“drive.” An organism O has a drive toward goal Gif O has the
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tendency, fromtinme to time, to enter a state of type Swith the
foll owi ng features:

(i.) Sleads Oto engage in activities A;,, A, ... that in
ordinary circunstances increase the |likelihood of G

(ii.) S has a characteristic subjective, phenonenal feel;

(iii.) there are characteristic circunstances C of which Sis
typically the product;

(itv.) at least some of A, A, ... are innate, unlearned
responses to C

(v.) G s achievenent normally precipitates a (reinforcing)
feeling of satisfaction, perhaps acconpani ed by a wani ng of S,
especially if circunstances C no | onger obtain.

The goal Gw Il generally be a biological need, or a state or
activity closely Iinked wth a biological need. W have, for
exanple, a drive to engage in sexual activity, closely |inked
with the need to reproduce; we have drives to eat and drive,
closely linked to the needs for nutrition and water
repl eni shment; drives to rest, to defacate, and so forth. These
drives all neet the conditions described above: They have
characteristic phenomenol ogy and characteristic causes, they |ead
to activity increasing the likelihood of bringing about the goal,
sonetinmes by innate, unlearned nechani sns, and the achi evenent of
their ends brings a pleasant satisfaction. (A drive is
unconscious if its characteristic phenonenology is not felt.)

Drives and desires are closely linked, but not identical.
Typically, if a person is in the state S described above, that

person desires the achi evemrent of goal G However, one can have
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a drive toward a goal G even when one is not in S and does not
desire G-- for exanple, a nonk still has a drive to engage in
sexual activity, even when he neither desires sexual activity nor
(at the nonent) feels the phenonenol ogy characteristic of the
sexual urge. Conversely, nost adult human desires are not for
anything that can be characterized as the goal of a drive. |
m ght desire to bring ny car in to get fixed on Thursday, but
there are no characteristic circunstances of which this desire is
typically a product, and there are no innate, unlearned responses
that further the sane goal. Furthernore, | would claimthat such
a desire has no characteristic phenomenology.EI Per haps t he
closest thing to a characteristic phenonenol ogy woul d be the
phenonenol ogy of running a verbal image through one’s head,
something like, “boy I'd really like G” However, this seens
hardly necessary, or even very comon, for the possession of nost
desires, and certainly will not occur anobng creatures w thout
| anguage (and, of course, for people who only know | anguages
besi des English, such verbal inmages wll have a different
character). The relationship between such phenonenol ogy and the
desire to bring in one’s car to get fixed on Thursday is nothing
at all like the kind of relationship between the feeling of
hunger and the drive to eat. It is really the latter kind of
relationship that | regard as characteristic of drives.

Human bei ngs have social and informational needs as well as
i medi ate organic ones: It is our capacity to interact

productively wth each other and to acquire know edge that gives

5 For a similar argunent regarding belief, see Chapter Two, p. ***,
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us a reproductive edge. In response to these needs, evol ution
has i mbued human beings with social and informational drives.

The feeling of |loneliness, for exanple, is associated with the
drive to interact socially, and the feeling of curiosity is
associated with the drive to acquire information about one’s
environment. It is inportant to notice in this regard that A,
A, ... need not necessarily be externally observable activities:
Private acts of cognition are just as legitimte a neans to
resolve curiosity as externally observabl e i nformati on-gathering.

Notice, also, that as human bei ngs grow nore socialized and
sophi sticated, their nmeans of satisfying their drives and the
phenonenol ogy surrounding themw || becone nore el aborate -- just
| ook at the way a variety of social, informational, and
bi ol ogi cal drives get woven together in adult eating situations.
Thi s increasing sophistication does not, of course, mean that the
original drives have been thrown overboard.

We can now give a little nore substance to the clains with
which | began this subsection. | wsh to assert that people have
a drive to seek the kind of knowl edge conveyed by expl anati ons,
or, alittle stronger, they have a drive to accunul ate what they
take to be good theories of the world around them This drive
produces expl oratory behavi or, hypothesis testing, question
asking, and private cognitive activity of various sorts; it
mani fests itself phenonenally in explanation-seeking curiosity,;

and it is typically aroused when facts or patterns becone salient
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that the subject has difficulty assimlating into her present
wor | dvi ew.
A few remarks are in order about expl anation-seeking

curiosity as against other types of curiosity. Bronberger (1962)

of fers sonme good examples. | mght, for instance, be curious
just howtall M. Kilimanjaro is. 1In this case, | do not want an
expl anation of any sort: | want a nunber, in feet. On the other

hand, if | amcurious how water conmes to emt bubbles as it heats
ina pot, I want an explanation. Now are these really two
di fferent kinds of curiosity, and thus instances of two different
informational drives? O are they nerely instances of the sanme
phenonenol ogi cal species, curiosity, only directed toward
di fferent objects?

| want to make it clear that ny account does not hinge on one
or another particular way of resolving these questions. Consider
an anal ogy to hunger: Sonetines | am hungry for neat; sonetines |
crave sweets. Are these two different kinds of hunger, two
different drives, or one single drive directed toward two
different kinds of object? To say that hunger for neat and
craving for sweets are aspects of the sanme drive is to enphasize
the simlarities and the extent to which one kind of satisfaction
m ght substitute for the other; to distinguish themis to
enphasi ze their difference and non-interchangeability.

One nore remark about expl anation-seeking curiosity: Although
expl anati ons obviously satisfy this type of curiosity (hence the

nane), one need not always actually experience a |inguistically
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conveyed explanation for the curiosity to be resolved -- all that
is required is that one acquires the type of understanding that
woul d typically be conveyed in an expl anatory epi sode.

If cognitive change is really theoretical in the fullest
sense, then the drive to acquire know edge that satisfies
expl anati on-seeking curiosity nust play an inportant role in the
cognitive devel opnment of children. |In the next section, | wll
argue that consideration of the affective and enoti onal
consequences of the existence of such a drive in children should
be considered an inportant source of evidence in evaluating the

viability of the “theory theory” of cognitive devel opnment.

A Revi sion of (3.)

Bef ore concl uding this section, however, we should note one
potential problemwth (3.) above (that subscribing to a theory
i nvol ves bei ng di sposed to enploy the propositions of the theory
i n expl ai ni ng phenonmena within the theory's domain): It
presupposes the capacity to convey what one understands in the
formof an explanation. But this does not seem obviously
necessary in order to subscribe to a theory. By the age three or
four, children pretty plainly have expl anati on-seeking curiosity
and can satisfy that curiosity by acquiring a broad understandi ng
of the phenonena in question -- and so, | would like to say, they
subscribe to theories -- even when they | ack the capacity to
expl ain the phenomena conprehensibly to an adult. One could

al so, | suppose, inmagine exanples of nute or painfully shy
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creatures to whomwe would wish to grant theoretica
under st andi ng wi thout the capacity for explanation -- at least if
expl anation is regarded as a kind of linguistic act. (If
expl anations can be non-linguistic, internal actions directed
toward the self, then perhaps these problens will not arise; but
| do not want ny account to depend on such a view of
expl anati on.)

| would like, then, to alter the third el enent of the account
of theories given above, at |least as it applies to cases of the
sort just descri bed.

(3".) To subscribe to a theory is to accept the propositions
conposing it in such a way that acceptance of those
propositions is causally sufficient, generally, to quell
t he pressure of explanation-seeking curiosity on the
topic in question when facts expl ainable by the theory
becone salient.

I know this is an awkward nout hful, and because of its
complications the original (3.) nmay serve as a nore practicable
criterion in standard situations. Let ne explain a few of the
clauses. Note that it may take a certain amount of tine for the
subject to realize that the salient facts are indeed expl ai nabl e
by the theory. Gven the inperfection of our cognitive

machi nery, there will also certainly be cases in which the

subj ect never realizes that the salient facts are expl ai nabl g;
thus, | have only required that explanation-seeking curiosity

generally be nmitigated. | have furthernore required that
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acceptance of the propositions of the theory only be causally
sufficient for the mtigation of curiosity to handle cases in
whi ch the expl anation-seeking curiosity is not present for other
reasons (such as being too hungry to find the topic worth

t hi nki ng about), but would be mtigated by acceptance of the
theory were the actually effective curiosity-stoppers not

present.
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4. Cognitive Devel opnent and TheoriesEI

So, finally, should children be thought of as little
scientists, whose cognitive devel opnment consists primarily in
t heory change, as suggested by, for exanple, Gopnik and Ml tzoff
(1997) and Henry Wl lman (1990)? In this section, | wll first
describe a variety of devel opnental theories and the extent to
whi ch such theories can be said to treat cognitive devel opnent as
theoretical. | will then suggest a new way of putting the theory

theory to the test.

Sonme Vi ews of Theories in Devel opnent

The debate over the “theory theory” has been marred by an
i nconsi stent and vari abl e understanding of what it is to
subscribe to a theory, as well as a confusion anong sone of the
proponents of the theory theory between three separate questions,
nanely, (a.) whether children subscribe to theories, (b.) whether
the notor that noves cognitive developnent is the drive to revise
and i nprove theories in the light of evidence that bears on them
and (c.) whether cognitive devel opnent consists primarily in
domai n-specific inprovenents in theories. Keeping these
guestions straight will help us in assessing the degree to which
different theories of cognitive devel opnent treat devel opnent as
theoretical. Note that the nature of devel opnent may differ from

domai n to domain. Language devel opnent, for exanple, may not be

6 Mich of this dissertation has been strongly influenced by Alison Gopnik, but this
section even nore than the rest grew fromideas planted in me by her.
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at all theoretical, while the devel opnent of folk psychol ogy may
be theoretical in the fullest sense.

I will now exam ne a variety of approaches to devel oprent,
with an eye to the three questions descri bed above. To the
extent that these questions are answered in the affirmative, |
will regard the account as “theoretical.” Sonme accounts wl|
answer all three questions in the negative, and so nake no appeal
to theories at all; other accounts answer some of the questions
in the affirmative, and so may be considered partially
t heoretical accounts of devel opment. Those who endorse the
theory theory in the fullest sense answer all three of the
questions in the affirmative. | cannot here do full justice to
the variety of accounts of devel opment that have been offered,
nor even to the subtleties of the accounts | do describe. M
intention, rather, is to provide a rough idea of the spread of
exi sting positions.

Let us begin with a sanpling of accounts make no appeal to
theories at all. So, for exanple, views that characterize
devel opnent as the accunul ation of particular enpirica
generalizations, or scripts (Shank and Abel son 1977; simlarly,
Nel son 1986), or narratives (Bruner 1992) nmake no appeal to
t heory-like structures. Take, for exanple, the idea of the
script as it appears in Roger Shank and Robert Abel son (1977).
Their classic exanple is the “restaurant script” -- essentially a
set of generalizations about what precedes what in ordinary
restaurants, providing the possessor of the script with a set of

expectations allowing her to guide and interpret actions in a
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restaurant context and to understand stories about restaurants.
Shank and Abel son focus on the “coffee house track” of the
restaurant script, which differs in details from for exanple,
the fast food track or the buffet track. The coffee house track
of the restaurant script tells us that the first thing we do
after entering a coffee house is scan for a vacant table in the
snoki ng or non-snoki ng section (according to our w shes) and seat
ourselves there. |If there is no nenu on the table, we can expect
to be brought one pronptly, and if this does not happen, we may
flag down a waiter and request one. At such a tine, we wll
probably be asked whether we would Iike anything to drink while
we | ook over our nenus and decide what we would like to eat...
and so forth.

Such a script, although it offers predictions of what wll
happen in various circunstances, does not explain the events
occuring inits domain: It tells us that they happen but not why
t hey happen (Gopni k and Meltzoff 1997, p. 62-63). The restaurant
script will tell us, for exanple, that we pay the owner of the
restaurant rather than the owner paying us, but it will not tel
us why this is the case. |If soneone is asked to explain why the
owner gets our noney, he will not (if he is truly interested in
answering our question) nerely appeal to the fact that this is
what happens in the restaurant script; he will appeal to a theory
-- i.e., a set of propositions to be evaluated in terns of their
expl anatory power. In this case, he would nost |ikely appeal to

a naive econom c theory: In order to get the food, the owner has
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to pay noney to other people, so if she were to give it to us for
free, she would be | osing noney, and that’s no way to run a
busi ness. One does not really have a theory of restaurants until
one can explain, and not nerely list, the ordinary goings-on in
restaurants. W can say, then, that scripts in this sense are
nere enpirical generalizations. To the extent devel opment can be
characterized as the acquisition of scripts, or script-Ilike
structures, it is not theoretical

Si npl e connectioni st nodel s of devel opnent al so probably
shoul d not be characterized as theoretical. A connectionist
system consists of three or nore |ayers of “nodes” which can take
particul ar values and connections between the nodes that can take
different “weights”. A sinple systemw || consist of a |ayer of
i nput nodes, which are assigned different values as a way of
representing some particular input; one or nore “hidden |ayers”
of nodes, whose values are determ ned as a function of the val ues
of the nodes connected to them and the weights of those
connections; and a |ayer of output nodes, whose val ues are
determ ned as a function of the values of the hidden nodes and
t he connections weights |eading fromthemto the output nodes,
and whose values are interpreted as signifying sone particul ar
out put or response to the input that was sent in. These
connectioni st networks are then “trai ned” by conparing the actual
output with the desired output and nodi fying the connection
wei ghts in light of that output. (Paul Churchland (1990) has a

hel pful di scussion of connectioni smfor beginners.)
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A nunber of peopl e have argued that devel opnent can usefully
be nodel | ed by connectionist networks (e.g., Bates and El man
1993; Cark 1993; Karmiloff-Smth 1992). |If connectionismis
understood in a flat-footed way, it |ooks |ike devel opnent so
characterized may require no appeal to theories. It certainly
doesn’t |ook on the face of it as though connectioni st networks
i nclude theories, or representations, or beliefs. On the other
hand, a nore subtle view of connectionist networks may treat
di stributions of connection weights as sonmehow bei ng
representational or belief-like, and if this is the case, it at
| east opens up the possibility that connectioni st networks can
nodel aspects of devel opnment that | ook |ike theory-building (see,
e.g., Bates et al. 1995). (This is not, of course, to say that
connectioni st networks thensel ves subscribe to theories, or have
beliefs.)

The theory theory may al so be contrasted with a nodul ar or
“central origins” view of devel opnment (Leslie 1994aé&b; Spel ke et
al . 1992; Chonsky 1980), although the contrast is |ess stark.
Spel ke et al. describe the contrast in ternms of the foundations
from which cognitive devel opnent proceeds. On the central
origins view, the primary source of know edge in a domain is not
sensory and notor experience but rather structures pre-existing
inthe mnd frombirth. Such structures may not be inmedi ately
avai l able for use by the child, but only come “on line” as the
child matures, perhaps as a result of triggers fromthe outside

environnment (Leslie 1988). These structures m ght even have a
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variety of “parameters” that take one value or another, changing
the nature of the application of the know edge, depending on
features of the environment -- Chonsky (1975) holds this position
regardi ng grammatical know edge. Such nodul es don’t have the al

t he kinds of characteristics that Gopnik and Meltzoff describe as
central to theories: They are, for instance, innate and

unrevi sabl e and so |l ack the dynam c features of theories that
capture their tendency to devel op and change in the Iight of
evidence. Gopnik and Meltzoff therefore conclude that nodul ar
know edge is not theoretical (Gopnik and Meltzoff 1997, p. 56-
59) .

Nevert hel ess, sonme proponents of nodul ar views want to
descri be nmodul ar knowl edge as theoretical. Alan Leslie, for
exanpl e, describes children as having a Theory of M nd Mdul e
(1988, 1994a&b). In his view, their know edge is both nodul ar
and theoretical, despite the fact that it |acks the dynam c
characteristics that CGopnik and Meltzoff regard as essential to
theories. Here it is inportant to observe the difference between
the three questions described at the beginning of this section:
(a.) whether children subscribe to theories, (b.) whether the
notor driving cognitive developnent is the drive to revise
theories in the Iight of evidence, and (c.) whether devel opnent
consists primarily in domain-specific inprovenents in theories.
descri bed at the beginning of this section. So long as the
children can dispel their explanation-seeking curiosity about the

m nd by appeal to know edge they have in the Theory of M nd
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Modul e, they subscribe to a theory on the topic, by virtue of
criterion (3 .) described in the previous section. O Thus, Al an
Leslie can claimthat know edge of the mnd is nodul ar and
innate, yet still be a theory-theorist in the weak sense of
answering yes only to question (a.), the question whether
children subscribe to theories. He cannot answer yes to either
question (b.) or question (c.), however, since the nodul ar view
does not allow that evidence be a primary notor of cognitive
devel opnent (b.) or that change in these theories is the neat of
devel opnent (since the theories do not really change).

A nodul ar vi ew of devel opment, then, is conpatible with an
attenuated version of the theory theory. Even so, it is unusua
t hat the know edge present in nodul es be accessible for the
pur pose of quenching expl anation-seeking curiosity, as would be
necessary for it to be theoretical know edge on ny account. So,
for exanple, although nmany cognitive scientists believe that
peopl e have innate, nodul ar, grammatical or visual know edge,
this know edge is not avail able for explanatory use and so
cannot, on the account | have presented, count as theoretica
know edge. People nay act in sone ways as if they had a theory
about, for exanple, the necessity for anaphors to be bound by
ot her expressions in their governing categories, but on ny
account we should not say that they actually have such theories.

In chapter six | will present an account of belief on which it

” ne might add the further condition that the know edge be propositional; but in the
extremely weak sense that | prefer to understand ‘propositional,’ all know edge -- even
know how -- counts as propositional, since “propositions” are just whatever can be the
contents of know edge and belief. Furthernore, | see no reason why the things we know
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Will turn out, in fact, to be in sonme respects a dubi ous matter
to ascribe this belief to (grammatically naive) people at all

i ndependent of the question of whether the belief can be depl oyed
to satisfying explanation-seeking curiosity.

W have seen that it is possible to answer no to questions
(a.), (b.), and (c.), as those who hold script or narrative based
accounts of devel opnent do. It is also possible to answer yes to
(a.) but no to (b.) and (c.), as Leslie does. Jean Piaget (1952;
Pi aget and | nhel der 1969) provides an exanpl e of sonmeone who says
yes to question (a.) and (b.) but no to question (c.): Children
on his view (as | read it), are theoreticians driven by
expl anati on-seeking curiosity to interact with and explore the
world, and this interaction results in their cognitive
devel opnent ((a.) and (b.)), but it does so by neans of system
wi de inprovenents in their cognitive abilities, rather than by
domai n-specific theory changes (c.). It is also, of course,
possible to answer yes to all three of (a.), (b.), and (c.), as
do Gopni k and Meltzoff (1997), Wellman (1990), and Carey (1985).
Somre of the predictions and expectations of such a view of
devel opnment wil| be described in the next subsection. O course,
as noted above, it is possible to think that devel opnment in one
domain is theoretical while devel opnent in other domains is not;
when | say that Gopni k and Meltzoff, Wellman, and Carey endorse
the strong version of the theory theory, then, I do not nean to

inply that they do so for all areas of cognitive devel opnent.

when we have know how, in other words these “propositions,” can't figure in explanatory
and theoretical activity.
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Nor woul d, for exanple, Shank and Abel son necessarily endorse
their script-based account of devel opnent as appropriate for all
domai ns. Probably the nost reasoned approach is a deliberate

ecl ectici sm

A New Domai n of Evidence for the Theory Theory

The full-blown theory theory of devel opnent, comritted to al
three of (a.), (b.), and (c.), makes the foll ow ng reasonably
wel | - publicized predictions about cognitive devel opnent (all
conpatible with the account of theories | offer):

(1.) Since theories are domain-specific, devel opnent should
be domai n-specific. For exanple, changes in one’s theory
of econom c transactions should have only an indirect
effect, at nobst, on one's biological theories, and we
shoul d not expect that transformations in the
under st andi ng of one domain will be synchronous with
transformati ons in the understandi ng of other domains.

(2.) The pattern of devel opnent, in the domains to which the
theory theory applies, should generally be from poorer
theories (or no theories) to better theories, and the
ki nds of things |eading to devel opnent shoul d be the kinds
of things |leading to theory change, e.g., encounters with
better theories or counterevidence that cannot easily be
accommodat ed, as opposed to biological maturation or

physi cal practice.
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(3.) Cognitive structures in those domains should show the
ri ght degree of resistance to change. On the one hand,
theories (unlike innate nodul es) are typically revisable,
at least in principle, given enough clear counterevidence.
On the other hand, people are naturally (and with good
reason) reluctant to abandon powerful explanatory
structures at the drop of a hat.

One problemw th treating these three predictions as the core
predictions of the full-blow theory theory, by neans of which to
distinguish it enpirically fromits conpetitors, is that the

evi dence adduced tends to be indecisive. Mdular and script or
narrative accounts al so predict domain-specificity in

devel opnent; all accounts of devel opnment predict increased
under st andi ng t hroughout chil dhood; and the generally negative
results of attenpts to induce broad cognitive change by offering
count erevi dence (except when the child is on the cusp of making
t he change anyway; see, e.g., Flavell et al. 1986; Resnick 1994,
Wygot sky 1978) can be seen either as indicating innate nodul ar
constraints, or maturational unreadiness, or the natura
reluctance to change theories given the limted anount of

evi dence an experinenter can present to a child.

Taki ng seriously the drive nodel | have suggested, | offer
the foll ow ng proposal that may provide a better neans of
enpirically distinguishing the full-blown theory theory fromits
conpetitors: Look for the patterns of affect and arousal

associated with the energence and resolution of explanation-
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seeking curiosity, and attenpt to determ ne how the patterns
relate to the cognitive devel opnent of the child. Let nme offer
an exanpl e of how this m ght work.

When a potential piece of counterevidence to a theory
achi eves salience, explanation-seeking curiosity will typically
exert itself upon the child. The reaction m ght be characterized
as sonething like a “why did that happen?” or “how is that
possi bl e?” reaction (though, of course, these words need not be
uttered or internally produced). This reaction will typically be
different, and often nore prol onged, than the kind of surprise
that follows a violation of expectations that offers no chall enge
to existing theoretical or explanation-producing capacities, such
as the surprise one mght feel at arriving hone to find one’s
spouse has purchased a new toaster. It is also apt to produce a
spurt of hypothesis formulation and testing, expressed either
verbally or through physical experinmentation. One mght even
usi ng Schacter’s and Singer’s (1962) or Zanna' s and Cooper’s
(1974; al so see Cooper and Fazio 1984) paradigm attenpt to
determ ne whether curiosity-specific affect and behavior are
reduced if the arousal can be attributed to sone other feature of
t he environnment.

If a new theory that accommopdates the counterevidence is not
devel oped, we nmay expect arousal to recur fromtine to tinme as
t he counterevidence presents itself again, even though the
evidence itself may not be new, or even, any |onger, unexpected.
If the evidence is assimlated into the old theory or if a new

theory is devel oped that accommpdates the evidence, we m ght
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expect a period of relief and/or excitenment, resulting fromthe
satisfaction of the explanation-seeking curiosity, and new

i nstances of the counterevidence to the old theory should no

| onger bring arousal and curious affect. (And, of course, one
woul d al so expect the child to behave as though she believed the
propositions conposing the new theory.)

Such a pattern of affect, if it can be tied to the enmergence
and resolution of explanation-seeking curiosity, and if (1.) -
(3.) above are also plausibly satisfied, would | think create a
presunption in favor of the full-blow theory theory. Mdular or
associ ationistic views of devel opnent would not predict such a
pattern of affect and arousal. This is not to say that people,
especially as they grow ol der, m ght not have a diversity of
reactions to counterevidence -- as | nentioned above, the
instantiation and interweaving of drives can becone conplex --
but it would be an overreaction therefore to abandon the project
of explaining patterns of action and affect by appeal to the
drives behind them as things get nore conplex, the project only
becones nore difficult.

The theory theory has been successful in generating and
maki ng sense of nuch enpirical research in cognitive devel opnent
(a fact well denmonstrated by Gopni k and Meltzoff 1997), but to
the extent the battle has been fought primarily over the
expl anati on of cognitive phenonena, the theory theory has m ssed
a whol e arena of potential support or disconfirmation in affect.

If theories are psychologically real entities -- if children
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really have them-- then they ought to find expression not only
in cognitive patterns but also in patterns of affect. 1In
deci di ng between theory-based and non-theory-based accounts of
devel opnent, it would be a mstake to ignore this fact.

A final remark: If we grant that the same kind of curiosity
driving this pattern of affect and behavior, and which | have
call ed “expl anati on-seeking” curiosity, mght be present even in
primates or prelinguistic infants, then it may be possible to
make sonme sense of the idea that even such creatures as these are
t heoreticians, seeking to satisfy their explanation-seeking

curiosity by neans of acquiring environnmental information
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5. Concl usi on

The primary aimof this chapter has been to devel op an
account of theories useful for addressing the “theory theory”
debate in devel opnental psychology. |In the first two sections,
exi sting accounts of theories in philosophy of science and in
devel opnent al psychol ogy were reviewed and found to be | ess than
i deal for the goal at hand, for reasons sunmarized at the
begi nning of section three. A novel account of theories was then
devel oped, centering around the questions of what it is to regard
something as a theory and what it is to subscribe to a theory.
The account proposed a tight connection between theories and
explanation. In particular, it was argued that regarding a set
of propositions as a theory commts one to evaluating those
propositions in terns of their explanatory capabilities, and that
to subscribe to a theory is to accept the propositions conposing
it and to be disposed to enploy those propositions in satisfying
expl anati on-seeking curiosity about the world around us. It was
t hen argued that such expl anation-seeking curiosity is what
drives us to accunul ate theories about the world. But if the
accunul ation of theories really is a product of such a drive,
then that drive should manifest itself in patterns of affect and
arousal associated with the devel opnent, testing, and refutation
of theories -- and accounts of devel opnent that treat cognitive
devel opnent as theory change ought to | ook for such patterns of
affect and arousal. |If such patterns cannot be found, then we

shoul d be hesitant to say that cognitive change really is theory-

151



driven in the way proponents of the full-blown theory theory
suggest .

In the introduction, | set nyself the goal of offering an
account of theories useful both in clarifying the debate over the
theory theory in devel opnental psychology and in furthering the
goal s of phil osophy of science and phil osophy of mnd. Although
the first goal was the primary focus of the chapter, | suggested
that the second goal would be furthered by the devel opnment of an
account of theories that captured sone of the continuities
bet ween scientific practice and everyday life and that granted
theories an inportant role in our cognitive lives. | believe
that | have offered just such an account.

I would like to conclude by pointing out sone inplications of
this account for the education of children. Science educators
such as Hewson and Hewson (1984), di Sessa (1988), and Posner et
al. (1982), while not always agreeing about the relative
i mportance of theories in intuitive science, have generally
agreed that if people have naive scientific theories, then the
presentation of evidence conflicting with those theories ought to
be of substantial use in |eading themto acquire new, nore
accurate theories (at least to the extent that the conflict is
recogni zed). The account at hand offers a mechani sm by neans of
whi ch such a process could work: Upon the presentation of the
count erevi dence, the student’s expl anati on-seeking curiosity
shoul d be aroused, and she will be driven to construct a new

t heory, w thout which that curiosity could not reliably be
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guenched. If the student’s explanation-seeking curiosity is not
aroused on the presentation of the counterevidence, then it my
wel | be that she does not have anything as substantial as a

t heory about the topic in question, and the educator may wi sh to
be directive in |leading her to develop a theory. |f explanation-
seeking curiosity does arise, then perhaps the educator wll
benefit from enploying the student’s own drive to explain to
generate interest and |learning, with only the m nimal gui dance of
a few well-chosen, intriguing exanples or data points.

| have ventured no opinions about the neans by which
expl anati on-seeking curiosity can be induced in the absence of a
theory with which data can conflict, but to the extent that the
drive to explain is a powerful notivational force, educators
woul d profit by discovering the neans by which it can be
cultivated, since, as | have argued, the nost natural products of
such a drive are evidence-sensitive, evolving, and inproving
theories. Once such theories are in place, they may have
sufficient inportance to the student even to |ead to independent
expl oration and inquiry beyond the bounds of classroom
assi gnnments, should new chall enges to those theories arise.

On the other hand, if the devel opnent and inprovenent of
theories is typically the result of a drive to explain, certain
perils for theory-devel opnent and | earning al so suggest
thensel ves. So long as a person feels she has an adequate
expl anation of the salient phenonena, no expl anati on-seeking
curiosity should be aroused, even if her theory is a weak one.

Learni ng by the mechani smdescribed is, therefore, hostage to
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salience. Add to this the observation that people do not
generally seeminterested in searching for potentia
counterexanples to theories that are superficially adequate, and
one has a recipe for stagnation. (It is interesting to note,
however, that people do seeminterested in the satisfaction they
can get fromdiscovering confirm ng i nstances that their theories
explain (N sbett and Ross 1980).) Furthernore, the drive to
explain seens itself to be, for nost people, a weak and tenuous
drive conpared with the drives to eat, to interact socially, to
sl eep, and so forth, and it is usually necessary that these other
drives be sufficiently attended to before the drive to explain
can get the play it needs to | ead beyond rudinentary

devel opnental acconplishnments. The drive nmay al so wane a bit as
adul t hood approaches -- whether by natural, internal processes or
because of sonme environnental inhospitability -- unless it is
actively and deliberately cultivated in the kind of rel axed,
nurturing environment in which only a minority of people have the

luxury to dwell.
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Chapt er Four
Representati on and Desire:
Case Study in How a Philosophical Error
Can Have Consequences for Enpirical Research

Wien Premack and Wodruff in 1978 asked whet her the
chi npanzee had a “theory of mind,” they pronpted reactions not
only from psychol ogi sts, but also from phil osophers. Anong those
phi | osophers who responded to Premack and Wodruff were severa
who outlined a research paradi gmfor studying the understanding
of false belief in primates and children (Bennett 1978; Dennett
1978; Harman 1978). This paradigmwas |ater taken up by W nmer
and Perner (1983) and was instrunmental in |aunching contenporary
research on the child s understanding of nental life.

Ever since, theory-of-mnd research has shown how
phi | osophi cal work can productively be enpl oyed by the
practioners of other disciplines. There are risks, however; if
t he phil osophy is genuinely being used, rather than nerely tacked
on as an afterthought, one would expect errors in philosophy to
lead to further errors down the road. |In this paper, | wll
exam ne one such error in theory-of-mind research, stenmmng from
the misuse of the word ‘representation’.

What | shall argue, in particular, is the following. 1In
contenporary phil osophy, the word ‘representation’ is used with a
vari ety of different neani ngs which are not always clearly

di sti ngui shed even by the phil osophers who discuss them Sone of
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t hese nmeani ngs have found their way into the literature in

devel opnent al psychol ogy, where they have been run together,
resulting in equivocal argunents, nmisrepresentations of existing
data, and even, | will assert, ill-fated research. | wll begin
by distinguishing two very different ways of view ng
representation, and I will examne in detail how one phil osopher
conflated these different understandings. | wll then describe

t he notivation and m stakes of the devel opnental research that is
the focus of this paper. | wll conclude with some suggestions
about how certain experinments on the child s view of draw ng

m ght be of help confirmng or disconfirmng a popul ar hypothesis
about the child s understanding of m nd.

If this paper has any single effect on the reader, | hope it
is this: That it entices her to acquire the (all too rare) habit
of clarifying what is neant when the word ‘representation’ is
enpl oyed, rather than sinply invoking the word as though it had a
singl e, univocal mneaning on which everyone agreed.

Representation is a crucial concept in philosophy of m nd and
cogni tive psychol ogy, and trouble with its use is bound to strike
to the roots of these disciplines. What | shall describe in this

paper are only the troubles |I know best.
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1. Desire in Indicative and Contentive Accounts of Representation

The contenporary phil osophers whose accounts of
representation have had the nost inpact on the theory-of-mnd
literature in devel opnental psychol ogy are probably Fred Dretske,
John Searle, and Jerry Fodor. Although the differences between
t hese phil osophers’ views of representation are enornous, this
fact is not as widely recognized as it should be. (Even Fodor
doesn’t seem always to recogni ze the degree of difference between
hi nsel f and Dretske; see Fodor 1984, 1987, 1990). | wll focus
on just one dinension of difference here, crucial yet typically
i gnored, and because ignored a source of unrecognized
difficulties. The difference that interests ne is the difference
bet ween contentive and indicative accounts of representation.
Searl e and Fodor offer contentive accounts, Dretske an indicative
one.

I shall call an account of representation contentive just in
case it treats as representational anything neeting the foll ow ng
condi ti on:

(A.) It has propositional (alternatively: intentional or
semantic) content.
The sense of ‘propositional content’ | nean to be invoking here
is that now broadly used in philosophy of |anguage and phil osophy
of mnd. Al though the notion of propositional content is
notoriously unclear, ny current project does not depend on any
specific way of cashing out that concept. Accounts of the sort |

want to | abel as ‘contentive’ are those that treat all the
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following types of things as representational: beliefs, desires,
and the other so-called “propositional attitudes”; sentences and
linguistic acts; pictures, maps, and certain kinds of artistic
obj ects perhaps. John Searle (1983), Jerry Fodor (1975, 1981
1987, 1990, 1991), and Hartry Field (1978) offer -- at least to a
first approximation -- contentive accounts of representation in

t he sense just described. Searle argues that anything with
propositional content (everything |listed above) is a
representation. Fodor and Field argue that sone things with
propositional content, |ike beliefs and desires, while not

t hensel ves representati ons are nonet hel ess representati ona
states. Belief and desires are “representational states,” on
this view, because they are rel ations between people and internal
representations. So, for exanple, John's belief that it is
raining is a relation between John and an internal representation
with the content that it is raining (Fodor 1981, ch. 7; Field
1978).

I ndi cative accounts of representation require a further
condition. Not only nust any representation or representationa
state have “content” (condition (A )), but also:

(B.) The content of a representation is supposed to match
up (alternatively, in “normal” conditions matches up)
with the way things are in the world. |If it does
not, msrepresentation (itself a type of

representation) has occurred.
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On an indicative account, a representation’s “job” is to reflect
the way things stand in the world. All representations, on this
vi ew, have what Searle (1983) calls a “mnd-to-world” or “word-
to-world” (or “representation-to-world”) direction of fit. This
is in sharp contrast to things |like desires and commands, which
t hough contentful, function not to reflect the way things are but
(very roughly) the way things should be. Desires and comands
have the opposite “direction of fit” -- they succeed by bringing
the world into line with them not by bringing thenselves into
line with the world. (For nore on direction of fit see Searle
1983; Ansconbe 1957; Hunberstone 1992.) Fred Dretske (1988)
espouses an indicative view of representation; so, for exanple,
al though he is happy to say that desires do have intentiona
content, he denies that they are representational (1988, p. 127).
Conditions (A) and (B.) are neant to be approxi mate, not
preci se. Fodor, for exanple, though he accepts (A.) as a good
“first approximation” of his view (1987, p. xi), suggests
conditions in which he thinks having content is possible wthout
representation (1987, p. 22). Searle seens to require that
nmental representations have not only a content but also a
direction of fit (either direction), and a “psychol ogi cal node”
(1983, p. 12). At the sane tinme, Searle allows for “Intentiona
states” whose “representative content” is not a whole
proposition. So, for exanple, Gernot nmight believe that the
stove is on or desire that Pauline arrive pronptly, but |ove

Sally (1983, p. 6-7). Athough belief and desire take entire
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propositions as their contents, |ove does not. Since direction
of fit is, for Searle, defined in terns of propositional content,
Intentional states such as |ove, presumably, have no direction of
fit, thus failing to fulfill one of Searle’s apparent
requirements for mental representations. Such details, however,
are beside the point for ny argunment, so |long as indicative and
contentive accounts cluster roughly around the criteria | have

gi ven.

An essential point of agreenment between those who subscribe
to indicative and those who subscribe to contentive accounts of
representation is that beliefs are representational. [|f |
bel i eve that yesterday it rained two inches, then | amin a
mental state whose propositional content is that yesterday it
rained two inches. |If | believe that Rick will sonmeday return ny
copy of Christopher Marlowe then | amin a state whose
propositional content is that Rick will soneday return ny copy of
Chri stopher Marlowe. Beliefs surely also satisfy condition (B.).
My belief about yesterday’ s rain is supposed to reflect the way
things actually are (or were) in the world. If it does not, it
is ny belief (not the world) that ought to be changed.

M srepresentati on has occurred.

The crucial point of disagreenent between the two accounts,
for my purposes, is in the treatnent of desire. On indicative
views of representation (Dretske 1988, 1995; also MIlikan's

“indicative representati on” 1984, 1993ﬂ) desire is not

1 MIlikan's distinction between “indicative” and “inperative” representations |ines
up nicely with nmy distinction between indicative and contentive accounts of representation
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representational. Desires are not supposed to indicate how
things are; they are dispositions or urges to bring things about
that may not be the case, or hopes that events will transpire in
one’s favor regardl ess of one’'s input. W do not say of a person
who desires an ice-cream sandw ch but is not eating one that she
m srepresents herself as eating an ice-creamsandwich. But if we
regarded desires as representations in the indicative sense, we
woul d be commtted to saying that, by condition (B.) of
representation: The content of that desire, “that | eat an ice-
cream sandwi ch now,” does not in fact match up with the world.
Surely desires may be based upon fal se beliefs or

m srepresentations -- perhaps | have forgotten what ice-cream
sandwi ches taste |i ke and woul d be di sappoi nted upon actually
tasting one -- but that does not nean the desires thenselves are
m srepresentations. Rather, the beliefs that informthem are.
Desires, then, are not representational states for those who
subscribe to indicative accounts of representation. (For nore on
this, see Dretske 1988 and M I1likan 1993.)

On contentive accounts, however, desires are clear-cut,
central cases of representational states. Desires, |ike beliefs,
are “propositional attitudes” par excellence. |If | desire that
Tori watch the sunset, then | amin a state whose content is the

proposition that Tori watches the sunset. |If | desire an ice-

(1993, p. 98-99). On indicative accounts of representation, only what MIIikan would call
indicative representations are representations. On contentive accounts, both her
indicative and i nperative representations are regarded as representational. Mst of

M I 1likan' s discussions of representation are discussions of indicative representations.
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cream sandwi ch, then | amin a state whose content is that | eat
an i ce-cream sandwi ch. You get the idea.

Both types of account draw on certain of our pretheoretica
intuitions. |Indicative accounts pull heavily on the idea that
there are always things out in the world that representations are
supposed to be representations of and that if those things are
portrayed inaccurately, or if there are no such things to begin
with, then the representation nust be a m s-representation
Contenti ve accounts depend nore on recognition of the possibility
of fictional or hypothetical representations -- paintings, for
exanpl e, that are “representations” of unicorns or mlitary
sandboxes that are “representations” of hypothetical manuevers.
These ordi nary-| anguage intuitions about representation conflict
with each other: One cannot grant full credit sinultaneously to
the idea that all representations are neant to be portrayals of
the way things are and to the idea that representations can be
fictional or hypothetical.EI Hence the di vergence between the

accounts.

2 Aninteresting internedi ate case is representations of the way things woul d be.
Such representations | eave room for accuracy or inaccuracy of a sort, although they are
not about the way things are. So, for exanple, one might misrepresent a unicorn as having
a second horn, or one m ght nake inaccurate clains about how the interview woul d have gone
had you only not spilled your coffee. This would seemto be a fertile field for further
exploration in the literature on representation.
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2. An Exanpl e from Phil osophy

Per haps ny exposition in the previous section of the
di stinction between indicative and contentive accounts of
representation will seem obvious. Neverthel ess, people do not
al ways make cl ear when using the word ‘representation’ exactly
what it is they have in mnd. Philosophers of mnd and, to an
even greater extent, cognitive psychologists tend to use the word
‘representation’ unqualifiedly, as though everyone were in
perfect accord over the nmeaning of that term The termis far
nore frequently invoked than explained. Since the word has no
uni vocal meaning in philosophy and cognitive science, such
behavior is ill-advised. Not only are indicative and contentive
accounts quite different in nature, but the contentive accounts
are thenselves quite different -- Fodor (1975), for exanple,
t hi nks representati ons nust have a formal syntactic structure,
while Searle (1983) denies this. Add aesthetically-notivated
accounts of representation (e.g., Wl Il heim 1993) and “re-
presentation” puns (the latter sonetines offered by the very sane
authors who give different accounts of representation when the
latter is not being contrasted with presentation; Searle 1983;
Dennett 1991a), and you have a recipe for disaster. Shortly I
wi |l describe the errors in devel opnental psychol ogy that are the
focus of this paper. In this section | warmup with a simlar
confusion in Dennis Stanpe’s article “Toward a Causal Theory of
Li ngui stic Representation” (1977). This article had a

substantial inpact on |ater philosophical work on the topic of
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representation (especially Dretske 1988, 1995; MII|ikan 1984,
1993; Fodor 1984, 1987, 1990), but to ny know edge no one has
noticed Stanpe’s conflation of an indicative with a contentive
under st andi ng of representation.

Stanpe’s (1977) article anbitiously takes up the task of
offering a “causal theory of representation,” stated as generally
as possible and intended to unify the then (and still) popul ar
causal theories of know edge, nenory, belief, evidence,
perception, and reference. Wat all these phenonena have in
common, Stanpe says, is that they involve a representationa
“object” (1977, p. 81). Understanding representation in genera
shoul d then be of use in understanding these phenonena in
particul ar.

Si nce Stanpe tal ks about representati ons as being the kinds
of things with “contents” and “objects” in a fairly traditiona
sense, it seens likely that he would be willing to accept
sonmething like condition (A ) on representation as descri bed
above. But is he also wlling to accept (B.), thereby making his
account an indicative one? Mst of the phenonena nentioned on
Stanpe’s p. 81 (cited above) could plausibly be interpreted as
having a mnd-to-world direction of fit (although the case of
reference is not clear). |If S knows that P, believes that P, has
evi dence that P, remenbers or perceives that P, then S s nenta
contents are supposed to match up in the right kind of way with
the world; if they don't, m srepresentation has occurred. |If
t hese are the phenonena in which Stanpe is interested, then an

i ndi cative account of representation rmay be appropriate.
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St anpe, however, hopes to include in his analysis not only
t he above-nenti oned phenonena but also, it becones clear as he
proceeds, intentions and desires, as well as speech acts |ike
prom ses and orders (1977, p. 82, 85). These |atter phenonena
have a world-to-mnd (or world-to-word) direction of fit and, as
di scussed above, absolutely are not representations on indicative
accounts.EI To make his commtnment to including such phenonena
clear, Stanpe says that the causal relation he w shes to nmake
criterial for representation “is one that holds between a set of

properties F(f, ... f,) of the thing (O represented, and a set of
propositions ®(@ ... @) of the representation (R)”; and, he

conti nues, the causal route may run in a nunber of directions and

the relation still be a “representational” one (1977, p. 85).
O s having F may cause R s having ®, as in the case of true

belief, or Rs having ® may cause Os having F, as in the case of

an intention acted on and thereby satisfied, or there nmay be sone
common cause for both of them It |ooks, then, as though
Stanpe’ s account might be a contentive one after all. He seens
happy to ascribe representational status at |east roughly to the
same broad range of phenonena that Searle and Fodor do.

(However, since Stanpe does not explicitly say that he regards
all itenms with propositional content as representations, we
cannot be certain whether Stanpe night wish to add sonme criterion

that night exclude sonme, such as fears or doubts.)

3 Stanpe argues in later articles that desires do have an indicative function: The
desire that P is supposed to indicate that it would be good if P were the case (Stanpe
1986, 1987). Nevertheless, since the actual content of the desire, P, is not supposed to
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Having said all this, Stanpe remarks that “for the sake of
havi ng a manageabl e form of expression” he wll
“indiscrimnately” just speak of the object as causing the
representation (1977, p. 85). This is not at all an atypica
nove in philosophy and the cognitive sciences: W set ourselves
the task of talking about “propositional attitudes” or
“intentional states” in general (i.e., belief, desire, intention,
fear, doubt, etc.); for sinplicity’'s sake we decide to tal k about
just one of themin depth; the one chosen “at randoni is always
belief; and we end up saying very little, except perhaps as a
speci al study, about how the other propositional attitudes or
intentional states are supposed to fit into our “general”
account. It is particularly striking that we should see Stanpe
followng this pattern, given the conplex and detailed treatnent
of desire he develops in other work (Stanpe 1986, 1987, 1994).
But rather than focus on this [ater work of Stanpe’s, which does
not exhibit the tendency or error in which I aminterested, |
want to focus on the sem nal and general 1977 paper of Stampe’s,
since it displays quite clearly and usefully just the kind of
sl i ppage that proves danmaeging in the psychol ogical work I wll be
exam ni ng shortly.

If Stanpe wants to talk only of the object’s causing the
representation, for the sake of having a manageabl e form of
expressi on, but neverthel ess wants his clains to apply to cases

in which the causation runs in the other direction as well, then

match up with the world, even on Stanpe's account of desire, desires cannot be indicative
representations as | have described them by the criteria stated on p. 4.
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it should al ways be possible to adjust his clains to fit these
other cases. |If his clains cannot be so adjusted, then he wll
have not done what he has advertised -- he will not have
presented a general account of representation applicable to
representations running in all directions of causation. One way
of thinking about this potential error is as a conflation of
i ndicative and contentive accounts of representation. The class
of representations would be viewed widely, i.e., contentively,
while the properties attributed to representations in general
woul d include properties that apply only to indicative, belief-
like representations in which features of the represented object
cause a representation of that object as having those features.
Bef ore Stanpe even | eaves page 85, he shows signs of having
made the error in question. He says, for exanple, that “the
causal criterion requires that the relevant properties of the
obj ect represented cause the instantiation of the rel evant
properties in the putative representation of it” (1977, p. 85).
This nay be a reasonable criterion to apply to belief, especially
if one spruces it up with an account of m srepresentation (Stampe
does so in terns of “normal” or “fidelity” conditions). There
may be sonmet hing funny about a belief that Xis F that is not
causal ly hooked up in the right kind of way wwth X s being F
(al t hough even Stanmpe wants to nodify this claimwhen applied to
beliefs about the future). But we cannot, as | have just argued
we nust, generate fromthis description an even renotely

pl ausi bl e anal ogous condition for desire. If Xis not yet F, X's
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bei ng F cannot possibly cause nmy desire that X be F, since what
does not exist cannot be a cause. Nor can we get the results we
want by turning the direction of causation around. There is
not hi ng odd or wong about a desire that X be F that does not
cause it to be the case that X is F. Sone desires sinply are not
satisfied. Oher desires, about the weather for exanple, we may
hope to be satisfied, but not as a result of a causal chain
involving the desire in question. Nor is it plausible to think
that there nust be sone common cause of both the desire that X be
F and its eventually being the case that Xis F. Stanpe's claim
that “the causal criterion requires that the rel evant properties
of the object represented cause the relevant properties of the
putative representation of it” would not seem pl ausi bl e had
Stanpe “indiscrimnately” chosen to talk of the representation
causing the state of affairs represented rather than the other
way around. Stanpe already appears to have slipped into treating
representation indicatively, attributing to all representations
properties that do not rightly apply to representations
contentively understood.EI

Fromthis point onward, Stanpe’s account |ooks |ike an
i ndi cative account of representation. On page 86, he says that
“the central fact about representations” is that they “provide
i nformati on about what they represent” (ny ital.). But in what

sense do, for exanple, prom ses that P, orders that P, or

4 Stanpe later argues that although what a desire that P represents is P, what it
represents P as is a state of affairs the obtaining of which would be good (1987, p. 355).
The desire is then “ideally caused by the fact that it would be good were P to be the
case” (1986, p. 167). This is inportantly different fromthe desire’s being caused by P
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intentions that P provide any information about the state of
affairs they represent, P? On pages 87-90, Stanpe has a
di scussion of what it neans to say that a representation is
accurate. It makes no sense to turn the causal direction of
t hese ideas around and apply his discussions to non-indicative
representations.
Furthernore, Stanpe says:
There is nothing essentially nmentalistic about
[representation]; it may be a wholly physical relation
Neither is there anything essentially semantic about
it, in the narrower (proper) sense of the term It is
the relationship that obtains between the noon and its
i mage refl ected on the surface of a pond, and it would
do so were no mnds ever to have existed; even if there
had been nothing to count them the nunber of rings in
the stunp of a tree represent the age of the tree
(1977, p. 87, his ital.).
If representation is disconnected fromthe nmental like this and
really can run either direction for Stanpe, then it ought to be
just as legitimate to turn things around and say that the noon
represents the reflection in the pond and that the age of the
tree represents the nunber of rings inits stunp. Stanpe,
assunme, doesn’'t want to say this -- if he did say it, he would
have to abandon the idea of any good match between his usage of
‘representation’ and anyone else’'s -- but there is nothing in
Stanpe’ s account of representation that suggests that the noon
can't be the representation of the reflection. It seens doubtfu
that Stanmpe woul d have made an anal ogous cl ai m had he chosen to

speak consistently of the representation’ s causing the object

represented rather than the other way around. Perhaps Stanpe

itself, as would be required on Stanpe's criterion cited in the text, which requires a
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woul d want to add conditions to the representational relation
meant to apply specifically to cases in which the causer is the
representation, thereby ruling out cases like the noon's
representing its reflection, but in fact he discusses no such
condi tions.

In sum Stanpe focuses in his 1977 paper on features of
representation that apply to belief-like mnd-to-world cases; as
a result, his account of representation |ooks very nuch |ike an
indicative one. This may be fine for nost of the phenonena he
wants to discuss in this paper, but he cannot apply his account
to desire, intention, or any of a nunber of other phenonena wth
a world-to-representation direction of fit that he does in fact
claimto cover wwth his account. Although the paper begins as if
it were going to offer a contentive account of representation
t he account | ooks nore indicative in the end.

Stanpe is not uni que anong phil osophers in running together
i ndicative and contentive approaches to representation, and I
have chosen his 1977 article as a focus not to single out himin
particul ar, but rather because it is an influential and clear
exanple, and it shows how even a phil osopher like Stanpe, who is
generally attuned to the conplexities of desire and ot her m nd-
to-world representations, can slip into a belief bias when
speaki ng broadly about representation in general. 1In the airy
hei ghts of abstraction and generalization, the difference between
contentive and indicative accounts of representation can

someti mes go unnoti ced.

relation between P itself and the desire that P.
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Even Fodor, whose remarks about representation are usually
clearly in the contentive canp, sometinmes slips into thinking of
representation indicatively. The clearest case of this is
probably in his 1984: On the first page, Fodor says that “the
poi nt about propositional attitudes [belief, desire, etc.] is
that they are representational states” (1984, p. 231, his ital.)
-- i.e., they are relations between people and internal nenta
representations (Fodor 1981, 1991). Fodor then, as usual,
focuses nost of his attention on representations wth a m nd-to-
world direction of fit. Finally, on the closing page of the
article, Fodor remarks that if Rrepresents S, “what R represents
isits truth condition, and its truth condition is whatever
causes its tokening in teleologically normal situations” (1984,

p. 249). Wth the indicative/contentive distinction in hand, we
can see the difficulty here. The first quotation insists that
desire is a representational state, but the second does not allow
desires to involve normal ly tokened nental representations. Wen
Fodor later rejects the position endorsed in the second
quotation, he finds it necessary to spend an entire chapter
argui ng against the claimthat “Nornally caused intentiona

states ipso facto nean whatever causes thenf (1990, p. 82, 89) --
an argunent he surely woul d have found unnecessary had he
reflected sufficiently on the fact that both he and those he

takes to be his opponents regard desires as intentional states.
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3. The Error in Theory of M nd
I would now |i ke to suggest that a nunber of devel opnent al
psychol ogi sts studying the child s theory of mnd have al so
conflated contentive and indicative approaches to representation
I wll focus on the work of two of the nobst prom nent (and nost
phi | osophi cal | y-m nded) researchers in the field: Aison Gopnik
and Josef Perner. | wll begin wth textual evidence that the
word ‘representation’ is being used sonetines contentively and
sonetinmes indicatively by these two authors. | will then show
how equi vocati on between the two nmeanings of ‘representation’
produces problens for their research on the child s understandi ng
of desire.
Lynd Forguson and Alison Gopni k begin their 1988 paper with a
very clear statement of a contentive account of representation
Accordingly, we will understand by the term nenta
representation a nental state consisting of (a.) a

representational attitude (e.g. believing, wanting,
wi shing, regretting, fearing), and (b.) a synbolic

content ... that differentiates one belief from another,
one desire from another, and so on (1988, p. 228, ital
theirs).

Notice that desire is specifically included in the |ist of
representational states, since it has “synbolic content”.
Nonet hel ess, a few pages | ater Forguson and Gopni k say

However, these children do not seemto be able to
di stingui sh between the different informationa
relationships that nay hold between representati ons and
reality. As we wll see, they show little understandi ng
of the principles of representational change,
representational diversity, or the appearance-reality
di stinction.

Al these abilities require that the child
si mul t aneously consider a particular representation as a
representation and as an indi cator of how the world
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really stands (1988, p. 234-235, ital. theirs,
underlining mne).

These latter remarks only nake sense on the view that al
representations have an indicative function; one does not need to
understand i ndicator relationships to understand that desires may
change (Forguson’s and Gopni k’s “representati onal change”) or
that different people may have different desires (Forguson’ s and
Copni k' s “represent ati onal diversity”).EI Forguson’ s and Gopni k’s
main thesis, in fact, depends on the slide between contentive and
i ndi cative accounts. On the basis of experinents suggesting a
shift between ages three and four in the child s understandi ng of
indicative relationships and m srepresentation, they argue that
the four-year-old but not the three-year-old understands
representation in general. This claimwould be warranted if
Forguson and Gopni k consistently held an indicative account of
representation; it is not warranted if their account of
representation is a contentive one. | wll shortly describe in
nore detail the role this error plays in Gopnik's research, but
first I will exami ne the work of one other researcher to make the
point clear and to show the preval ence of the m stake.

Josef Perner (1991a&b) al so seens to conflate contentive and
i ndi cative accounts of representation. He says, for exanple,
that the “scientifically satisfactory” way to view a person’s --
Sue’s -- desiring sonething requires that “an interna

representation is posited in Sue’'s mnd, which represents the

5 ne nmight argue that desires are indicators of howthe world really stands, a desire
for food, for exanple, indicating a need for food (sonething like is Stanpe’'s |ater (1986)
view). Even if this were true, it’'s hard to see how it would be necessary to understand
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nonexi sting situation she desires” (1991b, p. 116) and that
“treating desires as nmental representati ons becones necessary for
under st andi ng how desi res change and how they are controll ed”
(1991b, p. 205). Thus, he sonetinmes seens to treat desires as
cl ear cases of representations. Elsewhere, however, he says that
“for any representation it is possible to msrepresent” (1991b,
p. 20) and
the definition of representation should therefore contain
two elenents: (a.) there nmust be a correspondence between
states of the representational nediumand states of the
represented world, and (b.) this correspondence nust be
exploited by an interpretive systemso that the
representation is used as a stand-in for the represented
(1991a, p. 144).
Nei ther of these latter remarks is consistent with regarding
desires as representations: It nakes no sense to talk of a desire
as a msrepresentation of sonething (though the beliefs on which
a desire depends may be m srepresentations); desires do not
correspond the way beliefs do (or are supposed to) to states of
the external, represented world; desires do not (in any clear
sense) function as “stand-ins” for what they are supposed to
represent.

Perner | ater argues (contra his 1991b, p. 205, cited above)
that desires are not thensel ves representations, but rather are
representational states consisting of rel ations between peopl e
and representations (1995; see also Fodor 1981 and Field 1978).

Onthis view, S s desire that Pis a relation between S and an

internal representation whose content is P. This account of

this fact about desire to understand change and diversity in desires as Forguson and
Gopni k suggest.
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desires as representational states is also not consistent with
Perner’s indicative-soundi ng remarks about representation cited
above (1991b, p. 20; 1991a, p. 144). M desire, for instance,
that | get sone fresh air is not plausibly seen as a relation

bet ween ne and sone internal nental thing corresponding with, and
possi bly m srepresenting, the state of the world. If it were, we
woul d have to say that this desire of mne involves a

m srepresentation: | amnot getting fresh air, so any nenta
representation with the content that | get fresh air and the task
of corresponding to the world would have to be failing inits
representational task. But of course there is no

m srepresentation. The facts are clear: | know that want fresh
air, and | know that | amnot getting it.

Perner, | think, recognizes that there is a problem here and
seeks to escape it by arguing that desires involve a “secondary”
type of representation

The primary function [of a representation] is to reflect
the represented environnment faithfully so that the user
can learn to use it as a reliable guide. This is primry
because it establishes the neaning of representational
el enments.... But once this nmeani ng has been established,
a map of a fictional environment can be generated by
combi ni ng representational elenents established by the
primary process. This allows representations to be
positively enployed to represent hypothetical,
nonexi sting states of the environnment (1991b, p. 24-25).
Perner follows these remarks with an interesting di scussion of
the use of “nodels” (e.g., a mlitary sandbox) for both
i ndicative and fictional purposes. However, although these

remarks do clarify his position in some ways, they don't get him

out of the bind described above: Either secondary representations
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are truly representational, in which case his account is
contentive and he ought not regard correspondence to the world
and the possibility of m srepresentati on as necessary attendants
of representation; or secondary representations are not genuine
representations, in which case desire ought to be left off the
list of representational states.

The consequences of not deciding this issue are serious,
since they | ead Perner to some fundanental errors -- very nearly
the sanme errors that Forguson and Gopni k make. Perner, |ike
Forguson and Gopni k, sees the child as shifting, between ages
three and four, froma nonrepresentational to a representationa
understanding of mnd. (The title of his 1991 book, in fact, is
Under st andi ng the Representational Mnd.) H's argunent for this
depends entirely on evidence for a transformation in the child s
under st andi ng of facts unique to indicative representations --
i.e., that beliefs may be fal se, that appearances may differ from
reality, that photographs may fail to capture the present
situation. The conclusions Perner wants to draw, however, are
supposed to apply to representations contentively understood,
including desires and other nental states wth a world-to-m nd
direction of fit.

Gopni k and Perner both have enornous influence on research in
the child s understanding of mnd, and so it is interesting to
see them nmaki ng such a simlar mstake. But this m stake m ght
be of nerely conceptual interest, had it not also led to

m sgui ded enpirical research
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It does so via the foll ow ng equivocal argunent, which both
Gopni k and Perner accept:

(1.) Children conme to understand representation at four

years.
(2.) Therefore, their understanding of all representationa
states nust undergo transformation at this age.

(3.) Desire is a representational state.

(4.) Therefore, the children’' s understandi ng of desire nust
undergo sone inportant transformation (presunmably
anal ogous to their transformation in belief
under st andi ng) at four years.
First, sone caveats. Neither Gopni k nor Perner put the argunent
forward in precisely this form Nor does Gopnik, at |east, deny
the possibility of some “décal age” (difference in timng) between
bel i ef understandi ng and desire understandi ng (Astington and
Gopni k 1991). They al so each admt that there is probably sonme
| ess sophisticated, “nonrepresentational” understanding of desire
avai l abl e to younger children. Gopnik sees no such
nonrepresentati onal correlate for belief (Astington and Gopnik
1991); Perner argues for the existence of such a correlate, which
he calls “prelief” (Perner, Baker, and Hutton 1994; Perner 1995).
Nonet hel ess, in the final analysis Gopni k and Perner are both
clearly committed to the equivocal argunent just nentioned. They
explicitly include desires in their lists of representationa
states, and they explicitly -- promnently -- declare that the
child cones to understand representational states at four years.

Unl ess desire is to be treated as a special case, nore difficult
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to understand than representational states as a whole -- a view
nei t her Gopni k nor Perner endorse and agai nst which there seens
to be good devel opnental evidence (see below) -- the conclusion
t hat desire understandi ng shoul d change between ages three and
four follows naturally.EI

Now the problemw th this argunent is, as you may have
gathered, that premse (1.) is warranted only on one

under st andi ng of representation, while premse (3.) is warranted

6 Even sonme who do not buy into the dom nant view described here may be committed to

an anal ogous argunent. Henry Wellnman, for instance, (1990; Bartsch and Wl |l nman 1995)
simlarly puts desire on his list of representational states and then ignores it in his
nore detail ed discussions of representation. Since Wl lman has studied the child' s
under st andi ng of desire nore extensively than nost and has even given it a central role in
hi s devel opnental account, this fact is especially surprising. |In his npst abstract
di scussi ons of representation, Wellnman characterizes representati ons contentively, as
states with “internal nmental content” (Bartsch and Wellman 1995, p. 14). Wllman wites

In adult understanding as phil osophers treat it, a person’s desires are

typically construed as sinmilar to beliefs. Thus, both desires and beliefs are

called propositional attitudes. Beliefs are beliefs about a proposition: Joe

believes that that is an apple. |In this construal, beliefs are understood as

representational. “Joe believes that that is an apple” neans sonething |ike

that Joe has a cognitive representation of the world and in that

representation the designated object is an apple. A person’s desires can be

construed simlarly, that is, as desires about propositions, about possible

represented states of affairs. “Joe wants an apple,” then, is understood as

sonmething like, “Joe wants that there be an apple and that he obtain it.”

Since a person’s desires are also representational in this sense, it is

feasible to talk of desires for not-real, nonexistent inmaginary things. W

say things like “Joe wants a unicorn” or “Joe wants to be the best ski junper

ever” (Weéllman 1990, p. 210)
Al t hough Wl | man al so enphasi zes a sinplified, non-representational understanding of
desire he thinks is available even to two-year-olds (Wllman 1990, p. 210-211; Bartsch and
Wl I man 1995, p. 13-14), he clearly thinks that the adult understanding of desire is fully
representational: Desires are nental states taking full propositions as their contents

On Wllman's view, the child cones to understand representati on at around three years

of age (in this, Wllman deviates fromthe majority view). One would thus expect the
chil d s understandi ng of desires to becone representational like the adult’s, thus
enabling the child to talk of desires for “not-real, nonexistent inmaginary things.” In
di scussing the transition froma non-representational to a representational understanding
of mnd, however, Wellman | eaves desires out of the picture altogether. He repeatedly
enphasi zes that there are two sorts of representation: reality-oriented representations
like beliefs and fictional representations |ike imaginings and dreans (Wellman 1990, ch
9). Desires do not fit into either of these categories and are not nmentioned. Thus, for
exanpl e, in discussing the child s understanding of representational diversity, Wellmn
remarks that “even three-year-ol ds understand representational diversity, but they
understand only the diversity allowed by inmaginings and by a hit-or-mss understanding of
m srepresentation” (Wellman 1990, p. 255). He says this in spite of the fact that he
earlier presented studies (Wllman 1990, ch. 8) that, he argued, showed that the two- or
three-year-old child could understand that people can have and act on desires different
fromthe child's own. His discussion of the acquisition of an “active, interpretive
under st andi ng” of representation at four years of age simlarly ignores desire: Al though
the child' s understanding of false belief and the appearance-reality distinction are
di scussed at length, no attenpt is nade to exami ne the child s understanding of the
active, interpretative dinmensions of desire or even to discuss what such di nensions mi ght
be
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only on the other understanding. The argunment is thus an
equi vocal one and invalid.

Gopni ks and Perner’s argunents for (1.) depend on several
experinments well-known in the theory of mnd literature, and
whi ch have received broad attention in both psychol ogy and
phi | osophy. ©One classic is Gopnik’s and Astington’s “Smarties
box” experinment (1988; also Perner, Leekam and W nmrer 1987).
Children are shown the easily recogni zabl e opaque candy cont ai ner
for the English confection “Smarties” and are asked what they
believe is in the container. Naturally the children answer
“Smarties.” The container is then opened to reveal not Smarti es,
but a pencil. Children are then asked a series of questions,
i ncluding “When you first saw the box, before we opened it, what
did you think was inside it?” and (in the Wmmer and Hartl 1991
version) “VWhat will [your friend] say is in the box?” Three-
year-old children, but not four-year-old children, typically
respond “pencils” to both these questions.

Leavi ng aside the interesting nethodol ogi cal and theoretical
i ssues this experinment raises, suffice to say that it, and others
like it, are generally taken to suggest that the follow ng
conpetenci es energe at about four years of age: (a.) an
appreci ation that other people nmay have fal se beliefs (Wmmer and
Perner 1983; Perner, Leekam and Wmmer 1987; Mses and Fl avel |
1990); (b.) an appreciation that one’s own beliefs may have been
false in the past (Gopni k and Astington 1988, W nmer and Hartl
1991); and (c.) an appreciation that things may appear to be

other than they are (Flavell, Flavell, and Green 1983; Flavell,
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G een, and Flavell 1986; Gopnik and Astington 1988; Friend and
Davis 1993). That these devel opnents should occur at roughly the
same tine is not surprising: They all seemto tap a basic

under standi ng of the possibility of m srepresentation (but see

Vi nden 1996 for another view); and for many researchers, indeed,
the child s comng to understand m srepresentation at that age is
seen as the surest sign of her com ng to understand
representation then (Perner 1991b; Mses and Fl avel | 1990;
Astington 1993; O son 1988; but see Hala, Chandler, and Fritz
1991) .

The inmportant thing to notice here is that all these
experinments tap abilities associated exclusively with indicative,
m nd-to-world representations. Desires cannot be fal se; desires
cannot be m srepresentations. This kind of evidence, then, only
warrants the first step of the argunent described above if
‘representation’ is construed indicatively. But for step (3.) to
be plausible, ‘representation’ nust be understood contentively;
hence, the equivocation. The sane problem may be put anot her
way: The experinents cited show (at best) that the child conmes to
understand the nature of m srepresentation at around age four;
but this understandi ng has no bearing on the child' s
under st andi ng of desire; the evidence so far supplied provides no
reason to suppose that the child s understandi ng of desire ought

to be transfornmed at this age. And in fact it is not.
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Gopni k performed a nunber of experinents ainmed at di scovering
the expected 3-4 shift in desire. Astington, Gopnik, and
O Neill (1989; reported in Astington and Gopni k 1991), for
exanpl e, performed an experinment to see if children were as poor
at recalling their past unsatisfied desires as they seemto be at
recalling their past beliefs. (Searle (1983) regards false
beliefs and unsatisfied desires as structurally simlar in that
t hey both involve unnmet “conditions of satisfaction.”) Children
were shown two toys that | ooked very different but could not be
di stingui shed by touch, and asked which toy they preferred. The
toys were then dropped together into a bag and the child was
allowed to withdraw only one. The child was then asked whet her
she got the toy she had wanted. \hile al nost 80% of three-year-
olds correctly described their unsatisfied desires, they
performed no better than chance on the standard (Gopni k and
Astington 1988) test for recollection of past false beliefs.

One m ght object that there is no good way, in this
experinment, to tell that the children aren’t sinply reporting on
their present desire for the toy they didn't get. 1In the
standard fal se belief recollection tasks, the belief is shown to
be fal se and thus changed before the child is asked to recall it.
The child sees the Smarties box, and it opened to reveal a
pencil; the child s belief about the contents is thereby changed.
The children are then asked what they had (fal sely) thought was

in the container before it was opened. In Astington, Gopnik, and

7 That this was her goal is not only evident fromthe experinents thensel ves, but also
has been confirmed by personal commrunication.
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O Neill (1989), on the other hand, the child s desire is not
necessarily changed when the unwanted toy is w thdrawn, and thus
reporting their present dissatisfaction would be a successfu
response strategy. One mght argue that it is this disanal ogy,
and not a fundanental difference in their |evel of understanding
desire and belief, that explains the three-year-old s good
performance on the desire task and poor performance on the belief
t ask.

Perhaps with the idea of addressing this problem Gopnik and
Sl aught er (1991) actually worked to i nduce a change of desire in
children -- for exanple, by presenting themwth two books,
allowing themto choose one, and then reading it to them so that
they then desired to hear the other book. They found that three-
year-ol ds have sone difficulty with reporting their past desires
in this task, but not as nuch difficulty as with the false belief
tasks. Notice, however, that this is no |longer a test of their
recollection of an unsatisfied desire, so again the parallel to
false belief is not conplete.

I n anot her experinent, Gopni k and Seager (1988; again
reported in Astington and Gopni k 1991) showed children two books,
a child s book and an adult’s book, and asked which book an adult
woul d choose. A slender majority (57% of three-year-olds
clainmed that the adult would choose the child s book. Four- and
five-year-olds, on the other hand, said this only 36% and 28% of
the tinme, respectively. Gopnik and Seager draw a parallel

bet ween t hese percentages and simlar percentages one sees on the
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fal se-belief tasks. They take the experinent as evidence that
young children don't understand that different people can have
different desires. This conclusion, however, is contravened by
the results of other studies suggesting that children do have an
under standi ng of the diversity of desires (Flavell, Flavell,
G een, and Mses 1990; Repacholi and Gopni k 1996; Bartsch and
Wl | man 1995), and one wonders whether the results m ght be an
artifact of children’s not having a very good idea (or all too
good an idea?) of what kinds of books, specifically, adults m ght
care toread. It is interesting to see how hard it is to get the
right kind of symmetry between a false-belief task, |ike the
Smarties task, and any kind of desire task.E

Perner did not as actively (or at |east not as publicly)
engage in experinents directed toward finding a 3-4 shift in the
child s understanding of desire. One experinment he did perform
suggests that three-year-olds generally understand that people

are happy when they get what they want and unhappy when they

8 Moore, Jarrold, et al. (1995) similarly try to construct a desire task parallel to
the false belief task. In their task, children are placed in conpetition with a toy
character (“Fat Cat”) to conplete a three-piece puzzle. Both the child and the character
begin the gane with a puzzle piece for the body of a frog. Each needs to acquire, next, a
head piece and, finally, the eyes. |In order to win pieces, players nust draw cards froma
pack: a white card indicates that no action is to be taken, a red card indicates that one
may take a head if a head is not already possessed, and a blue card indicates that one may
take the eyes if one already has a head. The children and Fat Cat draw cards, and the
child earns a head, but the puppet does not. Now, presumably, the child wants a bl ue card
so that he may conplete the puzzle. At this point, the child is asked two test questions
(1.) Wich color card does Fat Cat want now? and (2.) Wich color card did you want | ast
tine? These questions are intended to test that the child can understand both another
person’s desire that is different fromhis own and that his own previous different desires
were different. Three-year-old children are found to pass this test in approxinately the
sane proportions that they pass fal se belief tests

This experiment is no nore supportive of the thesis of a 3-4 shift in understanding
the representational nature of desire than are Gopnik’s experinments (and Mbore et al. do
not regard it as supporting this thesis). First, the parallel with false belief is not
conpl ete. These are not tests of unsatisfied desires, and perhaps are better conpared to
the child s understandi ng that people can have different beliefs when the facts of the
matter are unknown, which seens to devel op earlier than their understanding of false
belief and to be in place by three years (Wl lman 1990). Second, the task seens
sufficiently conplicated that it mght introduce extraneous task-specific difficulties
that could mask the three-year-old s ability to understand conflicting desires (an
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don’t (Hadwi n and Perner 1991; see also Yuill 1984; Wllnmn and
Banerjee 1991; Wellnman and Bartsch 1988; Harris et al. 1989). 1In
fact, the bulk of studies on the child s understanding of desire
have found no inportant shift between ages three and four.

Besi des the studies cited so far suggesting that by age three
children understand (a.) people's diversity of desires and (b.)
their enotional reactions to the satisfaction or dissatisfaction
of their desires, other studies suggest that three-year-olds al so
understand (c.) that desires can fail to match up with the world
(Lillard and Flavell 1992) and (d.) that desires pronpt action to
obtain the object desired (Wellmn 1990; Wl |l man and Bartsch
1988; Bartsch and Wellman 1989). That children understand desire
substantially earlier than they understand belief is also
suggested by their natural speech patterns (Bartsch and Wl |l man
1995; Bretherton and Beeghly 1982).

Probabl y because of his treatnent of representation, however,
Perner (1991b) seens conmmtted to discovering a 3-4 shift in the
chil d’ s understanding of desire. The best he can find is the
Gopni k and Seager (1988) criticized above and a coupl e of
experinments on understanding intention (Shultz, Wlls, and Sarda
1980; Astington 1991; Astington 1993 nakes a case that
under standi ng i ntention ought to be regarded as of a piece with
understandi ng desire). Astington’s (1991, 1993) argunent that
the child s understandi ng of intention undergoes inportant

changes at around the sane tinme as her understandi ng of belief

under st andi ng suggested by Flavell et al. 1990; Repacholi and Gopni k 1996; and Bartsch and
Vel | man 1995).
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may in fact stand up to scrutiny. Moore, Glbert, and Sapp
(1995) also find sonething like a 3-4 shift in the child s
ability correctly to distinguish “want” from “need”. O course,
a skeptic nmight reply that it’s not surprising that sonething
changes in the child s understanding of such world-to-mnd states
around age four; what is nore surprising, perhaps, is howlittle
change there is.

I would like to end this section with sone positive remarks
about the current potential for productive interaction between
phi | osophers and psychol ogi sts on the topic of representation and
the child s theory of mind. A view of representation that seens
to be quite popular in theory-of-nmnd research since the failure
in the early 1990's to find a convincing 3-4 shift in the
under st andi ng of desire (pace Astington 1993) is neither a
contentive nor an indicative one, but something sonewhere in the
m ddl e, on which beliefs, photographs, maps, and other contentive
items with a mnd-to-world direction of fit are regarded as
representations as well as (at |east sonme anong) i mages,
fant asi es, pretenses, and dreans, but desires are either
explicitly excluded fromthe |ist of representations or
conspi cuously unnentioned (Leslie 1987, 1988, 1994a&b; Lillard
and Fl avell 1992; d son and Canpbell 1994; and soneti nes,
apparently, Wellman 1990). This approach to representation has
yet to be justified or spelled out in any detail. Alittle
phi | osophi cal work m ght be useful in making explicit what

exactly the conmtnents of such a view are -- and whether there
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is really a coherent, workable view here at all. |Influence may
run in the other direction as well. If it turns out that there
are inportant devel opmental symetries between under st andi ng

m nd-to-world representati ons and sone of these other
representations -- synmetries that don’'t hold between either of

t hese types of representation and desire -- then perhaps there is
a useful category here that philosophers have m ssed and ought to
begin to incorporate in their own work on understanding the human

m nd.
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4. Representational Art as a Test of a Hypothesis About the
Child s Understanding of Mnd

Those who interpret ‘representation’ contentively have
i nsufficient evidence to warrant the conclusion that children
come to understand representation at age four, given the breadth
of the class of representations the narrowness of the evidence
base, as | have argued. But what if we read ‘representation’
i ndicatively? Should we see children as coning to understand
indicative representations at age four? 1In this final section I
will review sonme of the evidence for this conclusion, and | wll
suggest in rough outline an experinent that may hel p decide the
i ssue.

As | have remarked al ready, the preponderance of
devel opnent al psychol ogi sts witing on the child s theory of nind
see the child as coming to understand fal se belief and the
appearance-reality distinction at age four, or possibly a little
before. Various objections have been raised against this claim
(e.g., Hala, Chandler, and Fritz 1991; Fodor 1992; Leslie
1994a&b; Lewi s and Gsborne 1990), but I will not attenpt to
assess their nerit here. Wat | would like to focus on instead
i s whet her, even accepting these experinents at face val ue, we
have sufficient warrant to conclude that the child at age four
cones to understand indicative representation generally. | think
that the evidence is slender at best.

The first point to note is that the claimthat the child
conmes to understand indicative representations at age four is

broader than the claimthat the child cones to understand the
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i ndicative nature of belief at age four. Mre things than
beliefs have indicative content. Popul ar candi dates incl ude
assertions, maps, nodels, fuel gauges, draw ngs, and photographs,
to name a few If the child comes to understand indicative
representation in general at age four, and not sinply sonething
about the capacity for minds (or eyes) to be mistaken or tricked
(what the fal se-belief and appearance-reality tasks seemto
test), we should expect sonme anal ogous transformation in the
child s understanding of at |east sone of these other things at
around four years of age. Al though Judy DeLoache and Deborah
Zai tchi k have perfornmed experinents that are sonetines viewed as
a test of this hypothesis, | do not believe that the data warrant
a conclusion one way or another about the timng of the child' s
under st andi ng of indicative representation in non-nmental donains.
Judy DelLoache’s work on this topic (1989a&b, 1991, 1995) has
primarily been on the child s understanding of nodels. |In her
cl assic experinent, she showed children a full size roomwth
various itens of furniture and a scale nodel of the roomwth
m ni ature versions of the sanme furniture, arranged anal ogously,
and she pointed out the correspondences to the children. She
then introduced the children to “Big Snoopy” and “Littl e Snoopy”
who liked to do the same things: If Big Snoopy was on the chair
in the big room Little Snoopy would be on the chair in the
little room and so forth. This correspondence was denonstrated
for the children several tinmes, and they were asked to pl ace

Littl e Snoopy in the appropriate place, given Big Snoopy’s
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| ocation. The crucial test was this: The children were shown
Littl e Snoopy hiding sonmewhere in the little room and were told
Bi g Snoopy would hide in the same place in the other room The
children were then instructed to find Big Snoopy (and were then
requested to retrieve Little Snoopy as a nenory control). |If a
child went directly to the anal ogous hiding place in the full-
size room she passed the test. |If she searched randomy, she
failed the test. Children were able to pass the task right
around their third birthday. DeLoache’s conclusion: They
understand that the nodel (indicatively) “represents” or “stands
for” the room (1989b, 1995). Since the children are only 36-38
nonths old, this is seen as an argunent agai nst view ng the 3-4
shift as a shift in the understanding of indicative
representations.

Perner (1991b) has pointed out the flaw in this reasoning:
Under st andi ng correspondence is not equival ent to understandi ng
representation. Note, for instance, that correspondence between
A and Bis a symetrical relationship, while A's representing B
is an asymmetrical relationship. Adapting an exanple of
Perner’s: In the tract-home suburbs of California, all the houses
in a nei ghborhood are generally built according to one of four or
five floor-plans. If | live in one such house, and | visit ny
nei ghbor whose house is built fromthe same floor-plans, | know
exactly where the bathroomis. The houses, |ike DeLoache’s
nodel s, correspond, but they certainly do not represent each

other. Children, then, quite conceivably could understand the
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correspondence between the room and nodel wi thout understandi ng
that one indicatively represents the other.EI

Deborah Zaitchik's work (1990; see al so Perner and Leekam
1990 reported in Perner 1991b) on the child s understandi ng of
phot ographs is often cited as evidence for the generality of the
child s transformation in representational understanding at age
four. Zaitchik first famliarized children with a Pol aroid
canera, allowng themto take a picture and letting them watch
the photo come out of the canera and devel op. She then perforned
a skit with Sesane Street characters. She laid Ernie out on a
mat in the sun and had Bert take a picture of him which was
turned face down and allowed to develop without the child seeing
it. Wile the photo was developing, Big Bird came by and sat
down on the mat. The children were then asked, “In the picture,
who is lying on the mat?” Four-year-olds did well on this task;
three-year-olds did not. Zaitchik argues that this experinent
shows that the child conmes to understand pictoria
representations at the sane tinme she comes to understand fal se

beliefs -- and thus that we can characterize the child as com ng

® DeLoache has argued against a “nmere correspondence” interpretation of her research
in DeLoache and Smith (forthcoming). DelLoache’'s and Smith's criticismof this view does
not, | believe, succeed. First, it treats the nmere correspondence interpretation as
asserting that the children are only detecting sinple correspondences between individual
objects within the nodel and the full-size room This, however, the view need not take
this approach: Children might still understand the conplex relation between the nodel
room its parts, and full-size roomand its parts, even wi thout understanding that the
nmodel synbolizes or represents the full-size room (again, consider the case of the tract-
honmes). Thus, DelLoache’s argunents that children understand fairly conplex relations
between the nodel and the full-size room does not touch the question of whether they
understand that one represents the other. DelLoache and Smith also assert that the
correspondence view cannot handle later (but still simlar) experinments of DeLoache's, but
they do not describe why they think this is the case, and it is far from obvious to ne.
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to understand the nature of indicative representations in genera
at around four years of age.EI

O her interpretations of Zaitchik’s results suggest
t hensel ves, however. Understanding the operations of a Polaroid
camera i s neither necessary nor sufficient for understanding the
nature of indicative representations. That it is not necessary
i s obvious: People who live in cultures without caneras wll not
under st and Pol aroi d photos, but it would be wild to assune that
they therefore do not understand indicative representation. The
child has been given only the nost rudinmentary instruction in how
this machine works. She might think that the picture will update
to portray the current state of its subjects, or she mght think
that the picture portrays the way things were when it was
devel oped, as opposed to when it was taken. Nor does know edge
of the working of canmeras require the know edge of indicative
representation: The child can understand the correspondence
bet ween t he phot ograph and the state of affairs at the tine the
pi cture was taken without understanding its representationa
nature, by an argument simlar to the one presented against the
DeLoache studies. [If the child conmes to understand Pol aroi ds at
about the sane tinme she cones to understand false belief, | see
no reason to suppose this to be anything nore than a coincidence.
In fact, Parkin and Perner (1997) find only very small and

insignificant correlations between the performance of three- to

10 zajtchi k, however, later argues that three-year-old children do have sone tentative
and wavering representational understanding of false belief (Zaitchik 1991).
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five-year-olds on false belief tasks and their performance on a
Zai tchi k-1i ke photo task.

Setting aside Zaitchik and DeLoache, then, the evidence for
or against the claimthat children come at age four to understand
i ndicative representation generally, as opposed to indicative
mental representations in particular, has been quite slender. A
good test of this hypothesis is needed.

Sone initial questions we m ght consider are: Wen does the
child come to understand that nodels, or nodel toys, or very
sinmpl e maps are supposed to match up with the things they
represent and thus can be inaccurat e?l When does the child
under st and that gauges and thernoneters can m sregi ster the
properties they are supposed to detect? Dretske (1988) and
Perner (1991b) have rightly enphasi zed the understandi ng of
m srepresentation as the sine gua non of understanding the
nor mati ve conponent of indicative representation. Unless the
child understands the possibility of m srepresentation, one could
argue that the child is sinply picking up on the correspondence
bet ween the representer and the represented, not the essentia
fact that the representer is supposed to match up with the
represent ed.

Li ndsay Parkin and Josef Perner (1997) have recently
performed some experiments testing the ability of children to
under stand m srepresentation outside the domain of the nental.

In these experinents, children are tested on their ability to
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understand that a sign (an arrow) night nmisrepresent reality, and
their performance is conpared with their performance on a
standard fal se-belief task. So, for exanple, a story is told in
which a train can either be at an engi ne house or in a tunnel.
The child is introduced to a sign that is supposed to point to
where the train is and a driver who has seen the train. The
child then observes the train nove fromone |ocation (where the
sign indicates and the driver has seen) to the other (where the
sign does not indicate and the driver has not seen). The child
is then asked (a.) where the train really is and either (b.)
where the sign shows the train to be or (c.) where the driver
thinks the train is. The child who answers (a.) and (b.)
correctly -- i.e. says that although the train is really in the
tunnel, the sign shows the train as being at the engi ne house --
is scored as having understood the m srepresentational capacity
of signs. The child who answers (a.) and (c.) correctly is
scored as understanding that beliefs can be false. Parkin and
Perner not only find a 3-4 shift in the child s understandi ng of
m srepresentation in signs, but also find a high correlation

bet ween children’s performance on the sign task and their
performance on the standard fal se-belief task, even when age and
their performance on a Zaitchik-1ike photo task are factored out.
That the false sign and the fal se belief tasks should be found to
be equally difficult is a little surprising, since the direction

the sign indicates can be read right off the sign, whereas what

i ben and Downs (1989) have studied child s understanding of representation in maps.
They don’t find any noteworthy understandi ng of maps before the school years, perhaps
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the driver believes cannot be read right off any of his
expressions. Still, perhaps this only shows how i nattentive
three-year-olds are to data suggesting the existence of
m srepresentation -- sonething also dramatically brought out by
Gopni k'’ s and Astington’s (1988) data suggesting that children
will not report previous false beliefs, even if those beliefs
were verbally expressed only nonments bef or e. £2

Anot her place in which it seens natural to | ook for an
under st andi ng of misrepresentation, outside the domain of the
mnd, is in the child s understanding of the pictures she draws.
The child' s first drawings tend to be sinple scribbles, but by
age three or four, nost children begin to produce what are
commonly called “representational” draw ngs (Gol onb 1992; W nner
1982; Arnheim 1974; Freerman 1980). These draw ngs, often of
peopl e, have distinguishable |inbs and facial features, which are
verbally | abelled by the child as such. Al though tal k of
“representation” is just as common anong those di scussing child
art as anong those discussing the child s understanding of m nd,

there has been little effort to connect these two fields and see

because of domai n-specific task demands.

12 Martin Doherty and Josef Perner (1997) al so have recently found evi dence that
children come at four years to be able to nonitor the use of synonyns, and that
performance on this netalinguistic (and so arguably netarepresentational) task correlates
with performance on the false belief task; but a test of the ability to nonitor the use of
synonyns is not a test of the capacity to msrepresent that is characteristic of
indicative representations specifically, and so is less relevant to the argunent of this
section than the Parkin and Perner (1997) experinents. |f Doherty’'s and Perner’s data are
interpreted as showing that children come at age four to understand representation,
construed contentively, then the results will have to be reconciled with other experinments
seenm ng to show an earlier understanding of desire. Alternatively, in accord with the
suggestion with which | concluded section three, it may be that there is an understanding
of representation that does not include desire but does include beliefs and a nunber of
other things that are not specifically indicative, |ike words.
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what |ight they m ght shed on each other, even by those whose
interests cross the two areas. &

If it is right that an indicative understandi ng of
representation conmes to the child at age four, then a
transformation in the child s understanding of her artwork ought
to take place at around that tinme. It may be no accident that
t heory-of -m nd researchers interested in child art have tended to
push for earlier conpetence, perhaps in |light of the three-year-
old's “representational” approach to art (Sullivan and W nner
1991, 1993; Freeman, Lewis, and Doherty 1991; Freeman and Lacohée
1995), but they have not to ny know edge pursued the connection
in any detail.

It is possible that the three-year-old or young four-year-old
who shows little sign of understanding indicative representation
according to the traditional tests nmay create “representational”
drawi ngs yet not understand their representational nature, i.e.,
the fact that, if one draws Daddy, sonme features of the draw ng
ought to correspond with features of Daddy -- if Daddy has two
eyes the drawi ng ought not to have three, on pain of being a
m srepresentation of him To my know edge, the child’'s
understandi ng of this fact about draw ngs has not been
systematically tested. Anecdot al remarks suggest that at | east

five-year-ol ds understand that draw ngs can be “wong” if they

13 Notably, Ellen Wnner (Wnner 1992; Sullivan and Wnner 1991) and Nornan Freeman
(Freeman 1980; Freeman 1991 makes sone abstract and very general connections; Freenman and
Lacohée 1995 uses phot ographs and pre-fab drawi ngs as cues in fal se-belief tasks but
doesn’t use the child s own drawi ngs or use msrepresentati onal drawi ngs). Tony Charman
(Charman and Baron- Cohen 1992, 1993) is an exception, but his research has primarily been
on autistic children.
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don’t match up in the right way with the things they depict, and
a view of early school -age children as determned to get their
drawi ngs “right” is assunmed in sone theories of artistic
devel opnent (e.g., WIllats 1984; Gardner and Wl f 1987). Gol onb
and Wnner both provide exanples (though they nean to draw
sonmething different fromthe passages here quoted than the
child s understanding of the duty of the picture to match up with
reality):

James, age 5;4, draws a tadpole man with arns extendi ng

fromthe head. He looks at it attentively and remarks:

“Never seen hands com ng fromthe head” (CGolonb 1992, p.

55).

Conversation between an adult and a five-year-old:

Adult: “Which is prettier, a flower or a picture of a

f1 ower?”

Child: “A flower.”
Adul t: “Al ways?”

Child: “Yes.”

Adul t: “Why?”

Child: “Because artists sonmetinmes ness up” (Wnner 1982,
p. 112).

It might be useful, then, to see at what age it is possible to
elicit such remarks froma child, at what age they begin to
criticize drawings that “get it wong” about the objects they
depict. Wre we to find a 3-4 shift in this domain, that woul d,

I think, provide dramatic confirmation of the claimthat children
come at age four to understand indicative representations
generally. Failure to find an appropriate 3-4 shift, on the

ot her hand, woul d suggest that the 3-4 transition is, at best,

confined to the donmain of indicative nental representations.

4 Annette Karnmiloff-Snmith's (1990) study of children’s facility at intentionally
distorting their drawings is a start, but it does not specifically address the children’s
view of their own distortions.
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A few potential pitfalls should be noted. First, there is
what might be called the “Picasso problem” 1t is hardly
strai ghtforward business to discern when an artistic
representation is a msrepresentation and when it is nerely a
sinplification, a convention, or a creative distortion. |If
Pi casso puts both of his subject’s eyes on one side of her head,
do we want necessarily to say that he is msrepresenting his
subj ect as having both eyes on the sane side? Simlarly, if the
child draws a “tadpole” figure with legs and arns procedi ng
directly fromwhat would appear to an adult to be the head, we
may not want to leap immediately to the conclusion that this is a
m srepresentation and hold the child at fault for not admtting
this. Although adult “stick figures” |look nothing at all Iike
people, it is sinplistic to say that they are m srepresentations.

A less obvious pitfall lies in the distinction between the
child s noticing a | ack of correspondence and the child’'s
noticing a genuine msrepresentation. DelLoache’s tasks,
descri bed above, suggest that the child understands that one
thing may correspond to another fromat |east the age three
(earlier with photographs: DeLoache 1991), but as | argued, this
ought not be viewed as tantanount to understandi ng
representation. One nust therefore be careful to sort out nere
observations of a |lack of correspondence from genuine criticisns
of a drawing as m srepresentational. (The Gol onb quote above, in

fact, is anbiguous in this way.)
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Yet another pitfall is suggested by the second quote above:
Deviation fromintention or fromconvention may be seen as
“messing up” -- e.g. if aline goes off the page -- w thout being
understood as m srepresentational. |t therefore needs to be made
clear exactly why the child criticizes any particul ar draw ng.

If the child criticizes a drawing of Daddy with three eyes, is
this because the draw ng doesn’t correspond as it should to
Daddy’ s features, or is it sinply that a certain convention --
two eyes per head -- has been viol ated?

Avoiding all these pitfalls in comng to understand the
child s view of drawing would be no trivial task, but the rewards
i n understanding how the child thinks would, | believe, be

enor nous.
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5. Concl usi on

In this paper | argued that phil osophical accounts of
representation could be divided into two rough canps: broad or
‘contentive’ accounts on which desire is regarded as a
representational state (Searle, Fodor) and narrow or ‘indicative
accounts on which it is not (Dretske). These accounts have not
al ways been clearly distinguished, even by phil osophers
instrumental in their devel opnent (Stanpe, Fodor). | argued that
influential researchers studying the child s “theory of m nd”
(CGopni k, Perner) have conflated these two accounts and, as a
result, have been lured into m sguided research on the nature of
desire. | concluded with a positive suggestion on how research
on the child s understanding of art mght confirmor disconfirma
popul ar expl anation of the apparent shift between ages three and

four in the child s theory of mnd
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Chapter Five

Toward a Devel opnental Account of Beli ef

An i nfant does not emerge fromthe wonb knowi ng that w nter
is colder than summer. Yet by the tinme the child is eight, she
believes this. One can inmagine this belief in some cases com ng
to the child all in an instant: She has noticed that it is much
col der these days than it was a few nonths ago; she asks why; she
receives a full discourse on what it is to be a season, what
w nter and sumer are, and that winter nonths are col der than
summer ones (in non-equatorial climates). Suddenly, sonething
clicks and she has the belief. But this is not the normal case.
Know edge of the seasons, |like nmuch of the child s know edge, is
nore often acquired gradually. The necessary conpetencies and
concepts are slowy devel oped. Bits of evidence are collected
and falteringly put together. At the beginning of the process,
we can straightforwardly say the child does not have the belief;
at the end, she does have it. But in the mddle, in the hurly-
burly of developnent, it is neither wholly correct to say that
she has the belief, nor wholly correct to say that she does not.

Epi st enol ogi sts and phil osophers of mnd interested in belief
have typically attended to the instantaneous (or nearly
i nst ant aneous) acquisition of beliefs as a result of the ordinary
processes of perception and reasoning in adults. Rarely have

phi | osophers attended to the nore gradual processes of belief
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devel opnent evident especially in young children. But surely it
is not only children who experience the gradual devel opnent of
beliefs: A college student m ght gradually come to believe that
all the best specul ative netaphysicians |ived before the
twentieth century, this belief growng slowy apace the student’s
under st andi ng of what netaphysics is and her know edge of
phi | osophical literature. Before taking any courses in
phi | osophy, our student had no beliefs whatsoever on the question
of when the best specul ative netaphysicians lived; it even seens
m sl eading to say, as sonme Bayesians mght, that she believed to
some low or internedi ate degree that all the best specul ative
met aphysi ci ans |ived before the twentieth century, and that her
degree of belief in this proposition gradually increased with her
phi | osophi cal education. It seens nore accurate to say that
bef ore her phil osophi cal education she had no beliefs at all, of
any degree of certainty, about the pinnacles of speculative
nmet aphysi cs; that by the tinme she graduated she did believe that
t he best specul ative netaphysicians lived before the twentieth
century; and that there was no single noment at which this belief
established itself in her m nd

One of the great advantages of exam ning phil osophy of m nd
t hrough the | ens of devel opnmental psychology is that it forces us
to recogni ze the inportance of such in-between states of
bel i eving, states in which it is neither wholly accurate to
descri be the subject as believing the proposition in question,

nor wholly accurate to describe her as not believing it. Such
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states are, | would suggest, quite common in the gradua
devel opnent of a new view, a new theory, or a new set of
conceptual tools. Wen a person is in such an in-between state
regardi ng sone proposition P, the question “Does she believe that
P or not?” plausibly cannot be answered with a sinple yes or no.
Devel opnment al psychol ogy turns our attention to such states
and demands an account of belief that takes such states
seriously. Nevertheless, it would be a mstake to assune that
i n-between cases of belief are limted to situations of gradua
bel i ef devel opnent. The comng three chapters wll all cover the
topic of belief with a special eye to in-between cases of
believing. As we proceed, | hope it will becone evident that
cases such as those of self-deception, of unconscious belief, and
of belief poorly thought through can provide us with many
exanpl es of in-between believing.
VWhat we need, and what phil osophers have yet to provide, is a
wor kabl e account of belief that presents a framework for

under st andi ng and cl assifying these in-between states of

believing. 1In the chapter following this one, I will offer such
an account. In the present chapter, | will lay sone of the
groundwork for that account. | wll outline desiderata for the

account, and I will warn against a class of intuitions and
met aphors that run opposite the devel opnental and the in-between

in belief.
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1. Ains of the Account

| propose, as | have said, to offer an account of belief.
Let us now clarify what exactly it is | take nmyself to be doing
and what the criteria for success in ny project will be.

Accounts are sonetines said to be given of ternms, sonetines
of concepts, and sonetines of things. Philosophers have not
al ways been as careful as they m ght be in distinguishing the
various different projects suggested by describing the
anal ysandumin these different ways. It is one thing to give an
account of the word ‘belief’, another thing to give an account of
t he concept of belief, and yet another to give an account of
beliefs thenselves. The first is a linguistic inquiry into the
word ‘belief’, the second an inquiry into how sone cl ass of
peopl e think about belief, while the last is an ontol ogical
inquiry into the nature of belief. Wile one m ght argue that
there are inportant rel ati ons between these three projects, it is
hardly plausible to regard them as identical.EI

My project in these chapters on belief has el enments of each
of the three dinensions described. Linguistically and
conceptually what | amoffering is a recomendation. | am
suggesting that (English-speaking) philosophers and psychol ogi sts
take up the habit of using the word ‘belief’ in the way I
recommend and that they nodify their concept of belief to match
with the concept described below. It is not nmy project to

provi de an anal ysis of what we ordinarily nmean by the word
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‘belief’ or how, intuitively, we think of it. Despite this, one
can hardly avoid talk of intuitions, and, for reasons | wll soon
mention, mnmy account matches fairly well with ordinary, pre-

phi | osophi cal intuition and usage.

My account is ontological to the extent it makes cl ai ns about
the real world, as opposed sinply to treating our way of thinking
and tal king about the world. | shall, for exanple, argue that
there is no fact of the matter beyond a person’s dispositional
make- up about what that person really believes. | shall also
argue for the pervasiveness of cases of in-between believing of
the type alluded to in the introduction to this chapter. The
first of these ontological clains will probably be seen as
met aphysi cal, and | have no objection to so regarding it; the
second claimis clearly an enpirical one. | will not attenpt to
keep net aphysical and enpirical clains separate, but will rather
weave themtogether into nmy picture of belief. |Indeed, it may be
t hat the netaphysical and enpirical shade into or cross-cut each
ot her and that their separation would be ill-advised in any case.

The conceptual and the ontol ogical elenents of this account
are supposed to support each other. It is because | think that
certain facts about the world obtain that | recomend a certain
concept of belief, yet it may be difficult to see that those
facts obtain or to describe themw thout antecedently accepting
the recommended concept of belief. This is not circular. It is

not that the account depends on the truth of clains whose truth

! Discussion of the nature of analysis and the relation of |anguage, concepts, and
ontol ogy was once nore lively and sophisticated than it nowis; for a useful historical
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in turn depends on the truth of the account; rather, the nerit of
t he conceptual recomendati ons of the account depends on the
truth of ontol ogical clainms whose truth it nay be difficult to
see before accepting the conceptual recommendations. In part
this is because the ontol ogical clainms one can nake or understand
depend on the concepts and words available. In part it is
because one’s regul ar habits of thinking greatly influence how
one sees and structures one’'s experience of the world, even when
new tools are nade avail able. The reader nmay notice such an
intertw ning of conceptual and ontol ogical issues in nmy treatnent
of in-between cases of believing: The attractiveness of ny

di sposi tional conceptualization of belief depends on the

i mportance and pervasi veness of in-between cases, but soneone who
begins with a non-dispositional, all-or-nothing picture of belief
may have troubl e envisioning many of the cases described as
genui ne in-between cases. | hope to renedy this problemwth a

t horough attack on the all-or-nothing view and a pl ethora of
exanpl es.

If these are the elements of ny account, what should count as
success? | amnot, as | have said, offering the account as an
anal ysis of our ordinary concept of belief, so the primary
standard agai nst which the account should be gauged is not its
match with ordinary intuition. Since the account is offered as a
candi date for a novel way to think about belief, the criteria for
success must be appropriate to this different purpose. First, |

woul d hope that those clains that can be evaluated for truth or

account, see Urnson (1956).
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falsity -- that is, primarily, the ontological clains -- are, in
the main, true, or at |east warranted, justifiable, and
enpirically adequate. Just as inportant, however, are the
conceptual and |inguistic recommendations of the account, which
like all recommendations are not so nuch true or false as hel pfu
or unhel pful. To count as successful, these recommendati ons nust
engender, or at |east be apt to engender, good phil osophical and
scientific research. Sonething like this latter criterion,

t hi nk, should be a standard of success for any account with a
stipul ative dinmension -- or, indeed, for any ordi nary | anguage
account to the extent that the account is neant to be enpl oyed
productively by phil osophers and scientists, rather than sinply
marvel led at as a feat of linguistic analysis. As always, | wll
pay particular attention to the utility and practicality of the
account for devel opnental psychology. | wll argue, in
particular, that the account will excel in its treatnent of in-
bet ween cases of believing, which are prevalent in devel opnental
psychol ogy and whi ch nost standard accounts of belief are ill-
equi pped to handl e.

A tinme may cone when science and phil osophy need not advert
to such folksy things as beliefs in explaining nental Iife and
behavi or, as Churchland (1981) and Stich (1983) have suggest ed.
If this is the case, then when that tine conmes accounts of belief
of the sort | offer will serve no inportant scientific or
phi | osophi cal purpose, unless it be nerely to understand how

deeply confused ordinary fol k have been about the mnd. If the
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time for the rejection of folk psychology is now at hand, then
the enterprise | have described is m sgui ded: Science and

phil osophy will not profit froma new account of belief, and may
even perhaps be hindered by it, as Marx felt the prol etarian
cause was hindered by the kinds of tenmporary capitalist

pal liatives that served to postpone the com ng revol ution

Better to |l et the concept alone, that we may sooner be inclined
to cast it aside in favor of the new | anguage of cognitive

sci ence.

VWhile | do not think such a revolution is inpossible, | fear
it must be a long way off, if ever it will conme. Although
psychol ogi cal and neurol ogi cal research has overturned folk
psychol ogy at the fringes and in some narrow domains, scientists
have so far not even cone close to providing an alternative
vocabul ary with the broad utility that belief and desire tal k has
in fol k psychol ogy. Folk psychology is, in truth, a
sophi sticated, |long-tested, highly accurate, and evolving theory,
and it should be no surprise if our best scientific and
phi | osophi cal understandi ngs of the mnd borrow heavily fromit
(and vice versa). It will be a very different world before
scientists can do conpletely w thout thinking about what people
want and believe.

VWhet her, however, phil osophy and science can best profit from
the raw, unwashed, folk concepts of belief and desire, or whether
they should, instead, feel at liberty to nodify and adjust these

concepts, is another question. Indeed, folk intuitions about
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belief may not all pull in the sane direction or be entirely
self-consistent. 1In such cases, at |east, we should expect that
phi | osophi cal and scientific investigations could profit from
strai ghtening and clarifying folk concepts to a certain extent.
On the other hand, an account that strays too far from fol k
intuition risks losing insights froma long tradition of
successful fol k psychol ogists and may even | ose justification for
describing itself as an account of belief. | therefore aimto
stri ke a bal ance between sl avish adherence to intuition and

sancti noni ous disdain for it.
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2. All-or-Nothing Belief and the Sinple Question

The positive account to be given in the follow ng chapter
will be easier to accept if | first describe sone of the
intuitions that run against it, their utility, and where that
utility ends. Doing so will, | hope, drain the power these

intuitions mght have to underm ne ny positive presentation

The Sinple Question

Most of us feel a certain tenptation when presented with in-
bet ween cases of the sort that will be the focus of ny account.
The tenptation is to insist on what | will call the Sinple
Question about belief (followi ng Goldstein 1993). A person may
be said to be asking the Sinple Question about belief when two
conditions obtain. First, she nust be asking whether sone
thi nki ng creature S believes sone proposition P.EI Second, she
must accept only a sinple yes-or-no answer to this question. One
m ght think of an attorney cross-exan ning a hedgi ng and evasi ve
Wi tness, saying, “Look, M. X, | amonly asking you a sinple
guestion, Do you believe that P or not? Yes or no?” The idea
behi nd insistence on the Sinple Question is presumably that with
enough tenaci ous probing, the evidence regarding S's beliefs
about P, evidence which may presently be tangled and indeci sive,
will eventually straighten itself out in favor of either Ss

genui nely believing that P or S s genuinely not believing that P.

2 By ‘proposition’ here | sinply mean ‘candidate for belief’ (cf. chapter three).
Some termof art is needed here, since ordinary |anguage provides no convenient termfor
such things. Nothing | say hinges on one or another resolution of the various
met aphysi cal di sputes about the nature of propositions.
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Somewhere in the labyrinth of Ss nmind, the reasoning goes, P has

either set up residence, or it has not. Insistence on the Sinple
Question will not let us rest until we discover which is the
case.

An inclination to insist on the Sinple Question about belief
has sonme very practical benefits. Suppose soneone tells ne that
the notorious ganbler Charlie Smart refuses to play poker wthout
a package of salt in his pocket because, he says, the salt gives
hi m good luck at the table, and suppose | have good reason to
think, fromother circunstances, that Charlie is a cool
unnystical probability theorist. M evidence regarding Charlie’s
beliefs on the topic of the effectiveness of |ucky charns is now
m xed. | could, at this point, sinply assune that Charlie really
is confused and inconsistent on the matter, or | could act on the
hunch that there nmust be a resolution to this apparent tension
and press the Sinple Question: Does Charlie really believe that
the salt will inprove his chances? The inclination to take the
|atter route, to challenge evidence pointing in different
directions regarding a person’s beliefs, is a healthy one: Oten
there will be a perfectly good resolution of the tension
Charlie mght not be as cool and unnystical as | thought.

Per haps even in the nost serious vein he would avow t he causa
ef ficacy of lucky charns. Alternately, Charlie mght not really
believe in the efficacy of his charm He is just sentinental,
carrying the salt in menory of the last wish of his nore nystica

friend | daho Bob who thought nore highly of such nethods.
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Probing for a “yes” or a “no” in such a case may be hel pful in
eliciting an explanation of pieces of evidence pointing in
different directions regarding an agent’s beliefs. Because of
its utility, the inclination to insist on the Sinple Question, at
| east when first presented with a tension of this sort, is nearly
uni ver sal

However, if | amtold that Charlie, when pressed, repudi ates
with all sincerity belief in lucky charnms but neverthel ess
becones extrenely unconfortable and edgy, conplaining of bad
luck, if asked to ganble without his salt; if | amtold that he
is surprised when he | oses carrying his salt and surprised when
he wins without it, but regards his habit of carrying the salt as
silly and superstitious -- if, in fact, a hundred different signs
point in one direction regarding his belief and just as many
point in the opposite direction, and there seens to be no hope of
reconciling them-- it nay be that Charlie is not accurately
describable as either sinply believing or sinply not believing in
the efficacy of his salt, and that insistence on the Sinple
Question will be counterproductive. One mght just as sensibly
insist on a sinple yes-or-no answer to the question of whether
Betty is courageous sinpliciter when she is courageous in matters
of love and noney and cowardly in matters of health and work.

There is a limt, then, to the utility of insisting on the
Sinmpl e Question. People are sonetines not accurately describabl e
as sinply either believing that P or not believing it. Wen it

becones clear that the case in hand is of this type, continued
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i nsistence on the Sinple Question beconmes a hindrance rather than
an aid to further research. The inclination to insist on the

Si npl e Question, however, never entirely disappears. It is this
continued inclination to insist on the Sinple Question that |

believe to be the nost persistent source of dissatisfaction with

t he account of belief I will present. |If | can succeed in
nmotivating the reader to distrust this inclination, I wll have
gone far, | think, toward disposing the reader toward ny account.

Several of ny projects in chapters five through seven will, |
hope, do sonething to notivate the reader to distrust any
inclination she may have to insist too strenuously on the Sinple
Question. In the remainder of this section, I wll describe and
criticize the all-or-nothing view of belief inplicit in refusa
to abandon the Sinple Question. 1In the follow ng section, | wll
exam ne a pervasi ve nmetaphor in psychol ogy and phil osophy of m nd
that may be working to bolster our unwitting dependence on this
all-or-nothing view of belief. |In chapter six | wll describe
four areas in philosophy and devel opnental psychol ogy i n which
t oo dogged an insistence on the Sinple Question has |ed
researchers astray. And throughout these chapters | wll
continue to provide detail ed exanples of the kind of in-between
beliefs that do not fit into the categories allowed by the Sinple

Questi on.
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The All-or-Nothing View of Belief

Only one view can justify unrelenting insistence on the
Sinple Question: the view that belief is inherently an all-or-
nothing matter; for only if there can be no cases |ying between
full belief in P and conplete lack of belief in P (or at |east no
cases we can be sure of) will insistence on the Sinple Question
al ways be appropriate. Few, | think, would want on reflection to
endorse an all-or-nothing view of belief. W can see that the
all-or-nothing viewis not acceptable by exam ning three
positions that follow froman all-or-nothing view of belief. |
wi Il sketch some wi dely accepted objections to two of these
positions. | will also outline sone concerns regarding the third
position, to which | shall return briefly again at the end of ny
di scussi on of belief.

(1.) Nonprobabilism The Bayesi ans are ni staken in saying
there is a snmooth gradation fromindifference between P and not-P
to certainty that P is the case, or from subjective probability
.5 to subjective probability 1. |If there are different degrees
of certainty, they are only differences in one’'s attitude to
propositions already conpletely and fully believed.

(2.) Individuationism This view has two conponents: (1.)
that beliefs are distinct and clearly individuatable, and (2.)
that there is always a precise fact of the matter exactly which
beliefs a subject has at any given tine. |f Mary is running
upstairs to retrieve her purse fromthe bed, she may have some of

the followi ng beliefs: (a.) her purse is on the bed, (b.) her
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purse is near where she slept last night, (c.) the object
containing her lipstick is a few feet fromthe surface of the
floor, etc. Individuationismcomits one to the view that such
beliefs are cleanly distinguishable and that there is a precise
fact of the matter which of them Mary has and whi ch she does not.

(3.) Inaccessibilism A person who does not recognize in
herself a belief that P, or who is cognitively incapabl e of
acting on the basis of that belief in a certain range of
circunstances, may still be said to believe that P as fully and
conpl etely as soneone who does recogni ze that belief in herself
and who can act on that belief in any circunstance. |In the
former case, the belief is genuinely present but sinply
“inaccessible” to the agent -- believed, perhaps, “inmplicitly” or
“unconsci ousl y”.

Let us now consider these three corollaries of the all-or-
not hing view. W have excellent reason to reject the first
corol l ary, nonprobabilism about belief. W have, in other words,
excel l ent reason to regard confidence about the truth of a
proposition as the kind of thing that cones in degrees, spreading
snmoothly fromindifference to absolute certainty. This viewis
so wdely held that it is alnost enbarrassing to argue for it 8
Jeffrey (1992) provides an el egant defense of probabilism though
his views are stronger than is needed here. Jeffrey clains that
all our beliefs, even those sonetines taken as “foundational”,

are subject to the probabilistic cal culus of Bayesianism al
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that is necessary for the rejection of nonprobabilismis that
sone of our beliefs are.

That belief comes in degrees seens quite plainly to be the
everyday view, even if the everyday view does not quantify degree
of belief. Sonmeone can be absolutely certain, noderately sure,
hesitant, doubtful, or cautiously accepting of P. The degree of
confi dence with which sonmeone believes that P has a variety of
effects recogni zed in fol k psychol ogy. The nore confidently one
holds a view, the nore one is willing to stake on it, the |less
likely one is to revise it in light of counterevidence, the nore
forceful the conclusions one is wlling to draw fromit, the nore
assuredly one is willing to act on it, and the fewer hedges one
wi Il make against its falsity. And again, these generalizations
fromfol k psychol ogy seem snoothly extensi ble downward fromthe
hei ghts of confidence to the depths of uncertainty.

Bayesi an deci sion theory, as el aborated by Jeffrey (1983),
Ransey (1990), Savage (1972), and others, builds upon these
ordi nary observations and quantifies them generating a normative
cal culus for decision-nmaking. Although decision theory is not
free fromdifficulties, its range of successes would be hard to
explain if it weren't right at |east about the basic fact that
beliefs are the kinds of things that come in degrees.

The second corollary to the all-or-nothing view of belief,

i ndi vi duati oni sm may seem nore appeal i ng than nonprobabilism

Suppose, for exanple, that one regarded beliefs as itens in the

3 Harman (1986) provides sone reasons to think that nonprobabilistic full acceptance
is our normal node of dealing with propositions explicitly believed. But even Harman will
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mnd witten in the “language of thought”, as Fodor does (Fodor
1975). If this were one's view, individuationismmght come
naturally. [If two purportedly identical beliefs correspond to

t he same sentence in the | anguage of thought, they are the sane
belief; if they correspond to difference sentences, they are
different beliefs; and it’s hard to see roomfor vagueness on the
guestion of whether two sentences in the |anguage of thought are
the same or not (the first conponent of individuationism. There
may be a little roomon this viewto deny there is always a
preci se fact of the matter exactly which of these sharply

i ndi vi duat abl e sentences are inscribed in a person’s mnd (the
second conponent of individuationism, but it strains against the
nodel and images invoked. Fodor indeed may cone cl oser than nost
to subscribing to an all-or-nothing or Sinple-Question view of
belief. He is also fond of the “belief box” nmetaphor | wll

di scuss later in this chapter (Fodor 1987).

I ndi vi duati oni sm however, fares poorly on inspection.
Hol i stic argunments are one natural avenue for criticismof this
thesis. Suppose you and | both have a belief we describe by
means of the sentence ‘Angela is fond of trees’. You, however,
being unfam liar with the proper neaning of the English word
‘tree’, take yourself to be expressing the belief that nost of us
woul d express with the sentence ‘Angela is fond of processed
lunber’. You are agnostic about her attitude toward what we
usually call trees. Clearly, we do not have the sane belief on

t he subject. But change the case a little: You think of trees as

not go so far as to say that all our beliefs are nonprobabilistically accepted.
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i ncludi ng both lunber and those living things (pines, redwods,
oaks, but not eucal yptus or orange) that are comonly turned into
processed lunber. Nowis it accurate to say that you share ny
belief that Angela is fond of trees? Wiat if you don't think of
any processed |unber as belonging to that class? Wat if you and
| only disagree about the nenbership of saguaros in this class?
What if you, |ike Davidson's dog (see chapter two) don't realize
that trees require water and sunlight to grow? Presumably, if we
share enough of our other tree-related beliefs, we will want to
say that we share the belief in question, but when, exactly, is
this line crossed? The difficulty of keeping facts about
| anguage and the expression of beliefs separate fromfacts about
t he beliefs thenselves only adds to the confusion

CGeneralizing fromthis exanple, it seens plausible to suppose
that there is often a snooth spectrum of states between believing
that P (Angela is fond of trees) while not believing that Q
(Angela is fond of processed |unber) and believing that Q while
not believing that P. It is not sensible to insist that a
subj ect standing in the mddle of this spectrum al ways be
classifiable sinply as believing that P or sinply as believing
that Q Rather, in such situations, describing the subject’s
coghitive state as a belief that P or a belief that Qis sonewhat
a matter of approximation. The descriptions are nore or |ess
apt, not wholly accurate or wholly inaccurate. Individuationism

requires the contrary, that one of the descriptions be exactly on
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target and the other be a conplete mss (even if it cones near to
being a hit).

Anot her route to the rejection of individuationism about
beliefs is suggested by the exanple | first gave in describing
i ndi vi duationi smand which is borrowed from Dennett (1987, p.

111; Stich 1983 nmakes a simlar case). This argunent, |ike the
previ ous one, depends on the inplausibility of drawi ng a clear
line across a snmooth gradation. Wlere the previous argunent
depended on blurring the line between different propositions, the
present argunment concedes the existence of clearly individuatable
beliefs and challenges the further claimthat there is sone
preci se fact of the matter which of these beliefs the subject
genui nely has.

Consi der Mary, then. Her date is waiting in the foyer. She
isS running upstairs to retrieve her purse. She believes that her
purse is on the bed, which in fact it is. Miry would seemto
have a nunber of related beliefs as well. She believes, for
exanpl e, that her purse is in the bedroom She believes her
purse exists. Perhaps slightly nore questionably, we can say
t hat she believes her purse is near where she slept |ast night
and that it is on sonme flat surface in her bedroom Does she
believe that her birthday gift fromAlan is in the bedroonf?

Does she believe that her birthday gift fromA lan is further
fromher date than she herself is? Does she believe that either
her purse is in the bedroomor Fermat’s |ast theoremis false?
Does she believe that an object weighing 1.4 kilos is preventing

light fromreflecting off part of her bedcover? She herself wll
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answer yes to sone of these questions, and no to others,
dependi ng on the context in which these questions are asked and
the tone in which they are asked. Her intuitions on the matter
waver. She would answer, if queried, that her purse is
preventing light fromreflecting off part of her bedcover, but
she will deny having thought of it that way before. Surely we
don't want to grant her belief in everything she would on (sone
sufficient amount of) reflection assent to -- but at the sane
time we don't want to assert that she believes only things that
are presently passing through her consciousness. It is fantasy
to think we can draw a strict |ine here between what she believes
and what she does not. W should rather think of these
descriptions as nore or |ess appropriate for capturing Mary’s
cognitive state. Furthernore, the aptness of the descriptions
wi Il depend on the situation in which the description is
provided. Individuationism as | have characterized it, is false
because there is no precise fact of the matter exactly which
anong a vast network of related propositions a person can
accurately be said to believe. As in the lunber case, the
appropri ateness of describing a subject as believing a certain
proposition seens to be a matter of degree.

Finally, let us consider inaccessibilism the third corollary
of the all-or-nothing view of belief. |Inaccessibilism as
descri bed above, is the view that a person who does not see
hersel f as believing that P, or who is unable to act on P in al

ci rcunst ances, m ght nonethel ess be describable with the highest
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degree of accuracy as believing that P. The belief that P might,
in popular locution, really be “in there” sonewhere, with the
subj ect unable to access it for the tinme being. There is
sonmething rather intuitive about the inaccessibilist view
Perhaps | cannot now bring to mnd, no matter how hard | try, the
name of ny sophonore year roonmate in college. Still, | insist,

I know his nane. O perhaps, though | deny it to nyself, ny
pattern of behavior is generally racist. |In such a case, we

m ght say, | really do believe that one race is superior to
another, but | cannot see that this is in fact ny view.

I am happy to admt that it is nore accurate to describe ne,
in these cases, as believing that ny roommate’ s name was ‘Louis’
and that the caucasian race is superior, than it is to describe
me as not believing these things; but it is a separate question
whether it is just as accurate to ascribe nme these beliefs as it
is to ascribe themto someone who explicitly avows them | think
intuition pulls both directions on this matter. The inpul ses
that drive us toward the Sinple-Question, all-or-nothing view of
belief incline us to say that, given that | do in fact have the
belief in all these cases, there can be no “nore or |ess” about
it. The belief is really in there, and all the belief
ascriptions are equally -- that is to say, 100%-- accurate.
Nevert hel ess, people may feel at |east sone resistance toward
saying that | do genuinely and conpletely believe, right now as |
stand here stanmering, that ny sophonore year roommate’ s nane was

‘Louis’. And does it really seemconpletely accurate, in all
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contexts, to say that | believe caucasians to be the superior
race if | only believe it “deep down” and conpletely deny it on
its face?

I ultimately want to reject the inaccessibilist view al ong
wi th the nonprobabilist and individuationist views, but at this
point in the presentation | will settle for a draw on the basis
of conflicting intuitions. Inaccessibilismis inconpatible with
t he account of belief |I will present in the next chapter, and
aimto gather enough points in favor of ny account of belief that
it wll seemreasonable to reject sonething as unstable as our
i naccessibilist intuitions in favor of the picture |I offer. |
am however, aware that this is a point on which ny account m ght
sonmetimes seemseriously to be at odds with intuition

To review. The general thrust of this section is that it is
quite natural, for good reasons, to insist on sinple all-or-
not hi ng answers in nost inquiries about belief. Nevertheless, as
| hope to have made plain, the all-or-nothing view of belief is
untenable for a variety of reasons. | shall now nove on to
descri be a nmetaphor commonly used in tal king about the mnd that
may al so be partly responsible for |eading us unreflectively into

t hi nking of belief as an all-or-nothing matter.
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3. The Cont ai ner Met aphor

A netaphor is a powerful force, and the persistent use of any
particul ar metaphor inevitably draws its users’ thoughts in a
certain direction. Lakoff and Johnson exam ne, for exanple, the
regul ar netaphorical treatnment of argunents as battles: Argunents
are won or lost; positions are attacked and defended, shot down
or salvaged; criticisns are |aunched and found to be on or off
target; and so forth (1980 p. 4). They argue that this way of
tal ki ng about argunent is apt to influence one’ s thinking about
and approach to argunentati on, making one, perhaps, nore
conbative in one’s argunentative style and less likely to notice
t he co-operative aspects of argunentation

Much of our talk about the mind is |ikew se netaphorical,
both in everyday di scourse and in technical phil osophy and
psychology. As with our netaphors for argunentation, the
met aphors we use to talk about the mnd doubtless incline us to
think of the mnd in one way rather than another. It would
therefore seemto be of extraordinary inportance in a discussion
of how to think of the mnd to exam ne the netaphors we enploy in
tal king about it. Unfortunately, this is rarely done.

In this section | will exam ne one persistent netaphor in
phi | osophy of m nd and indicate how its use mght incline one
toward the all-or-nothing view of belief and other disputable
doctrines about the mnd. | do not nean to claimthat everyone
who enpl oys this netaphor holds the views suggested by the

nmet aphori cal usage. Metaphor is not destiny. But | do think
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that these positions have a certain attractiveness they m ght not
ot herwi se have in virtue of being suggested by the popul ar
nmet aphor, and | hope for two effects fromdisplaying this
met aphor as a source of their attractiveness. First, | hope that
reveal i ng the netaphor as a source of attraction helps to bring
nore acutely into question the reasons people m ght have for
being inclined toward these positions. Second, | hope that
reveal ing some of the directions in which this nmetaphor |eads our
thinking will incline us to use the netaphor |ess frequently and
with greater awareness.
Lakof f and Johnson (1980) have sonme useful discussions of
met aphors used in tal king about the mnd. They discuss, for
exanpl e, the nmetaphor of the mnd as a machine (grinding out
solutions to problens, feeling rusty, running out of steam), of
the mind as a brittle object (I amgoing to pieces, her ego is
fragile, he is easily crushed), and of ideas as food (half-
baked), plants (comng to fruition), commodities (to be
packaged), and fashions (out-of-date) (1980 p. 27-28, 46-48).
They al so very briefly nmention, although they do not provide any
exanpl es of, the metaphor that will be the focus of ny attention
the mind as a container or storage space (p. 148).
That the nmetaphor of the mnd as a container is comonly used

in everyday di scourse can be nade clear by a few exanples:

He filled ny head with new i deas.

Keep that thought in m nd.

Don't clutter up your mind with that rubbish.

He cranmed for the exam

Menory retrieval can take effort.
Enpty your nind of thoughts.
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That person sure is airheaded.

The cont ai ner metaphor in cognitive psychology is often quite
explicit in discussions of nenory storage and retrieval. In
phil osophy of m nd, the preval ence of the contai ner netaphor is
nost apparent in the popularity of the word ‘content’.
Interestingly, talk about “nental contents” takes place on two
| evel s at once: Mnds are said to have contents, of which beliefs
and desires are of course the nost popul ar exanples (some, such
as Fodor (1987), even tal k about “belief boxes”); at the sane
time, beliefs and desires are thenselves said to have
“propositional contents”. It is primarily on the first of these
container relations that I will focus my attention, though I do
not doubt that discussions of propositional content could al so
profit froma nore scrupul ous | ook at the netaphors involved.EI

This netaphorical treatnment of the nind as containing beliefs
is appropriate if the relationship between minds and beliefs is
simlar in inmportant ways to the relationship between
prototypical containers and their contents. Even if the nind is
viewed literally as a container for beliefs, presumably the
extension of the class ‘container’ to cover mnds is warranted
only if there are such simlarities. The sane holds for the view
that containers provide a good nodel of the mnd. Even, then, if
one were to argue that philosophical or psychol ogi cal reference
to containers in discussing the mind is not netaphorical, proper

use of container tal k depends on the existence of simlarities

4 Reddy (1979) and Lakoff and Johnson (1980) have interesting discussions on the
rel ated metaphor of |inguistic expressions as having propositional content.
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bet ween paradi gm i nstances of containnment and relations into
whi ch the mnd can enter

This is certainly not to say that proper talk of the mnd as
containing beliefs requires that the relationship between m nds
and beliefs nust be in every respect |ike prototypical instances
of containnment. |If | say that Richard is a tortoise when it
cones to paying his bills, I do not nean to be suggesting that
Richard’ s skin is scaly or that he carries a hard shell on his
back, and no one with a standard, Anmerican cul tural background
woul d regard nme as suggesting this (though one could inmagine
strange enough contexts in which this could be the neaning). A
somewhat nore el aborate exanple is the planetary nodel of the
atom invoked netaphorically in talk about electrons orbiting the
nucleus. (I amintentionally blurring here the difference
bet ween a nodel and a netaphor; | actually believe that the
differences are |l ess than they are sonetinmes supposed to be; for
a good di scussion see Black (1962).) Although this nodel is
still frequently used in explaining the structure of the atom
especially in teaching, it has several infelicities which, if not
made clear, can hanper understanding. The atomis |like a
pl anetary systemin that it has a |large nass at its center,
several smaller masses that maintain thensel ves at a distance
fromit, a lot of enpty space between the masses, and so forth.
On the other hand, planets have definite positions in space,
whil e electrons are thought to be “spread out” over an area,

pl anets make regular elliptical orbits, while neasurenents of
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el ectron position yield less regular results, and so forth. Once
a nodel or netaphor is in place, especially if it is repeated
frequently, the mnd will naturally attenpt to extend it in

pl ausi bl e directions, and students enpl oying the planetary nodel
of the atom nust be specifically warned agai nst these inferences.
Bl ack describes both the power and danger inherent in this
tendency to draw i nferences from nodels of this kind.

It is ny belief that the container view of the m nd has many
nore infelicities than advantages. W can di scover problens even
at the nost basic ontological level. ojects are not usually
t hought of as containing their states, but beliefs and desires
are generally regarded as states of mnds. So the view that
m nds contain beliefs and desires seens to rest on a category
m stake, like regarding being 17° Centigrade as sonething a
bucket contains because it is in that state.

Al t hough that ontol ogical matter is worrying, it is not ny
primary concern. After all, if the container netaphor is apt in
ot her ways, one can always warn agai nst particular inferences. |
wWill turn ny attention to nore the nore specific features of
prototypi cal instances of containment. Enough of these features
are inappropriate to the mnd-belief relation that the container
met aphor for the m nd has substantial potential to mslead. O
particular interest for ny overarching project are those features
of containers that suggest the all-or-nothing view of belief, but
I will not confine ny list of features to those suggesting that

Vi ew.
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For concreteness, | wll take upright buckets as prototypica
containers. | wll also regard (discrete, undivided) balls as
the contents (see footnote five for a discussion of |liquid
contents). If it is useful to think of the mnd as “contai ning”
beliefs, then the m nd should be, at |least in sone inportant
respects, like the bucket, and individual beliefs should be Iike
the balls. | shall now describe sone of the relevant features of

t he bucket-and-ball system

(1.) A bucket contains a ball just in case the ball is
physically inside the bucket. In other words, the volune of the
bal | nust be a part of the volune enclosed by the bucket. It

does not matter how things stand outside of the bucket.

(2.) I'n the normal (upright, gravitational) case, it takes a
certain anmount of effort to get a ball into a bucket and a
certain anmount of effort to get it back out again.

(3.) Balls take up space. A finite bucket can only contain a

limted nunber of non-infinitesmal balls. It takes a certain
anount of the bucket’s spatial resources to contain each ball it
cont ai ns.

(4.) Balls are typically clearly individuated, countable
entities. W can, of course, inagine cases in which this is not
so: Rubber balls may be nelted together, balls may be cut into
pi eces, etc.; but these are not the kinds of things that
typically come to m nd when we inmagi ne container relations
bet ween buckets and balls.

(5.) Aball is generally either fully inside a bucket or

fully outside it. |In marginal cases, a ball may be suspended
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near the lip of a bucket, or it may be unclear for reasons of

t opol ogy whether its volunme is part of the volune encl osed by the
bucket; also, of course, as balls enter and | eave buckets there
will typically be a brief period during which they may be said to
be neither wholly inside nor wholly outside the bucket. Despite
t hese margi nal cases, however, it is rarely a vague natter

whet her a bucket contains a ball or not.

(6.) If the balls are small enough and appropriately shaped
(and not, for exanple, highly magnetized), there is typically no
reason why any two balls can’t go in the sane bucket or why a
ball can’t be renoved from one bucket and put into another
wi t hout changi ng any of the other contents.

(7.) A bucket can contain only one ball, or no balls.

Just as the argunent-as-battle nmetaphor naturally inclines
one toward a certain view of argunentation -- a view one m ght,
on reflection, want to reject -- so, | would suggest, the m nd-
as-cont ai ner metaphor, in virtue of the features descri bed,
naturally draws one toward a certain view of belief. The view of
belief toward which we are drawn by the container netaphor has a
nunber of undesirable, or at |east controversial, features.

If the mnd-belief relation has the features described in
(1.), wherein the containnent of a thing depends only on that
thing' s being inside the container, then beliefs nust be things
internal to the mnd, contra the externalist view, to be

di scussed in the next chapter, of beliefs as partly dependent on
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social or historical relations between the subject and the
external world.

The features described in (2.), regarding the effort involved
in addi ng and renoving objects fromcontainers, do not sit
confortably with our know edge of how hard it can be to renenber
t hi ngs and how easy it can be to forget them

If the m nd-belief relation has the features described in
(3.), wherein buckets are characterized as containing only a
[imted nunber of balls, then we can only have a |imted nunber
of beliefs. Mny have argued, however, that the nunber of
beliefs any person may have is indefinitely large, since, it
seens, | believe that the nunber of planets is |less than 10, |
bel i eve that the nunber of planets is |less than 11, and so on
upward (see, for exanple, Harman 1986; Dennett 1978).

If (4.), the claimthat balls are clearly individuatable,
captures a feature of the m nd-belief relation, then beliefs nust
al so be clearly individuatable; and conbining (4.) with (5.), the
under which balls are either fully inside or fully outside a
contai ner, suggests that there nust be a precise fact of the
matter exactly which of these beliefs a subject has at any given
time. These two conbi ned, then, suggest “individuationisni as
described in the previous section.

Furthernmore, (5.) taken al one suggests al so suggests the
doctrine of “nonprobablisni as described in that section.

The sixth and seventh features of containers, relating to the
i ndependence of the presence of one ball in a bucket fromthe

presence of others balls, are inconpatible with a holistic view

229



of belief on which the possession of any single belief is
dependent upon and changeable with the possession of many ot her
bel i efs. B

That so many of these features of the container relation
seem at |east to sone people, not to apply to the relation
between the mnd and beliefs is testinony to the fact that the
use of a metaphor does not commt its user to regarding the
obj ect described metaphorically as having all of the features the
met aphor suggests. But let us not slip into thinking that the
met aphor is conpletely innocuous. Repeated application of the
cont ai ner netaphor is bound to pressure us subtly into certain
habits of thinking, though we may successfully resist it in our
nore reflective noments. W should aimto be especially carefu
in examning the justification of positions suggested by such
nmet aphorical uses. People with a particular interest in
rejecting the patterns of thinking that come with a netaphor may
wish to avoid at |east that netaphor’s livelier uses.

We ought, then, to be wary of letting talk about nental

content lead us unreflectively into treating any of the features

5 The netaphor can be extended or the nodel adjusted with an eye to avoiding at |east
(5.) above. The bucket is again the mnd or the believing faculty of the mind. The
beliefs, instead of being balls, are different liquids. The anpunt of |iquid P contained
in the bucket corresponds to the subject’s degree of belief that Pis the case. This
nmodel does avoi d the nonprobabilism suggested by the earlier nodel, but (1.) - (3.) and
(6.) - (7.) still clearly apply. One might try to get around (4.) by noting that
different mixtures of liquids are not clearly individuatable, but the maneuver fails: A
m xture of A and B, once in the bucket, is indistinguishable fromA and B added
separately, but these two cases nust be kept distinct if the nodel of overlapping, not
clearly individuatable mxtures is to have any value. The chenmically pure liquid is thus
the natural unit of analysis, and chenically pure liquids are neatly distinct fromeach
ot her.

O her changes may of course be introduced. To avoid sone of the nore obvious
difficulties with (2.), one might inagine the bucket having a spout through which old
bal | s are pushed as new balls are added. O, contra (6.), balls may be inbued with
properties that make it difficult for a bucket to contain certain of them sinultaneously,
and so forth. There is sufficient material here for hours of fun. The point renains,
however, that until such changes are actually introduced into our way of talking about
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followng fromthis netaphor as features of the mnd, unless we
can provi de i ndependent reasons for accepting those features.
The first images that cone to m nd when the contai ner nmetaphor is

i nvoked are just as apt to mslead than to clarify.

beliefs, the nore basic netaphor is the one that will have the greatest inpact on our way
of thinking.
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4. Concl usion

In chapter seventh I will offer several in-depth exanples of
arguments in phil osophy and devel opnental psychol ogy whi ch seem
to suffer froman unreflective treatnent of belief as an all-or-
nothing matter. To what, exactly, we should attribute the
tendency to overl ook the possibility of in-between states of
believing is not a matter | can hope to have settled. | have in
this chapter offered what | regard as two pl ausi bl e expl anati ons:
that the natural advantages of insisting on the Sinple Question
may |lead us to take this insistence too far; and that steady
repetition of the container netaphor may incline us, at least in
our | ess guarded nonents, toward thinking of belief as an all-or-
nothing matter. In the next chapter | wll describe a view of
bel i ef that recogni zes the inportance of in-between states of
bel i eving and i nvokes a netaphor nuch friendlier to matters of

degree than is the contai ner metaphor.
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Chapter Six

A Phenonenal , Dispositional Account of Beli ef

In this chapter, |I offer what | call a phenonenal
di sposi tional account of belief. | call it a dispositiona
account because it treats believing as nothing nore or | ess than
bei ng di sposed to do and to experience certain kinds of things.
I call it a phenonenal account because, unlike dispositional
accounts as typically conceived, it gives a central role to
first-person, subjective experience, or “phenonenol ogy.”

Di spositional accounts are usually thought to be notivated by
a desire to justify talk about nental states by reducing it to
tal k about sonething that behavioristically-mnded phil osophers
find | ess objectionable, viz. dispositions to behave. | want to
make it clear fromthe start that this reductionist notivation
plays no role ny project. M aimin presenting this account is,
as | hope becane clear in the previous chapter, to describe a way
of thinking about belief that is both faithful to the facts and
useful for the purposes of phil osophy and psychol ogy —an
account, especially, that can provide us with a framework for
under st andi ng subj ects not accurately describable as either
sinmply believing that P or sinply not believing that P, subjects
in what | have called in-between states of believing. It is not

necessary for this purpose —in fact, it is positively
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detrinmental —to insist on reducing nmental state talk to talk
about anything el se.

I will begin with a statenment of the account. | wll then
di scuss in-between states of believing in sone detail. | wll
conclude with a discussion of the relations between the present
account of belief and several other positions one mght take

regarding belief.
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1. The Account

It will be hel pful to begin by disarm ng severa
preconcepti ons the reader may have about accounts of belief that
focus on the dispositions of the believer. | have already
alluded in the introduction to two of these preconceptions.

First, as | suggested in the introduction, a dispositional
account of belief need not aimat being reductive. It need not,
in other words, aimto show how all talk about beliefs (in
particular) or mental states (in general) can be transforned or
“reduced” into tal k about other, |ess objectionable things. It
is rare in science to manage reductions of this sort, in which a
whol e range of discourse is shown to be repl aceabl e by sone ot her
different kind of discourse. Fortunately, insight into
scientific subjects does not seemto require such reductions. In
describing the dispositions relevant to a belief, I will feel no
compuncti on about appealing to dispositions that thensel ves
i nvolve beliefs. So, for exanple, relevant to Maurice' s beli ef
t hat snoking is dangerous is his disposition to recommend agai nst
it, if he believes that the recommendation will do any good.

A second preconception about dispositional accounts of belief
is that they can only appeal to behavioral dispositions. Once a
di sposi tional account of belief is unshackled fromreductivist
demands, however, the range of allowabl e dispositions broadens
substantially. Dispositions to acquire new beliefs and desires,
for exanple, would be perfectly acceptable. Especially

important, in ny view, are what | will call phenonena
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di spositions —dispositions, that is, to undergo certain kinds of
subj ective, phenonenal experiences, |like a conscientious
student’s disposition to feel surprise and di sappoi ntment were
she to get a B- on a paper. 1In calling nmy account a phenonenal
di sposi tional account, | nmean to be enphasizing the rol e these
phenonenal dispositions play in belief.

A third preconception about dispositional accounts of belief
has to do with what it is to have a disposition. Ryle, who
| aunched contenporary interest in dispositionalism mnade a point
of arguing that dispositions are bare ‘inference tickets,
icensing us to make hypot hetical clains of the sort, “If P
occurs, then Qwll,” but in no way warranting inferences about
t he exi stence of any non-dispositional states or facts underlying
the dispositions in virtue of which the dispositional clains are
true (Ryle 1949). Ryle's account of dispositions has since been
t he subject of nmuch critical scrutiny (for a review, see Prior
1985), and there is no need to attach his particular viewto
di sposi tional accounts of belief in general. M dispositiona
account of belief is in fact quite conpatible with a robust,
anti -Ryl ean view of the physical and causal underpinnings of
di sposi tional properties.

My account of belief enploys the concept of a dispositional
stereotype for a belief. The notion of stereotype to which I am

appeal ing here is sonewhat |ike that described in Putnam
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(1975a).EI A stereotype is a cluster of properties conventionally
associated with a thing, class of things, or property. To use
Put nam s exanpl e, stereotypical properties of tigers include
their being striped and their being four-Ilegged. Sone things
worth being classified as tigers —tigers dipped in ink, three-
| egged tigers —may not have all the stereotypical features of
tigers; although such creatures nmay be tigers, they are not
stereotypi cal ones. Indeed, we m ght discover that some of the
stereotypical features of tigers are had by no tigers at all (for
exanmple, if it were part of the stereotype of tigers that they
l[ived in African jungles). Stereotypes may in fact be broadly
i naccurate, although this is not normally the case. Putnam
poi nts out that the stereotype for gold involves its being
yell ow, al though chem cally pure gold is nore nearly white.
Under st andi ng di spositional stereotypes also involves
under st andi ng di spositions. Prior (1985) again provides a useful
review of contenporary positions. Wthout getting overly
involved in the tangle of issues arising in the phil osophi cal
debate on the nature of dispositions, | would characterize a
di sposition by nmeans of a conditional statenment of this form |If
condition C holds, then object Owill (or is likely to) enter (or
remain in) state S. Os entering state S we may call the
mani f estati on of the disposition, and condition C we nmay call the
trigger or condition of nmanifestation of the disposition.

Exactly what the connection is between O s having the

! The present concept of ‘stereotype’ does differ fromPutnanis in associating
stereotypes with things rather than with words, and in seeing it as a cluster of
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di spositional property to enter state Sin condition C and the
truth of the conditional statenent associated with that
di sposition is a matter of sone debate, but as a rule of thunb,
we may suppose that O has the disposition in question just in
case the corresponding conditional statenment is true. Thus, for
exanple, salt has the dispositional property of being soluble in
wat er because it is apt to dissolve (the manifestation) when
placed in water (the trigger). Mrrors are disposed to reflect
i ght because when |ight shines on them (the trigger), it
reflects back (the manifestation). Carlos is disposed today to
get angry when his car doesn't start because if his car doesn’t
start today, he is likely to get angry.

A dispositional stereotype, then, is a stereotype whose
el ements are dispositional properties. Consider, for exanple,
the stereotype for being a reliable person. This stereotype wll
i nclude the disposition to show up to neetings on tine, the
di spositions to follow through on commtnents, to be prudent and
careful in making inportant decisions, and so forth. Personality
traits, such as being hot-tenpered, courageous, tenacious, and so
forth, are all characterizable by means of such di spositiona
stereotypes. To have these personality traits is really nothing
nore than to match these stereotypes. M core claimis that
belief can be characterized in nuch the sane way.

Thus, consider a favorite belief of philosophers: the belief
that there is a beer in the fridge. A sanple of the dispositions

associated with this belief includes: the disposition to utter,

properties rather than as a set of ideas.
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in appropriate circunstances, sentences |like ‘There’'s a beer in
my fridge ; the disposition to go to the fridge if one wants a
beer; a readiness to offer beer to a thirsty guest; the

di sposition to think to oneself, in appropriate contexts,
‘There’s a beer in ny fridge'; an aptness to feel surprise should
one go to the fridge and find no beer; the disposition to draw
conclusions logically entailed by the proposition that there is
beer in the fridge (e.g. that there is something in the fridge,
that there is beer in the house); and so forth.

It is inmportant to notice that no one of these dispositions
is either necessary or sufficient for the possession of belief.
Intuitively, it may seemthat the disposition to feel assent to
an internal utterance of P cones close to being a sufficient
condition for believing that P, neverthel ess, we nust allow that
peopl e sonetinmes feel assent to utterances that it is not wholly
accurate to describe themas believing, e.g., when they don’t
real Iy understand what the utterance neans or when they are
“sel f-deceived.” (I will discuss the case of self-deception in
chapter seven.)

The |list of dispositions that informed common sense is
capabl e of associating with any given belief may be indefinitely
long. | would not want mny tal k about "stereotypes” to suggest
t hat we nmust al ready have associated with each belief each of
t hese dispositions. Rather, think of the dispositiona
stereotype for the belief that P as consisting of the cluster of

di spositions that we are apt to associate with the belief that P
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These stereotypes will be conposed prinmarily of behavioral and
phenonenal dispositions, although other sorts of dispositions,
such as dispositions to acquire new beliefs and desires, wll
play a role as well. The dispositions belonging to stereotypes
for belief will include all the behavioral and other dispositions
typically referred to by those advocating standard
“functionalist” accounts of belief (Putnam 1966; Lew s 1972,

1980; Fodor 1968), as well as many phenonenal dispositions that
play at nost a derivative role in standard, functionali st
accounts —such as dispositions to feel surprised or disappointed
and to make internalized utterances.

The reason | say that the stereotype consists of a cluster of
di spositions is to bring out two ideas: first, that sone
di spositions are nore central to the stereotype than others, and
second that there may be vagueness and conflict regarding exactly
whi ch anong the nore peripheral dispositions should belong to the
stereotype. Stereotypes are not thereby rendered usel ess: Rosch
(1977) and Wttgenstein (1958) have argued that many of our nost
useful concepts depend on clustering properties together in this
way.

A person who possesses all the dispositions in the stereotype
for believing “There is a beer in ny fridge” can always, on ny
view, accurately be described as having the belief that there is
a beer in his fridge. A person who possesses none of the
rel evant di spositions can never accurately be so described. And,

of course, bridging the gap between these two extrenes is a w de
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range of cases in which the subject has sone but not all the

di spositions in the stereotype. Roughly speaking, the greater

t he proportion of stereotypical dispositions a person possesses,
and the nore central those dispositions are to the stereotype,
the nore appropriate it is to describe himas possessing the
belief in question. An additional elenment of vagueness is
introduced if one accepts that having a disposition is itself not
a sinmple yes-or-no matter.

To believe that P, on the view | am proposing, is nothing
nore than to match to an appropriate degree and in appropriate
respects the dispositional stereotype for believing that P. The
belief that P, in any organism is whatever state of that
organi smthat causes it to respond in ways that match the
di spositional stereotype for believing that P.EI What respects
and degrees of match are to count as “appropriate” wll vary
contextual ly and cannot be specified by any sinple rule, and so
must be left as a matter of judgnment. | hope the nunerous
exanples in this chapter and the next wll help reveal what
course such judgnents tend to take. The view offered here does

not inply, nor is it intended to suggest, that beliefs are

2 An organismmay then be said to “have a belief” just in case that organismis in a
state that causes it to respond in ways that match the rel evant di spositional stereotype
It is thus logically possible, on the definitions | have given, to believe that P but not
to have the belief that P —if the organi smnatches the stereotype for believing that P

but is not caused by any of its states to respond in the stereotypical ways. 1In a richly
causal universe such as our own, however, believing that P and having the belief that P
will always go hand in hand. |f one is nonethel ess concerned to close the |ogical gap

bet ween the characterizations | have given here, one mght wish to alter the first
sentence of the paragraph in the follow ng way: To believe that Pis to be in a state that
causes one to respond in ways that match, to an appropriate degree and in appropriate
respects, the dispositional stereotype for believing that P. | have no serious objections
to such a definition of belief, although | think the definition in the text is sinpler and
for all practical purposes anmobunts to the sane thing
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met aphysi cal |y secondary or that tal k about themis sonehow
el i m nabl e.

If a nmetaphor for tal king about belief is necessary, | would
prefer the netaphor of matching profiles to the container
nmet aphor: Rather than thinking of P as the content of the beli ef
that P, I would prefer to think of P as the profile of that
belief. This allows, nmuch better than the container netaphor
does, in-between cases of the type that will shortly be occupying
our attention. One's dispositions may have sonething of a P-ish
profile, something of a Qish profile, or sonething in between;
one’s dispositional profile may match up quite precisely with P
or it may be | ess exact a match. For a discussion of the
infelicities of the container metaphor of belief, the reader is

referred to the previous chapter.

Ceteris Paribus Causes and Excusing Conditions
A substantial conplication arises fromthe fact that common

sense regards all these dispositions as holding only ceteris

paribus or “all else being equal.” Joe mght believe there is
beer in his fridge, but if he is particularly stingy with his
beer, he may not have sonme of the dispositions described above —
he may not, for exanple, be ready to offer a guest a beer or even
to admt that there is beer in his fridge at all —but we

woul dn’t want to say that |ack of these dispositions makes it any
| ess accurate to describe himas having that belief. Behaviora

di spositions seemparticularly defeasible in this way, phenonena
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di spositions a bit less so: If we were to inmagine that Joe was
not di sposed to feel surprise upon opening the fridge and
noticing a |lack of beer, this would generally seemto reduce at
| east to sone degree the aptness of describing Joe as believing
there is beer in his fridge.

In any case, the dispositions in the stereotype of a belief
are best seen as defeasible, loaded with tacit “if” clauses,
e.g., Joe is disposed to assent to utterances nmeaning that there
is a beer inthe fridge if he hears the utterance, if he has
decided not to lie about the matter, if he understands the
| anguage in which the utterances take place, if he has the
physi cal capacity to indicate assent, and so forth.

Note that in being ceteris paribus defeasible these
di spositional clains are not different frommany scientific and
ordi nary generalizations. Hunan beings are born with two legs if
t hey have devel oped normally in the wonb, if they don’t have an
unusual genetic make-up, if the doctor does not saw off a | eg
before renmoving the child, etc. Rivers erode their outside bank
at a bend if the river is not frozen, if the bank is nmade of an
erodable material, if there isn't a powerful fan in place
preventing the water fromtouching the outside bank, etc. The
ceteris paribus nature of such generalizations does not in these
cases, nor | think in the dispositional case, hinder their
productive use.

| leave it as an open netaphysical question whether the

di spositions in question nust always be manifested if all their

243



conditions of manifestation are net. |f so, then dispositions
must often have an indefinitely | arge nunber of tacit conditions:
Condition C of the disposition’s conditional characterization
must, if conpletely fleshed out, be an indefinitely |ong
conjunction. (I ampresum ng we do not want to cut the matter
short by adding sonething |like “and nothing prevents it” to the
conditions of manifestation.) On the other hand, one may wi sh to
include only a few conditions in the trigger for any given
di sposition, if one is not averse to the idea that dispositions
do not always manifest thensel ves when their conditions are net
(see Martin and Heil 1996). Attenpting to resolve such questions
woul d | ead us away fromour nmain project, since nothing in ny
account depends on such details.

A person nmay then be excused froma dispositiona
mani festation —i.e. not seen as deviating fromthe dispositiona
stereotype —if one of the tacit conditions of manifestation is
not met or if the disposition is sinmply not mani fested for sonme
reason consistent with possession of the disposition, perhaps
because it is bl ocked by another disposition. Certain types of
conditions are regul arly regarded as excusers, such as physica
incapacity or the presence of a desire or situation that nakes a
particul ar mani festation prudentially inadvisable. |If Joe’'s
nmouth is sealed shut, it does not count against his believing
that there is beer in the fridge that he is unable to tell us so.
O her conditions may be somewhat | ess excusing and are apt to

propel us again into vagueness: ignorance about related topics
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(e.g., Joe believes that Budweiser is not a type of beer),

di straction by other cognitive denmands, or apparent failure to
reason correctly. |If Joe knows there is only Budweiser in his
fridge, but Joe does not think Budweiser is a type of beer, does
Joe believe there is beer in his fridge? Those fond of the de
re/de dicto distinction might remark that Joe seens to believe
(de re) of a certain type of beer that it is in his fridge, but
not to believe (de dicto) that there is beer in his fridge. This
is only one way (and a questionable one: see Stich 1983; Dennett
1987) of trying to get a handle on intuitions that pull us in
different directions in such cases.

One wants to find a single, unifying principle that can guide
us in distinguishing cases of genuine deviation from excused non-
mani festations. This is essentially a demand for a principle
unifying all the ceteris paribus excusers from di spositional
mani festation. | think the prospects for finding such a
principle are slender, but a brief |ook at the question is
nonet hel ess instructive.

Let us begin with exanples. Certainly when there is a sense
that the disposition in question would have manifested itself but
for the presence of sone hindrance external to the agent’s m nd
we are ready to grant excuses. |If Joe doesn't offer beer to a
guest only because sonmeone with a gun to his head is telling him
not to, we are hardly inclined to count his not offering beer as
a mark agai nst the accuracy of describing himas believing there

is beer in the fridge. A general shutdown of the mnd al so seens
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to be excusing: W don't blane Joe for not offering the beer if
he has bl acked out. On the other hand, if Joe deni es having beer
in his fridge when a guest requests sone, and we cannot tag his
deni al on any external cause, nor on an intention to lie, nor on
a m sunderstandi ng of the question, there may be no expl anation
left other than to say he doesn’t realize that there is beer in
the fridge; if then, five mnutes later, he turns around and

of fers his guest a beer, though nothing in the situation seens to
have changed, we may be greatly puzzled. W |ook for sone way to
explain this “inconsistent” behavior: Perhaps he suddenly
remenbered there was beer in his fridge after all? What, then
are we to say about his belief five mnutes ago —that he really
did believe there was beer in his fridge, but only “in sone
corner of his mnd”? Does it matter whether he woul d have
recalled it then, had he only stopped to think nore carefully
about it? Even, however, if sone of Joe's dispositions five

m nutes ago accorded with the stereotype, Joe's deviation from
the stereotype at that tinme may have been synptomatic, in a way
the deviations introduced at the beginning of this paragraph were
not, of a systemwide |ikelihood of deviation frommany aspects of
t he dispositional stereotype.

This | ast point may seemto hold sone prom se for the
construction of a general principle differentiating excused non-
mani f estati ons from genui ne deviations. |In cases of |inguistic
m sunder st andi ng, or of deliberate conceal nent, or of yielding to

external pressures, failure to manifest the stereotypica
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di sposition does not seemto be synptomatic of a systemn de,
behavi oral and phenonenal nonconformity to the stereotype. Joe
m ght well be thinking silently to hinmself, in any of these
cases, “There is a beer in ny fridge.” W have no reason, in
such cases, to expect a general non-adherence to the stereotype;
there seens to be a natural containnment of the deviation to a
particul ar range of circunstances: |If the gunman were to wal k
away, if his guest were to start speaking English, if Joe did not
feel his precious beer threatened by the presence of a thirsty
guest, we woul d again see a general conformty to the stereotype.
One could even bring cases of general nental or physical shutdown
under this unbrella, if one were to think of these conditions as
particul ar, narrow circunstances. Perhaps, then, sone idea of
cont ai nment of the deviation could be drafted to serve as a
general principle for identifying excusing conditions.

The question then arises, however, whether in putting forward
such a principle we have added anything of substance to the
account. Scientific and everyday generalizations are shown fal se
by devi ations that underm ne our reasons for thinking the
generalization is wdely, approximtely, or at least in “ideal”
circunstances, right; we introduce ceteris paribus excusers in
just those cases where we feel that a deviation fromthe
general i zation does not affect its overall validity. Introducing
a rule, then, that says ceteris paribus excusers are to be
adm tted exactly when a deviation does not threaten the basic

accuracy of the generalization is sinply to state what is
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inmplicit in the adm ssion of ceteris paribus defeasibility from
t he begi nni ng.

Carifying this point helps us to see the two factors that
come together in assessing deviations as potentially excused.
The first factor is an enpirical assessnent of the Iikelihood of
t he generalization’s broadly falling apart given that the
devi ati on has taken place. The second is a practica
understandi ng of the role of the generalization in one’s
cognitive structuring of the world. \Were can one afford a
certain anmount of | ooseness in the generalization because the
cases are marginal or covered by other generalizations, and where
will one want to insist on a stricter adherence to the rule? No
set of explicit rules seens to be able to guide us as well in
maki ng these assessnents as does a well-practiced intuitive grasp
of the generalizations in question. This |lack of explicitly
specifiable rules for separating excused from unexcused
devi ations froma generalization infuses even the nost robust
scientific theories (for exanples in physics, see Cartwi ght
1983). Phil osophers of science have learned to resist the
tenptation of attenpting to spell out in full detail the ceteris
pari bus conditions for any substantive, specific scientific
general i zati ons.

A failure to manifest a disposition, then, can either be
excused or unexcused. Wen the failure is excused, the deviation
detracts not at all fromthe accuracy of describing the person in

guestion as having the belief. Wen the lack of manifestation is
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not fully excused, the question of whether it will count as an

i nportant deviation —one that nakes us hesitate to ascribe the
belief or nmakes the belief ascription |ess apt than it could be —
wi Il generally depend on the context in which the belief
ascription takes place. Suppose, for exanple, that a child
studying for a test reads, “The Pilgrinms |anded at Pl ynouth Rock
in 1620,” and renenbers this. She is bit confused about what
pilgrinms are, though: She is unsure whether they were religious
refugees or warriors or maybe even sone kind of bird. Now, does
she believe that the Pilgrins | anded at Plynouth Rock in 16207
In some contexts —e.g., if we are tal king about her |ikely
performance on a history dates quiz —we mght be inclined to
descri be her as believing this; in other contexts we would not.
Note that | am not saying that the nental state of the child
varies with context. Rather, given that the child deviates from
the stereotype in some respects but not in others, how best to
descri be her nmental state will depend on the practical demands of
t he nonent .

Thi s cont ext -dependence is an inportant feature of the
proposed account. Different dispositional properties will, in
different contexts, be nore or less crucial to decisions about
whet her to ascribe a particular belief or not, and in m xed cases
failure to attend to the context of ascription can result in
differing assessnents of the appropriateness of a belief
ascription. Such inattention to context may be partly

responsi ble for nmuch of the wavering and di sagreenent about how
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to describe the kinds of in-between cases that are puzzling to
t hose who approach these cases | ooking for all-or-nothing
answers. Further exanpl es of context-dependence in belief
ascription will be devel oped as the discussion of belief

conti nues.

The | nportance of Phenonenol ogy for a Dispositional Account

Di spositional accounts of nmental states are not, of course,
new. G lbert Ryle's The Concept of Mnd (1949) began a trend
toward regardi ng nuch of nmental |ife as fundanentally
di spositional or at |east as dispositionally specifiable
(Armstrong 1968) —or, not so differently, as “functionally
speci fiable” (Lewis 1972, 1980; Putnam 1966; Fodor 1968). (A
di spositionally specifiable state is a state of an object, e.g.,
a brain, apt to bring about specified effects under specified
conditions; a functionally specifiable state is a state of an
obj ect apt to bring about specified effects under specified
conditions and to be produced by specified causes.) Ohers have
argued for dispositional accounts specifically of belief, or
specifically of unconscious, non-“occurrent” belief, independent
of any broader dispositionalist or functionalist program(e.g.,
Searle 1992; Marcus 1990). None of these accounts (except
perhaps Searle’s, which is in any case limted to unconscious
beliefs), however, appeal to phenonenal dispositions in their

characteri zati ons of belief.

250



The incl usion of phenonenal dispositions in nmy account
ensures that the standard anti-behaviorist objections to Ryle’s
di sposi tional account of belief are inapplicable. The nost
conpel ling of these objections belong to a single genus,
expl oiting the | oose connection between nental states and
behavi or (e.g. Chishol m1957; Putnam 1963; Strawson 1994).
Putnam for exanple, inmagines a society of “super-spartans” who
feel pain but do not exhibit the range of behaviors typically
associated with pain (except avoi dance, which is not specific to
pain). Simlarly, Strawson imagi nes a species of “weather
wat chers” who have beliefs and desires about the weather but are
not constitutionally capable of acting in any way on the basis of
those beliefs and desires. Chi shol menphasi zes that we shoul d
not describe sonmeone as disposed to act in a certain way, given a
particul ar belief, unless we grant that that person has other
particul ar beliefs and desires. For exanple, though Jones may
have the belief that his aunt wll be arriving at the railroad
termnal in twenty-five mnutes, it is only true to say he is
di sposed to go there to pick her up if he wants to pick her up
and if his beliefs about howto get to the railroad term nal are
not too deeply confused. Full conditions for the possession of
any particular belief or desire can never be given in terns of
behavi oral dispositions al one; appeal to sonme other aspect of the
subject’s nental life will always be necessary.

The appeal to phenonenal dispositions gives the

di sposi tionalist about belief a clear and natural way around
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t hese objections. Putnanis super-spartans and Strawson’ s weat her
wat chers, though they | ack the manifest behaviors associated with
believing, still have the phenonenal life attending belief —if
they did not, there really would be no reason to regard them as
believing. Furthernore, they have clear, typical excusers from
behavi oral mani festation: contrary desires in the case of the
super-spartans and incapacity in the case of the weather

wat chers. W can al so grant Chisholmhis point: There is no way
to anal yze away nental life in favor of behavioral dispositions
or to replace all talk of belief with sone other kind of talk.
These are behaviorist ains not naturally suited to a non-

behavi oral i st dispositionalism Since it is no part of
phenonenal dispositionalismto bring about these ends, it is no
obj ection to phenonenal dispositionalismthat it is inpossible to
do so. Nevertheless, it is interesting to observe that at |east
some phenonenal dispositions have quite a tight connection
between trigger and manifestation. A person who believes that P
will normally feel assent to an internal utterance or verba

i mmge of a sentence expressing P in her own | anguage regardl ess
of what else is true of her; simlarly for her feeling surprise
at discovering that Pis false. |If she is not disposed to fee
assent toward the thought that P or feel surprise at finding P
false, we rarely allow excusers: These are central cases of
deviation fromthe stereotype.EI (We may nonet hel ess want to

ascribe the belief if the subject matches the stereotype in

3 Assuming that a person has privileged access to her own phenonenol ogy, we may have
here the begi nnings of an explanation of the high accuracy of first-person belief
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enough ot her respects, which is part of why feeling assent to an

utterance of P is not equivalent to believing that P.)

A Thought on Ryl e

I would like to conclude this section with sonme remarks about
Ryle, the intellectual forefather of dispositionalism about
mental states. Although he is typically viewed as a behaviori st
for whom appeal to phenonenal dispositions would be strictly out
of court, his case may be nore anbi guous than it first appears.
Ryle certainly stresses the inportance of behavioral dispositions
and downpl ays the inportance of phenonenal ones, sonetines even
seening to suggest that we could do without the latter entirely.
Neverthel ess, Ryle admts the relevance of such things as “silent
col I oqui es” that others could not possibly overhear (1949, p.
184) and tunes in one’'s head consisting of “the ghosts of notes
simlar in all but |oudness to the heard notes of the real tune”
(1949, p. 269). For such reasons, Stuart Hanpshire, one of
Ryle’'s earliest critics and nost careful readers, regards Ryle
has having an “anbi guity of purpose” regarding the reduction of
assertions about mental life entirely to statements about
behavi or (Hanmpshire 1950, p. 249). Despite his reputation, Ryle
at tinmes seens commtted to the inportance of internal, first-
per son phenonenol ogy.

In light of this possibility, Ryle' s short discussion of

belief is interesting:

ascri ptions.
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Certainly to believe that the ice is dangerously thin is
to be unhesitant in telling oneself and others that it is
thin, in acquiescing to other people s assertions to that
effect, in objecting to statenents of the contrary, in
drawi ng consequences fromthe original proposition, and
so forth. But it is also to be prone to skate warily, to
shudder, to dwell in inmagination on possible disasters
and to warn other skaters. It is a propensity not only
to make certain theoretical noves but also to make
certain executive and inmagi nati ve noves as well as to
have certain feelings (1949, p. 134-135).

If we set aside for a nonment the standard picture of Ryle as bent
on reducing all talk about nmental life to talk about behavi oral
di spositions, this passage begins to | ook rather |ike an appeal
to a nmix of behavioral and phenonenal dispositions. Perhaps a
bit optimstically, then, | would like to claimRyle as the first
(al beit wavering) advocate of phenonenal dispositionalism about

bel i ef .
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2. Mxed Sets of Dispositions

The di spositional account of belief deals quite naturally
wi th in-between cases of believing, cases in which it seens not
quite appropriate to describe the subject as either fully
bel i eving or not believing the proposition in question. In this
section, | provide a few exanpl es of such m xed cases and sketch
some of the patterns into which they tend to faII.EI One of the
central advantages | want to claimfor the dispositional account

isits facility in handling such cases.

Two Exanpl es

El l en studi ed Spanish for three years in high school. ©On the
basi s of her studies and her exposure to such Spani sh words as
‘mesa,’ ‘nifia,’” ‘oreja,’ and ‘vaca,’ she is willing, sincerely
and cheerfully, to assent to the claimthat all Spanish nouns
ending in ‘a’ are femnine. Ellen has, however, occasionally
cone across certain words ending in “ista,’” such as ‘anarquista’
and ‘ bol chevista,’ that can be used either as nasculine or
fem ni ne (dependi ng on the gender of the anarchist or bol shevik),
and she uses themcorrectly as masculine when the situation
demands. She would not assent to the claimthat all Spanish
nouns ending in ‘a are femnine if an ‘ista’” word cane to m nd

as a counterexanpl e; neverthel ess, in nost circunstances she

woul d not recall such counterexanpl es.

4 Stich (1983) is a good source of further cases, though Stich does not endorse a
di sposi tional account of belief.
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Does Ellen believe that all Spanish nouns ending in ‘a are
fem nine? Sone of her dispositions accord with that belief;
others do not. \Whether it seens right to ascribe that belief to
her varies contextually, depending on what dispositions interest
us nost. |If we are considering which side she mght take in a
debate on the subject, it seens acceptable to say that she does
believe that all Spanish nouns ending in ‘a are femnine. On
the other hand, if we are interested in her skill as a speaker of
Spani sh and the |ikelihood of her making enbarrassi ng gender
errors in speech, it seens inappropriate to ascribe that belief
to her. |If we want to describe her cognitive state on the topic
as carefully as possible, probably the best thing to dois to
refuse to put the proposition “all Spanish nouns ending in ‘a
are femnine” either sinply in or sinply out of sone inaginary
“belief box” in her head, and instead to sketch the m x of her
di spositions as | have just done.

Geral dine’ s teenage son Adam snokes marijuana. Usually
Geraldine is unwilling to admt this to herself, and sonetines
she adamantly denies it. Eating lunch with a friend, Geraldine
can deplore her friend s parenting because of his daughter’s drug
probl ens while denying in all sincerity that Adam has any siml ar
problens. Yet she feels afraid and suspi ci ous when Adam sl ouches
hone late at night with bl oodshot eyes, and when she accuses him
of smoking pot, she sees through his denials. In a certain kind
of nmood, she would tell her therapist that she thinks Adam snokes
marijuana, but in another kind of nopod she woul d genuinely recant

such a confession. Wen CGeral dine’'s husband voi ces concern on
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the topic, Geraldine sincerely comes to her son’s defense. \Wat
does Ceral dine believe on the subject? Again, someone insisting
on a sinple “Yes, she believes he snokes marijuana” or “No, she
doesn’'t” will be hard-pressed. Perhaps we could say that her
beliefs on the subject change fromsituation to situation: Wen
she is denying that her son snokes pot, she sincerely believes
that he does not; when she is watching himcreep in at 2:00 a.m,
she sincerely believes that he does. But what does she believe
now, while she’'s working intensely on a client’s account and not
giving the matter any thought? A sinple yes-or-no answer seens
m sl eading at best. Even if we want to describe her as self-
decei ved, she is at best only partially self-deceived, since
there are conditions under which she would unhesitantly

acknow edge that her son uses narijuana.

The cases of Ellen and CGeral dine are not neant to depend on
any | ack of know edge about their nmental states, though |ack of
know edge is a conmon source of hesitation in belief ascription.
I do not want the reader to think I amputting forward an
argunment of the form W cannot know what Ellen and Geral di ne
“really believe”; therefore, there is no fact about what they
really believe. Rather, these exanples are neant to be cases in
whi ch we know that the subject deviates partly fromthe
stereotype for believing that P. | hope that, with these
exanpl es vividly before us, the reader will agree that in such
cases, the person is in a state that cannot be quite accurately

described as either sinply believing or sinply not believing that
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P, and that a dispositional description of the subject’s nental
state adequately captures the facts.

Al t hough sone cases that are unmanageable on an all-or-
not hi ng, Sinpl e-Question view of belief become manageabl e sinply
upon recognition of degrees of belief, cases such as those
descri bed above do not yield to this approach. It is not that
El l en and Geral dine sinply have a | ow degree of confidence (say
.6 on a scale fromO to 1) on the topic in question. Rather,
they are disposed to feel in some situations quite confident in
asserting one thing, while at the sane tinme they are disposed to
feel in other situations quite confident in asserting its
opposite. The doxastic situation is far fromthe kind of steady
uncertainty that one mght feel, for exanple, about the outcone
of a sporting event or the turning of a card. |In light of this
fact, it may be hel pful to introduce sone new term nol ogy. The
view of belief as sinply an all-or-nothing matter we may call the
digital view, the view of belief as always snoothly describabl e
by particul ar degrees of confidence we may call the anal og vi ew.
The cases on which | focus in this chapter are those unmanageabl e
by either of these views. The dispositional account reconmends
handl i ng these cases by describing in what ways the subject’s
di spositions conformto the stereotype for the belief in question
and in what ways they deviate fromit. Further questions may
t hen be raised about the reasons for the match and m smatch of
particul ar dispositions to the stereotype, opening avenues for

both scientific research and everyday inquiry.
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Normativity and Patterns of Deviation

The useful ness of classifying people’s nental states by
appeal to stereotypical dispositional patterns depends on the
tendency of people to adhere to these patterns. |f cases such as
Ellen's and CGeraldine’s were the norm the dispositional
stereotypes of belief would have |little purpose. As a general
rul e, however, people who conformto sone parts of the stereotype
are apt to conformto other parts also. Deviation fromthe
stereotypes tends to fall into particular patterns as well, a few
of which | will sketch briefly bel ow.

The stereotypes capture nore than nmerely statistica
regul arities, however. They capture sonething about how we think
peopl e ought to feel and behave. Sonething about Ellen’s and
Geral di ne’ s phenonenol ogy and behavi or strikes us as normatively
| acki ng, as incoherent or confused. W feel that if Ellen and
Geral dine correctly reasoned things through, they woul dn't
deviate fromthe dispositional stereotypes in the way they do.
The conditional runs the other direction as well: Failures of
reason will generally entrain failures to conformto the
st er eot ypes.

This is not to say that conformty to all elenents of the
stereotypes is required by reason. For exanple, we can hardly
convi ct soneone of poor reasoning sinply for not feeling
di sappoi nt nent upon suddenly | earning that P, on which he had

greatly counted, is false —strange though it nay be in sone
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cases and contrary to the stereotype. At the sane tinme, however,
sonet hi ng about such cases | eaves us uneasy. OQur fol k psychol ogy
and everyday dealings with other people are so thoroughly
dependent on the accuracy of these stereotypes that perhaps there
is a kind of social accountability to the stereotypes that
pervades even those aspects of the stereotypes not shored up by
the norns of reason. This, | think, is especially evident in the
stereotypes associated wth desires and personality traits, which
are | ess thoroughly accountable to the strict demands of reason
and whi ch consequently allow nore roomfor social accountability
to come undisguised into play. A person who is disposed greatly
to enjoy ice creamon sone occassions but to detest it on others,
with no clear excusing conditions (such as detesting it only in
times of grief), engenders a simlar type of disconfort. W want
to know whether, really, deep down, she likes ice creamor not.
W want to fit her into our stereotypes, and there is somne
pressure on her actually to do so. B

Certain patterns of deviation, however, are pervasive enough
that they don’t at all strike us as strange, and in such cases we
are much less likely to bring normative pressures to bear. A
person’s notor behavi or and expectations mght accord with a
belief that P, but not nost of her inward and outward ver bal
di spositions, as mght be the case, for exanple, with a skier who
al ways shifts his weight to the inside edge of the downhill sk

X° through a turn but who could not tell anyone that this is what

5 This topic is pursued in greater detail in Schwitzgebel and McGeer, “Psychol ogi cal
Di spositions: Revising the Phil osophical Stereotype,” unpublished MS.
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he does. Alternately, people are often disposed to recogni ze and
agree with assertions that P and able to answer correctly a
guestion like “P? Yes or no?” yet not able to come up with P as
an answer to a nore open-ended question or to act upon the truth
of P when uncued. My dispostions regarding the | ast names of
many of ny acquai ntances fromcollege followthis pattern. As a
general rule, the nore closely a m xed dispositional set matches
a famliar pattern of deviation, the | ess puzzling it appears to
us. At the other end of the spectrum would be cases in which the
subject’s dispositions regarding P vary widely in no recogni zabl e
pattern at all. 1In the extrene, we would have to describe such
cases as insanity.

A careful account of such in-between cases will| describe
exactly in what respects the subject deviates fromthe stereotype
of the belief in question and in what respects the subject
accords with that stereotype (and, if relevant, w th what degree
of frequency such deviations will occur); it will ook for a
recogni zabl e pattern in these deviations; and it will indicate
whi ch di spositions should count, in the present context, as the
nost i nmportant ones to the assessnment. It nmay or may not have a

normati ve el enent of the sort described in this subsection.

Devi ati on and Devel opnental Psychol ogy
The di spositional account set forward in this chapter is
especially useful for those interested in devel opnenta

psychol ogy, since children, even nore than adults, are apt to
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have m xed di spositional states. Recall fromchapter two Smth's
daughter Zoé& and her devel oping belief that her father is a

phi |l osopher (Smith 1982), or think of any belief ascription to a
child where the concepts invoked do not nuch resenmble the child's
own. Although | argued in chapter two that belief ascription in
such cases is often necessary and useful, the match to the

di spositional stereotype is |ess than m ght be desirable. In
such cases, as is true generally, whether a particular belief
ascription is appropriate depends on the degree of match between
t he subject’s dispositions and those dispositions in the
stereotype that are inportant in the context.

The question of how well a child s dispositions match a given
stereotype becones even nore difficult in discussing the genera
—one mght say “theoretical” —beliefs of young children. Do
t hree-year-olds, for exanple, think that beliefs can be false?
(W mght want to say that without this belief the child cannot
have the concept of belief at all; see ny treatnment of this issue
in chapter two.) As discussed in chapters two and four, there
are respects in which their phenonenal and behaviora
di spositions fail to accord with the stereotypes for this belief
(Gopni k and Astington 1988; W mmer and Perner 1983; Perner
1991b). At the same tine, there are respects in which their
behavi or does accord with the stereotype. Researchers have found
precoci ous behavior on after-the-fact explanatory tasks (e.g.
“Why did she | ook under the piano instead of under the table?”
Vel | man 1990) as well as when the experinmenter conspires wth the

child to “trick” someone (Sullivan and Wnner 1993; disputably
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Hal a, Chandler, and Fritz 1991). Although the preponderance of
t hree-year-ol ds’ dispositions do not seemto accord with the
belief that beliefs can be false, it could be m sleading sinply
to deny themthis know edge wi thout qualification

Sim | ar exanpl es abound. Piaget (1954) has argued, on the
basi s of reaching behavior, that five-nonth-old children do not
bel i eve objects continue to exist outside their perceptua
fields, while Baillargeon (1987) and Spel ke et al. (1992) have
argued the contrary on the basis of the infant’s | ooking
behavior. (I will examine this case in nore detail in the next
chapter.) O consider: At what age do children understand the
past tense, given that their ability to use it is gradually
acquired and generalized? |In fact, every genuine case of
Pi ageti an décal age —difference in timng between the devel opnent
of skills tapping the sane fundanmental know edge —can be
described as a case of m xed di spositions regarding that
fundanent al know edge.

A tenptation arises in such cases to think that there nust be
a nonment at which the child genuinely understands the facts in
qguestion and thus to think that apparent earlier expressions of
t he knowl edge nust be artifactual and that |apses afterward nust
be due to inaccessibility of the belief or “performance” (as
opposed to “conpetence”) difficulties. Wile skeptical inquiry
into such potential shortcom ngs of devel opnental research is a
sine qua non of good scientific nmethod, it is unwarranted to

i nsi st adamantly that there must be such failures of nethodol ogy
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when different tests point to devel opnment at different ages of
capacities tapping the “same know edge.” The latter insistence
rests on the m staken presupposition that such know edge is
unitary and acquired all at a nonent rather than through a
gradual , asynchronous shifting of a broad range of dispositions
over a substantial span of devel opnent, as woul d seem on
reflection to be the case, at least for the child s nost general,
t heoretical beliefs. The dispositional view of belief recomends
a willingness to give up finding a sinple answer to the question,
Does the child really believe that such-and-such?

Tal ki ng about beliefs is scientifically useful because people
with some of the dispositions in a stereotype will tend to have
many of the other dispositions in that stereotype. Because of
this, we can nmake generalizations and i nductions on the basis of
t hese stereotypes, and it is enornously convenient, even
i ndi spensi ble, to appeal to stereotypes in describing our nental
lives. Still, when the match between stereotype and
di spositional set does break down, as will often happen with
young children and in cases of self-deception, in cases where
things are not fully thought-through, and in many nore cases
besi des, sinple belief talk may no | onger be appropriate, and
appeal s to the stereotype may have to be replaced with nore
complicated appeals to specific dispositions and sets of
di spositions. And once the phenonenal and behaviora

di spositions are nmade clear, it is a mstake to think there is
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still some further question to be answered, nanely, Wat does the

subject really believe?

A Short List of Patterns of Deviation

It may be hel pful to conclude this section by describing at
| east a few common patterns of deviation. This list is by no
means exhaustive. How irrational the deviations on this |ist
appear to us seens to be at |east roughly proportional to the
extent to which the subject could, by sinple reflection, bring
hinmself into line with the stereotype. Thus, “nodul arized
bel i eving” does not tend to strike us as particularly irrational,
while “unreflective inconsistency” is nore likely to strike us
t hat way.

Modul ari zed believing: It is conmon for a subject’s
di spositional profile to match that of the stereotype in a narrow
area (or “dommin”) of expertise, but to deviate fromthe
stereotype in nost other domains and particularly with respect to
the disposition to assent to P in inner speech. The exanple of
the skier’s know edge of when to turn is neant to be an instance
of this. In sonme cases, the dispositional profile can be brought
into line with the stereotype by practice and reflection (see
Karm |l off-Smth 1992), but often this will not be the case.

Unconsci ous beliefs: The history of psychoanal ysis suggests
that a subject may match a stereotype for believing that P in
bei ng di sposed to claimthat P under hypnosis or in free-

association or in other of the techniques of psychoanal ysis; and

265



the subject may exhibit hysterical or destructive synptons that
seem sonehow consonant with a belief that P, though distorted;
yet that subject may not be willing under normal circunstances to
assent to P, even privately, because there is sonething
unpl easant to the subject about the thought that P (see, e.g.,
Freud 1977). This idea has been generalized into the popul ar
notion of the unconscious, according to which a person may be
di sposed to act in a variety of ways in accordance with the
stereotype for believing (or desiring) that P, yet because of the
unacceptability of the thought that P, not be disposed to admt
to herself that Pis the case. Different people may assess
differently the frequency of such cases, though it seens hard to
deny that they at |east sonetines occur.

Sel f-deception: Cases classified by folk psychology in the
category of “self-deception” may be a subset of cases of

unconsci ous believing. Geraldine's attitude toward her teenage

son may fit, inperfectly, into this category of deviation. In
chapter seven, | will exam ne the case of self-deception in nore
detail .

Unrefl ective inconsistency: A subject may deviate froma
stereotype sinply because she fails to put two and two together.
Ellen's case fits into this pattern. She matches the stereotype
for believing that all Spanish nouns ending in “a are femnine
in just those cases in which she is not rem nded of a few
exceptional nouns, and she deviates in cases in which those nouns

beconme salient to her. W mght suppose that with sufficient
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reflection, Ellen would soon cone to match fairly exactly the
stereotype for believing that not all Spanish nouns ending in ‘a
are femnine. |In cases of this sort, one would expect a match to
the stereotype for believing that P in just those cases in which
t he reasons agai nst believing P are not salient.

Peri pheral ignorance: Sonetines a person may fail to match a
stereotype due to ignorance of related topics. Exanples of this
include the child who is uncertain about who the Pilgrins were
and the case in which Joe believes there is Budweiser in the
fridge but does not believe that Budweiser is a type of beer.
Everyday intuition seens to be fairly conpetent at determ ning
what the dispositional effects of any particular type of
peri pheral ignorance m ght be.

Devel opi ng beliefs: This type of deviation would seemto be
closely related to the previous two. Acquiring a network of
know edge in a particular domain and forging that know edge into
t he kind of coherent structure necessary to match consistently
the stereotype for various beliefs in that domain necessarily
takes a certain anmount of time. During this period of transition
t he subj ect cannot be expected to match conpletely the stereotype
for the developing belief. This position finds support in
Wgot sky's (1962, 1978) argunent that children do not instantly
acquire major new abilities and understandi ngs, but rather nust
pass through a period during which they can exercise the
know edge or ability only with pronpting or with proper

structuring of the environment. As the child devel ops, |ess and
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|l ess of this external “scaffolding” is necessary for the child to
meet with success, and the child passes to fully devel oped
competency. In chapter seven | will exam ne two devel opnenta
cases in sone detail.

Partial Forgetting: The process of forgetting or unlearning,

in sone ways the opposite of belief devel opnent, al so does not

take place all at once. | amin the mdst, the reader wll
recall, of forgetting the [ast nanmes of many of ny college
acquai ntances. Sone tinme ago, | could have rattled off their

nanes easily; then it took nore effort and soneti mes the nanes

did not cone; now | can recall those nanes only with a pronpt of

some sort; perhaps later | will be able to pick themout in a
forced-choice test; when | ameighty, | probably will not have
any know edge of themat all. The nore demanding the recall

situation and the fewer the pronpts provided, the less likely
sonmeone in one of these internedi ate stages of forgetting is to

adhere to the stereotype of the belief that is being |ost.
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3. A Concern about Phenonenal Dispositionalismabout Belief
Functionalists such as Lewis (1972, 1980) and Putnam (1966),
as well as externalists about belief content such as Putnam
(1975a), Burge (1979), and Davidson (1987), argue that the
“content” of a belief is individuated not only in a forward-
| ooki ng way, that is, by the phenonenol ogy, behavior, and nental
states it is apt to produce, but also at least in part in a
backwar d-1 ooki ng way, by how it came about (or at |east how
states of its type are apt to cone about). |In other words, both
groups of philosophers highlight the inportance of | ooking back
at the causes of beliefs in deternining their content. Wn't the
di sposi tionalist account run against the argunments invoked in

favor of the backward-|ooking elenents in these accounts?

Ext ernal i sm and Phenonenal Di spositionalism

External i sts about belief hold that whether a subject
believes that P, or whether the subject believes, instead, that
Q depends, at |east sonetines, on facts about the world external
to the subject herself. | wll shortly describe an exanple. The
di sposi tional account offered here is in fact conpatible with our
intuitions in the kinds of cases typically invoked to support
externalism In fact, the view conports nore exactly w th our
intuitions in such cases than do the standard externalist views.

Consi der Putnanis (1975a) exanple of Twin Earth, a pl anet
identical to Earth in every respect except that where Earth has

water, Twin Earth has twater, indistinguishable fromwater by any

269



of the tests available to inhabitants of Earth or Twin Earth but
in fact a different chem cal conpound than H,O Wayne from Earth
and Dwayne fromfrom Twin Earth are nol ecul e-for-nol ecul e
identical to each other (one m ght even suppose that Dwayne,

t hrough sone freak occurrence, happens to be 90% genui ne water).
It seens intuitive to say that, despite the simlarities between
them Wayne has beliefs about water, not twater, since that is
what he interacts with on Earth, and Dwayne has beliefs about
twater, not water (though both will, of course, use the word
‘water’ to describe what they see). |If this is right, then it
appears that the content of one’'s beliefs depends not only on
what is in one’s head, but also on one’s environnment and in
particul ar on how one's beliefs were caused.

At first glance, it mght seemthat \Wayne and Dwayne, being
nol ecul e-for-nol ecul e identical to each other, could not possibly
have different dispositions and thus nust have the sanme beliefs
on any dispositional account of belief. |If this were so, then
i ndeed the dispositional account of belief would run contrary to
our intuitions in Twin-Earth-1ike cases. This would be
unfortunate, perhaps, but not fatal: There is no guarantee that
t he nost useful scientific or philosophical understandings of
mnd will accord with folk intuition in every respect.EI As it
turns out, however, dispositionalismabout believing is

compati ble with such externalist intuitions, since dispositional

6 Fodor’'s (1981) position of “methodol ogical solipsisni (expanded from Putnam 1975a)
is interesting in this respect, though he later revises it (1994). Roughly, it is the
view that sonething like the fol k concepts of belief, desire, etc. are appropriate for
psychol ogi cal theorizing about the mind, but these concepts nust be purged of any of their
external i st consequences.
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properties thenselves may be defined in part “externally,” i.e.,
with reference to the organismis past or its environment. Only
Wayne has the disposition to regard a present instance of water
as an instance of the sane kind of stuff Wayne drank as a child.
Only Dwayne has the disposition to use the word ‘water’ intending
to refer to the sane kind of stuff people in his community on
Twin Earth refer to by using that word. Sonmeone who believes
that the nmeaning of a sentence is in part determ ned by factors
external to the individual uttering those sentences has an
addi ti onal pool of externally individuated dispositions to draw
fromin distinguishing Wayne from Dwayne. Wen Wayne utters the
sentence ‘water is clear and potable,’” he is uttering a sentence
that means water is clear and potable; when Dwayne makes exactly
t he same sounds, he is uttering a sentence that neans twater is
clear and potable. Thus, if sentence neaning is in part

determ ned by external factors, Wayne will be disposed to say one
kind of thing, while Dnayne will be disposed to say quite

anot her.

So there are at | east sone dispositions Wayne and Dwayne do
not share. The question about whether we shoul d describe them as
havi ng the sanme belief, then, depends on whether these
di fferences are regarded as inportant enough in the context of
ascription to warrant differential treatnment of Wayne and Dwayne.
I f one chooses to focus on utterance neanings, and if these are
i ndividuated externally, or if one focuses on dispositions

i nvoki ng one’s past or one’'s community, one can fairly readily be
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drawn into regarding the two nen as having different beliefs. |If
one focuses instead on what it is like fromthe inside, on
phenonenol ogy and notoric behavior, and especially if one is not
an externalist about |inguistic nmeaning, one may find oneself
drawn in the internalist direction.IZI An internali st

di spositionalist would hold that externally individuated

di spositions are never relevant, for the purposes of phil osophy
or science, to the assessnent of belief.

Al t hough Put nam makes a good case for the intuitiveness of
descri bing Wayne’s and Dwayne’'s beliefs differently (simlarly
for Burge and Davidson with respect to their exanples), in sone
contexts the intuitions are not so clear. For instance, |let us
suppose that Wayne and Dwayne are both environnmental engineers
working on a large water-treatnent project. Mracul ously, Wayne
and Dwayne are teleported to each other’s worlds. Wayne's
cowor kers may be concerned about Dwayne’'s ability to continue
with the project. Doesn't it seemright to say that they
shoul dn’t worry because Dwayne’s beliefs on the processes of
water treatnment are exactly the same as Wayne’' s?

G ven that our intuitions on the Twwn Earth and the ot her
external i st cases are sonewhat anbival ent and context dependent,
as | think they are, then the dispositional account of belief
have offered has an advantage over standard externalist accounts
of such cases, since it provides roomfor such anbival ence and

allows us to predict contexts in which the intuitions may go one

" Dretske (1995), however, argues that even phenonenal experiences should be
i ndi vi duated external ly.
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direction or another. In the water-treatnent case, the

di sposi ti ons Wayne and Dwayne do share are the focus of concern
and so the dispositionalist account would predict an inclination
to regard the two as having the sanme belief. |In another case,

per haps where we are particularly concerned with what kind of
stuff Wayne and Dwayne intend to pick out by neans of their word
‘“water,’ the dispositionalist account may pull in the externalist
direction (depending on whether you think Wayne’'s and Dwayne’s
words do refer to different kinds of stuff). \Whereas the

di sposi tionalist account can accommodate intuitions pulling in
both directions and to sone extent predict on the basis of
context in which direction our intuitions will be pulled,
standard externalist accounts nust stand fast with an
unchangeabl e answer: that what Wayne and Dwayne believe really is
different; thus externalists are forced to try to explain away
internalist intuitions the dispositionalist account handles quite

natural ly.

Functi onal i sm and Phenonenal Di spositionalism

What about functionalist argunments for the necessity of
i nvoki ng backward-1 ooking as well as forward-|ooking criteria for
bel i ef individuation? Functionalists hold that what nmakes a
state a belief is its causal role in the systemin which it takes
a part, or the causal role that states of its type typically play
in systens of the type in which it takes a part (Lew s 1980;

Shoemaker 1981; Block 1978). A state’s causal role has both
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f orwar d-1 ooki ng and backwar d-1 ooki ng conponents —it is both apt
to be caused by certain kinds of events and apt to cause certain
ki nds of events. Pain is the favorite exanple: It is apt to be
produced by, anong other things, pinchings, pokings, fire,
pressure, and bodily injury, and it is apt to produce, in turn,
groaning, withing, disrupted thoughts, and avoi dance. Although
it is common for functionalists considering the individuation of
mental states to argue for the inportance of causal role
generally, it is not as common to find argunents for the

i nportance of including the backward-1ooking el enents of causal
role as opposed to including only at the forward-| ooking

el enent s.

Shoenmaker is an exception. He begins his 1981 paper with an
attack on behaviorismlike Chisholnis (1957) attack di scussed
above: Because how one’s beliefs di spose one to behave depends on
one’s desires and how one’s desires di spose one to behave depends
on one’s beliefs, it will be inpossible to reduce tal k about
mental states to any other kind of talk so | ong as one appeal s
only to behavioral dispositions. Shoemaker, however, does take
as his aimthe redefinition of nental predicates in terns of
predi cates containing no nental predicates. Shoemaker says,

Let us say that a state (nmental or otherwise) is
functionally definable in the strong sense just in case
it is expressible by a functional predicate that contains
no nmental predicates (or nental term nology) whatever...
It is functional states in this sense which functionalism
takes nmental states to be (1981, p. 95).

So long as one’s task is to provide for nental states functional

definitions in this strong sense, post-Rylean, anti-behaviorist
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argunments |i ke Chisholms show that nmere appeal to forward-

| ooki ng dispositions will not do. Functionalists appeal,
therefore, not only to dispositions to behave but also to the
typi cal physical causes of nental states and also to the causa
rel ati ons between nental states, on the understanding that the
whol e bundl e of nmental states, taken together, can in principle
be characterized wholly in ternms of physically (or at |east non-
mental | y) described inputs and outputs (Lew s 1972; Bl ock 1978).
Since it is not part of the project of phenonenal

di spositionalismto characterize nental predicates by neans of
non-nmental predicates, the functionalist’s reasons for wanting to
appeal to the backward-I|ooking relations of nental states do not
apply.

Per haps, however, there is sonme warrant for a revised
functionalismthat characterizes and individuates nental states
both dispositionally and in terns of how they are apt to cone
about, but at the sanme tine does not require that nental
predi cates be in-principle characterizable by non-nmental ones —a
functionalist account, in other words, that does not treat
phenonenol ogy sinply as falling out of the functional relations
but rather treats phenonenol ogy as itself one of the relata. |
have no serious objections to such a view, although in the case
of belief in particular I aminclined to nake the stronger claim
t hat once one takes phenonenal dispositions seriously, an
adequat e characterization of what it is for a subject to believe

somet hi ng does not require appeal beyond the dispositiona
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features of the subject’s nental life. To argue otherw se woul d
require quite a different set of objections than can readily be

drawn fromthe functionalist literature.
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4. Beliefs, Causation, and Expl anation

Joe rises off the couch and heads for the fridge.
Intuitively, we explain this behavior by appealing to various
mental states of his: He feels thirsty. He wants a beer. He
thinks that there is a beer in the fridge. Moreover, we hold
that these nental states are causally effective in getting himto
the fridge. 1In general, it is supposed, nental states |ike
belief both cause and expl ain much of our behavi or.

Many phi |l osophers of mind today accept sonething like this
intuitive picture. Thus, for exanple, Fodor regards it as an
essential feature of nental states |ike belief that they cause
behavi or and can be invoked to explain it (1987, p. 12-14). One
of the primary tasks of Dretske’s 1988 book is to show how states
with indicative content, |like beliefs (see above, chapter four),
can cause and expl ain behavior. Searle (1984) al so argues that
beliefs play a crucial role in causing and expl ai ni ng behavi or.

| accept this picture of belief, although I would hasten to
add that beliefs cause and expl ai n phenonenol ogy (and ot her
i nternal changes) as well as behavior. Nevertheless, several
peopl e have objected that a dispositional account of belief
| eaves no room for belief to play such a causal and expl anatory
roIe.EI If believing just is being disposed towards certain
behavi or and phenonenol ogy, the objection goes, it is
illegitimate to say that beliefs cause or explain that behavior
and phenonenol ogy. The objection has even nore bite if we take

t he explanandumto be itself a disposition. It seens natural
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for exanple, to explain the disposition to assent under certain
ci rcunstances to utterances of the form*“P?” by appealing to the
fact that the subject believes that P. But if believing that P
just is a matter of having such dispositions, then seemngly the
bel i ef cannot be invoked to explain the presence of those sane
di sposi tions.

I wll break nmy response to this objection into severa
parts. First, let us consider the question of whether a belief,
regarded as a disposition to manifest certain phenonenol ogy and
behavi or, shoul d be thought of as causing that phenonenol ogy and
behavi or when it is manifested. |If a negative answer is urged to
this question, presunably it is done so on the basis of a genera
conmmtnent to the position that dispositional states do not cause
their manifestations. Consider, then, the general question of
whet her di spositions can cause their manifestations. For
concreteness, consider the case of solubility. (Solubility is
i ndi sputably regarded as dispositional: Sonmething is soluble in
water just in case it is disposed, under normal conditions, to
dissolve in water.) |Is sonmething’s solubility in water (the
di sposition) a cause of its dissolving when placed in water (the
mani f estation) ?

Phi | osophers interested in the metaphysics of dispositions
are, in fact, divided on the question of whether dispositions
cause their manifestations. David Arnstrong (1968, 1969) and
W1 liam Rozeboom (1978) have argued that dispositions do cause

their manifestations. They argue for the point in essentially

8 This point has been put to me nost vividly by Max Deutsch and John Searle.
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t he sane way, although Rozeboom adds several conplications absent
in Arnmstrong. The argunent runs like this. For every

di spositional property, there nust be some categorical basis --
i.e., sone non-dispositional property causally responsible for

t he dispositional manifestation when the triggering conditions
are nmet. But, in fact, the dispositional property is nothing
over and above its categorical basis; indeed, it is to be
identified with it. Since categorical bases, by stipulation
cause di spositional manifestations, so also do dispositions. On
this view, then, beliefs regarded as dispositions can cause their
phenonenal and behavi oral manifestations, and one version of the
obj ecti on nounted two paragraphs back is defeated.

Anot her vi ew of dispositions denies the existence of
categorical bases for dispositions. Ryle (1949) is typically
read as holding such a view (e.g., by Arnstrong 1968; Mackie
1973; Prior 1985). A proponent of this view regards clains about
di spositional properties as bare conditional clains, asserting a
connection between trigger and manifestation, but requiring no
commtment to the existence of an underlying property responsible
for the maintenance of that connection. On this view, it would
appear that dispositions do not cause their manifestations. If a
di sposition is sinply a regularity or the obtaining of a
conditional fact, it cannot be a cause, for although regularities
and conditional facts may suggest the existence of causa
relations, it seens that they are not the right sort of things

t hemsel ves to be causes.
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Arnstrong (1969) and Elizabeth Prior (1985) have argued
agai nst the Rylean view, contending that it flies in the face of
the common intuition that there nust be something in the world
t hat makes the dispositional clains true, sone persisting feature
of the object to which the dispositional property is ascribed
t hat causes the manifestation when the triggering condition is
met. | accept their argunment on this point. In any case, the
old Ryl ean view of dispositions wthout bases has sonmething of a
verificationist feel that sits at best unconfortably with the
realist talk of beliefs as causes of behavior that is presupposed
by the objection | am addressing. After all, if dispositions can
be manifested wi thout the existence of some underlying cause in
t he object that has the dispositional property, then presunably
human behavi oral and phenonenol ogi cal di spositions can operate
the same way; and if they can, then the case for the existence of
bel i efs as causes of such behavi or and phenonenol ogy i s on shaky
ground. Either such behavioral and phenonenal dispositions have
no categorical basis, in which case we ought not think that they
are the causal result of sonme belief, or they do have a
categorical basis, in which case the Ryl ean approach to these
di spositions is out.

A third view of dispositions grants the existence of
categorical bases for dispositions, but refuses to equate
di spositions with those bases. Prior (1985), for exanple,
advocates “functionalisni about dispositions, on which a
di spositional property is a higher-order property -- the property

of havi ng one or another non-di spositional property, or basis,
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that plays the causal role of producing the manifestation when
the triggering conditions are net. On Prior’s view, the
categorical basis for any disposition is a sufficient cause of
the mani festation, given the triggering condition, and therefore
t he di spositions thensel ves cannot cause their manifestations:
There is no causal work |eft over for themto do, once the basis
has done its business. So, for exanple, sonething about the
ionic structure of salt causes it to dissolve when placed in
water. That sonething is the categorical basis of its

di ssolving. The property of having some structure, ionic or

ot herwi se, that results in dissolution when placed in water is
the property of being disposed to dissolve in water. But this
property does not cause the dissolution; rather the ionic
structure of the salt does.

Note that neither on Arnstrong’s and Rozeboonis nor on
Prior’s view does having the categorical basis cause an object to
have the dispositional property: Having the categorical basis
causes the dispositional manifestation in the rel evant
circunstances. Having the catergorical basis is either
identified with having the dipositional property (Arnstrong,
Rozeboom) or having some basis or other of the right sort is
identified with having the dispositional property (Prior).

I have no particular quarrel with either view of
di spositions. But, if | accept Prior’s view, does ny view of
belief then inply that beliefs cannot cause the behavior and

phenonenol ogy belonging to their dispositional stereotypes, since
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di spositions on Prior’s view do not cause their nmanifestations?
It does, if beliefs are thensel ves seen as conplicated

di spositions, consisting of a conjunction of the individual

di spositions in their stereotypes. The view | espouse, however,
is not commtted to treating belief in that way. So |long as
there is a categorical or causal basis for the phenonenol ogy and
behavi or in question, the belief can be identified with that

basi s, regardl ess of whether dispositions thenselves are so

identified.

Let me clarify this point just a bit. 1In the first section
of this chapter, | offered an account of what it is to believe
somet hi ng but no account of what a belief is. | do not think an

account of the latter sort as useful as the fornmer, in part
because thinking too nmuch in terns of beliefs and too little in
ternms of believing strengthens the contai ner metaphor for belief,
repudi ated in chapter five. After all, beliefs seemto be things
in the head (or at |east |ocatable somewhere). Nevertheless, it
is necessary fromtine to tinme to talk about beliefs, and so a
good account of themis necessary. Here, then, is ny idea: A
belief is a state of a creature causally responsible for its
respondi ng in ways that match the appropriate dispositiona
stereotype.E Having a belief, then, is being in such a state
(and in a causally rich world, as | suppose ours to be, anyone
who believes that P -- i.e., anyone who matches to an appropriate

degree and in appropriate respects the dispositional stereotype

% One might want to add further conditions to this definition, if that be thought
necessary to get at the right part of the causal chain.
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for believing that P -- will also have the belief that P). It is
then trivially true that beliefs cause phenonenol ogy and
behavi or.

So far | have tal ked a | ot about causation and not at al
about expl anation, but the objection requires that the
di sposi tional account allow not only for beliefs to cause
phenonenol ogy and behavior but also for beliefs to explain
phenonenol ogy and behavior. However, once we allow that beliefs
cause phenonenol ogy and behavior, it is a quick step to the
conclusion they can be invoked to explain it. David Lew s
(1986a; simlarly, Hunphreys 1989) argues that to explain an
event sinply is to cite information about its causal history. On
this account of explanation, surely, beliefs can explain
behavi or. But even on accounts of explanation that do not equate
expl anation with providing causal information, paradigmatic
expl anations of events cite the causes of those events. Wy did
the water boil? Because the stove was turned on. Even the
appear ance of ‘cause’ in ‘because’ suggests this connection
bet ween causes and expl anations. If we explain why the child
tripped by citing (a.) the rock’s being in the trajectory of his
foot and (b.) his not paying attention to where he was goi ng, we
have given a partially physical and a partially nental
expl anati on of the event; and in both cases what we have done is
cite causes.

I hope that | have dealt adequately with the objector’s

concern about the ability of beliefs, on ny account, to cause and
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expl ai n phenonenol ogy and behavior. | will now tackle the
guestion of the causation and expl anati on of particul ar

di spositions within the stereotype, beginning with the issue of
explanation. It is inportant here to keep clear in one’s mnd
the difference between the explanation of particular

di spositional nanifestations and the explanation of particul ar

di spositions. M response to the first version of the objection
turned on treating beliefs as the bases that cause, and thereby
expl ain, their behavioral and phenonenal manifestations. W are
now turning our attention to the question of whether beliefs, on
my account, can explain the presence of particular dispositions.
A simlar response is not open to the this version of the

obj ection: Categorical bases do not cause the dispositions for
whi ch they are the bases.

Intuitively, it seens plausible to say that Joe's believing
that there is beer in the fridge explains his disposition to
assent to the claimthat there is beer in the fridge (ceteris
pari bus). The supposition of the objector is that we would have
to reject this intuition on the dispositional account of belief:
If to believe that Pis sinply to have a variety of dispositions
of this sort, believing that P cannot explain the presence of
t hose very di spositions.

Let me sort out what is right and what is wong in this
objection. Certainly we cannot explain the tendency of salt to
di ssolve in water by appealing to its disposition to dissolve in

wat er; nor can we explain the presence of the entire range of
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di spositions in the stereotype for a belief by appealing to the
exi stence of that belief. However, it does seemintuitive to say
that we can explain the tendency of salt to dissolve in holy

wat er by appealing to its tendency to dissolve in water in
general. This case is in inportant respects parallel to

expl aining Joe’'s disposition to assent by appeal to his belief.

It is intuitively acceptable to explain the presence of one

di sposition by appealing to a | arger set of dispositions that
encomnpasses it.

Consider, as a simlar case, Kepler's |laws of planetary
notion. Although these |aws predict the position of the planets
with substantial accuracy, they do not (by thenselves) reveal any
cause of the notions or in any way add to our know edge of the
pl anets, except in so far as they reveal a pattern in the
pl anets’ notions that had not before been noticed. Nevertheless,
it seens right to say that we can explain the appearance of a
pl anet in one part or another of the night sky by appealing to
Kepler’'s laws. Fitting the planet’s notions into an easily
conprehensi ble pattern of regularities is a way of explaining it.
The planet was at such-and-such a place three weeks ago, so
according to these equations governing its regular notion, it
ought to be in this place now Even Newtoni an nmechani cs m ght be
t hought to explain in the same way. Explanations of this sort
work by fitting isolated facts or events into a |arger pattern
even when no explanation is available as to why that pattern is
one way rather than another. Simlarly, then, one can al so

expl ain particul ar behavi oral and phenonenal dispositions by
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fitting theminto the |arger dispositional stereotypes of belief.
So again, the objection fails.

Per haps, however, it will seem necessary to offer an account
of belief on which the presence of the belief is causally
responsi ble for the individual dispositions in the stereotype and
on which the whol e pattern of those dispositions is to be
expl ai ned by appeal to the presence of that belief. Here,
finally, we have a pair of demands that the dispositional account
cannot satisfy.

These demands do not have the intuitive appeal of the denmands
wi th which the dispositional account is conpatible. Wile nost
of us would find it intuitive to say that Joe s belief causes and
explains his trip to the fridge, and even that it explains his
di sposition to assent to certain statenments, it is not equally
intuitive to say that Joe’'s belief causes his disposition to
assent to certain statements; nor is it very intuitive to say
that Joe’s belief explains the presence, not of each disposition
consi dered individually, but of the entire range of the
di spositions in the stereotype, considered as a whole. Even if
we did have these intuitions, | see no reason to regard them as
inviolate in the face of an otherw se appealing account of belief
t hat contravenes them

| believe there are al so good i ndependent reasons to reject
these particular intuitions. |[|f believing causes one to have al
the dispositions in the stereotype associated with that belief

(and thereby explains the match to that stereotype), then
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believing nust be a state distinct frommatching the

di spositional stereotype for P. Wen tw states are not

di stinct, one cannot cause the other, just as sonething s being

t hree-angl ed cannot cause it to be three-sided or sonething's
bei ng an election in 1996 cannot cause it to be an election full
stop. (Those who hold that a disposition causes its

mani festation hold that the disposition is distinct fromits
mani f estati on; the categorical basis, however, not being distinct
fromthe disposition cannot cause it, as described above.) But
surely it is fanciful to think that there is sone distinct state
of the mnd, separate from having the range of dispositions in
the stereotype for believing that P, that is the state of
believing that P. How could we identify such a state, apart from
appealing to the dispositions it is apt to produce? And what
great benefit would there be in tal king about such a state? Even
if we supposed such a state to exist, | cannot but think that it
woul d be nore profitable to talk about a creature’s overal

di sposi tional make-up, and tie believing to that, than to single
out such an el usive ghost as the proper referent of such an

i mportant word as ‘belief.’
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5. Concl usi on

In this chapter, I have set out a novel account of belief.
Li ke Ryle, | suggest that having a belief is nothing nore or |ess
than having a certain range of dispositions. Unlike Ryle,
however, | enphasi ze the phenonenal dispositions involved in
bel i eving and see no reason to downplay or be reductivi st
regarding tal k about our internal nental lives. | also go beyond
Ryle in introducing the notion of a dispositional stereotype
agai nst which a person’s dispositional profile can be matched, to
hel p make sense of and provide a structure for talking about
cases of what | have called in-between believing. | discussed
sonme cases of in-between believing in nore detail and outlined
some conmmon patterns of deviation fromthe dispositiona
stereotypes for belief. Finally, | addressed some concerns about
t he di spositional account that m ght naturally arise out of an
externalist or functionalist view of belief or out of attention
to issues of explanation and causation. | wll close by
addressing the question of how conpatible ny account is with the
idea that beliefs are real, concrete states of the brain,
di scernible and classifiable, at |east potentially, to an
advanced science with substantial know edge about how the brain
wor ks.

The relation between this view and nmy account of belief is
per haps best approached with the help of an analogy. | ask the
reader to imagi ne a nineteenth-century understandi ng of disease

before the advent of the germtheory. W wll not imagine it as
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the messy thing it actually was, but instead in a rather

i deal i zed fashion. To have a disease, on the enpiricist view
amimagining, is sinply to have sone cluster of synptons. These
synptons tend to cluster together into general patterns, and we
may | abel these patterns of synptons with different nanes:
dropsy, diphtheria, tuberculosis, etc. In diagnosing a patient,
one exam nes that patient’s synptons and determ nes which of

t hese named clusters she nost closely approxi mates. (W wll
ignore the little conplication of discovering new di seases.) The
nore closely a patient’s synptons match the cluster of synptons
associated with a certain disease, the nore appropriate it is to
describe the patient as having that disease. A patient whose
symptons deviate fromall the known stereotypes of disease cannot
be said sinply to have one di sease or another; to describe that
patient’s condition accurately, one can only give a |list of
particul ar synptons.

Those hol ding this nodel of disease would know, of course,
that there nust be sonme set of causes for the tendency of
synptons to cluster together and for the clustering together of
particular synptons in particular cases. However, since they
admt ignorance regardi ng what exactly these causes m ght be,

t hey nmust nake do with an account of disease that appeals only
the patient’s match to a stereotypical profile of synptons. It
may or it may not turn out that there is a single, sinple cause,
such as the possession of one single physical characteristic
(e.g., infestation by a certain type of mcrobe the inmmune system

cannot effectively suppress), at the root of any particul ar
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clustering of synptons. If it did turn out this way, then a
restructuring of the understanding of di sease would probably be
desirable, and in the process of such a restructuring it may
begin to ook nore like a sinple yes-or-no question (or a sinple
anal og matter of degree) whether a person has a disease. On the
other hand, it may turn out that diseases in fact have no such
simpl e causes, that synptons are clustered together for reasons
too conplicated for us to reduce to a single, |abeled cause, and
t he synptomcluster account of disease is the best account
avai |l abl e to human understandi ng. The pre-germ account of
disease is justified in either case, since nothing better is to
be had for the tine being, despite the fact that it is reasonable
to suppose that it may be repl aced.

I woul d suggest that we are in a simlar position with regard
to beliefs. It may, or it may not, turn out that there are sone
fairly straightforward and scientifically scrutible bodily causes
for the clustering together of dispositions into the stereotypes
with which we are famliar. |[If this does turn out to be the case
—if beliefs really are strongly concrete and observable in this
way —then we may wi sh to restructure our understandi ng of belief
around these causes. But until such causes are discovered, if
ever they are, a synptom based account of belief is fully
warranted. Enbrace, therefore, as robust and optim stic a
real i smabout belief as you wish: It is not inconpatible with
accepting, at least for the tinme being, the dispositional account

of belief offered here.
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Chapt er Seven

Applications of the Account

In chapter five | declared ny intention to devel op an account
of belief that has practical utility for working phil osophers and
psychol ogi sts. To have practical utility, an account rmust
pronmote clear thinking on the topic at hand, it nust help its
users make sense of current research, and it nust direct their
attention away fromfruitless inquiries into nore productive
ones. | believe that the account presented in the previous
chapter has this kind of practical utility. The reader has seen
the utility of the account in handling the many exanples of “in-
bet ween” believing presented in that chapter; but to see the rea
val ue of the account for phil osophical and psychol ogi ca
research, it is necessary to see how the account interfaces with
actual contenporary research in these fields.

In this chapter, I will apply ny dispositional account of
belief to four areas of current research, two in philosophy and
two in devel opnental psychology. W will see phil osophers and
psychol ogi sts repeatedly stunbl e over the kinds of in-between
cases of belief that have been the focus of ny attention in these
chapters. And we will see energy directed away from usefu
avenues of inquiry into counterproductive attenpts to squeeze

genui nely ni xed cases of believing into sinple all-or-nothing

descripti ons.
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1. Two Phil osophi cal Puzzles

I will begin by describing two phil osophical puzzles into
which | think we can gain insight by application of nmy account.
I will then show how ny account applies to these puzzles and

other potentially troubl esone simlar cases.

Kri pke’s Puzzl e about Beli ef

The first of the two phil osophical puzzies | will be
di scussing here is put forward in Saul Kripke s (1979) paper, “A
Puzzl e about Belief”. In this paper, Kripke describes severa
cases in which he thinks standard assunpti ons about belief |ead
to paradox. The nost fully fleshed-out of these problemcases is
that of Pierre, a native French speaker who does not know
Engli sh, but who grows up reading travel guides and hearing tales
of the beauty and magnificence of a certain distant town called
‘Londres’. |If soneone were to ask Pierre, in French, whether he
t hought that town was pretty, he would assent, and it seens quite
natural to say that he believes that London is pretty. Later in
his |ife, Pierre noves to London without knowing it is the sane
town he calls ‘Londres’, and he thinks it an ugly place. He

woul d heartily assent to the English sentence, ‘London is not

pretty’. At the sane tinme, since he has not |earned that
‘Londres’ is the French word for ‘London’, he would still be
willing to claim in French, that ‘Londres est jolie’. He

thinks, in other words, that ‘Londres’ and ‘London’ nane

different places, the first pretty and the second not.
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Now, Kripke argues, we are on the edge of paradox. If we
take Pierre’s French utterances seriously, we seemto be
compelled to say that Pierre thinks that London is pretty,
‘London is pretty’ being the English translation of the French
sentence to which Pierre sincerely assents. On the other hand,
if we take Pierre’'s English utterances seriously, we seem
conpelled to say that he thinks that London is not pretty. So
Pierre woul d appear to have contradictory beliefs. Even
however, if we are confortable describing people as having
contradictory beliefs in sone cases, in Pierre’s case the matter
is especially strange: He would seemto be guilty of no |ogica
error but sinply a lack of information. It seens unfair to
convict himof |ogical inconsistency.

Can we escape the difficulty by denying either (a.) that
Pierre believes that London is not pretty or (b.) that Pierre
bel i eves that London is pretty? Rejecting the first claimseens
pretty nmuch out of the question: Pierre lives in London and
sincerely says that it is not pretty. Rejecting the second claim
isalittle nore tenpting. Perhaps Pierre no | onger believes
that London is pretty. Certainly he did once believe this. He
and his French buddi es dreaned of someday visiting the beautiful
town they called ‘Londres’ and read about in travel books. But
if he did once believe that London is pretty, then ought we not
allow that he still believes it? He will still assent to all the
same cl ai ms, expressed in French, to which he woul d have assented
as a youth. If he ran into his old French buddies, they would

see in his eyes not disgust but the famliar dreany glaze as he
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tal ked about soneday visiting the beautiful town of ‘Londres’.
If everything he ever learned in Engl and were rubbed fromhis
brain, the nmenories and opinions he still has from France woul d
be anply sufficient to ascribe himthe belief that London is
pretty.

Note that if we take Pierre’s English utterances seriously
and say Pierre does not believe that London is pretty and then
turn around and say that Pierre does believe that London is
pretty on the basis of his French utterances, it is not only
Pierre who has contradictory beliefs, but we oursel ves.

So what does Pierre really believe about London? Does he
really believe it is pretty, or does he really believe it isn't?
O can we make sense of the claimthat Pierre really believes
bot h? O does he, perhaps, have no beliefs about London's
beauty? 1In the face of apparently decisive objections to al
t hese options, Kripke announces that the puzzle here is a genuine
puzzle, on a par with such fanous phil osophical puzzles as the
Li ar’ s Par adox.

A small body of literature has grown up in response to

Kri pke’s puzzle. Richard Garrett (1991), el aborating on an
earlier suggestion by Hilary Putnam (1979), argues that Kripke's
puzzl e shows that all our beliefs about any object nust be
qualified by identifying know edge that allows us to uniquely
single out that object. W should not say that Pierre has any

bare, unqualified beliefs sinply about London. Rather, Pierre

believes that London, identified in whatever way he associ ates
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with the nane ‘Londres’, is pretty; and he believes that London,
identified in whatever way he associates with the nane ‘London’,
is not pretty. So long as his associations with the name
‘Londres’ are not the same as his associations with the nanme
‘London’, Pierre's beliefs are not contradictory, and the puzzle
di sappears.

Appealing as this solution mght seem it has difficulties.
First, we should note that it is one thing to say that in order
to believe anything about London we nust have sone identifying
know edge of it; it is quite another thing to claim as Garrett
does, that this know edge is inplicit in and qualifies all our
ot her beliefs about the city. You and | may both believe a | ot
of things about London that don’t uniquely identify it -- such as
that it is a big city in England with red doubl e-decker buses and
good Indian food -- but if | identify London as the largest city
in England and you identify it as the capitol of England, none of
nmy beliefs can, on Garrett’s view, be either the sane as or
i nconsistent wth any of yours. |If | claimthat London is pretty
and you claimthat it is not pretty, we have not, despite
appear ances, contradicted each other. Since each statenment is
qualified by different identifying know edge, neither statenent,
by Garrett’s own assertion, entails the denial of the other
Surely this is a rather counterintuitive position to endorse for
t he sake of escaping Kripke s puzzle. Yet we nmust endorse it, if
Garrett’s solution is to work, for it is the very fact that

Pierre's two beliefs about London do not contradi ct each ot her
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each being qualified by a different identification of that town,
that Garrett explicitly leans on to justify ascribing both
beliefs to Pierre.

Robert Fogelin (1994) proposes a rather different solution to
the puzzle. Fogelin argues that we should see Pierre as having
what he calls a “divided belief systenf. Pierre’s beliefs, on
Fogelin's view, are divisible into two distinct subsystens, a
Francophone system and an Angl ophone system Pierre’'s
Francophone system subscribes to the belief that London is
pretty; Pierre’ s Angl ophone system subscribes to the
contradictory belief. It is a mstake, on Fogelin's view, to
insist on answering the question whether Pierre, considered as a
whol e, believes that London is pretty; we can only answer the
guestion when it is relativized to one or the other of Pierre's
two subsystens.

Sone difficulties also arise for this approach to Kripke's
puzzle. First, it seens to make Pierre’' s problem a probl em of
sel f-know edge. |f Francophone Pierre could only gain access to
the beliefs of Angl ophone Pierre, then perhaps he could spot the
i nconsi stency between the two systens and nmake sone efforts to
repair it. But surely this description m stakes the case: No
anount of introspective prowess can get Pierre out of his
situation. Wat he is lacking is not sone piece of know edge
about hinself, but rather a piece of know edge about the

coreferentiality of the words ‘London’ and ‘Londres’.
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Still nmore troubling, to ny mnd, is the plethora of issues
that arise about the nmechanics of Fogelin's division of the m nd.
Francophone Pierre and Angl ophone Pierre presumably share many
beliefs, even if they do not agree about the aesthetic nmerits of
London. Are these beliefs sonehow encoded twice in Pierre’'s
brain, once in English and once in French, or are they only
encoded once, with the Francophone system and the Angl ophone
system equal | y capabl e of accessing nost of thenf |If they are
encoded twice, that seens |ike an awful waste of resources. |If
there is one common pool of beliefs to which both systens have
access, howis it that beliefs, one way or the other, about
London’ s beauty cane to be excluded fromthat pool? Wat is the
mechani sm that separates Pierre’s two subsystens of belief, and
to what extent is comunication possible between the parts?

Fogel in al so suggests other ways of dividing the mnd -- for

i nstance, a person mght have beliefs in a subsystemof his mnd
activated when he is drunk that he does not have in the subsystem
that is active when he is sober. One m ght ask whether different
di visions of the mnd can cross-cut each other; if so, can they
act as a bridge for conmunication between those parts they cross-
cut ?

| put forward these questions to bring out the serious nature
of the claimthat the mnd is divided into subsystens; clains of
this sort, if they are to be taken literally, raise a variety of
issues. It makes sense to consider such issues about, for
exanpl e, the division of the visual systemfromthe rest of the

brain. The anatom cal, neurophysiological, and cognitive
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evi dence for such a division is strong, and we do want to know
what the mechani sns of isolation and comruni cati on are, how and
whet her the division cross-cuts other plausible divisions in the
m nd, and to what extent information nust be re-encoded within
different systens. It seens a radical step to say that Pierre is
simlarly literally divided into Francophone and Angl ophone
bel i ef subsystens; but if the division is nerely a netaphorical
one, it’s hard to see howit will do the necessary work.

Most people’s first reaction to Kripke's puzzle is that its
solution nust be easy. And | do think a proper solution, which
falls out of the account of belief offered in the previous
chapter, has sonmething of an easy feel about it. On the other
hand, the variety and conplexity of the solutions that have been
offered to this puzzle belies the hunch that the problemis a

cinch; we should not underplay the difficulty of Kripke s puzzle.

Sel f - Decepti on
The second phil osophi cal puzzle | will consider is the case

of self-deception. The philosophical literature on self-
deception, like the literature on Kripke's puzzle, presents
situations in which it is difficult to say whether a particul ar
belief ascription is appropriate or not. Such a case is
described by Anelie Rorty in a 1988 paper on the topic:

If anyone is ever self-deceived, Dr. Laetitia Androvna is

that person. A specialist in the diagnosis of cancer,

whose fascination for the obscure does not usually blind

her to the obvious, she has begun to mi sdescribe and

i gnore synptons that the nost junior prenedical student
woul d recogni ze as the unm st akabl e synptons of the late
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stages of a currently incurable formof cancer. Normally
i ntrospective, given to consulting friends on inportant
matters, she now uncharacteristically deflects their
guestions and attenpts to discuss her condition.
Nevert hel ess, al so uncharacteristically, she is bringing
her practical and financial affairs into order: Though
young and by no neans affluent, she is drawing up a
detailed will. Never a serious correspondent, reticent
about matters of affection, she has taken to witing
effusive letters to distant friends and rel ati ves,
intimating farewells, and urging themto visit her soon.
Let us suppose that none of this behavior is deliberately
deceptive: She has not adopted a policy of stoic silence
to spare her friends. On the surface of it, as far as
she knows, she is hiding nothing (1988, p. 11).
Let us now consider the follow ng question: Does Androvna believe
that she has cancer? Different facts about Androvna seemto
point in different directions. On the one hand, Androvna’s
drawi ng up her will and witing effusive letters are actions that
seem i nexplicabl e unl ess they arise sonehow fromthe belief that
she has cancer. On the other hand, Androvna sincerely and
consi stently disavows having this belief, argues that the
evidence for cancer is inconclusive, thinks her brother rude and
i gnorant when he suggests that she may have cancer, and so forth.
These actions seemdifficult to explain unless we say that
Andr ovna does not believe that she has cancer. W woul d appear
to have, then, a dilemua: Say that Androvna does believe she has
cancer and one subset of her actions becones inexplicable; say
t hat she doesn’'t believe it and a different subset of her actions
becones i nexplicable. Qur everyday intuitions about belief
ascription don’'t weigh in strongly in favor of one option or the
other. The phrase ‘self-deception’ seens to suggest that she has

sonehow managed to fool herself into believing that she doesn’t
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have cancer, and therefore doesn’t believe that she has cancer.
On the other hand, it seens equally natural to say that certain
actions reveal that “deep down” she does believe that she has
cancer .

Sone aut hors, such as Rorty (1972, 1988), David Pears (1984)
and perhaps Donal d Davi dson (1982a, 1985b), have attenpted to
escape this dilemma by pursuing an alternative simlar to
Fogelin's proposal for dealing with Kripke's puzzle: They have
suggested splintering the self into discrete subsystens, each
with only partial access to the other’s cognitions. Once this is
done, the option is open to say that Androvna has one subsystem
that believes that she has cancer and another subsystemthat does
not. The actions that seemto require the belief that she has
cancer are actions that are directed by, or sonehow i nforned
especially by, the subsystemthat has that belief. The actions
that seemto require absence of this belief are those directed or
infornmed by the other subsystem A variant of this strategy,
advocat ed by Raphael Denps (1960) and Brian MLaughlin (1988),
does not strictly insist on dividing the mnd into subsystens but
rather allows the unpleasant belief (in this case Androvna's
belief that she has cancer) to retreat, in sonme range of
circunstances, into “inaccessibility” while the contrary belief
(that she does not have cancer) is held in sonme nore accessible
fashi on.

O her authors, such as Robert Audi (1982, 1985) and Kent Bach

(1981), have argued that the self-deceiver really, genuinely
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believes only the unpl easant proposition, and not the nore
desirable one. Actions that seemto depend on not having the
unpl easant belief are then explained as the effect of suppressing
the belief or acting on the basis of persistent avowals to the
contrary. Still others, such as Alfred Mele (1987a), have argued
t he opposite: Wat the subject really believes is rather the nore
pl easant proposition -- Androvna really believes that she does
not have cancer. This belief energes as the product of various
bi asi ng strategies, such as wei ghing evidence in favor of the
preferred belief nore heavily than it warrants or only making an
effort to gather evidence on one side of the issue. |If one
occasionally acts, as Androvna does, on the basis of the

unpl easant truth, doing so nust be the product of a nonentary

| apse in one’s ordinarily nore pleasant convictions.

Each of these approaches to self-deception has sone
plausibility, and it is difficult to find a firmbasis on which
to choose between them-- although I nentioned in my discussion
of Fogelin sone reasons | have to be hesitant about strategies
like Rorty’s and Pears’ that involve partitioning the mnd. But
if we cannot easily choose between these accounts, neither can we

endorse all of them since they are inconpatible.

The Puzzl es Resol ved
I think that the cases of both Pierre and Androvna are cases
of in-between believing. It is a mstake to insist on a definite

resolution to the question of whether Pierre or Androvna really
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have the beliefs that intuition anbivalently attributes and
denies to them And once we let go of the inclination to insist
on sinple answers to questions about what they believe, the
puzzl es di sappear.

There are actually two steps involved in this approach to the
puzzles. The first step is to reject the original Sinple
Question fornmul ati ons of the puzzles -- that is, refuse to answer
Kri pke’s insistent question about whether Pierre really does or
real ly does not believe that London is pretty, and, |likew se, to
refuse to answer the question of whether Androvna really does or
real ly does not believe that she has cancer. So far, the nove is
not a new one. Both Garrett and Fogelin agree that the question,
“Does Pierre believe that London is pretty?” cannot, as it
stands, get a sinple yes-or-no answer. This point is also argued
by Laurence Gol dstein (1993) and G aene Forbes (1994). In the
sel f-deception literature the option of refusing to say that
either “yes the self-deceived person believes the unpl easant
proposition” or “no she doesn’t” is surprisingly unconmon. One
sees this view, perhaps, in H O Munce s (1971) paper on the
subj ect, and Mele describes it as an option in a review article
on sel f-deception (1987b), although he neither accepts the idea
nor specifically addresses it in his positive work on the topic
(1987a).

The nore original elenent of nmy approach conmes with the
second step in the resolution of these puzzles. One wants not
only to make the negative nove just described, but also to

devel op a positive description of the cases at hand. Al though
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mere recognition of the existence of in-between states of
believing may be sufficient to suggest the rejection of the
Sinmple Question in the cases of Pierre and Androvna, a nore
positive vision of the nature of belief nust guide the attenpt to
give a full satisfactory account of these cases. Here is where
ny approach diverges fromthat of Garrett and Fogelin, despite
our agreenent about the need to reject Kripke' s Sinple Question.
The difference is that Garrett and Fogelin both allow an all-
or-nothing view of belief to re-enter through the back door.
Fogel i n, although he refuses to say that Pierre, considered as a
whol e person, either believes or does not believe that London is
pretty, does think that Pierre is divisible into parts for which
sinmpl e yes-or-no answers to these questions are appropriate.
Simlarly Garrett, although he refuses to say that Pierre either
bel i eves or does not believe the unqualified proposition that
London is pretty, does think that Pierre fully and conpletely
believes the proposition that London, identified in the way
associated with the nane ‘Londres’, is pretty, and that Pierre
fully and conpletely believes the proposition that London,
identified in the way associated with the name ‘London’, is not
pretty. Both Fogelin and Garrett, then, seemto be seeking sone
way of carving up affairs so that all legitimte questions about
belief can get sinple yes or no answers. They sinply reject the
i dea that Kripke s original question about Pierre is a legitimte

guesti on.
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The approach | recommend for describing cases such as
Pierre’s and Androvna’s is the same approach |I recomrend for
describing the multifarious variety of other in-between cases of
bel i eving. W should describe the dispositional make-up of the
subj ect at hand, | ooking both at behavi oral dispositions and at
phenonenal dispositions; and then we should stop. W may, if we
wi sh, note which dispositional patterns match up with which
bel i ef stereotypes; we may inquire as to how the subject canme to
have such a m xed set of dispositions, or how the subject m ght
bring herself better into line with the stereotypes. But these
are questions that stand apart fromthe question of what the
subj ect believes.

There is sonmething approxinmately right in describing Pierre
as believing that London is pretty and in describing Androvna as
bel i eving that she has cancer. Both Pierre and Androvna have a
nunber of dispositions that accord with these beliefs, and
describing them as having these beliefs can be pragmatically
wor kabl e to the extent that we can focus our attention and
i nterest on these dispositions and explain away wi th plausible
mechani sns ot her di spositions that accord less well with the
stereotypes. At the sanme tine, and for the same reasons, there
is sonething approximately right in describing Pierre as
bel i eving that London is not pretty and in describing Androvna as
believing that she does not have cancer. But the only conpletely
accurate answer to the question of what Pierre and Androvna

believe is an answer that conveys the full mx of their
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di spositions without attenpting to squeeze theminto any of the
st er eot ypes.

Phi | osophers and psychol ogi sts may have felt it necessary to
force in-between cases of believing into a sinple yes-or-no
par adi gm because there has been no good picture of belief
enabling themto do otherwi se. The maneuvers of Kripke, Fogelin,
Rorty, and others m ght then be seen in a Kuhnian (1970) I|ight,
as attenpts to deal wi th anonmal ous data or probl em cases by
pushing theminto the best existing paradigns. M hope is that
by presenting a dispositional account of belief and di scussing
its relation to in-between cases of believing, | have made
pl ausible the claimthat there is a good alternative to insisting
that the only real answers to questions about belief nust be of
the yes-or-no (or possibly the “degree of belief”) variety.
Descri bing a subject as having a divergence of dispositions on a
topic is, on ny view, not settling for less than a full answer to

t he question of what she believes.
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2. What’s in a Look?

Maj or revolutions in a child s cognitive devel oprent, |ike
maj or revolutions in science, do not typically take place all in
an instant, but are, as | have repeatedly enphasi zed, gradual and
protracted affairs. |If these revolutions can be characterized as
changes in (anong other things) the child s beliefs, they should
be an abundant source of exanples of the kind of “in-between”
beliefs that are the focus of these chapters. One should
positively expect periods of in-between believing. | wll
exam ne here two cases in which devel opnental psychol ogi sts have
been led astray by the inclination to regard the child' s
know edge in an all-or-nothing manner. | will begin by exploring
Renée Baillargeon’s influential views on the infant’s
under st andi ng of the existence of unperceived objects, and then |
Will turn to sone recent work by Wendy C enents and Josef Perner

on the child' s understandi ng of false belief.

The Child’ s Understandi ng of Object Pernanence

Renée Baillargeon is interested in discovering at what age
the child conmes to understand that an object observed at two
di stinct monments in time nust also exist in the period between
observations. Her work on this topic (e.g., Baillargeon 1987;
Bai |l | argeon et al. 1985; Baillargeon and DeVos 1991; Baill argeon,
et al. 1990) grows out of a tradition beginning with Piaget
(1954). Piaget regards the acquisition of this know edge about

obj ects as crucial in the devel opnent of the concept of “object
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per manence”, which he sees progressing through several stages

bet ween roughly the ages of six and eighteen nonths. Piaget
observed that if a toy in which an infant is interested is
renmoved fromview by being placed, in full view of the infant,
under a bl anket or behind an occl uder, children under nine nonths
will not search for it, even though they may have the notor
ability to Iift blankets and peek behind occluders. It is as

t hough, for the infant, the object no |onger existed. Gopnik and
Meltzoff (1996), and Harris (1983, 1987) provide interesting
reviews of the extensive literature on the devel opnent of the

obj ect concept.

I wll take sone tinme to describe Baillargeon s best-known
experinment designed to test the infant’s know edge of object
per manence (1987). | will then describe her conclusions from
this experinment and provide sone argunents agai nst them

The experinental subjects, 3 1/2- and 4 1/ 2-nonth-old
infants, were first allowed to handle and were thus famliarized
with a 25 x 15 x 5 cm yell ow wooden box with a clown face on it.
The infant was then placed before a platformon which a | arge
silver screen lay flat and the yell ow box was visible standing
upright behind it. The box was then renoved and the infant
entered the “habituation phase” of the experinent.

In the habituation phase, the large silver screen before the
infant was slowy rotated back and forth several tinmes through
180° of arc. The screen began flat on the platform its top
facing the infant, was slowy raised 90° to an upright position

and then was slowy lowered to lay flat against on the platform
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facing away fromthe infant, having conpleted 180° of arc. The
screen then reversed its path, com ng up through 90° and at the
end of the cycle lying flat with its top again toward the infant.
One cycl e took approximtely 10 seconds.

The habi tuation phase acquainted the infant with the notion
of the screen and provided a nmeasure against which the infants’
| ooking tinmes at the control and the test events could be
measured. A “habituation trial” consisted of a series of cycles,
termnating when the infant either (a.) |ooked away for 2
consecutive seconds after having | ooked at the display for at
| east 5 cunul ative seconds or (b.) |ooked at the event for 60
cumul ati ve seconds. Habituation trials were repeated until the
infant’s looking tinme on three consecutive trials was 50% or |ess
t han her average |looking tine on the first three trials or until
ni ne cycles were conpl eted, whichever cane first.

The infants were then divided into experinental and contro
conditions. In the experinmental condition, the infants were
shown two different events, an “inpossible event” and a “possible
event”, in an alternating sequence, until each event had been
observed four tines. Half the infants saw the inpossible event
first, and half saw the possible event first.

The “inpossible event” began with the screen lying flat
toward the infant and the yellow box visible on the platform
behind it. The screen was then rotated through 180° of arc, as
in the habituation event, while the yell ow box was
surreptitiously renoved so that it would not interfere with the

notion of the screen through its |ast degrees of arc. After
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compl eting the 180°, the screen would reverse its path and the
yel | ow box woul d be surreptitiously replaced so that at the end
of the event the box would be visible again and the screen fl at
toward the infant. The cycle was then repeated. The end of a
trial was determned by the sane criteria as the end of a

habi tuation trial. These trials were dubbed the “inpossible
event” trials because they convey (to an adult) the inpression of
t he screen “inpossibly” passing through or squeezing flat the
yell ow box during its |ast degrees of arc.

The “possible event” was |ike the inpossible event, except
that the screen only rotated through 112° of arc, stopping before
hitting the yell ow box. The screen then reversed its path to lie
flat before the infant wth the box visible behind it.

The control conditions were |ike the experinental conditions,
except that the box was absent. Infants in the control condition
wat ched four alternating pairs of 180° and 112° events, just as
the infants in the experinmental conditions did.

The di agram bel ow, which illustrates sone aspects of the
conditions just described, is a nodified version of a diagram

presented in Baillargeon (1987).
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Figure 1. Schematic representation of the habituation and test events shown to
the infants in the experimental and control conditions in Baillargeon (1987).

Baillargeon’s interest was in the looking times of the
infants in the test conditions. This study, as do al
“habi tuation studies”, relies on the presupposition that infants
will ook longer at events that differ nore fromthe event to
whi ch they were “habituated” than at those that differ less from
t he habituation event. Although one could rai se nethodol ogi ca
guestions about this assunption, that is not ny plan here. In
accordance with the habituation assunption, Baill argeon
anticipated that if an infant |ooked | onger at the inpossible

test events than at the possible ones, that woul d be because the
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infants saw the forner as differing nore fromthe habituation
event than the latter. This in turn, Baillargeon argues, could
only be explained if we assunmed that the infant knew that the

obj ects continued to exist even when they were not being
perceived. |In superficial respects, the 180° inpossible event is
nore |ike the 180° control event than the 112° possible event is;
it isonly if one takes into account the apparent “squeezing” or
renoval of the occluded box that the 180° event seens strange or
uni que.

Bai | | argeon found that 4 1/2-nonth-olds (and “f ast
habi tuating” 3 1/2-nonth-olds) did | ook significantly |onger at
t he i npossi bl e event than at the possible one. This increase in
| ooki ng tinme cannot be expl ained sinply by the infants’
preferring to watch the screen rotate through 180° over watching
it rotate through 112°, because infants in the control condition
did not exhibit such a preference. It is natural to suppose,
then, that the infants | ooked | onger at the inpossible event than
t he possible one because it violated their expectations about the
wor | d.

Bai | | argeon concludes that, contra Piaget, “infants as young
as 3 1/2 nonths of age already realize that objects continue to
exi st when occl uded” (1987, p. 662). At the sanme tine, she does
not deny Piaget’s claimthat infants’ search activities do not
reveal such an understanding until the period between nine and
ei ght een nont hs of age.

The devel opnental difference between a four-nonth-old and a

nine-nmonth-old is dramatic. The question then arises: If the
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i nfant really understands obj ect pernanence at four nonths, why
is this understanding not revealed in the child s searching
behavi or until nine nonths at least? Baillargeon recognizes this
as a difficulty and indicates that the problemmay be with the
child s neans-ends reasoning -- her ability to apply an action to
one object (e.g., pull a blanket) to create conditions in which
she may apply another action to a different object (e.g., grab
the hidden toy). Nevertheless, Baillargeon refers to Piaget’s
(1952) observations of sequences of behavior in three- and four-
nont h-ol ds in which an action is applied to one object (e.g., a
chain) to produce an effect in another object (e.g., shaking a
toy attached to the other end of the chain). Wy the [atter kind
of means-ends reasoni ng should be available so early and the
former kind so late, and what differentiates the two, Baillargeon
admts to be “sonewhat of a nystery” (1987, p. 663).

Wth the latter remarks, Baillargeon may be maki ng things
harder for herself than she needs to: Piaget doesn't claimreally
to find nmeans-ends reasoning involving distinct objects until
around nine nonths of age -- the sanme age at which he discovers
search behavi or revealing some know edge of object permanence.
The three- or four-nmonth old who pulls a chain to shake an obj ect
at the end of it may not see the objects at hand as a system of
two separate objects causally related to each other. On the
ot her hand, by six or seven nonths a child who will not renove an
obstacl e wholly occluding a desired object will nbve an obstacle

partly occluding the desired object (Piaget 1954) and will nove a
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transparent cover wholly enclosing the desired object (Bower and
W shart 1972), so the problem cannot sinply be with noving one
object to get to another.

In fact, studies on infants in this age range yield starkly
di vided results on the question of whether infants can reason
about objects outside their perceptual fields. On the one hand,
when the lights are turned off or the infant rotates her head
away from an object, she seens to keep track of its existence
(Pi aget 1954; Bower and Wshart 1972; difton, Rochat, Litovsky,
and Perris 1991). Young infants are also able to track the
notion of an object as it passes behind an occl uder and
anticipate the point of reappearance on the other side, sonetines
even | ooki ng back to the point of disappearance if the object
does not reappear in the predicted |ocation (Bower, Broughton
and Moore 1971). There have al so been a nunber of other studies
suggesting that infants dishabituate to or | ook preferentially at
events seeming to require that, while occluded, either one object
has passed through another or an object has taken a di scontinuous
path, or in which the nunber of reveal ed objects after a period
of occlusion is different than an adult would anticipate in the
circunstances (Baillargeon 1991; Baillargeon et al. 1985; Spel ke
et al. 1992; Spelke et al. 1994; More et al. 1978; Wnn 1992).
On the other hand, a nunmber of studies provide evidence agai nst
the idea that infants truly understand that objects continue to
exi st unperceived. Not only do Piaget’s (1954) observations on

reachi ng suggest this, but so al so do studies show ng that
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i nfants under nine nonths do not seem di sturbed when an obj ect

di sappears behi nd one edge of a screen and reappears at the other
wi t hout maki ng any appearance crossing a gap in the mddle of the
screen (Moore et al. 1978; but see Baillargeon and Devos 1991);
nor do infants show anticipatory reaching for objects on occl uded
trajectories, though they wll reach for objects on visible
trajectories (von Hofsten 1994, cited in Gopni k and Meltzoff
1997).

Many of the psychol ogi sts conducting such studies, not |east
Bai | | argeon, seem committed to argui ng one way or another
regardi ng the question of whether the infant genuinely believes
t hat objects continue to exist unperceived. Results pointing in
the other direction nust then be either discredited or left
nmysterious.

This area of devel opnent woul d seemto be an excell ent
exanpl e of one on which we ought to say that the infants neither
truly believe that objects continue to exist unperceived nor
truly fail to understand this. Instead, their dispositions on
the matter are mxed. Shouldn’t one expect infants, in the
course of gradual devel opnent, to pass through a period like this
in any case? It may be tine for us to stop beating ourselves
over the head | ooking for a sinple yes-or-no answer to the
guestion of whether six-nonth-olds have an understandi ng of
obj ect permanence. A nore useful project would be to determ ne

exactly which of their dispositions point in which directions,
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how t hings canme to be this way, and how they change over the

course of tine.

Implicit Understanding of Fal se Belief?

I conclude with a second case fromthe devel opnenta
literature, Cenments’ and Perner’s paper, “lnplicit Understandi ng
of Belief” (1994).

Cements and Perner tested children from2 1/2 years to 4 1/2
years of age on a variation of the classic false belief
experinments perfornmed by Wmer and Perner (1983) and reported in
chapter two. In Cenment’s and Perner’s study, children were
i ntroduced to Sam Mouse and his two nobuse hol es, connected by a
V-shaped tunnel. 1In front of one nouse hole was a red box; in
front of the other was a blue box. Children were told the
follow ng story, which was sinmultaneously enacted with cardboard
cut out s:

This is Sam One day Sam had sone cheese for tea. Wen
he | ooked there was one piece of cheese left but he was

too full up to eat it. “I know,” he said. “I'Il put it
inthis blue box and | can eat it later.” Samgave a big
yawm. “lI'’mso tired now,” he said. He went all the way

down the tunnel and went to bed where he fell fast asleep
(A enments and Perner 1994, p. 382).

After checking that the child renenbered the | ocation of the
cheese, the story was continued.

VWhen Sam had fallen fast asleep, Katie came back from

pl ayi ng outside. As she wal ked past the bl ue box, she

| ooked into it and saw the cheese. “Ch | ook!” she said.
“Soneone’s left a piece of cheese here. [I'Il put it in
the red box and | can eat it later for ny tea.” So she
pi cked up the cheese and wal ked, fully visible, across
the hill to the other nouse hol e where she put the cheese
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inthe red box. “I’'Il go and see ny friend now she said
(C enents and Perner 1994, p. 382).

After asking several questions assuring that the child renmenbered
i mportant facts about the plot, the story was brought to its
dramati c concl usi on.

Later on, Sam woke up and gave a big stretch. “I fee

very hungry now,” he said. “I’'lIl go and get the cheese”

(C enents and Perner 1994, p. 383).
The experinmenter then said, “I wonder where he's going to | ook?”
and paused for one or two seconds for the child to think about
where Sam woul d |1 ook. Throughout this time, the child s eye
novenents were recorded on videotape. Finally, the experinmenter
renminded the child that “Samwants to get the cheese” and
concl uded by asking the child two questions: “Wich box will he
open?” and “Why do you think he will open that box?”

A control group heard much the sanme story, only with Sam
wat chi ng while Katie noved the cheese. Half the children heard
one of these stories starring Sam Mouse, while half of the
children heard a similar story starring Sarah, whose letter was
carried by the wind fromthe upper to the | ower bal cony of her
house.

Chil dren over four tended both to | ook at the correct box in
response to the experinmenter’s pronpt “lI wonder where he's going
to look” and to answer the fal se belief question correctly.

Chil dren under two years, eleven nonths did exactly the opposite.
The interesting results in this study were fromthe children in
the middl e age range, fromtwo years el even nonths to three years

el even nonths. Children in this age range typically answered the
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fal se belief question incorrectly but |ooked at the correct box
in response to the experinenter’s pronpt question

VWhat coul d explain these results? denents and Perner reject
the hypothesis that in the false belief condition the children
are |l ooking at the box in which Samfirst |left his cheese sinply
because they are retracing the events of the story, in |ight of
the fact that they don't do this in the control condition and
instead | ook directly at the correct box.EI Anot her possibility
G enents and Perner reject is that the children s | ooking
reflects tentative hypot heses they nonentarily entertain. |If
this were the case, Cenents and Perner argue, the children
shoul d have | ooked at |east as frequently at the box they
ultimately (and m stakenly) clainmed Sam woul d open as at the
other box. |Instead, the children | ook consistently at the
correct box.

Cements and Perner think the child s eye notions in this
experinment reflect sonme genuine anticipation of Samis |ooking in

the box in which he originally placed the cheese. Supposing we

grant themthis, sonething of a puzzle arises. |If the child
really understands that Samw || | ook where he originally |eft
t he cheese, why does the child say that Samw |l look in the

other box? Alternately, if the child really doesn’t understand

that Samw Il ook in the wong place, how can her eye novenents

1 (ne possibility Oenents and Perner do not consider is that the children retraced
the story with their eyes only when asked the confusing fal se belief question. Even such
a possibility, however, requires that the children were alert enough to false beliefs that
they found the fal se belief task confusing and the control task sinple. Thus, it may
still reflect the “inplicit” understanding of false belief COenments and Perner argue
children this age have.
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correctly anticipate the place he will |ook? The reader may by
now scent the likely presence of a m xed di spositional profile.
O enents and Perner could, of course, escape their dil emma by
rejecting the Sinple Question, but they do not. |Instead, they
argue that “the eye novenents reveal a different type of
know edge” than that revealed by the verbal responses (p. 391).
In particular, the eye novenents reveal “inplicit” know edge, the
verbal responses “explicit” know edge. Cenents and Perner al so
characterize the difference as one between “nonjudgnental” and
“judgnental ” know edge (p. 392). They explain further:
That is, pure action (i.e. looking in anticipation) is
done only on the basis of a representation of reality;
that is, one nodel. But to make a judgnent (verbally or
gesturally) at least two nodels are required: One to
represent the proposition to be judged (information
expressed), and the other to represent the state of the
world by which this proposition is to be judged. In
other words, to nake a judgnent is to convey that the
verbally or otherw se expressed information (the nodel of
what ever is being proposed) conforns with reality (the
ot her nodel) (p. 392-393).
Follow ng Karm lof f-Smth (1992), they generali ze:
So, whenever knowl edge is acquired in a new domain
(acquired procedurally or through abstracti on of observed
regularities), it becones first avail able nonjudgnental ly
before it can be used to nake judgnments. For that
reason, children in our study are able to anticipate the
prot agoni st’ s novenents correctly with their eyes before
t hey can nmake a judgnent about where he will go (p. 393).
The idea, then, is that nmajor devel opnental changes in know edge
may be generally first reflected in nonverbal, “nonjudgnental”
behavi or and only later realized in verbal judgnments. And why
m ght this be so? Because verbal judgnents are nore conplicated
than “pure action”: Pure action requires only that the subject

have a correct indicative representation of the world, while
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verbal judgnent requires conmbining this with an assessnment of the
truth or falsity of a proposition expressing these facts about
t he worl d.

I am actually synpathetic to the idea that some nonverba
di spositions may be acquired before verbal ones belonging to the
same stereotype (although one mght imagine this pattern reversed
in the case of things taught at school), but Cdenent’s and
Perner’s view, |ike many built on all-or-nothing assunptions
about belief, adds needl ess machinery to this observation. What
di vides “pure actions” not requiring assessnent of a proposition
fromactions |ike speech that do require such an assessnent (and
thus two “nodel s”) remains sonething of a nystery. Wuld opening
the correct box instead of namng or pointing to it be a “pure
action”? \What about interfering with Sanmis journey there? The
di stinction between judgnmental and nonjudgnental know edge nust
inherit the blurriness of the distinction between pure actions
and judgnental ones.

Anot her problemw th Cenment’s and Perner’s view reveal s
itself as well. Watever the |ine between judgnmental and
nonj udgnent al know edge, consci ous verbal assessnents nust bel ong
to the forner category. But even at the sanme age we see the
anticipatory looking, if that's what it is, other signs of
j udgnent al know edge of false belief are energing in alimted
range of contexts, such as when the child is asked to explain
m st aken actions after they have occurred (Wl lnman 1990), and

when the child is specifically engaged in the task of “tricking”
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sonmeone (Sullivan and Wnner 1993). Even, then, if we granted
that the distinction between judgnental and nonj udgnent al

know edge was a clear one, it would not be notivated by the fal se
belief literature. The picture we see is instead that of a child
slowy acquiring the know edge of false belief: In her early
threes, a very few of her dispositions accord with this

know edge, and as she ages, nore and nore of her dispositions do.
It does no good to attenpt to salvage all-or-nothing intuitions
about belief with the claimthat the three-year-old really, fully
has one species of know edge and really, fully |acks another

species. The facts are sinply not so clean as that.
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3. Concl usion

The last three chapters have been occupied with the
nmotivation, explanation, and defense of a novel account of
belief, what | have called the phenonenal dispositional account
of belief. This account arises fromthe need for an approach to
belief that can make sense of in-between cases of believing,
cases in which the subject is not accurately describable with the
everyday “yes-or-no” patterns of belief ascription. The account
treats believing as nothing nore or |ess than having dispositions
t hat match stereotypical dispositional profiles. Cases of in-
bet ween believing are then treated as cases in which the subject
fails to match cleanly with any stereotypical dispositiona
belief profile.

Several debates in the philosophical and devel opnenta
literatures were discussed with the tools provided by the
di sposi tional account, and were shown to profit fromthe use of
those tools. O particular inportance was the ability of the
di sposi tional account to focus its subscriber’s interest on
probl ens other than trying to extract a sinple yes-or-no answer
to the question of whether a subject whose dispositional profile
is mxed has a particular belief. Trying to force in-between
cases of believing into an all-or-nothing nold not only inposes a
m sleading sinplicity on these cases, but also raises a tricky
dilemma: On the one hand, if the subject really does fully and
compl etely have the belief, howit is possible that she does not

manifest it in a wide variety of circunstances? On the other
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hand, if the subject does not really have the belief, how can it
be that she seens sonetines to act on the basis of the know edge
denied her? It is tenpting to try to escape this dilemma by

i nventing nental machinery, as we have seen in the cases of
Fogelin, Rorty, and Clenents and Perner. The danger in this nove
is not that dividing the mnd or introducing different faculties
of believing is in itself a mstake, but rather that its

postul ation in these cases is only as justified as the resolution
to describe these cases in an all-or-nothing manner.

Besi des the danger of insisting too adamantly on di scovering
sinmpl e yes-or-no answers to questions about what a subject
bel i eves, however, is the converse danger -- that of giving up
too quickly in finding such answers. In chapter five | outlined
a primary reason for seeking such yes-or-no answers: People
generally conformfairly well to the stereotypes, and evi dence
pointing toward a m xed di spositional profile will often sort
itself out clearly in favor of one stereotype or another. It is
i mportant to distinguish cases in which a person only seens to
have m xed di spositions fromcases in which the nonconformty is
genui ne. Good judgnment will have to be our guide in deciding
when to concede the presence of a genuinely m xed di spositiona
profile and thus to give up on finding sinple yes-or-no answers
to what the subject believes. The judgnent is conplicated by the
presence of nore than sinply epistemc factors. The yes-or-no
approach al so has the advantage of sinplicity, which may in sone

contexts outweigh the increased accuracy of nore detail ed
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di sposi tional descriptions when the subject fairly closely

mat ches one stereotype or another; and furthernore, insistence on
sinpl e yes-or-no questions about belief may al so serve the

pur pose of notivating both ourselves and others to conformto
societially necessary dispositional stereotypes, as suggested in
chapter six.

Besi des havi ng these reasons for insisting on yes-or-no
answers to questions about belief, philosophers and psychol ogi sts
may have felt it necessary to force in-between cases of believing
into a sinple yes-or-no paradi gm because there has been no good
scientific alternative allowi ng one to do otherwi se. The
maneuvers of Kripke, Fogelin, Baillargeon, and the others m ght
t hen be seen generously, in a Kuhnian (1970) light, as attenpts
to deal with anomal ous data or problem cases by pushing theminto
t he best existing paradigm One could hardly expect a good
scientist to do otherwise. M hope is that these chapters have
convinced the reader that there is a good scientific alternative
to insisting that the only “real” answers to questions about
belief nmust be of the yes-or-no (or possibly the “degree of
belief”) variety -- and that describing a subject as having a
di vergence of dispositions on a topic is not settling for |ess
and provides no hindrance to scientific research. It is worth
noting in this regard that neural net nodels of cognition
(classically described in Runmel hart et al. 1986 and McC el |l and et
al. 1986) seemto allow quite naturally a broad range of in-

bet ween responses and di spositional nixes, and that if neural net
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nmodel s find broad use in understandi ng human cognition, an
account of cognition that can handl e these “in-betweeni sh”
features of neural nets will be necessary.

So much for the pragmatic benefits of the account. The
ont ol ogi cal di nension of the account is, | hope, conservative and
wi dely acceptable. There is, of course, sone tal k about
properties, dispositions, and stereotypes, but | do not believe
it has been necessary to take any controversial stands on these
matters. | have clained that in-between cases of believing are
common, and | have provided a nunber of exanples of such cases.
Wi | e any individual exanple may itself be controversial as an
i nstance of in-between believing, what is inportant to ny
position in not any individual case, but rather the overal
impression | sought to create of the ubiquity of such in-between
cases.

One ontological claim however, is crucial to ny account and
at the sanme tinme potentially controversial. It is the claimthat
once one has fully described a subject’s dispositional profile
and conpared that profile to the rel evant stereotypes, one has
exhausted everything we can know about what that subject believes
on the topic. There is no further fact of the matter, apart from
facts about the subject’s dispositional profile, about what the
subject “really” believes -- or at least no fact we can presently
di scover. It is unclear what would count as a discovery of such
a fact (unless we consider the possibility of science eventually

devel oping in the direction suggested at the end of chapter six),
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and accounts |i ke the one offered here show, | think, that we can
run phil osophy and the sciences w thout appeal to such facts.
Cccami s razor, then, recommends | eaving them out of our ontol ogy.

One can view the project of this chapter as a revanpi ng of
the ol d Ryl ean dispositionalist view of belief, with a new
enphasi s on the phenonenal aspects of the account. This project
is quite tinely inits way. The 1990's have seen a resurgence of
academ c interest in the phenonenal aspects of mnd (Searle 1992
is an excellent exanple), and | should not be surprised to see
quite a nunber of md-century views reincarnated with a

phenonenal tw st.
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Chapt er Ei ght

Concl usi on

In this dissertation, | have woven together phil osophica
issues with issues in enpirical devel opmental psychol ogy, in
hopes of producing a work that may usefully be read by people in
both disciplines. M prinmary goal has been the clarification of
three concepts enployed centrally in the two disciplines, the
concepts of theory, representation, and belief. | have treated
t hese concepts, and the words with which we |abel them as
practical tools that philosophers and psychol ogi sts use in
under st andi ng the human (or animal) nind. As tools of this sort,
| have argued that they should be evaluated functionally, in
terns of their ability to assist us in reaching an inforned
under standi ng of the nind, and that we should feel free to nodify
themin whatever way best hel ps us achieve this goal. Adopting
such an approach, | have proposed novel accounts of the concepts
of theory and belief, and I have shown sone of the dangers of an
i nconsi stent approach to the concept of representation.

In my approach to the concept of a theory, | had two
practical applications in mnd. Primarily, | wanted to devel op
an account of theories that would be useful in clarifying the
devel opnent al debate over the extent to which the cognitive
devel opnent of children should be described as “theoretical.”

Secondarily, | wanted to devel op an account of theories that
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applied equally to the informal theories of everyday life and the
technical theories of advanced science, on the assunption that
there is sone inportant continuity between the two types of
“theory” that m ght be reveal ed by such an account. |If the first
goal were to be net, it seened the second woul d al so have to be
met, since if it nmakes any sense at all to debate the extent to
which children are theorizers, the debate nust depend on an
under st andi ng of theories that includes the informal theories of
everyday life. The resulting account connected theories tightly
with the satifaction of a “drive to explain”: Theories were
necessarily to be evaluated in terns of their capacity to
gener at e good expl anations on the topic at hand, and a person was
said to subscribe to a theory when she was di sposed to enploy it
in explanations, or at |east for the resolution of “explanation-
seeking curiosity.” |If such an account of theories is acceptable
for the purposes of the debate over the “theory theory” in
devel opnent al psychol ogy, then, | argued, we ought to see
patterns of affect and arousal indicative of the emergence and
resol ution of explanation-seeking curiosity in the kinds of
puzzling situations that woul d, according to the theory theory,
stinmul ate devel opnent by forcing the generation of new theories.
Thus, | suggested, affect and arousal offer a new donmain of
evi dence agai nst which the theory theory should be tested.

My goal s in discussing the concept of representation were
also nultiple. One of those goals can be thought of as primarily
devel opnental and another as primarily philosophical. The

phi | osophi cal goal was a clarification of the difference between
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two types of account of representation -- one | |abeled
‘contentive,’ the other ‘indicative’ -- a difference that, |
argued, has not always been clearly noticed, even by phil osophers
instrumental in the devel opnent of these accounts (such as Stanpe
and Fodor). The devel opnental goal was the diagnosis of the
failure of a certain research programin devel opnenta

psychol ogy, the existence of which, | argued, depended on
assunptions that only seened to be justified given a conflation
of these two types of representation. |In particular, |I argued
that the research programin question depended on the assunption
that the child s understandi ng of desire nust undergo a
tranformati on at age four anal ogous to the child s transformation
in understanding belief at that age. In lieu of the vain search
for such a transformation, | suggested another direction for
research on the child s understandi ng of representation

involving the child s understanding of representational art. A
third, overaching goal also notivated ny discussion of
representation. As is suggested by the title of the chapter on
representation, | see the chapter as a case study of how

phi | osophical errors can be harnful to enpirical research

Perhaps if enough such cases are el aborated, that will help
notivate people in enpirical fields to seek out philosophica
under standi ng in devel oping their nore theoretically-I|oaded
experinments and views. Also, it may help strengthen the

convi ction of sone phil osophers that there is interesting

phi | osophical work to be done in the interpretation and

notivation of enpirical research
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My di scussion of the concept of belief covers four chapters
of the dissertation, and is the nost variously notivated.
Chapter two was primarily notivated by a concern over what seens
to be a common form of phil osophical nmyopia: the tendency of sone
phi | osophers to dictate to academcs in other fields the use of
certain words and concepts w thout sufficient concern for the
interests of researchers in those fields in using those concepts.
In particular, | argued that devel opnmental psychol ogy and
cognitive ethology woul d be damaged by insistence on avoi ding the
ascription of beliefs to infants and non-human ani mal s w t hout
| anguage. Especially given the failure of argunents attenpting
to establish the gross inapplicability of that concept to such
creatures, | argued that we ought to consider it a condition of
acceptability of a general -purpose account of belief that it
apply to infants and at | east sonme non-human ani nmal s.

In the fifth, sixth, and seventh chapters of the
di ssertation, | offered a novel analysis of the concept of
belief. | suggested that we think of believing that P as
mat ching, to an appropriate degree and in appropriate respects,
the “di spositional stereotype” for believing that P. Since the
term‘belief’ is already common coin in both phil osophy and
psychol ogy, it is useful to devel op an account of belief that
mat ches fairly well in extension with existing usage: Mst of
what phil osophers and psychol ogi sts consider to be cases of
bel i eving should turn out to be cases of believing, under the new
definition, and nost of what they consider not to be cases of

bel i eving should turn out not to be. Oherw se, integration of
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the account into existing theoretical structures m ght cause
unnecessary difficulties. The account | offered satisfies this
practical condition. |In addition, the account has, | believe,
the pragmatic virtues of clarity and sinplicity. However, the
primary virtue that | clainmed for the account over and above

ot her accounts was its facility in handling “in-between” cases of
bel i eving, cases in which the subject in not accurately described
either as conpletely believing that sonething is the case or as
conpletely failing to believe it. Al though sonme such in-between
cases can be described well enough wth Bayesi an degrees of
belief, I reviewed a wide variety of cases for which this was not
so and upon whi ch typical philosophical and psychol ogi ca
approaches to belief have foundered. |In chapter seven,

expl ored four such cases in depth, and I showed how a

di sposi tional account of belief allows us fruitfully to describe
such cases and nove on with our philosophical and psychol ogi cal
wor K.

Conceptual analysis is one of the nost fundanental tasks of
phi | osophy. Yet, since concepts are ours for the remaking, there
is always an indefinite variety of possible anal yses of any
particul ar concept. Wthout particular practical goals in mnd
agai nst which to nmeasure the success of our anal yses,
phi | osophi cal debates can seemto be ungrounded and enpty.
Connecti ng phil osophical work with the enpirical sciences not
only gives it a relevance beyond the sonetines insular world of
t he phil osophical journals, but also can provide the very ground

t hat makes phil osophi cal inquiry neani ngful
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