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The concept of logarithmic order is used to investigate the growth of solutions
of the linear di�erential equations

f (k) +Ak−1(z)f
(k−1) + . . .+A1(z)f

′
+A0(z)f = 0,

f (k) +Ak−1(z)f
(k−1) + . . .+A1(z)f

′
+A0(z)f = F (z),

where A0 6= 0, A1, . . . , Ak−1 and F 6= 0 are transcendental entire functions with
orders zero.
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1. DEFINITIONS AND INTRODUCTIONS

We shall assume that the reader is familiar with the fundamental results
and the standard notations of the Nevanlinna theory of meromorphic functions
(see e.g. [10, 25]). Let us de�ne inductively, for r ∈ [0,+∞), exp1 r := er

and expn+1 r := exp(expn r), n ∈ N. For all r su�ciently large, we de�ne
log1 r := log+ r = max{log r, 0} and logn+1 r := log(logn r), n ∈ N. We also
denote exp0 r := r =: log0 r, log−1 r := exp1 r and exp−1 r := log1 r. For the
unity of notations, we here introduce the concepts of (p,q)-order and (p,q)-type
(see e.g. [16, 17]) as follows. Note that we here assume that p and q are all
integers.

De�nition 1.1. The (p, q)-order of a meromorphic function f in the plane
is de�ned by

σ(p,q)(f) = lim sup
r→+∞

logp T (r, f)

logq r
,

where T (r, f) denotes the Nevanlinna character of the function f.

MATH. REPORTS 15(65), 3 (2013), 249�269



250 Ting-Bin Cao, Kai Liu and Jun Wang 2

Remark 1.1. (i) σ(p,1)(f) := σp(f) is just the iterated p-order of f (see
e.g. [18, 22, 23]. In particular, σ(1,1)(f) := σ(f) and σ(2,1)(f) := σ2(f) are just
the order and hyper-order of f , respectively (see e.g. [26]).

(ii) If f is an entire function, then

σ(p,q)(f) = lim sup
r→+∞

logp+1M(r, f)

logq r
,

where M(r, f) denotes the maximum modulus of f in the circle |z| = r.

(iii) σ(1,2)(f) := σlog(f) is just the logarithmic order of f (see e.g. [5]).

(iv) Obviously, the logarithmic order of any non-constant rational function
f is one, and thus, any transcendental meromorphic function in the plane has
logarithmic order no less than one. Moreover, any meromorphic function with
�nite logarithmic order in the plane is of order zero.

De�nition 1.2. The (p, q)-type of a meromorphic function f with (p,q)-
order 0 < σ(p,q)(f) < +∞ in the plane is de�ned by

τ(p,q)(f) = lim sup
r→+∞

logp−1 T (r, f)

(logq−1 r)
σ(p,q)(f)

.

Remark 1.2. (i) τ(1,1)(f) := τ(f) is just the type of f .

(ii) If f is an entire function, then

τ(p,q)(f) = lim sup
r→+∞

logpM(r, f)

(logq−1 r)
σ(p,q)(f)

.

(iii) τ(1,2)(f) := τlog(f) is just the logarithmic type of f .

(iv) It is obvious that the logarithmic type of any non-constant polynomial
P equals its degree deg(P ), that any non-constant rational function is of �nite
logarithmic type, and that any transcendental meromorphic function whose
logarithmic order equals one in the plane must be of in�nite logarithmic type.

De�nition 1.3. The (p, q)-exponent of convergence of zeros or distinct ze-
ros of a meromorphic function f in the plane are de�ned by

λ(p,q)(f) = lim sup
r→+∞

logp n(r, 1
f )

logq r

or

λ(p,q)(f) = lim sup
r→+∞

logp n(r, 1
f )

logq r

respectively, where n(r, 1
f ) (or n(r, 1

f )) denotes the number of zeros (or distinct
zeros) of f in the disc |z| ≤ r.
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Remark 1.3. (i) λ(1,2)(f) := λlog(f) is just the logarithmic exponent of
convergence of zeros of f (see e.g. [5]).

(ii) It is trivial that for the case p ≥ q ≥ 1, λ(p,q)(f) (or λ(p,q)(f)) can also
be given by making use of the notation of the counting function of zeros (or
distinct zeros) of f, N(r, 1

f ) (or N(r, 1
f )), to replace the notations n(r, 1

f ) (or

n(r, 1
f )), respectively (see e.g. [21], De�nitions 10 and 11). However, it does

not hold for the case that p < q. For example, the logarithmic order of N(r, 1
f )

equals λlog(f) + 1, (see [5], Theorem 4.1).

It is well-known that all solutions of the k(≥ 2) order linear di�erential
equations

(1) f (k) +Ak−1(z)f (k−1) + . . .+A1(z)f
′
+A0(z)f = 0

and

(2) f (k) +Ak−1(z)f (k−1) + . . .+A1(z)f
′
+A0(z)f = F (z)

are entire functions when the coe�cients A0 6= 0, A1, . . . , Ak−1 and F 6= 0 are
entire functions. Moreover, Wittich [24] proved that the coe�cientsA0, . . . , Ak−1

in (1) are all polynomials if and only if all solutions of the equation (1) are of
�nite order of growth. For the case that coe�cients in (1) are all polynomials,
there are a lot of classical and relevant results to estimate the growth of solu-
tions of �nite rational order (see for example [9], or for more details see [19, 20].
In this paper, we consider the case where there is at least one transcendental
coe�cient in (1).

By Wittich's result, there exists at least a solution with in�nite order
when any coe�cient in (1) is transcendental. Frei [7] showed that if Aj is the
last transcendental function in the coe�cients, sequence A0, . . . , Ak−1 in (1),
then the equation (1) possesses at most j linearly independent solutions f of
�nite order. Also, it follows from the lemma of logarithmic derivative that
if A0 is the unique transcendental entire function, while other coe�cients are
all polynomials, then all solutions of (1) are of in�nite order. Thus, it is an
important subject on how to express explicitly the growth of solutions of in�nite
order.

As far as we known, Bernal [2] �rstly introduced the idea of iterated order
to express the fast growth of solutions of complex linear di�erential equations.
Since then, many authors obtained further results on iterated order of solutions
of (1) and (2), see e.g. [1, 3, 4, 18, 19, 20]. We here state some of them. The
�niteness degree of growth i(f) of a meromorphic function f in the plane is
i(f) = 0, for rational functions, i(f) := min{j ∈ N : σ(j,1)(f) < +∞}, and
i(f) = +∞ otherwise (see e.g. [22, 23], also [18, 19]).
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Theorem 1.1 ([18], Theorem 2.3, [3], Corollary 2.1, [1], Corollary 1.7).
Let A0, A1, . . . , Ak−1 be entire functions, and let i(A0) = p (0 < p < +∞).
Assume that either

max{i(Aj) : j = 1, 2, . . . , k − 1} < p

or

max{σ(p,1)(Aj) : j = 1, 2, . . . , k − 1} ≤ σ(p,1)(A0) := σ (0 < σ < +∞),

max{τ(p,1)(Aj) : σ(p,1)(Aj) = σ(p,1)(A0)} < τ(p,1)(A0) := τ (0 < τ < +∞).

Then, every solution f 6= 0 of the equation (1) satis�es i(f) = p+ 1 and

σ(p+1,1)(f) = σ(p,1)(A0).

Note that for the special case that max{i(Aj) : j = 1, 2, . . . , k − 1} <
i(A0) = p and σ(p,1)(A0) = 0 in the above theorem, every solution f 6= 0 of (1)
satis�es i(f) = p + 1 and σ(p+1,1)(f) = σ(p,1)(A0) = 0. For so many solutions
of iterated p+ 1-order zero, how to express better the growth of solutions than
now?

Recently, Liu, Tu and Shi [21] �rstly introduced the concepts of (p, q)-
order and (p, q)-type for the case p ≥ q ≥ 1 to investigate the entire solutions
of (1) and (2), and obtained some results which improve and generalize some
previous results, see for example:

Theorem 1.2 ([21], Theorems 2.2�2.3). Let p ≥ q ≥ 1, and let A0, A1, . . . ,
Ak−1 be entire functions such that either

max{σ(p,q)(Aj) : j 6= 0} < σ(p,q)(A0) < +∞,

or

max{σ(p,q)(Aj) : j 6= 0} ≤ σ(p,q)(A0) < +∞,
max{τ(p,q)(Aj) : σ(p,q)(Aj) = σ(p,q)(A0) > 0} < τ(p,q)(A0),

then every nontrivial solution f of (1) satis�es σ(p+1,q)(f) = σ(p,q)(A0).

In essence, for a meromorphic function h in the plane satisfying σ(p,1)(h) =
0 (p ≥ 2), the fast growth of h can be carefully expressed by taking suitable
q(p ≥ q ≥ 2) such that its (p,q)-order is a positive and �nite value. However,
this case for p = 1 does not hold. Hence, Theorem 1.2 expresses the fast growth
of solutions more precise than Theorem 1.1 for the special case σ(p,1)(A0) = 0
(p ≥ 2). Note that if A0 is a transcendental function with order zero in Theorem
1.1, every solution f 6= 0 of (1) is of in�nite order and hyper-order zero, and
that the authors did not consider this case in Theorem 1.2. Thus, it arises a
natural problem: How to express the growth of solutions of (1) when now the

dominant coe�cient A0 is transcendental and of order zero?
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In this paper, for so many solutions of hyper-order zero, we want to solve
this problem by making use of the idea of logarithmic order due to Chern [5].
One of the key tools is an extension of the well-known logarithmic derivative
lemma due to Heittokangas, Korhonen and R�atty�a (see Lemma 3.1 in Section
3). The remainder of the paper is organized as follows. In Section 2, we
shall show our main results which supplement the research for the case of the
dominant transcendental coe�cient with order zero. Section 3 is for some
lemmas and basic theorems, in which we prove some important results that are
very interesting by themselves. The other sections are for the proofs of our
main results.

2. MAIN RESULTS

Firstly, we consider the case that an arbitrary coe�cient As (s ∈ {0, 1, . . . ,
k − 1}) dominates the growth of solutions, and obtain the following theorem.

Theorem 2.1. Let A0, A1, . . . , Ak−1 be entire functions such that there

exists one transcendental function As(0 ≤ s ≤ k − 1) satisfying

max{σ(1,2)(Aj) : j 6= s and j = 0, 1, . . . , k − 1} < σ(1,2)(As) < +∞.

Then every transcendental entire solution f of equation (1) satis�es σ(2,1)

(f) = 0 and

σ(2,2)(f) ≤ σ(1,2)(As) + 1 ≤ σ(1,2)(f) + 1.

If f is not transcendental, then it must be a polynomial with degree no

greater than s − 1. Furthermore, there is at least one entire solution, say f1,
which satis�es

1 ≤ σ(1,2)(As) ≤ σ(2,2)(f1) ≤ σ(1,2)(As) + 1.

For the special case that the dominant coe�cient is A0, we obtain the
next result.

Theorem 2.2. Let A0, A1, . . . , Ak−1 be entire functions. If A0 is tran-

scendental and satis�es

max{σ(1,2)(Aj) : j = 1, 2, . . . , k − 1} < σ(1,2)(A0) < +∞,

then every nonzero solution f of (1) satis�es σ(2,1)(f) = 0 and

1 ≤ σ(1,2)(A0) ≤ σ(2,2)(f) ≤ σ(1,2)(A0) + 1.

By Theorems 1.1 and 2.2, we obtain immediately the following corollary
for second order di�erential equations.
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Corollary 2.1. Let A be a transcendental entire function with �nite

logarithmic order, then every nonzero solution f of equation f
′′

+ A(z)f =
0 satis�es σ(1,1)(f) = +∞, σ(2,1)(f) = 0 and 1 ≤ σ(1,2)(A0) ≤ σ(2,2)(f) ≤
σ(1,2)(A0) + 1.

If there exist some coe�cients whose �nite logarithmic orders are the same
as the logarithmic order of the last coe�cient A0, then we obtain the following
theorem.

Theorem 2.3. Let A0, A1, . . . , Ak−1 be entire functions. If A0 is tran-

scendental and satis�es

max{σ(1,2)(Aj) : j = 1, 2, . . . , k − 1} = σ(1,2)(A0) < +∞,

and

max{τ(1,2)(Aj) : σ(1,2)(Aj) = σ(1,2)(A0)} < τ(1,2)(A0) ≤ +∞,

then any transcendental entire solution f of (1) satis�es σ(2,1)(f) = 0 and

1 ≤ σ(1,2)(A0) ≤ σ(2,2)(f) ≤ σ(1,2)(A0) + 1.

Furthermore, if σ(1,2)(A0) > 1, then the degree of any nonzero polynomial

solution of (1) is not less than τ(1,2)(A0); if σ(1,2)(A0) = 1, then any nonzero

solution of (1) can not be a polynomial.

The following theorem is for the special case that A0 is transcendental
and other coe�cients are all polynomials.

Theorem 2.4. Let A0 be a transcendental entire function with �nite log-

arithmic order, and let A1, . . . , Ak−1 be polynomials. Then any nonzero entire

solution f of (1) satis�es σ(1,1)(f) = +∞, σ(2,1)(f) = 0 and

1 ≤ σ(1,2)(A0) ≤ σ(2,2)(f) ≤ σ(1,2)(A0) + 1.

Considering nonhomogeneous linear di�erential equations (2), we obtain
the following three results corresponding to the above theorems.

Theorem 2.5. Assume that A0, A1, . . . , Ak−1 satisfy the hypotheses of

Theorem 2.1. Let F be an entire function. Set f0 is a solution of the equation

(2), and g1, g2, . . . , gk are a solution base of the corresponding homogeneous

equation (1) of equation (2). Then
(i) if either σ(2,2)(F ) > σ(1,2)(As) + 1, then all solutions of (2) satisfy

σ(f) = σ(F );
(ii) if σ(2,2)(F ) < σ(1,2)(As) + 1, then all solutions f of (2) satisfy that

σ(1,2)(As) + 1 ≥ σ(2,2)(f), and that σ(2,2)(f) = λ(2,2)(f) = λ(2,2)(f) holds for

any solution which satis�es σ(1,2)(As) + 1 = σ(2,2)(f).
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Theorem 2.6. Assume that A0, A1, . . . , Ak−1 satisfy the hypotheses of

Theorem 2.2 or Theorem 2.4. Let F be an entire function. Then

(i) if σ(2,2)(F ) > σ(1,2)(A0)+1, then all solutions f of (2) satisfy σ(2,2)(f) =
σ(2,2)(F );

(ii) if σ(2,2)(F ) < σ(1,2)(A0) + 1, then all solutions f of (2) satisfy that

σ(1,2)(A0)+1 ≥ σ(2,2)(f), that σ(2,2)(f) ≥ σ(1,2)(A0) possibly outside one excep-

tional solution, and that σ(2,2)(f) = λ(2,2)(f) = λ(2,2)(f) holds for any solution

which satis�es σ(1,2)(A0) + 1 = σ(2,2)(f).

Theorem 2.7. Assume that A0, A1, . . . , Ak−1 satisfy the hypotheses of

Theorem 2.3. Let F be an entire function. Then

(i) if σ(2,2)(F ) > σ(1,2)(A0)+1, then all solutions f of (2) satisfy σ(2,2)(f) =
σ(2,2)(F );

(ii) if σ(2,2)(F ) < σ(1,2)(A0) + 1, then all solutions f of (2) satisfy that

σ(1,2)(A0) + 1 ≥ σ(2,2)(f), and that σ(2,2)(f) = λ(2,2)(f) = λ(2,2)(f) holds for

any solution which satis�es σ(1,2)(A0) + 1 = σ(2,2)(f).

3. SOME BASIC THEOREMS AND LEMMAS

The �rst lemma is an extension of the well-known logarithmic derivative
lemma due to Heittokangas, Korhonen and R�atty�a [13].

Lemma 3.1 ([13], Theorem 4.1 and Remark 4.2). Let k and j be integers

such that k > j ≥ 0. Let f be a meromorphic function in the plane C such that

f (j) does not vanish identically. Then, there exists an r0 > 1 such that

m(r,
f (k)

f (j)
) ≤ (k − j) log+ ρ(T (ρ, f))

r(ρ− r)
+ log

k!

j!
+ (k − j)5.3078

for all r0 < r < ρ < +∞. If f is of �nite order s, then

lim sup
r→+∞

m(r, f
(k)

f (j)
)

log r
≤ max{0, (k − j)(s− 1)}.

Lemma 3.2 ([19], Lemma 1.1.2). Let g : (0,+∞)→ R and h : (0,+∞)→
R be monotone nondecreasing functions such that g(r) ≤ h(r) outside of an

exceptional set E2 of �nite logarithmic measure. Then for any β > 1, there
exists r0 such that g(r) ≤ h(rβ) for all r > r0.

Lemma 3.3 ([6]). Let f1, f2, . . . , fk be linearly independent meromorphic

solutions of the di�erential equation (1) with meromorphic functions A0, A1,
. . . , Ak−1 in the plane as the coe�cients, then

m(r,Aj) = O

{
log

(
max

1≤n≤k
T (r, fn)

)}
(j = 0, 1, . . . , k − 1).
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Lemma 3.4 ([5], Theorem 6.1). If f is a transcendental meromorphic func-

tion in the plane C with �nite logarithmic order, then f and f
′
have the same

logarithmic order.

Lemma 3.5. Suppose that h is a transcendental entire function with �nite

logarithmic order and f = eh. Then σ(2,2)(f) = σ(1,2)(h).

Proof. By the proof of Theorem 1.45 in [26] we have

log T (r, f) ≤ 3T (2r, h)

and

T (r, h) ≤ log{6T (4r, f)}+ 3|h(0)|.
This implies σ(2,2)(f) = σ(1,2)(h). �

Lemma 3.6. Let Φ(r) be a continuous and positive increasing function,

de�ned for r on (0,+∞), with logarithmic order σ(1,2)(Φ).Then for any subset

E1 of [0,+∞) that has �nite linear measure, there exists a sequence {rn}, rn 6∈
E1 such that

σ(1,2)(Φ) = lim
rn→+∞

log Φ(rn)

log log rn
.

Proof. Since σ(1,2)(Φ) = lim supr→+∞
log Φ(r)
log log r , there exists a sequence {r

′
n}

(r
′
n → +∞) such that

lim
r′n→+∞

log Φ(r
′
n)

log log r′n
:= σ.

Set mE1 = δ < +∞. Then for rn ∈ [r
′
n, r

′
n + δ + 1] \ E1, we have

log Φ(rn)

log log rn
≥ log Φ(r

′
n)

log log(r′n + δ + 1)
=

log Φ(r
′
n)

log(log r′n + log(1 + δ+1
r′n

))
.

Hence,

lim
rn→+∞

log Φ(rn)

log log rn
≥ lim

r′n→+∞

log Φ(r
′
n)

log(log r′n + log(1 + δ+1
r′n

))
= σ(1,2)(Φ).

This gives

lim
rn→+∞

log Φ(rn)

log log rn
= σ(1,2)(Φ). �

Lemma 3.7. Let f be a transcendental entire function with �nite logarith-

mic order 0 < σ(1,2)(f) < +∞ and �nite logarithmic type 0 < τ(1,2)(f) < +∞,
then for any given β < τ(1,2)(f), there exists a subset I of [1,+∞) that has

in�nite logarithmic measure such that logM(r, f) > β(log r)σ(1,2)(f) holds for

all r ∈ I.
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Proof. By de�nitions of logarithmic order and logarithmic type, there
exists an increasing sequence {rm} (rm → +∞) satisfying (1 + 1

m)rm < rm+1

and

lim
m→+∞

logM(rm, f)

(log rm)σ(1,2)(f)
= τ(1,2)(f).

Then there exists a positive integer m0 such that for all m > m0 and for
any given 0 < ε < τ(1,2)(f)− β, we have

(3) logM(rm, f) > (τ(1,2)(f)− ε)(log rm)σ(1,2)(f).

For any given β < τ(1,2)(f), there exists a positive integer m1 such that for all
m > m1 we have

(4) (
m

m+ 1
)σ(1,2)(f) >

β

τ(1,2)(f)− ε
.

Takem ≥ m2 = max{m1,m0}. By (3) and (4), for any r ∈ [rm, (1+ 1
m)rm]

we have

logM(r, f) ≥ logM(rm, f) > (τ(1,2)(f)− ε)(log rm)σ(1,2)(f)

≥ (τ(1,2)(f)− ε)(m log r

1 +m
)σ(1,2)(f) > β(log r)σ(1,2)(f).

Set I =
⋃+∞
m=m2

[rm, (1 + 1
m)rm], then there holds

mlI =

+∞∑
m=m2

∫ (1+ 1
m

)rm

rm

dt

t
=

+∞∑
m=m2

log(1 +
1

m
) = +∞. �

Lemma 3.8 ([8]). Let f be a transcendental meromorphic function in the

plane, and let α > 1 be a given constant. Then there exist a set E2 ⊂ (1,+∞)
that has a �nite logarithmic measure, and a constant B > 0 depending only on

α and (m,n) (m,n ∈ {0, 1, . . . , k}) m < n such that for all z with |z| = r 6∈
[0, 1]

⋃
E2, we have∣∣∣∣∣ f (n)(z)

f (m)(z)

∣∣∣∣∣ ≤
(
T (αr, f)

r
(logα r) log T (αr, f)

)n−m
.

Lemma 3.9 (Wiman-Valiron theory [11, 12]). Let f be a transcendental

entire function, δ be a constant such that 0 < δ < 1
8 , and let z be a point with

|z| = r at which |f(z)| > M(r, f) · ν(r, f)−
1
8

+δ, where ν(r, f) denote the central

index of f , then the estimation

f (n)(z)

f(z)
=
(ν(r, f)

z

)n(
1 + ηk(z)

)
(n ∈ N)

holds for all |z| = r outside a subset E2 of �nite logarithmic measure, where

ηk(z) = O
(

(ν(r, f))−
1
8

+δ
)
.
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Lemma 3.10 ([12], Theorems 1.9�1.10, [15], Satz 4.3�4.4). Let g(z) =
+∞∑
n=0

anz
n be an entire function, µ(r, g) be the maximum term, and ν(r, g) be the

central-index. Then

(i) if |a0| 6= 0, then logµ(r, g) = log |a0|+
∫ r

0
ν(t,g)
t dt,

(ii) if r < R, then M(r, g) < µ(r){ν(R, g) + R
R−r}.

By Wiman-Valiron theory we obtain the following result which is an upper
bound of the growth of solutions of (1) depending on the �nite logarithmic order
of entire coe�cients. Note that this result can also be obtained by making
use of growth estimates for solutions of (1) in the plane due to Heittokangas,
Korhonen and R�atty�a [14].

Theorem 3.1. Let A0, A1, . . . , Ak−1 be entire functions such that

max{σ(1,2)(Aj) : j = 0, 1, . . . , k − 1} ≤ α < +∞. Then any solution f of

(1) satis�es σ(2,1)(f) = 0 and σ(2,2)(f) ≤ α+ 1.

Proof. Obviously, if f is a polynomial then σ(2,1)(f) = 0 and σ(2,2)(f) =
0 < α+ 1. Thus, we may assume that f is a transcendental solution of (1). By
Lemma 3.9, let E2 ⊂ R+ be a set of �nite logarithmic measure such that

(5)
f (j)(z)

f(z)
=
(ν(r, f)

z

)j(
1 + ηk(z)

)
holds for j = 0, . . . , k and for r = |z| 6∈ E2, z was chosen as in Lemma 3.9. For
instance, we may assume that |f(z)| = M(r, f). Substituting (5) into (1), we
get that

(1 + o(1))ν(r, f) ≤ rk
k−1∑
j=0

|Aj(z)|

outside of a possible exceptional set E2 of �nite logarithmic measure. Since A0,
A1, . . . , Ak−1 are of �nite logarithmic order, it is obvious that

M(r,Aj) ≤ exp
{

(log r)α+ε
}

(j = 0, 1, . . . , k − 1)

for any ε > 0 and su�ciently large r. Given β > 1, by Lemma 3.2 we have

ν(r, f) ≤ rβk exp{(log r)α+2ε}
for all r su�ciently large. By Lemma 3.10 we obtain for any ε > 0,

logM(r, f) ≤ logµ(r, f) + log(ν(2r, f) + 2)

≤ ν(r, f) log r + log(ν(2r, f)) +O(1)

≤ rβk exp{(log r)α+3ε} log r + (βk) log r + (log r)α+3ε +O(1).

This results in

log+ log+ log+M(r, f) ≤ (α+ 1 + 4ε) log log r + log log log r +O(1),
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and therefore, σ(2,1)(f) = 0 and σ(2,2)(f) ≤ α+ 1 < +∞. �

In the following result, we obtain a lower bound of (2,2)-order of solutions
depending on the growth of logarithmic order of the dominant coe�cient A0

in [1].

Theorem 3.2. Let A0, A1, . . . , Ak−1 be entire functions such that

max{σ(1,2)(Aj) : j = 1, 2, . . . , k − 1} < σ(1,2)(A0) < +∞.

Then any nonzero entire solution f of (1) satis�es

σ(2,2)(f) ≥ σ(1,2)(A0).

Proof. Suppose that f is a nonzero solution of the equation (1). By (1),
we get

(6) −A0(z) =
f (k)

f
+Ak−1(z)

f (k−1)

f
+ · · ·+A1(z)

f ′

f
.

By Lemma 3.1 and (6), we get that

(7) m(r,A0) ≤
k−1∑
j=1

m(r,Aj) +

k∑
j=1

m(r,
f (j)

f
) =

k−1∑
j=1

m(r,Aj)

+ k log+ T (2r, f) +O(1).

Set

b =: max{σ(1,2)(Aj), j = 1, 2, . . . , k − 1} < σ(1,2)(A0).

Then we have

(8) m(r,Aj) ≤ T (r,Aj) ≤ (log r)b+ε (j = 1, 2, . . . , k − 1).

Since σ(1,2)(A0) := σ > 0, by Lemma 3.6 there exists a sequence {rn}
such that for all rn 6∈ E1,

(9) m(rn, A0) = T (rn, A0) ≥ (log rn)σ−ε

holds for any given ε (0 < 3ε < σ− b). Therefore, substituting (8) and (9) into
(7),

(log rn)σ−ε ≤ (log rn)b+2ε + k log+ T (2rn, f) +O(1),
namely,

(1− o(1))(log rn)σ−ε ≤ k log+ T (2rn, f)
for all rn 6∈ E1. This results in σ(2,2)(f) ≥ σ(1,2)(A0). �

The following result is a lower bound for transcendental solutions of the
equation (1) when an arbitrary As (s ∈ {0, 1, . . . , k − 1}) is the dominant
coe�cient.
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Theorem 3.3. Let A0, A1, . . . , Ak−1 be entire functions such that

max{σ(1,2)(Aj) : j 6= s and j = 0, 1, . . . , k − 1} < σ(1,2)(As) < +∞.
Then any transcendental entire solution f of (1) satis�es

σ(1,2)(f) ≥ σ(1,2)(As).

Proof. We assume that f is a transcendental meromorphic solution of (1).
By (1) we get

−As = (
f (k)

f (s)
+Ak−1

f (k−1)

f (s)
+ . . .+As+1

f (s+1)

f (s)
+As−1

f (s−1)

f (s)
+ . . .+A0

f

f (s)
)

= [
f (k)

f (s)
+Ak−1

f (k−1)

f (s)
+ . . .+As+1

f (s+1)

f (s)
]+

f

f (s)
[As−1

f (s−1)

f
+ . . .+A1

f
′

f
+A0].

Obviously,

m(r,
f

f (s)
) ≤ T (r, f) + T (r,

1

f (s)
)

≤ T (r, f) +m(r, f (s)) +N(r, f (s)) +O(1)

≤ (s+ 2)T (r, f) +m(r,
f (s)

f
) +O(1).

Together with Lemma 3.1, we get that

T (r,As) = m(r,As) ≤
∑
j 6=s

m(r,Aj) + max{(k − s), s} log T (r, f)

+(s+ 2)T (r, f) +O(1),

and thus,

(10) T (r,As) ≤
∑
j 6=s

T (r,Aj) + (s+ 2)(1− o(1))T (r, f).

Set

b =: max{σ(1,2)(Aj), j ∈ {0, 1, . . . , k − 1} \ {s}} < σ(1,2)(As).

Then we have

(11) T (r,Aj) ≤ (log r)b+ε (j ∈ {0, 1, . . . , k − 1} \ {s}).
Since σ(1,2)(As) := σ > 0, by Lemma 3.6 there exists a sequence {rn}

such that for all rn 6∈ E1,

(12) T (rn, As) ≥ (log rn)σ−ε

holds for any given ε (0 < 3ε < σ − b). Therefore, substituting (11) and (12)
into (10),

(log rn)σ−ε ≤ (log rn)b+2ε + (s+ 2)(1− o(1))T (rn, f),
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namely,

(1− o(1))(log rn)σ−ε ≤ (s+ 2)(1− o(1))T (rn, f)

for all rn 6∈ E1. This results in σ(1,2)(f) ≥ σ(1,2)(As). �

The last result in this section plays the key role to consider the growth of
solutions of the equation (2) and the �xed points of solutions of the equations
(1) and (2).

Theorem 3.4. Let A0 6= 0, A1, . . . , Ak−1 and F 6= 0 be meromorphic

functions in the complex plane and let f be a meromorphic solution of equation

(2) such that

max{σ(2,2)(F ), σ(2,2)(Aj) : j = 0, 1, . . . , k − 1} < σ(2,2)(f) < +∞,

then we have λ(2,2)(f) = λ(2,2)(f) = σ(2,2)(f).

Proof. By equation (2), we have

(13)
1

f
=

1

F

(
f (k)

f
+Ak−1

f (k−1)

f
+ . . .+A0

)
.

If f has a zero at z0 of order γ(> k) and if A0, A1, . . . , Ak−1 are all
analytic at z0, then F has a zero at z0 of order at least γ − k. Hence, we have

n(r,
1

f
) ≤ k · n(r,

1

f
) + n(r,

1

F
) +

k−1∑
j=0

n(r,Aj),

(14) N(r,
1

f
) ≤ k ·N(r,

1

f
) +N(r,

1

F
) +

k−1∑
j=0

N(r,Aj).

By Lemma 3.1 and (13), we get that

(15) m(r,
1

f
) ≤ m(r,

1

F
) +

k−1∑
j=0

m(r,Aj) + k log+ T (r, f) +O(1).

Therefore, by (14), (15) and the �rst main theorem, there holds

T (r, f)=T (r,
1

f
)+O(1)≤ kN(r,

1

f
)+T (r, F )+

k−1∑
j=0

T (r,Aj)+k log+T (r,f)+O(1).

This results in

(16) (1− o(1))T (r, f) ≤ kN(r,
1

f
) + T (r, F ) +

k−1∑
j=0

T (r,Aj).
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The assumption max{σ(2,2)(F ), σ(2,2)(Aj)(j = 0, 1, . . . , k − 1)} := b <
σ(2,2)(f) < +∞ implies that

(17) max{T (r, F ), T (r,Aj) : j = 0, 1, . . . , k − 1} ≤ exp((log r)b+ε).

By Lemma 3.6, for the set E1 there exists a sequence {rn}, rn 6∈ E1 such
that

lim
rn→+∞

log log T (rn, f)

log log rn
= σ(2,2)(f) := σ.

Hence, we get that for all su�ciently large rn 6∈ E1, there holds

(18) T (rn, f) ≥ exp((log rn)σ−ε),

for any given ε (0 < 2ε < σ−b). By (17) and (18) we get that for all su�ciently
large rn 6∈ E1 there holds

(19) max

{
T (rn, F )

T (rn, f)
,
T (rn, Aj)

T (rn, f)
: j = 0, 1, . . . , k − 1

}
→ 0, (rn → +∞).

Hence, by (16) and (19) we get that for su�ciently large rn 6∈ E1 there
holds

(1− o(1))T (rn, f) ≤ kN(rn,
1

f
).

This implies that λ(2,2)(f) = λ(2,2)(f) = σ(2,2)(f). �

4. PROOF OF THEOREM 2.1

We �rst assume that f is a transcendental entire solution of equation
(1). By Theorem 3.3, we have σ(1,2)(f) ≥ σ(1,2)(As) ≥ 1. On the other hand,
by Theorem 3.1 we have σ(2,1)(f) = 0 and σ(2,2)(f) ≤ σ(1,2)(As) + 1. Hence,
σ(2,1)(f) = 0 and σ(2,2)(f) ≤ σ(1,2)(As) + 1 ≤ σ(1,2)(f) + 1.

Suppose that {f1, . . . , fk} is a solution base of equation (1). By Lemma 3.3,
we get

T (r,As) = m(r,As) = O{log( max
1≤j≤k

T (r, fj)}.

This implies that there exists one of {f1, f2, . . . , fk}, say f1, satisfying
T (r,As) = O{log T (r, f1)}. Thus, σ(2,2)(f1) ≥ σ(1,2)(As) ≥ 1. Therefore,
σ(1,2)(As) + 1 ≥ σ(2,2)(f1) ≥ σ(1,2)(As) ≥ 1.

Suppose that f is a polynomial with degree deg(f) ≥ s, then f (s)(z) 6≡ 0.
By a similar discussion as in the proof of Theorem 3.3, we obtain

T (r,As) = m(r,As) ≤
∑
j 6=s

m(r,Aj) + 2d(log r) +m(r,
f (k)

f
) +O(1).
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Together with Lemma 3.1

(20) T (r,As) = m(r,As) ≤
∑
j 6=s

m(r,Aj) + 2d(log r) +O(1).

We �rst assume that

b := max{σ(1,2)(Aj) : j 6= s and j = 0, 1, . . . , k − 1} < σ(1,2)(As) = σ.

Then we have

(21) m(r,Aj) = T (r,Aj) ≤ (log r)b+ε (j ∈ {0, 1, . . . , k − 1} \ {s}).

Since σ(1,2)(A0) = σ > 0, by Lemma 3.6 there exists a sequence {rn} such
that for all rn 6∈ E1,

(22) T (rn, As) ≥ (log rn)σ−ε

holds for any given ε (0 < 4ε < σ − b). Therefore, substituting (21) and (22)
into (20),

(log rn)σ−ε ≤ (log rn)b+2ε + 2d (log rn)

for all rn 6∈ E1. Since b ≥ 1,

(log rn)σ−ε ≤ (log rn)b+3ε

for all rn 6∈ E1. This is a contradiction. Therefore, if f is not a transcendental
solution, then it must be a polynomial with degree deg(f) ≤ s− 1.

5. PROOFS OF THEOREM 2.2

For the case that

max{σ(1,2)(Aj) : j = 1, 2, . . . , k − 1} < σ(1,2)(A0) < +∞,

we get by Theorem 3.2 that every nonzero entire solution f of (1) satis�es
σ(2,2)(f) ≥ σ(1,2)(A0) ≥ 1. On the other hand, by Theorem 3.1 we get that every
solution f of (1) satis�es σ(2,1)(f) = 0 and σ(2,2)(f) ≤ σ(1,2)(A0) + 1 < +∞.

6. PROOFS OF THEOREM 2.3

Assume that f is transcendental. By (6) we get that

(23) |A0(z)| =

∣∣∣∣∣f (k)

f

∣∣∣∣∣+ |Ak−1(z)|

∣∣∣∣∣f (k−1)

f

∣∣∣∣∣+ . . .+ |A1(z)|
∣∣∣∣f ′f
∣∣∣∣ .
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Then by Lemma 3.8, there exists a set E2 ⊂ (1,+∞) that has a �nite
logarithmic measure, and a constant B > 0 depending only on α(> 1) and
j ∈ {1, . . . , k}) such that for all z with |z| = r 6∈ [0, 1]

⋃
E2, we have

(24)

∣∣∣∣∣f (j)(z)

f
(z)

∣∣∣∣∣ ≤
(
T (αr, f)

r
(logα r) log T (αr, f)

)j
.

By the assumption that

max{σ(1,2)(Aj) : j = 1, 2, . . . , k − 1} = σ(1,2)(A0) < +∞,

and
max{τ(1,2)(Aj) : σ(1,2)(Aj) = σ(1,2)(A0)} < τ(1,2)(A0) ≤ +∞.

there exists a nonempty set J1 ⊆ {1, 2, . . . , k − 1}, such that for j ∈ J1 we
have σ(1,2)(Aj) = σ(1,2)(A0) := σ and τ(1,2)(Aj) < τ(1,2)(A0) := τ, and for
i ∈ {1, 2, . . . , k−1}\J1 we have α1 := max{σ(1,2)(Ai)} < σ(1,2)(A0) = σ. Hence,
there exist constants β1 and β with max{τ(1,2)(Aj) : j ∈ J1} < β1 < β < τ
such that

(25) M(r,Ai) ≤ exp(log r)α1+ε ≤ exp(log r)σ−ε ≤ exp{β1(log r)σ},
i ∈ {1, . . . , k − 1} \ J1

and

(26) M(r,Aj) ≤ exp{β1(log r)σ}, j ∈ J1.

By Lemma 3.7 there exists a set I0 having in�nite logarithmic measure
such that for all r ∈ I0 we have

(27) M(r,A0) > exp{β(log r)σ}.

Hence, by substituting (24)�(27) into (23) we get that for all z satis�es
|A0(z)| = M(r,A0) and |z| = r ∈ I0 \ E2,

exp{β(log r)σ} ≤ k exp{β1(log r)σ}
(
T (αr, f)

r
(logα r) log T (αr, f)

)k
,

(1− o(1)) exp{β(log r)σ} ≤ {(1− o(1))T (αr, f)(logα r)}k ,

This implies σ(2,2)(f) ≥ σ(1,2)(A0) ≥ 1. On the other hand, by Theorem
3.1 we get that every solution f of (1) satis�es σ(2,1)(f) = 0 and σ(2,2)(f) ≤
σ(1,2)(A0) + 1 < +∞.

Furthermore, assume that σ(1,2)(A0) > 1, then A0 and some other co-
e�cients of A1, . . . , Ak−1 are transcendental. If f is a nonzero polynomial
solution with degree less than τ(1,2)(A0), then τ(1,2)(H) = τ(1,2)(A0) > 0, where

H(z) ≡ f (k)(z) +Ak−1(z)f(z) + . . .+A0(z)f(z). This contradicts H(z) ≡ 0.
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Assume that σ(1,2)(A0) = 1, then τ(1,2)(A0) = +∞. If f is a nonzero
polynomial solution, then τ(1,2)(f) = deg(f) < +∞, and thus, τ(1,2)(H) =

τ(1,2)(A0) = +∞, where H(z) ≡ f (k)(z) +Ak−1(z)f(z) + . . .+A0(z)f(z). This
contradicts H(z) ≡ 0.

7. PROOF OF THEOREM 2.4

Suppose that A0 is a transcendental entire function with order zero and
other coe�cients Aj (j = 1, 2, . . . , k−1) are polynomials, then by Theorem 2.3
in [18] (or see Theorem 1.1) every nonzero solution f of (1) satis�es σ(1,1)(f) =
+∞, σ(2,1)(f) = σ(1,1)(A0) = 0.

Now assume that σ(1,2)(A0) = 1, then τ(1,2)(A0) = +∞. Note that Aj
(j = 1, 2, . . . , k − 1) are polynomials, and thus, their logarithmic type are all
�nite. Hence, for j = 1, 2, . . . , k − 1,

σ(1,2)(Aj) = σ(1,2)(A0) = 1 and τ(1,2)(Aj) = deg(Aj) < τ(1,2)(A0) = +∞.

This satis�es the conditions of Theorem 2.3.

Assume that σ(1,2)(A0) > 1, then we have 1 = σ(1,2)(Aj) < σ(1,2)(A0)
holds for j = 1, 2, . . . , k − 1. This satis�es the conditions of Theorem 2.2.

Therefore, any nonzero entire solution f of (1) satis�es σ(1,1)(f) = +∞,
σ(2,1)(f) = 0 and

1 ≤ σ(1,2)(A0) ≤ σ(2,2)(f) ≤ σ(1,2)(A0) + 1.

8. PROOF OF THEOREM 2.5

We assume that {f1, . . . , fk} is an entire solution base of (1) corresponding
to (2). By the elementary theory of di�erential equations (see, e.g. [19]), any
solution of (2) can be represented in the form

(28) f = (B1 + C1)f1 + (B2 + C2)f2 + . . .+ (Bk + Ck)fk,

where C1, . . . , Ck ∈ C and B1, . . . , Bk are entire functions given by the system
of equations

(29)



B
′
1f1 +B

′
2f2 + . . .+B

′
kfk = 0

B
′
1f
′
1 +B

′
2f
′
2 + . . .+B

′
kf
′
k = 0

. . .

B
′
1f

(k−2)
1 +B

′
2f

(k−2)
2 + . . .+B

′
kf

(k−2)
k = 0

B
′
1f

(k−1)
1 +B

′
2f

(k−1)
2 + . . .+B

′
kf

(k−1)
k = F.
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Since theWronskian of f1, . . . , fk satis�esW (f1, . . . , fk)=exp(−
∫
Ak−1dz),

we obtain

(30) B
′
j = F ·Gj(f1, . . . , fk) · exp(

∫
Ak−1dz), (j = 1, . . . , k),

whereGj(f1, . . . , fk) is a di�erential polynomial of f1, . . . , fk and of their deriva-
tives, with constant coe�cients.

By Theorem 2.1, if

max{σ(1,2)(Aj) : j ∈ {0, 1, . . . , k − 1} \ {s}} < σ(1,2)(As) < +∞,

then σ(2,2)(fj) ≤ σ(1,2)(As) + 1.
By Lemma 3.4 and Lemma 3.5 we have

σ(2,2)(exp(

∫
Ak−1dz)) = σ(1,2)(Ak−1) < σ(1,2)(As).

Again by Lemma 3.4 and together with (28)�(30), we obtain

σ(2,2)(f) ≤ max{σ(1,2)(As) + 1, σ(2,2)(F )}.

(1) if σ(2,2)(F ) > σ(1,2)(As) + 1, then it follows from the equation (2) that
σ(2,2)(f) = σ(2,2)(F ).

(2) if σ(2,2)(F ) < σ(1,2)(As) + 1, then σ(2,2)(f) ≤ σ(1,2)(As) + 1. Further,
assume that a solution f of (2) satis�es σ(2,2)(f) = σ(1,2)(As) + 1, then there
holds

max{σ(2,2)(F ), σ(2,2)(Aj) : j = 0, 1, . . . , k − 1} < σ(2,2)(f).
By Theorem 3.4, we obtain that the solution f of (2) satis�es σ(2,2)(f) =

λ(2,2)(f) = λ(2,2)(f).

9. PROOF OF THEOREM 2.6

By a similar discussion as in the proof of Theorem 2.5, we also have (28)-
(30). By Theorem 2.2 or Theorem 2.4, fj (j = 1, 2, . . . , k) satis�es

1 ≤ σ(1,2)(A0) ≤ σ(2,2)(fj) ≤ σ(1,2)(A0) + 1.

By Lemma 3.4 and Lemma 3.5 we have

σ(2,2)(exp(

∫
Ak−1dz)) = σ(1,2)(Ak−1) < σ(1,2)(A0).

Again by Lemma 3.4 and together with (28)�(30), we obtain

σ(2,2)(f) ≤ max{σ(1,2)(A0) + 1, σ(2,2)(F )}.

(i) If σ(2,2)(F ) > σ(1,2)(A0) + 1, then it follows from the equation (2) that
σ(2,2)(f) = σ(2,2)(F ).
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(ii) If σ(2,2)(F ) < σ(1,2)(A0) + 1, then σ(2,2)(f) ≤ σ(1,2)(A0) + 1.
Now, we assert that all solutions f of the equation (2) satisfy σ(2,2)(f) ≥

σ(1,2)(A0), with at most one exception. In fact, if there exist two distinct mero-
morphic solutions g1 and g2 of (2) satisfying σ(2,2)(gi) < σ(1,2)(A0), (j = 1, 2),
then g = g1 − g2 is a nonzero entire solution of (1) and satis�es σ(2,2)(g) =
σ(2,2)(g1 − g2) < σ(1,2)(A0). But by Theorem 2.2 or Theorem 2.4 we have
σ(2,2)(g) = σ(2,2)(g1 − g2) ≥ σ(1,2)(A0). This is a contradiction.

Assume that a solution f of (2) satis�es σ(2,2)(f) = σ(2,2)(A0) + 1, then
there holds

max{σ(2,2)(F ), σ(2,2)(Aj) : j = 0, 1, . . . , k − 1} < σ(2,2)(f).

By Theorem 3.4, we obtain that the solution f of (2) satis�es σ(2,2)(f) =

λ(2,2)(f) = λ(2,2)(f).

10. PROOF OF THEOREM 2.7

By a similar discussion as in the proof of Theorem 2.5, we also have (28)�
(30). By Theorem 2.3, If

max{σ(1,2)(Aj) : j = 1, 2, . . . , k − 1} = σ(1,2)(A0) < +∞,

and
max{τ(1,2)(Aj) : σ(1,2)(Aj) = σ(1,2)(A0)} < τ(1,2)(A0) < +∞,

then fj (j = 1, 2, . . . , k) of (1) is either a polynomial with degree one or a
transcendental entire function satisfying

1 ≤ σ(1,2)(A0) ≤ σ(2,2)(fj) ≤ σ(1,2)(A0) + 1.

By Lemma 3.4 and Lemma 3.5 we have

σ(2,2)(exp(

∫
Ak−1dz)) = σ(1,2)(Ak−1) = σ(1,2)(A0).

Again by Lemma 3.4 and together with (28)�(30), we obtain

σ(2,2)(f) ≤ max{σ(1,2)(A0) + 1, σ(2,2)(F )}.

(i) If σ(2,2)(F ) > σ(1,2)(A0) + 1, then it follows from the equation (2) that
σ(2,2)(f) = σ(2,2)(F ).

(ii) If σ(2,2)(F ) < σ(1,2)(A0) + 1, then σ(2,2)(f) ≤ σ(1,2)(A0) + 1. Further,
assume that a solution f of (2) satis�es σ(2,2)(f) = σ(2,2)(A0) + 1, then there
holds

max{σ(2,2)(F ), σ(2,2)(Aj) : j = 0, 1, . . . , k − 1} < σ(2,2)(f).

By Theorem 3.4, we obtain that the solution f of (2) satis�es σ(2,2)(f) =

λ(2,2)(f) = λ(2,2)(f).
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