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Preface 
The proceedings contain papers presented at the 15th annual NeuroIS Retreat held May 30 

- June 1, 2023. NeuroIS is a field in Information Systems (IS) that uses neuroscience and 

neurophysiological tools and knowledge to better understand the development, adoption, 

and impact of information and communication technologies (www.neurois.org). 

 

The NeuroIS Retreat is a leading academic conference for presenting research and develop-

ment projects at the nexus of IS and neurobiology. This annual conference promotes the 

development of the NeuroIS field with activities primarily delivered by and for academics, 

though works often have a professional orientation.  

 

In 2009 the inaugural NeuroIS Retreat was held in Gmunden, Austria. Since then, the Neu-

roIS community has grown steadily, with subsequent annual Retreats in Gmunden from 

2010-2017. Beginning in 2018, the conference is taking place in Vienna, Austria. Due to 

the Corona crisis, the organizers decided to host the NeuroIS Retreat virtually in 2020 and 

2021. Starting 2022, the NeuroIS Retreat is held again in a physical face-to-face format in 

Vienna. 

 

The NeuroIS Retreat provides a platform for scholars to discuss their studies and exchange 

ideas. A major goal is to provide feedback for scholars to advance their research papers 

toward high-quality journal publications. The organizing committee welcomes not only 

completed research, but also work in progress. The NeuroIS Retreat is known for its infor-

mal and constructive workshop atmosphere. Many NeuroIS presentations have evolved into 

publications in highly regarded academic journals. 

 

This year is the ninth time that we publish the proceedings in the form of an edited volume. 

A total of 32 research papers were accepted and are published in this volume, and we ob-

serve diversity in topics, theories, methods, and tools of the contributions in this book. The 

2023 keynote presentation entitled "Observing the “Brain at Work” in Everyday Life using 

Optical Brain Imaging: Challenges and Opportunities for NeuroIS" is given by Hasan Ayaz, 

associate professor at Drexel University, USA. Moreover, Thorsten O. Zander, professor 

for neuroadaptive human-computer interaction at the Brandenburg University of Technol-

ogy in Cottbus, Germany, gives a hot topic talk entitled "Embracing Neuroadaptive Tech-

nologies: Shaping the Future of Human-Computer Interaction". 

 

Altogether, we are happy to see the ongoing progress in the NeuroIS field. Also, we can 

report that the NeuroIS Society, established in 2018 as a non-profit organization, has been 

developing well. We foresee a prosperous development of NeuroIS. 

 

May 2023       Fred D. Davis 

René Riedl 

Jan vom Brocke 

Pierre-Majorique Léger 

Adriane B. Randolph 

Gernot R. Müller-Putz 
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Hasan Ayaz – Keynote 

Observing the “Brain at Work” in Everyday Life using Optical Brain 

Imaging: Challenges and Opportunities for NeuroIS 

The understanding of the brain functioning and its utilization for real-world applica-

tions including interactions with information and communication technologies (ICTs) 

require continuous, safe, accessible, mobile and minimally intrusive monitoring. Exist-

ing studies with traditional neuroimaging approaches have accumulated overwhelming 

knowledge but are limited in scope, i.e. only in artificial lab settings and with simplified 

parametric tasks. As an interdisciplinary new field, neuroergonomics aims to fill this 

gap: Understanding the brain in the wild, its activity during unrestricted real-world 

tasks in everyday life contexts, and its relationship to action, behavior, body, and envi-

ronment. The new generation of ultra-portable wearable brain imaging sensors are al-

ready positioned to go outside of the lab, and now for continuous measurements over 

longer periods and less constrained setups, allowing naturalistic interactions with com-

plex ICTs. This talk will explore the latest developments in the growing research area 

of mobile optical brain imaging: functional near-infrared spectroscopy (fNIRS) from 

enabling technologies and methods to emerging field applications. As a noninvasive 

wearable brain-monitoring technology, fNIRS relies on optical techniques to detect 

changes of cortical hemodynamic responses to human perceptual, cognitive, and motor 

functioning. This talk will discuss emerging trends for fNIRS applications, from aero-

space to medicine, with diverse populations and toward clinical solutions. Various re-

cent synergistic fNIRS applications for human-human and human-machine interaction, 

interpersonal neural synchronization, highlight the potential use for NeuroIS and are 

ushering the dawn of a new age in neuroscience, neuroengineering, and neuroergonom-

ics. 



 

Thorsten O. Zander – Hot Topic Talk 

Embracing Neuroadaptive Technologies: Shaping the Future of Human-

Computer Interaction 

As we progress into the future, the technologies we adopt and their applications will 

significantly influence the course of humanity. Effective communication between hu-

mans and technology is crucial in determining how we utilize these advancements. 

Brain-Computer Interfaces (BCIs) revolutionized this communication, initially ena-

bling users to transmit direct commands without any muscular involvement. In 2011, 

the emergence of Passive BCIs redefined the landscape by extracting information about 

users' states without the need for intentional communication. A decade later, novel hu-

man-computer interaction paradigms have emerged, built upon Passive BCIs. Neu-

roadaptive systems, which develop an understanding of their users and autonomously 

adapt to their requirements, signify a convergence of human and artificial intelligence. 

Major corporations, militaries, governments, and startups worldwide are driving expo-

nential growth in research and development in this domain. In this Hot Topic Talk, I 

will explore the potential of various neuroadaptive technologies and share examples of 

their early applications in human-computer interaction, artificial intelligence, and vir-

tual reality. Predicting the legal and ethical implications of these developments on so-

ciety is challenging, but I will present some considerations for discussion with the au-

dience. Lastly, I will offer insights on how the burgeoning era of neuroadaptivity could 

both benefit and harm humanity's future. 
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Even-Related Potentials (ERPs) Reveal that Trust and Distrust 

Differ between Brands and Political Institutions 

Peter Walla1,2,3*, Stefan Kalt1, and Dimitrios Külzer1  

1 Faculty of Psychology, Freud CanBeLab, Sigmund Freud University, Freudplatz 1, 1020 

Vienna, Austria 
2 Faculty of Medicine, Sigmund Freud University, Freudplatz 3, 1020 Vienna, Austria 

3 School of Psychology, Centre for Translational Neuroscience and Mental Health Research, 

University of Newcastle, University Drive, Callaghan, NSW, Australia 

peter.walla@sfu.ac.at 

Abstract. Trust and distrust are important topics in the NeuroIS field. They have 

been described as separate constructs. This study provides evidence that brain 

activity differences between trust and distrust depend on stimulus category. 

Brand names and names of political institutions were visually presented to par-

ticipants, who had to evaluate their individual trust or distrust towards those stim-

uli. First, it was found that stimulus category alone altered brain activities (ERPs) 

in frontal regions between approximately 200ms and 500ms, but also that trust 

and distrust differences were different between both categories. Different brain 

activities elicited by trusted versus distrusted political institutions occurred dom-

inantly in the left frontal region roughly from 200ms to 500ms peaking at about 

330ms after stimulus onset. On the other hand, different brain activities elicited 

by trusted versus distrusted brands occurred dominantly in the right frontal region 

roughly from 700ms to 900ms peaking at about 780ms after stimulus onset. 

These opposite hemispheric lateralizations confirm the complexity of trust and 

distrust. Future studies using ERPs as measures could use other stimuli (for in-

stance related to artificial intelligence or neuroadaptive systems) relevant to the 

NeuroIS community and thus further our understanding of trust and distrust. 

Keywords: trust · distrust · EEG · ERPs · brands · political institutions. 

Introduction 

Trust and distrust became very important topics on the NeuroIS research agenda [1,2,3]. 

In a review paper, three aspects of trust (genetic, hormonal and brain structures) have 

been summarized to present a model on the biology of trust [4; see also 5]. In the same 

year, another author found that trust and distrust involve different brain areas by con-

ducting a functional Magnet Resonance Imaging (fMRI) experiment [6; see also 1 and 

7]. The obvious importance of these two constructs for the NeuroIS discipline and the 

fact that they seem to be rather separate phenomena instead of being at opposite ends 

of one construct forms the basis for this study. Electroencephalography (EEG) offering 
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an excellent temporal resolution [8,9] has been used as well to describe trust and distrust 

[10], but mostly in an interpersonal context. The goal for this study was to use EEG 

(particularly ERPs) as objective neurophysiological measures and to focus on political 

institution- and brand-related trust and distrust. 

For this purpose, we invited 40 participants to the Freud CanBeLab (Freud Cognitive 

& Affective Neuroscience and Behavior Lab) at Sigmund Freud University to record 

brain potential changes by using EEG, while they were presented with brand names as 

well as names of political institutions. Crucially, they all had to evaluate their individual 

trust or distrust related to all presentations and share their respective results via button 

presses. In order to have cleanest possible responses with respect to trust and distrust, 

we also offered a button to press if participants could not come to a respective conclu-

sion and also a button if participants didn’t know a particular brand or political institu-

tion. 

Materials and Methods 

We invited 40 participants, but due to heavy artifacts in 3 participants, data from only 

37 were used for this study (19 males and 18 males between the ages of 18-34; mean 

age was 22.92 years (SD = 3.26)). All participants reported having normal or corrected-

to-normal vision, being right-handed, and not having any neuropathological history. 

Eighty brand names (German language; e.g. Toyota, Pringles) as well as eighty names 

of political institutions (German language; e.g. Bauernbund, Ärztekammer) were visu-

ally presented (random order) to all participants. A 64 channel actiCHamp Plus System 

from Brain Products was used to record brain potential changes. PsychoPy 2021.2.3 for 

Windows was used to design and run the experiment. Brain potential changes were 

recorded with a sampling rate of 1.000 Hz (filtered: DC to 100Hz). Offline, EEG data 

were down-sampled to 250Hz and a bandpass filter from 0.1 to 30Hz was applied. Each 

presentation (one trial) consisted of a 1s long “+” symbol (fixation), a 500ms blank 

screen, a stimulus (300ms), and a 1s blank screen. After each trial, participants were 

instructed to indicate via a button press, whether they felt trust or distrust towards the 

respective stimulus they just saw or whether they were not sure or did not even know 

it. 

Raw EEG data were processed with EEGDISPLAY, version 6.4.9 [11]. Epochs were 

generated from 100ms before stimulus onset (baseline) to 1s after stimulus onset. 

Epochs with artifacts were excluded and event-related potentials (ERPs) were gener-

ated for all four conditions. All data were further down-sampled for statistical analysis 

(averaged across 40ms), which was carried out by running an ANOVA (analysis of 

variance) followed by paired-sample t-tests. The whole study followed a 2x2x2x4 de-

sign. The first factor condition has the two levels “brand” and “political institution”, 

the second factor attitude has the two levels “trust” and “distrust”, the third factor time 

has the two levels “early” and “late” and the fourth factor electrode has the four levels 

“left frontal”, “left parietal”, “right frontal” and “right parietal”. 
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Results 

Visual inspection of all generated ERPs reveals a remarkably clear pattern of brain ac-

tivity differences between all four conditions resulting in two main findings. First, both 

stimulus categories elicited remarkably different brain activities in frontal brain areas 

roughly from 200ms to 500ms after stimulus onset (Figure 1). Tables 2 and 3 present t-

test results that reveal this difference to be significant for a representative time point at 

330ms (table 2), but not for the representative later time point at 780ms (table 3). Sec-

ond, brain activity differences between trust and distrust varied depending on stimulus 

category, i.e. brands or political institutions. Analysis of variance (ANOVA) reveals a 

significant 4-way interaction between all factors (F(1,746)=4,175, p=.024, ƞ2 =.104) 

(table 1) proving this finding. T-test results presented in table 3 show that brain activi-

ties elicited by trusted political institutions differ from brain activities elicited by dis-

trusted political institutions at the early time point (330ms after stimulus onset) at elec-

trode position F7. T-test results also support that brain activities elicited by trusted 

brands differ significantly from brain activities elicited by distrusted brands at the later 

time point (780ms after stimulus onset) at electrode position F8 (table 2). Figure 2 

shows topographical maps underlying all those findings. 

 

 
 

Figure 1: ERPs of all four conditions. At F7, ERPs from trusted and distrusted political 

institutions differ from each other (highest statistical significance at 330ms after 

stimulus onset). ERPs from trusted and distrusted brands differ from each other at F8 

(most significantly at 780ms after stimulus onset). At both posterior electrode locations 

P7 and P8 no significant differences occurred. 
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Figure 2: Topographical maps: Brain activities differ between trusted and distrusted 

political institutions (p.i.) at 330ms and between trusted and distrusted brands maijnly 

at 780ms after stimulus onset. 

 

Table 1: Analysis of variance (ANOVA) results. 

 

Table2: T-test results for comparisons between brain activities elicited by trusted 

brands and distrusted brands as well as between trusted and distrusted political institu-

tions (p. I.) at 330ms after stimulus onset at left frontal electrode location F7. 
T-test comparisons (F7; 330ms) SD T df p 

trusted brand – distrusted brand 2.389 -.191 36 .849 

trusted brand – trusted p. I. 3.388 -5.662 36 .000 

trusted brand – distrusted p. I. 2.801 -2.969 36 .005 

distrusted brand – trusted p. I. 2.682 -6.981 36 .000 

distrusted brand – distrusted p. I. 3.011 -2.610 36 .013 

trusted p. I. – distrusted p. I. 3.591 3.026 36 .005 

attitude main effect and interactions df F p-value ƞ2 

attitude 1.000 .013 .911 .000 

condition * attitude 1.000 3.538 .068 .089 

time * attitude 1.000 2.657 .112 .069 

condition * time * attitude 1.000 .230 .635 .006 

electrode * attitude 2.350 5.605 .003 .135 

condition * electrode * attitude 1.642 .613 .514 .017 

time * electrode * attitude 1.975 1.416 .249 .038 

condition * time * electrode * attitude 1.746 4.175 .024 .104 
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Table3: T-test results for comparisons between brain activities elicited by trusted 

brands and distrusted brands as well as between trusted and distrusted political institu-

tions (p. I.) at 780ms after stimulus onset at right frontal electrode location F8. 
T-test comparison (F8; 780ms) SD T df p-value 

trusted brand – distrusted brand 4,633 -2,200 36 ,034 

trusted brand – trusted p. I. 4,805 -1,699 36 ,098 

trusted brand – distrusted p. I. 3,957 -1,282 36 ,208 

distrusted brand – trusted p. I. 2,892 ,701 36 ,488 

distrusted brand – distrusted p. I. 2,752 1,859 36 ,071 

trusted p. I. – distrusted p. I. 2,552 1,211 36 ,234 

Discussion 

As has been well summarized and mentioned in two NeuroIS papers, one published in 

2015 [9] and the other in 2020 [3], EEG and also calculated ERPs from raw EEG data 

represent a valuable tool in NeuroIS research. In the earlier paper [9], it is also high-

lighted and explained that ERPs are inevitably associated with very distinct stimuli that 

must at least have a clear onset in terms of exposing them to one or more sensory sys-

tems of a study participant. Since our interest was in trust versus distrust (two highly 

relevant topics in NeuroIS research; [1,4,6,7]) in brand names and names of political 

institutions (both distinct stimuli) and in recording respective brain activities with high 

temporal resolution, it was clear that ERPs are the best approach to this. 

Our first finding that brand names and names of political institutions elicit signifi-

cantly different ERPs might seem rather trivial, but the fact that ERPs from individual 

trust and distrust evaluations related to these two word categories differ in category-

specific ways is interesting and potentially provides further help to understand the con-

structs of trust and distrust. 

Brand-related trust and distrust elicited differing ERPs in right frontal cortical re-

gions in a time-window roughly spanning from 700ms to 900ms after stimulus onset. 

On the other hand, political institution-related trust and distrust elicited differing ERPs 

in mainly left frontal cortical regions in a time window roughly spanning from 200ms 

to 500ms after stimulus onset. Given the fact that hemispheric functional differences 

exist, this finding might lead to the notion that trust and distrust evaluations (or in other 

words attitudes towards both word categories) are related to aspects that differ between 

brands versus political institutions. The right hemisphere is synthetic, creative and emo-

tional [12,13], while the left hemisphere is analytic, logic and language-based [13,14]. 

Furthermore, lateralization of trust and distrust in general supports fMRI findings and 

transactional, theoretical designs [15]. 

In light of the present findings, future research using the ERP approach could include 

other stimuli such as for instance artificial intelligence-related content like descriptions 

of speech assistants or text-based chatbots like ChatGPT. This seems particulary inter-

esting to the NeuroIS community since the effect of personality traits on trust in artifi-

cial intelligence has already been summarized [16].  
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RACE: A Real-time Architecture for Cognitive State Estimation, 

Development Overview and Study in Progress 

Noémie Beauchemin1, Alexander John Karran1, Jared Boasen1,2, Bella Tadson1, 

Patrick Charland3, François Courtemanche1, Sylvain Sénécal1, Pierre-Majorique 

Léger1( ) 

1 Tech3Lab, HEC Montréal, Montréal, Canada 
2 Faculty of Health Sciences, Hokkaido University, Sapporo, Japan 

3 Département de Didactique, Université du Québec à Montréal, Montréal, Canada 
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Abstract. Cognitive load management is important in successful learning, refer-

ring to working memory and other factors related to accomplishing instructional 

tasks. Cognitive overload and underload are induced when challenges provided 

to the student exceed or underutilize working memory capacity, leading to subop-

timal learning. The link between cognitive load and successful learning is well 

established. However, current educational technologies fail to utilize cognitive 

load effectively to personalize learning and fail to adapt to the student's learning 

pace. Neuroadaptive interfaces, specifically Brain-Computer Interfaces, are 

slowly transforming the traditional educational landscape offering promising 

possibilities to enhance and improve learning experiences by enabling direct 

communication between the brain and a computer to adapt instructional content 

in real-time based on the assessment of cognitive load brain states. This research-

in-progress paper discusses the development, following a design science research 

methodology, of RACE: a novel artefact consisting of a Closed-Loop Brain-Com-

puter Interface that measures cognitive load in real-time applied to a memoriza-

tion-based learning task to adapt the learning Interactive User Interface in real-

time based on assessed and classified levels of cognitive load. Specifically, this 

artefact adapts the speed of information provision and response time to the learn-

er's pace to make learning more personalized and effective.  

Keywords: Neuroadaptive Interface • Brain-Computer Interface • Biocybernetic 

loop • Learning • Cognitive Load Theory • Design Science 

Introduction 

The development and integration of technologies into teaching practices have begun a 

trend toward transitioning from the more traditional classroom pedagogical models to 

online models [1, 2]. Research has shown that the use of technological tools in learning 

helps promote engagement and motivation as predictors of success [1, 3]. While tech-

nological tools in education have been designed with user Cognitive Load (CL) as a 

design consideration [4, 5] very few of these technologies utilize direct real-time meas-

urements of CL to adapt in real-time, potentially making learning less personalized [6].  
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Neuroadaptive technologies, specifically Brain-Computer Interfaces (BCI), are tools 

to overcome physical impairments and augment specific cognitive capacities [7]. Rapid 

improvements in sensor technologies such as electroencephalogram (EEG) and meth-

ods of classifying brain activity into specific states have shown BCI to be a useful as-

sistive and interfacing technology for human-machine systems [8]. BCI technology has 

been defined as "a device that reads voluntary changes in brain activity, then translates 

these signals into a message or command in real-time" [9].  BCIs are a core component 

of systems that utilize the user's neurophysiological data as input to a computer system, 

which then performs actions to adapt, assist or provide feedback to the operator. A 

common application of BCI technology is to measure and classify CL under various 

conditions. Studies have found correlations between CL and variance in brainwaves 

expressed as increases or decreases in α (8-12hz) and θ (4-8hz) in pre-frontal brain 

regions [10].  

In this work-in-progress manuscript, we answer a call for research to investigate 

neuroadaptive technology using NeuroIS methods [11, 12] and discuss the integration 

of a design science approach to developing a research BCI artefact that monitors and 

classifies CL in real-time to drive interface adaptions to improve learning outcomes in 

an education context. We provide an overview of the requirements analysis, design 

choices and overall architecture of the BCI artefact and provide a study methodology 

that utilizes the BCI artefact to adapt an interface in two ways: speed of information 

presentation and response time, to investigate if these adaptations improve learning 

outcomes. 

As the means from which to derive requirements for the BCI artefact that meet the 

needs of the study, we posit the following research question, "To what extent does uti-

lizing a real-time BCI that adapts the speed of information provision and response 

times based on cognitive load improve learning outcomes in a task involving memori-

zation of astronomical constellations?".  

Background 

Cognitive Load and Learning 

Many factors influence learning; however, CL remains a central concept for under-

standing and improving the learning process [5, 13, 14]. Cognitive Load Theory (CLT), 

proposed by Sweller [15], posits a cognitive architecture to investigate how information 

is processed and retained and centers around the interactions between Working 

Memory (WM) and long-term memory [6, 14-16]. It defines CL as the management of 

the WM's limited capacity, i.e. the amount of mental effort an individual allocates to a 

task [6]. 

Cognitive overload or underload during the completion of online or computer-based 

learning tasks may occur when WM's capacity is exceeded or underutilized, potentially 

leading to slow learning progress or poor performance [17]. Current educational tech-

nologies consider CL as only one of many factors influencing learning outcomes and 

do not emphasize its centrality to the learning process or how modulating CL may lead 

to improved learning outcomes [4, 5].  
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Previous methods of quantifying CL in both research and developing educational 

technologies consisted of batteries of subjective measures administered through ques-

tionnaires [14, 18]. However, while these measures provide the learner's perspective on 

their experience, they cannot quantify the amount of mental effort invested throughout 

the entire learning process [14]. One solution to this problem is to measure CL directly 

and in real-time through the brain's electrical activity using BCI.  

Brain-Computer Interfaces 

As discussed previously, BCIs are systems that allow the human brain to communicate 

directly with a computer [19]. BCIs transform brain activity into control signal data for 

computer interaction [20, 21]. BCI research has gained in popularity in the last decade 

due to its potential clinical application [20]. These systems allow bypassing the periph-

eral nervous system for neurorehabilitation in cases of brain injury, motor disabilities 

and other medical purposes [19, 22, 23]. BCI technology has also been used in studies 

investigating video games [24-29], marketing and advertisement [30, 31], neuroergo-

nomics and smart environments [32-37], and work monitoring and safety [38-43]. 

There are currently three categories of BCI: Active, where users voluntarily and con-

sciously control their brain activity to directly control an application [8, 25]; Reactive, 

a hybrid of Active and Passive paradigms, where users indirectly modulate their brain 

activity in response to external stimuli, using Event-Related Potentials (ERPs) derived 

from brain activity, to control an application [8, 25]; and Passive, wherein spontaneous 

brain activity is automatically monitored to differentiate or quantify mental states, 

where the user provides no active control and where feedback is provided as a response 

from the system [8, 25, 44].  

Interest in neurotechnology and more specifically passive BCIs has grown rapidly 

in the last decade [45]. In a passive BCI, brain activity is classified, then these classifi-

cations are sent to a computer system, which then adapts content or provides visual 

feedback, which in turn encourages changes in brain activity as part of a biocybernetic 

loop [46]. There are several examples of passive BCIs in the literature which have been 

used to support learning tasks [47], increase engagement [48], and increase perfor-

mance [49] of learners. 

While interest in BCIs has grown substantially, few research papers exist regarding 

BCI technologies focused on learning and measuring learner’s CL in real-time. Fur-

thermore, while the theoretical relationship between learning and cognitive load is 

strong, and several research studies [40-42, 47, 48] have been conducted to develop 

BCIs to detect levels of CL, none specifically focuses on utilizing CLT and BCI tech-

nology to monitor CL and adapt learning content to the user in real-time.  

Speed of Stimulus Presentation in Learning 

Learning pace, modulated by the speed of stimulus presentation, has been extensively 

studied for decades [50]. The need to adapt, personalize and present content to the 

learner's pace to increase information retention and improve learning has been noted 

many times [51-53]. In this context, a BCI could be utilized to monitor CL in real-time 
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and trigger an interface to adapt and personalize the pace of learning. Most previous 

research using BCIs in an educational context applied the technology to assess mental 

state concerning interface complexity and CL while using a new interface and not di-

rectly adapting learning content [6, 14, 44, 50]. To our knowledge, the research pre-

sented here is the first of its kind proof of principle as it integrates BCI technology, 

real-time measurement of CL and speed of stimulus presentation to create a neuro-

adaptive learning interface. It is, therefore, imperative to follow a rigorous Design Sci-

ence Research Methodology to develop a complete and valid solution. 

Objectives and Methodology  

We created our neuro-adaptive artefact in accordance with [54] and following Peffers 

et al.’s [55] Design Science Research Methodology (DSRM). The DSRM provides a 

valuable framework for our research use case, given its wide adoption [56] and iterative 

nature [55]. First, we formulated a problem statement: "design an artefact that can reg-

ulate the level of cognitive load of users while performing a learning task". Second, we 

performed a series of iterative development activities (Activity 1-6) to develop a valid 

artefact. 

We began our methodological process with Activity 1, which consisted of an in-depth 

analysis of the current literature concerning our research problem: the absence of a re-

liable and valid system in the field of education to regulate the cognitive load of learners 

to improve their learning. This analysis was necessary to fully understand all aspects of 

the problem and to create a relevant and useful solution. Theoretical foundations were 

drawn from previous research on CL and BCIs (see other sections on CL and BCI), and 

were applied to our design.  

In Activity 2, we explored the state of existing and potential solutions and formulated 

objectives (see next section) that could help solve the identified problem. To build our 

objectives, we examined the rigor of the different methodologies used in the previous 

research, thereby following a rigor and relevance process [55, 57]. Since there are very 

few studies about BCIs and learning, objectives were aligned with a Type I use case, 

which centers the BCI as a tool for research purposes [58]. 

Subsequently, we proceeded with the Design Cycle throughout Activity 3. We de-

veloped the solution following an iterative process through several research activities 

and design-related decisions until the solution fulfilled its objectives extended over an 

8-month period. Specifically, we have conducted 12 main research activities related to 

the IUI and the neuroadaptive system through just over 50 pre-tests, resulting in ap-

proximately 45 design-related decisions and iterations. 

We then continued with Activity 4, which allowed us to demonstrate with a small 

sample of participants that the artifact does indeed adapt in real-time according to a 

classification of CL, therefore confirming its feasibility and practical potential. We 

were able to test the solution on 10 pre-test participants. 

Afterwards, we assessed the quality and validity of the artifact through simulations 

to demonstrate that (1) the adaptations occurred as expected and (2) that it met all the 

initial design requirements as part of Activity 5. In future steps, we plan to test the arti-

fact in larger-scale controlled experiments to assess its performance and effect on 



11 

cognitive workload in a learning context. We also plan to communicate our DR and 

results to the scientific community through publication as part of Activity 6. 

To achieve our goal and cover the broadest range of features required to fulfill a 

functional BCI artifact, we derived a series of four design objectives (DO): 

DO1: The interactive user interface (IUI) should support a learning task which dis-

plays an image of a star constellation with associated multiple-choice answers and 

capture feedback (as right or wrong answers) for a predetermined amount of time 

adapting to a user's level of cognitive load. To create the learning task, we adapted 

Riopel et al.’s [59] constellation memorization study to create a valid task capable of 

inducing CL fluctuations. However, for this study, we selected 32 constellations based 

on unfamiliar names or confusingly similar visual forms (see Figure 1). In our study, 

the adaptive parameter influenced by the user’s CL is the speed of information provi-

sion, more precisely (1) the amount of time given to answer and (2) the amount of time 

for the answer feedback. Both should have the same duration and change on the IUI 

according to the level of the CL classifier. Right or wrong answers should not affect 

the speed of information provision. Thereby, the IUI should permit isolation of the ef-

fect of the speed of information provision to adequately measure the CL. According to 

the current literature on CL, the IUI should be as clear as possible by avoiding too many 

different elements (figures, colors, etc.) and redundant text to minimize extraneous pro-

cessing and by avoiding complex sentences to minimize intrinsic processing and max-

imize germane processing [60]. The IUI should also show the right answer even when 

the user answers correctly. Previous research shows that even if a right answer is ob-

tained, following feedback is important for better information retention and to avoid 

making future mistakes [61, 62]. Finally, the task duration should be long enough to 

ensure CL fluctuations over time. 

DO2: The system should regulate cognitive load levels through neurofeedback by 

adapting the information presentation speed of an interface (i.e., stimulus speed of 

presentation) to improve users learning and enhance their performance. The adaptation 

should not obstruct the learning task itself. Therefore, the IUI informs the user of how 

many seconds are left to answer the question with a countdown timer right underneath 

the multiple-choice answers (see Figure 1). The countdown timer should be displayed 

in a way that is easily perceived by the user without creating anxiety or stress and with-

out affecting recall performances [63]. Changes in the speed of information provision 

have to be relatively subtle to not interfere with the task and performances, but relevant 

enough to create a brain state change in the user. Thus, the amount of time given to 

answer the question and the amount of time for the answer feedback both increase or 

decrease with 1s jumps at a time, going as high as 8s and as low as 3s each. The mini-

mum was set at 3 seconds to avoid to avoid transient brain responses to novel infor-

mation being confounded with CL classification . The maximum was established based 

on pretests and observations of time limits where participants begin to disengage with 

the task. 

DO3: The system should classify the level of cognitive load continuously and in real-

time and communicate the level of cognitive load to the IUI. To fulfill this requirement, 

we used a Lab Streaming Layer (LSL) to communicate CL classifiers to a Python script 
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that sends the classifiers to the IUI through a Web Socket client. Classifiers were trans-

mitted from the start to the end of the experiment every six seconds. 

DO4: The system should record and store raw neurophysiological data during use 

for post-hoc analysis.  

 

 
Fig. 1. Design of the Interactive User Interface (IUI) following the Design Objective 1 (DO1) 

and 2 (DO2). 

Design and Development 

Interactive User Interface and Adaptation Logic 

Figure 2 illustrates the proposed artefact's process flow, which follows the four design 

objectives and iterative design activities. The artefact was developed in Simulink 

MATLAB (version R2021b, Mathworks MA) and uses a wireless 32-channel active 

electrode EEG from G.Tec (g.Nautilus, Austria) to continuously measure brain activity. 

To act as a baseline for post-hoc analysis,  a small and static black square in the middle 

of a gray screen for 1 minute and 30 seconds was displayed before the experiment be-

gan. To train the artefact and set threshold values for a high and low workload classifi-

cation, we developed an n-back task where n=0 and n=2. Used in many studies to in-

duce high (2) and low (0) CL through the manipulation of WM [10, 64-67], the n-back 

task was deemed to be the most appropriate calibration task for CL classification be-

cause it requires the memorization and recall of presented visual stimuli, similar to the 

constellation learning task.  

To support the instantiation of DO3, the artefact processes end-to-end the acquired 

brain signals and classifies CL as low (0), medium (1), and high (2) through a novel 

index calculation based on mean alpha band power in the parietal cortex over a 6s slid-

ing window, stabilized by comparing average CL calculated using a sliding window of 

60s. Classifications are sent via Lab Streaming Layer (LSL) to a Python script which 

then pushes the level of CL to the Interactive User Interface (IUI) every 6 seconds 

through a WebSocket client integrated into a dynamic Web app built with AngularJS. 

We implemented a rule “engine” to allow the web app to switch from active (experi-

mental) to passive (control) conditions, whereby the neuro-adaptivity rules are provided 

through a JSON file on selecting “active”. When either option is selected a personalized 
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link is generated leading to the correct IUI for each participant, further generating place-

holder database entries to store the behavioral and qualitative data for later analyses. 

The IUI was presented to the participants via Google Chrome. The IUI displays a con-

stellation image and four multiple-choice questions with a timer indicating the remain-

ing response time, followed by the correct answer (see Figure 1).  

The neuro-adaptivity model is integrated into the IUI; when CL is high (2), the arte-

fact decreases the speed of information provision and increases response time each by 

one second (max 8s). When CL is low (0), the artefact increases the speed of infor-

mation provision and decreases response time by one second each (min 3s). Starting 

time is set at 5 seconds, and no adaptation occurs when the IUI receives a "1". 

 

 
Fig. 2. Real-time Architecture for Cognitive State Estimation (RACE), Block process diagram 

of the BCI system, moving from User to the IUI 

Next Steps: Artifact Evaluation & Experimental Study 

We have evaluated the artefact through pre-tests and confirmed that its development 

meets all the initial design objectives, demonstrates a high level of utility in learning, 

and has the potential to go beyond the boundaries of research and laboratory application 

[55, 56, 68]. Our next step is to evaluate the artefact in a controlled laboratory study 

with a larger pool of participants. To this end, we developed a between-subjects study 

design to isolate the effect of neuro-adaptivity. In group one (control), the speed of 

information provision is the same throughout each trial block (without neuro-adaptiv-

ity); in group two (experimental), the speed of information provision varies according 

to the participant's cognitive load level (neuro-adaptivity). The task involves learning 

and memorizing as many constellations as possible from a total of 32 constellations. 

The task consists of four trial blocks, separated by a 30 second break, where each con-

stellation is presented two times per trial block. As per design specification, multiple-

choice answers are randomly presented, and the correct answer's position between all 

four possible answers is also randomized. The presentation order of the constellations 

in each trial block has been pre-randomized and is identical for all participants. We 

evaluate participant performance throughout the experiment. Before the experiment be-

gins, participants are asked to complete a short questionnaire including the 10-item 
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Edinburgh Handedness Inventory to assess handedness [69], demographic questions 

and questions about prior level of interest and knowledge of constellations. A second 

short questionnaire is presented to the participants immediately after the experiment to 

gather self-repoted data on their experience, including the NASA-TLX to estimate per-

ceived workload [70], the System Usability Scale (SUS) to measure the perceived usa-

bility of the system [71] and the 5 dimensions of Cognitive Absorption (Temporal Dis-

sociation, Focused Immersion, Heightened Enjoyment, Curiosity and Control) of the 

Psychologigal Ownership of IT (POIT) [72]. The study is currently in progress, we have 

gathered data for n=45 participants for evaluation and statistical testing and we look 

forward to sharing our preliminary results. 
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Abstract. Customers have a general tendency to discount algorithmic over hu-

man recommendations, a phenomenon commonly known as “algorithm aver-

sion.” Within areas driven by identity-based consumption such as fashion, de-

signing efficient recommender systems is particularly challenging due to highly 

individualistic preferences and tastes. In this study, we analyze algorithm aver-

sion towards fashion recommender systems with regards to social and personal 

identity and post-hoc explanations of algorithmic recommendations. In line with 

self-categorization theory and theory of planned behavior, we hypothesize that, 

to minimize algorithm aversion, the post-hoc explanations of algorithmic recom-

mendations need to target customers’ salient identity. Accordingly, we propose 

a 3x3 between-subject experiment with eye-tracking, where participants are 

shown several pairs of algorithm- or human-based fashion recommendations. In 

the treatment groups, we either activate customers’ social or personal identity, 

while the explanations of algorithmic recommendations emphasize the custom-

ers’ mainstream or unique taste. Furthermore, we expect that consumers with 

activated social or personal identity are more likely to report a different prefer-

ence than their preference measured by the first and total number of eye fixa-

tions. Thereby, we expect to extend IS research on algorithm aversion and post-

hoc explanations of algorithms towards identity-based consumption. In addition, 

our findings have practical implications for online retailers. 

Keywords: Algorithm Aversion · Identity-Based Consumption · Post-hoc Ex-

planations · Eye-Tracking · Recommender Systems 

Introduction 

Humans tend to discount algorithmic over human recommendations – even when the 

algorithm is superior, a phenomenon called “algorithm aversion” [1, 2]. Past research 

has explored various drivers of algorithm aversion in the context of objective high-

stakes decisions like financial investments [3] or medical diagnosis [4]. Possible rea-

sons of algorithm aversion are a general lack of trust in technology, a desire to maintain 

control, or a missing understanding of how the algorithm works [5–7]. However, algo-

rithm aversion also occurs in the context of subjective tasks as humans tend to believe 
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that algorithms lack the human capabilities of being creative, or account for unique 

situations and preferences [7–10]. 

The lack of human capabilities provides additional challenges for IS research and 

practice in mitigating algorithm aversion towards recommender systems in identity-

based consumption. Identity-based consumption refers to the behavior of consumers 

who use their purchases to express their values and identity [11, 12]. This type of con-

sumption is driven by the desire to create and maintain a particular image or persona, 

and is often influenced by cultural and social factors. Consumers may choose products 

or services that align with their identity or values, such as buying environment-friendly 

products, or purchasing luxury brands to convey their status and wealth [13]. 

Prior research has shown that algorithm aversion can be reduced by justifying al-

gorithmic recommendations with explanations [2, 5]. Thereby, consumers obtain a bet-

ter understanding of how a certain decision was made, which results in more positive 

attitudes towards an algorithm [10]. Providing explanations of algorithmic recommen-

dations in the context of objective decision problems like medical diagnosis or financial 

investments seems like a rather technical problem, which has to be faced by technical 

disciplines such as computer science [14]. For instance, when an algorithm decides on 

whether a given x-ray shows infection with a disease, the algorithm could highlight the 

relevant parts of the image. However, in the context of identity-based consumption, the 

algorithm must gain an understanding of the individual motivations in regard to con-

sumers’ identity that guide their purchase decisions. In consumer research, identity is 

often distinguished along a social identity (i.e., what makes one similar to one’s peers) 

and a personal identity (i.e., what makes one different from one’s peers) [15]. Hence, 

if the provided explanation does not comply with a consumer’s identity, the attempt of 

mitigating algorithm aversion by providing explanations can easily backfire. For ex-

ample, the algorithm justifies a recommendation with the consumer’s common taste, 

although the consumer considers themselves to be unique. Therefore, we argue that 

post-hoc explanations of algorithmic recommendations in identity-based consumption 

must be targeted towards consumers’ salient identity. 

In this study, we focus on purchase decisions about fashion outfits due to the prev-

alence of identity motives linked to fashion [16]. Consumers use fashion outfits to clas-

sify themselves and show their belonging to specific social groups [17]. Fashion is also 

used as an attempt to impress others [18], as well as express oneself [19]. Several online 

retailers rely on AI-based recommendations. The way that these recommendations are 

shown to the consumer varies among retailers. For instance, Asos, one of the biggest 

online-retailers in Europe, shows a section of fashion items denoted by ”You might 

also like” below the current item, which emphasizes the consumers’ particular taste. In 

contrast, the German retailer Zalando shows a list of items denoted by ”Better to-

gether”, which refers to aggregated preferences of others, hence a rather mainstream 

taste. Online purchases make up about 21 percent of global fashion sales with an ex-

pected annual growth of 11 percent until 2025 [20]. Therefore, designing effective rec-

ommender systems in the context of fashion – a particular realization of identity-based 

consumption – and mitigating algorithm aversion presents an important challenge for 

IS research and practice. 

We propose a 3x3 between-subject experiment (activation of social identity vs. per-

sonal identity vs. no identity) x (explanations highlight unique taste vs. mainstream 
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taste vs. no explanations) with eye-tracking. After eliciting participants general fashion 

preferences and activating social or personal identity, participants are shown several 

pairs of fashion items that are recommended from a human or an algorithm with the 

corresponding post-hoc explanation. Based on this, participants state their preferences 

towards the recommended items and their purchase intentions. Algorithm aversion is 

then measured as the preference for the human recommendation since the recom-

mended pairs of outfits are always the same, but they are randomly denoted to either 

originate from a human or an algorithm. Furthermore, we complement the self-reported 

preferences by employing eye-tracking to measure preferences for fashion items based 

on the first fixation and total fixations [21–23]. 

In line with self-categorization theory and theory of planned behavior, we expect 

that the post-hoc explanations of algorithmic recommendations need to account for 

consumer’s salient identity in order to reduce algorithm aversion. Furthermore, we ex-

pect to find that consumers with active social or personal identity are more likely to 

report experience cognitive dissonance [24] or report preferences that satisfy social 

desirability [25–27]. Specifically, we expect that these participants are more likely to 

report preferences different from their true preferences. That is, the reported prefer-

ences are inconsistent with the implied preference given by the first and total number 

of eye fixations. 

Prior Research and Theory 

Algorithm Aversion 

Algorithm aversion refers to a “biased assessment of an algorithm which manifests in 

negative behaviours and attitudes towards the algorithm compared to a human agent” 

[6, p. 5]. Algorithm aversion is often attributed to a lack of trust in the algorithm [28]. 

Furthermore, consumers tend to believe that algorithms are unable to account for un-

certainty in decision making [9], or for a person’s unique situation [7]. Moreover, hu-

mans deprive algorithms due to a lack of empathy, which makes them less likely to 

properly understand human behaviour and make useful recommendations [5, 10]. 

We analyze drivers of algorithm aversion in the context of identity-based consump-

tion. Following our research model in Figure 1, we develop five hypotheses that ex-

plain algorithm aversion based on the interaction of consumers’ salient identity and 

post-hoc explanations of algorithmic recommendations. Our hypotheses are based on 

self-categorization theory, theory of planned behavior, social desirability, and cogni-

tive dissonance theory. 
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Fig.1. Research Model. 

Identity-Based Consumption 

Identity as a driver of consumption has been well explored within consumer behaviour 

research. Consumers prefer products that are consistent with their identity [12] and 

choose specific products to signal that identity to others [29, 30]. Self-categorization 

theory (SCT) argues that in order to understand an individual’s identity, one has to 

differentiate between their social and their personal identity [31]. Social identity de-

scribes those self-described labels that are based on being a member of certain in-

groups like friends, co-workers or nationality. The personal identity refers to those self-

described labels that make the individual unique (e.g., “different from my co-workers, 

I do not like wearing suits”). 

When applied to consumer behaviour, SCT is often linked to the theory of planned 

behaviour [TPB, 32, 33]. TPB argues that purchase intentions are particularly influ-

enced by subjective norms and normative beliefs. Subjective norms refer to an individ-

ual’s perception about the particular behavior that is widely accepted by others (e.g., 

“most of my friends wear shirts”), whereas normative beliefs refer to an individual’s 

perception of social normative pressures (e.g., “professors should dress formal”). TPB 

further argues that these norms and beliefs are an integral part of shaping an individ-

ual’s behaviour by making them consider the societal expectations and potential judge-

ment of others [34]. Additionally, meta-analyses show that identity can be added to the 

TPB as a predictor of purchase intention [35]. 

Algorithm aversion is attributed to a lack of trust and understanding of the algo-

rithm [28]. Specifically, algorithms lack human capabilities like empathy, which leads 

consumers to discount algorithmic recommendations [5, 10]. Furthermore, algorithms 

are categorized by humans as out-groups [36], i.e., as members of a group they are not 

part of themselves, which limits their influence on identity-based consumption. In par-

ticular, consumers believe that algorithms are unable to account for personal prefer-

ences or unique situations [7]. 

Hypothesis 1 (H1). Consumers discount algorithmic over human recommendations in 

identity-based consumption. 

Hypothesis 2a (H2a). Activating consumers’ social identity increases algorithm aver-

sion in identity-based consumption. 

Social & Personal  
Identity 

Algorithm Aversion 
H1, H2 

Post - hoc  
Explanations 

H4 

H3 
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Hypothesis 2b (H2b). Activating consumers’ personal identity increases algorithm 

aversion in identity-based consumption. 

Explainable AI 

The field of “Explainable AI” focuses on making black-box algorithms like neural net-

works more accessible and understandable by humans [e.g., 14, 37, 38]. For this pur-

pose, explainable AI research develops technical approaches that shed light onto how 

the decisions of AI models are made in terms of global (entire decision logic) or local 

explanations (for a particular input). As a result, the decisions of complex models can 

be approximated by less complex or even linear models. However, such approaches 

are not feasible in the context of online purchases as consumers cannot be assumed to 

spend the necessary cognitive effort in understanding technical explanations. 

As a remedy, we focus on textual post-hoc explanations of algorithm recommen-

dations. Such explanations only provide a very high-level intuition of why a recom-

mendation was made. For instance, the explanations can highlight a mainstream taste 

“Others also bought” or a unique taste “You may also like.” Prior studies found that 

algorithm aversion can be reduced by presenting explanations [2, 5]. Thereby, consum-

ers obtain a better understanding of how a certain decision was made, which results in 

more positive attitudes towards an algorithm [10]. Following this line of reasoning, we 

expect that providing both of the aforementioned types of explanations (i.e., emphasiz-

ing mainstream or unique taste) decrease algorithm aversion. Accordingly, we propose 

Hypothesis 3 (H3). Showing explanations of algorithmic recommendations decreases 

algorithm aversion in identity-based consumption. 

Targeted Post-hoc Explanations 

We focus on targeted post-hoc explanations that either highlight the consumer’s taste 

in relation to others (mainstream), or the consumer’s particular taste (unique). Recom-

mender systems are often based on the aggregated data of millions of transactions from 

other consumers [39]. For a consumer, it may hence seem reasonable to follow the 

mainstream and simply buy “what others bought.” This behavior is consistent with the 

concept of social proof, which describes the tendency to copy the behaviour of others 

[40]. Therefore, we refer to explanations that emphasize the consumer’s taste in rela-

tion to others as “mainstream explanations.” Personalized recommenders, in contrast, 

attempt to understand the preferences and intention of each consumer individually. In-

stead of making recommendations based on aggregated data from others, personalized 

recommenders appeal to a “consumer’s need for uniqueness”, i.e., their “pursuit of dif-

ferentness relative to others” [41, p.1]. Accordingly, personalized recommendations 

provide explanations that focus on the uniqueness of the consumer, which we refer to 

as “uniqueness explanations.” 

By combining the concepts of identity-based consumption and different types of 

explanations, one can provide targeted mainstream explanations that appeal to a con-

sumer’s need for social proof or their need for uniqueness. Intuitively, one could argue 

that the explanations must be consistent with the consumers’ salient identity. That is, 
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when social identity is salient, the explanations must highlight what others bought, 

while, when personal identity is salient, the explanation must highlight the consumers’ 

uniqueness. 

In contrast, one could argue in the opposite direction. Consumers also have a pref-

erence for being different from others [42]. Ruvio et al. [43] have shown that when 

need for social approval is high, consumers seek uniqueness, in an attempt to gather 

approval from peers by being sufficiently different [41]. Accordingly, we argue that 

consumers with a salient social identity should be presented with explanations that 

highlight their uniqueness. To keep track of both lines of reasoning, we propose the 

following alternative hypotheses 

Hypothesis 4a (H4a). When consumers’ social identity is activated, showing main-

stream explanations decreases algorithm aversion, while showing uniqueness expla-

nations increases it. 

Hypothesis 4b (H4b). When consumers’ personal identity is activated, showing unique-

ness explanations decreases algorithm aversion, while showing mainstream explana-

tions increases it. 

Hypothesis 4c (H4c). When consumers’ social identity is activated, showing uniqueness 

explanations decreases algorithm aversion, while showing mainstream explanations 

increases it. 

Hypothesis 4d (H4d). When consumers’ personal identity is activated, showing main-

stream explanations decreases algorithm aversion, while showing uniqueness expla-

nations increases it. 

Cognitive Dissonance and Social Desirability 

Consumers can have a general preference for human over algorithmic recommenda-

tions. However, in particular cases, the item recommended by an algorithm can still be 

preferred over an item recommended by a human. This can result in cognitive disso-

nance [24] as the consumer’s general preference for human advice is in opposition to 

the particular preference for the item recommended by the algorithm. Consumers can 

then resolve the state of cognitive dissonance by spending cognitive effort and rethink 

their existing belief that humans generally provide better recommendations than algo-

rithms. However, humans are generally unlikely to change existing beliefs. Instead, 

humans are more likely to adjust their novel preference in order to be consistent with 

their existing beliefs [24]. As a consequence, consumers may report a different prefer-

ence from their true preference. 

Furthermore, self-reports can be subject to social desirability bias [25–27]. If con-

sumers believe that most people around them also prefer human over algorithm recom-

mendations, they are more likely to report this preference in order to be perceived fa-

vorably by others. Therefore, consumers’ reported preference can differ from their true 

preference due to social desirability. Given that we expect greater algorithm aversion 

when social or personal identity is activated, we argue that consumers with activated 
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social or personal identity are also more likely to report preferences different from their 

true preferences. Accordingly, we propose 

Hypothesis 5a (H5a). Activating consumers’ social identity increases the probability of 

consumers reporting different preferences from their true preferences in identity-based 

consumption. 

Hypothesis 5b (H5b). Activating consumers’ personal identity increases the probability 

of consumers reporting different preferences from their true preferences in identity-

based consumption. 

Method 

We propose a 3x3 between-subject experiment, with a manipulation of identity activa-

tion (no identity, social identity, or personal identity is salient) and the post-hoc expla-

nations (no explanations, mainstream, or uniqueness explanations). We focus on fash-

ion items as underlying products due to the strong link between fashion and identity 

[16]. 

Materials 

The materials are obtained from an existing dataset of fashion images.1 We consider 

fashion items associated with male and female gender. We select images that only show 

the fashion item in isolation, without being worn by a human model. By doing so, we 

avoid issues that arise from participants relating to particular models, e.g., because of 

ethnicity. In addition, we prevent unwanted responses from participants in regard to 

body-image issues. 

We select ten outfits for both genders for initial preference elicitation. For each 

outfit, we additionally select two similar outfits that subsequently present the recom-

mendations. We perform a pre-test in an online study, so that the triples are similar to 

ensure that the recommendations are meaningful. 

Participants 

We aim to recruit university students in Bachelor and Master programs. The power 

analysis for a 3x3 repeated measurement between-factor ANOVA with 5 measures per 

participant with effect size d = 0.15, power = 0.80, and α = 0.05 suggests a total sample 

size of 144, i.e., 16 participants per group. 

 

 
1 For instance, from kaggle https://www.kaggle.com/datasets/paramaggarwal/fashion-

product-images-small. 
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Procedure 

We first calibrate the eye-tracking device for the current participant. Subsequently, we 

ask the participant about whether they wear clothes associated with male or female 

gender. The participant is then shown ten fashion items of the respective gender in 

random order and asked to rate them based on a 7-point Likert scale from 1=strong 

dislike to 7=strong like. Thereby, we elicit the general fashion preferences, which later 

influence the recommendations. We consider scores greater or equal to 4 as positive. 

Each item is associated with different attributes, e.g., “street-wear.” The attributes that 

achieved the highest scores later appear in the specific wording of the explanations. 

Participants are randomly assigned to one of the three identity groups. We activate 

social or personal identity through the SDFF (similarities and differences from friends 

and family) writing task [15]. Here, the participant is given two minutes to write down 

what makes them similar to (social identity) or different from (personal identity) 

friends and family. Participants in the control group have to write down their thoughts 

about different textile types. This manipulation is done after eliciting their preferences 

so that we do not influence their preferences through identity activation.  

In the main part, participants are presented up to ten screens in random order show-

ing recommendation pairs of one human and one algorithmic recommendation. The 

number of screens depends on their preferences stated at the beginning of the experi-

ment. The screen containing the two recommendations is shown in Figure 2. The outfit 

images are always presented at the same positions (i.e., left or right). However, we 

randomize whether the human or AI recommendation is shown on the left or right. 

 

 

Which of these recommendations do you prefer? 

 

Fig.2. Recommendation Preference Screen. The manipulated explanation is shown below the AI 

recommendation. 

 

Strong  
left 

Strong  
right 

AI recommendation Human recommendation 

You are  unique,  because  
you like  outdoor, fleece  
sweaters 
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The post-hoc explanation is displayed below the image of the algorithmic recom-

mendation. Explanations are simple “why” descriptions [44], as we cannot provide 

technical explanations as done by Yeomans et al. [10]. Mainstream explanations are 

phrased as “people similar to you like (...),” while uniqueness explanations are phrased 

as “you are unique, because you like (...).” The placeholders (...) are replaced by the 

attributes of the items that were liked during preference elicitation. 

Participants are then asked to state their preference towards the items from 

1=strongly left to 7=strongly right. Given that the actual recommendations do not ac-

tually originate from a human or an AI, we can directly measure algorithm aversion as 

the preference for the human recommendation. On a subsequent screen, participants 

are asked to state their purchase intentions for both items (irrespective of the price). 

The human recommendations are not framed to originate from an “expert” to avoid any 

biases [6]. During the experiment, we measure participants’ first and total eye fixations 

using the Tobii Fusion eye-tracker. 

Finally, participants are asked to complete a demographic survey, including their 

age, gender, familiarity with online purchases, disposition to trust, cultural background, 

program of study, and their general preference for human or algorithmic advice. 

Expected Contributions 

We expect to contribute to IS research in several ways. First, we extend the literature 

on algorithm aversion from high-stakes decisions in finance or medicine with an ob-

jective right or wrong [see e.g., 6] towards identity-based consumption. Due to the 

subjective nature of identity-based purchase decisions, developing effective recom-

mender systems in this context is particularly challenging for IS research and practice. 

To determine consumers’ active identity, online retailers could rely on tracking cookies 

to analyze consumers’ online behavior prior to visiting their website. Second, we ana-

lyze how humans respond to AI explanations. However, instead of focusing on tech-

nical aspects [10, 14, 37], we study how different explanations reduce algorithm aver-

sion in identity-based consumption. Third, we complement self-reports with eye-track-

ing measurements when studying algorithm aversion. Relying on self-reports only can 

be seen as a possible limitation when studying algorithm aversion [8]. By measuring 

preferences using eye-tracking, we can identify situations in which participants re-

ported different preferences from their preferences due to cognitive dissonance or so-

cial desirability. Employing eye-tracking measurements may hence yield novel and 

complementary insights that self-reports alone cannot capture [26, 45]. 

References 

1. Dietvorst, B.J., Simmons, J.P., Massey, C.: Algorithm aversion: people erroneously avoid 

algorithms after seeing them err. Journal of Experimental Psychology: General 144(1), 

114–126 (2015) 

2. Dietvorst, B.J., Simmons, J.P., Massey, C.: Overcoming algorithm aversion: People will 

use imperfect algorithms if they can (even slightly) modify them. Management Science 

64(3), 1155–1170 (2018) 



28 

3. Onkal, D., Goodwin, P., Thomson, M., G¨onu¨l, S., Pollock, A.: The relative¨ influence of 

advice from human experts and statistical methods on forecast adjustments. Journal of Be-

havioral Decision Making 22(4), 390–409 (2009) 

4. Arkes, H.R., Shaffer, V.A., Medow, M.A.: Patients derogate physicians who use a com-

puter-assisted diagnostic aid. Medical Decision Making 27(2), 189–202 (2007) 

5. Burton, J.W., Stein, M.K., Jensen, T.B.: A systematic review of algorithm aversion in aug-

mented decision making. Journal of Behavioral Decision Making 33(2), 220–239 (2020) 

6. Jussupow, E., Benbasat, I., Heinzl, A.: Why are we averse towards algorithms? A compre-

hensive literature review on algorithm aversion. In: European Conference on Information 

Systems (2020) 

7. Longoni, C., Bonezzi, A., Morewedge, C.K.: Resistance to medical artificial intelligence. 

Journal of Consumer Research 46(4), 629–650 (2019) 

8. Castelo, N., Bos, M.W., Lehmann, D.R.: Task-dependent algorithm aversion. Journal of 

Marketing Research 56(5), 809–825 (2019) 

9. Longoni, C., Cian, L.: Artificial intelligence in utilitarian vs. hedonic contexts: The “word-

of-machine” effect. Journal of Marketing 86(1), 91–108 (2022) 

10. Yeomans, M., Shah, A., Mullainathan, S., Kleinberg, J.: Making sense of recommenda-

tions. Journal of Behavioral Decision Making 32(4), 403–414 (2019) 

11. Oyserman, D.: Identity-based motivation: Implications for action-readiness, procedural-

readiness, and consumer behavior. Journal of Consumer Psychology 19(3), 250–260 (2009) 

12. Reed, A., Forehand, M., Puntoni, S., Warlop, L.: Identity-based consumer behavior. Inter-

national Journal of Research in Marketing 29 (12 2012) 

13. Belk, R.W.: Possessions and the extended self. Journal of Consumer Research 15(2), 139–

168 (1988) 

14. Gunning, D., Stefik, M., Choi, J., Miller, T., Stumpf, S., Yang, G.Z.: Xai– 

Explainable artificial intelligence. Science Robotics 4(37), eaay7120 (2019) 

15. Oyserman, D., Lee, S.: Priming ”culture”: Culture as situated cognition (02 2007) 

16. Davis, F.: Fashion, culture, and identity. University of Chicago Press (1994) 

17. Loureiro, S.M.C., de Arau´jo, C.M.B.: Luxury values and experience as drivers for con-

sumers to recommend and pay more. Journal of Retailing and Consumer Services 21(3), 

394–400 (2014) 

18. Lawry, C., Choi, L., Toure, Z., Eastlick, M.: A conceptual model of ecommerce and exclu-

sivity: Building initial trust through personal luxury values, perceived experiential value 

and self-concept (2010) 

19. McNeill, L., Venter, B.: Identity, self-concept and young women’s engagement with col-

laborative, sustainable fashion consumption models. International Journal of Consumer 

Studies 43(4), 368–378 (2019) 

20. Company, M..: The state of fashion 2023 (2023) 

21. Ahn, J.H., Bae, Y.S., Ju, J., Oh, W.: Attention adjustment, renewal, and equilibrium seeking 

in online search: An eye-tracking approach. Journal of Management Information Systems 

35(4), 1218–1250 (2018) 

22. Pfeiffer, J., Pfeiffer, T., Meißner, M., Weiß, E.: Eye-tracking-based classification of infor-

mation search behavior using machine learning: Evidence from experiments in physical 

shops and virtual reality shopping environments. Information Systems Research 31(3), 

675–691 (2020) 

23. Rayner, K.: Eye movements in reading and information processing. Psychological Bulletin 

85(3), 618–660 (1978) 

24. Festinger, L.: A Theory of Cognitive Dissonance. Stanford University Press, Stanford 

(1957) 



29 

25. Dimoka, A., Davis, F.D., Gupta, A., Pavlou, P.A., Banker, R.D., Dennis, A.R., Ischebeck, 

A., Mu¨ller-Putz, G., Benbasat, I., Gefen, D., Kenning, P.H., Riedl, R., vom Brocke, J., 

Weber, B.: On the use of neurophysiological tools in IS research: Developing a research 

agenda for NeuroIS. MIS Quarterly 36(3), 679–702 (2012) 

26. Tams, S., Hill, K., de Guinea, A.O., Thatcher, J., Grover, V.: NeuroISalternative or com-

plement to existing methods? Illustrating the holistic effects of neuroscience and self-re-

ported data in the context of technostress research. Journal of the Association for Infor-

mation Systems 15(10), 723–753 (2014) 

27. Tourangeau, R., Yan, T.: Sensitive questions in surveys. Psychological Bulletin 133(5), 

859–883 (2007) 

28. Prahl, A., Van Swol, L.: Understanding algorithm aversion: When is advice from automa-

tion discounted? Journal of Forecasting 36(6), 691–702 (2017) 

29. Berger, J., Heath, C.: Where consumers diverge from others: Identity signaling and product 

domains. Journal of Consumer Research 34, 121–134 (08 2007) 

30. Cherrier, H.: Using existential-phenomenological interviewing to explore meanings of con-

sumption. The Ethical Consumer pp. 125–135 (01 2005) 

31. Turner, J.C., Hogg, M.A., Oakes, P.J., Reicher, S.D., Wetherell, M.S.: Rediscovering the 

Social Group: A Self-Categorization Theory. Basil Blackwell (1987) 

32. Fielding, K.S., Terry, D.J., Masser, B.M., Hogg, M.A.: Integrating social identity theory 

and the theory of planned behaviour to explain decisions to engage in sustainable agricul-

tural practices. British Journal of Social Psychology 47(1), 23–48 (2008) 

33. Terry, D.J., Hogg, M.A., White, K.M.: The theory of planned behaviour: self-identity, so-

cial identity and group norms. The British journal of social psychology 38(3), 225–244 

(1999) 

34. Ajzen, I.: The theory of planned behavior. Organizational Behavior and Human Decision 

Processes 50(2), 179–211 (1991) 

35. Rise, J., Sheeran, P., Sommer Hukkelberg, S.: The role of self-identity in the theory of 

planned behavior: A meta-analysis. Journal of Applied Social Psychology 40, 1085 – 1105 

(05 2010) 

36. Longoni, C., Cian, L., Kyung, E.J.: Algorithmic transference: People overgeneralize fail-

ures of AI in the government. Journal of Marketing Research 60(1), 170–188 (2023) 

37. Bauer, K., von Zahn, M., Hinz, O.: Expl(AI)ned: The impact of explainable artificial intel-

ligence on users’ information processing. Information Systems Research Forthcoming 

(2023) 

38. Meske, C., Bunde, E., Schneider, J., Gersch, M.: Explainable artificial intelligence: Objec-

tives, stakeholders, and future research opportunities. Information Systems Management 

39(1), 53–63 (2022) 

39. Xiao, B., Benbasat, I.: E-commerce product recommendation agents: Use, characteristics, 

and impact. MIS Quarterly 31, 137–209 (2007) 

40. Cialdini, R.: Influence: Science and Practice (01 1993) 

41. Tian, K., Bearden, W., Hunter, G.: Consumers’ need for uniqueness: Scale development 

and validation. Journal of Consumer Research 28(1), 50–66 (2001) 

42. Lang, C., Armstrong, C.M.J.: Collaborative consumption: The influence of fashion leader-

ship, need for uniqueness, and materialism on female consumers’ adoption of clothing rent-

ing and swapping. Sustainable Production and Consumption 13, 37–47 (2018) 

43. Ruvio, A., Shoham, A., Brenˇciˇc, M.: Consumers’ need for uniqueness: Shortform scale 

development and cross-cultural validation. International Marketing Review 25, 33–53 (02 

2008) 



30 

44. Gregor, S., Benbasat, I.: Explanations from intelligent systems: Theoretical foundations and 

implications for practice. MIS Quarterly pp. 497–530 (1999) 

45. Brocke, J.v., Liang, T.P.: Guidelines for neuroscience studies in information systems re-

search. Journal of Management Information Systems 30 (04 2014) 

 



31 

 

Take a Deep Breath and Tell Me All About It: An Experimental 

Study on the Effect of Breathing on Privacy Decisions 

Tawfiq Alashoor1, Andreas Blicher1, and Rob Gleasure1 

1 Department of Digitalization, Copenhagen Business School, Copenhagen, Denmark 
{ta.digi,abs.digi,rg.digi}@cbs.dk 

Abstract. This study investigates whether stress-relief breathing techniques can 

impact privacy decisions (i.e., the breavacy hypothesis). We asked 44 partici-

pants to complete a disclosure task consisting of 32 personal questions of low, 

moderate, and high sensitivity. Prior to the task, participants were assigned to a 

control condition, coherent breathing condition, or box breathing condition. The 

results reveal that participants in the box breathing condition disclosed the most 

personal information, followed by those in the coherent breathing condition, and 

the least disclosure in the control condition. The respiration data indicate that 

both coherent and box breathing increased the average respiration cycle duration 

– suggesting greater activation of the parasympathetic nervous system – with a 

more significant increase for box breathing than coherent breathing. Heart-rate 

data demonstrate that arousal is not affected by the breathing exercises. Our find-

ings pave the way for new avenues of NeuroIS research exploring the relationship 

between breathing and privacy. 

Keywords: Breathing, Privacy Decisions, Breavacy Hypothesis, NeuroIS 

Introduction 

    “Expression is the opposite of depression! Go for it!” exclaimed Chuck McGee III 

to Nestor [25, p. 147]. This occurred when Nestor “let out an uncontrolled moan” as he 

practiced one of the most intensive breathing techniques, Tummo (a Breathing+ tech-

nique), during his scientific journey into the realm of breath in his book, “Breath: The 

New Science of a Lost Art” [25]. McGee argues that “self-expression” is essential for 

the success of Tummo, a breathing preventative therapy. Self-expression is closely re-

lated to self-disclosure. Essentially, expression necessitates communication, and com-

munication entails revealing or disclosing one's private self through verbal and non-

verbal cues [6, 12]. Self-disclosure, the extent to which people reveal themselves to 

others [6], is a human behavior widely studied in the privacy literature [1, 2, 15, 30]. 

    While the link between breathing and privacy decisions may appear tenuous at first, 

the breathing literature [25, 37] presents a plausible connection. With approximately 

22,000 breaths taken daily, humans engage in a vital process that extends beyond being 

a simple biochemical or physical function. Breathing profoundly influences nearly 

every organ, heart rate, digestion, mood, and attitude [25]. Breathing affects the 
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parasympathetic and sympathetic nervous systems, which promote relaxation and res-

toration or trigger stress and emergency responses, respectively. Notably, slow breath-

ing cycles with longer exhales induce the parasympathetic system, while fast cycles 

activate the sympathetic system [37]. Both systems are part of the Autonomic Nervous 

System (ANS), which is closely connected to various emotional responses [22, 37].  

    Considering the established neural links and findings from the privacy literature that 

highlight the significant effect of subjective and (neuro and non-neuro) objective emo-

tional responses on privacy decisions [5, 15, 32], we suggest that stress-relief breathing 

techniques, such as coherent and box breathing, influence privacy decisions, such as 

the disclosure of personal information. We formulate and empirically examine the 

causal relationship between breathing and privacy decisions (i.e., the breavacy hypoth-

esis). By examining the breavacy hypothesis, especially in light of the increasing pop-

ularity of breathing mobile apps and metaverse applications [17, 29], our research offers 

innovative and essential insights to the NeuroIS literature [13, 28] and the broader field 

of Neuro Privacy [24, 32].  

     The theoretical logic underlying the breavacy hypothesis can be broken down into 

three interconnected relationships: 1) breathing and ANS, 2) ANS and emotional re-

sponses, and 3) emotional responses and privacy decisions (see Fig. 1). First, the way 

we breathe directly impacts the activation of the parasympathetic and sympathetic nerv-

ous systems [20, 26]. Second, the activation of these systems within the ANS is closely 

related to our emotional responses [22, 37]. For example, stress-relief breathing, which 

activates the parasympathetic system, enhances mood and reduces levels of depression 

and stress [8, 27]. Finally, emotional responses have been found to significantly affect 

privacy decisions [15, 32], such that positive moods and emotions increase disclosure 

of personal information [5, 18, 21].  

 

 

Fig. 1. Theoretical model linking breathing and self-disclosure 

     These relationships suggest that by manipulating breathing patterns, we can influ-

ence the ANS, emotional responses, and ultimately, privacy decisions. Specifically, we 

predict that stress-relief breathing will increase the level of disclosed information. 

 

Hypothesis 1: Stress-relief breathing techniques positively influence privacy deci-

sions, leading to an increased level of disclosed personal information. 

     

     Our objective is to investigate and empirically assess the impact of breathing on 

privacy decisions. Utilizing objective measures of respiration and heart rate, combined 

with subjective measures of positive and negative affect and disclosure behavior, we 

observe an intricate interplay between attentional, emotional, and biological aspects of 
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privacy decision-making. Given the exploratory nature of our research, this paper fo-

cuses on presenting the key findings from our lab experiment. By delving into the ef-

fects of breathing techniques on privacy decisions, we aim to inform individuals, or-

ganizations, and policymakers by heightening their awareness of the malleability [1, 2], 

context-dependence [35], or, more broadly, the general relativity of privacy decisions 

[4]. In the discussion section, we elaborate on the theoretical and practical implications 

of our findings. 

Methods 

Participants 

Participants for the experiment were recruited at the authors’ university (N = 44, Mage 

= 23.61, SD = 5.25; 33 female, 75%). The participants were given a movie ticket ($15) 

or course credit for their participation. 

 

Measures 

    The experiment is created using Qualtrics, with iMotions used to coordinate and in-

tegrate physiological measures. The physiological measures included in the experiment 

were respiration (Biopac) and heart rate (Shimmer3). Respiration was measured to val-

idate the breathing techniques. The heart rate was measured as an indicator of arousal. 

The following self-report measures were collected after the breathing exercise: Disclo-

sure Behavior [5, experiment 2), PANAS [33], Big Five Personality Factors [19], Dis-

closure Intention [23], Disposition to Value Privacy [36], Privacy Concerns [14], Need 

for Cognition [9], Social Desirability [31], and Demographics questions related to age, 

gender, education, and ethnicity.  

 

Procedure 

Participants were randomly assigned to either a control condition or one of two 

stress-relief breathing techniques adapted from Nestor [25]. Upon arrival at the labora-

tory, each participant is given verbal and written information about the experiment.2 

First, the respiration and heart-rate equipment is attached to the chest of the participant. 

Then, a two-minute baseline is conducted. No stimuli are presented during the baseline. 
After the baseline, participants in the breathing conditions take part in one of the two 

stress-relief breathing techniques. 

Stress-Relief Treatment 1: Basic Coherent Breathing (this method reduces stress 

and induces a state of coherence): “Sit up straight, relax the shoulders and belly, and 

exhale. Inhale to a count of 5.5; exhale to a count of 5.5. Spend 4 minutes breathing 

 
2 To avoid demand effects, the participants were not informed that this experiment is related to 

privacy decisions. 



34 

this way.” Stress-Relief Treatment 2: Box (aka. Four-square) Breathing (this 

method reduces stress and induces focused attention). “Sit up straight, relax the shoul-

ders and belly, and exhale. Inhale to a count of 4; hold 4; exhale 4; hold 4. Spend 4 

minutes breathing this way.” During the breathing session, the participant views a 

video, as past research has demonstrated the efficacy of incorporating visuals into 

breathing training [10, 16]. The video assists the participant by presenting a dynamic 

circle that counts the seconds for inhalation and exhalation, resembling the motion of a 

Hoberman sphere, which effectively guides them through the breathing process.  

Upon completion of the breathing session, the participant is asked to respond to 32 

questions asking for personal information related to demographics, health, lifestyle, and 

ethics [5] and to respond to the other aforementioned scales. Participants in the control 

condition were given the chance to do one of the breathing exercises toward the end 

(i.e., after the disclosure and other scales) and before everyone was debriefed and 

thanked at the end of the experiment. 

 

Data analysis 

The decision-making data analysis was conducted on the total number of seconds 

taken to disclose personal information and the total number of characters typed in re-

sponse to the personal questions. The eye-tracking data analysis was conducted on the 

total number of fixations made during the personal questions. The decision-making data 

analysis and the eye-tracking data analysis was conducted on the personal questions 

data for all three conditions (coherent breathing condition vs. box breathing condition 

vs. control condition). For the eye-tracking data, an I-VT fixation filter was created. 

The fixation filter parameters were: 20 ms window length, 30 degrees/second velocity 

threshold, 75 ms max gap length, 60 ms minimum fixation duration, 75 ms max time 

between fixations, and 0.5 degrees max angle between fixations. The respiration data 

analysis was carried out on the average respiration cycle duration (seconds) and the 

heart-rate data analysis was carried out on the average R-R interval (milliseconds). The 

respiration data analysis and the heart-rate data analysis were conducted on the baseline 

and breathing session data for the two breathing conditions (coherent breathing condi-

tion vs. box breathing condition) and on the baseline data for all three conditions (co-

herent breathing condition vs. box breathing condition vs. control condition).3 

Results 

Decision-making Data 

 
3 Pearson correlation coefficients were computed to assess the linear relationship between respi-

ration, number of seconds, number of characters, and number of fixations. There was a positive 

correlation between respiration and number of seconds, r(33) = .350, p = .046, respiration and 

number of characters, r(33) = .316, p = .074, and respiration and number of fixations, r(33) = 

.394, p < .023. These correlations help us rule out alternative explanations unrelated to breathing. 
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A one-way analysis of variance (ANOVA) with group (coherent breathing condition 

vs. box breathing condition vs. control condition) as between-subject factor was con-

ducted on the total number of seconds taken to respond to the personal questions. The 

analysis revealed a significant main effect of group, F(2, 39) = 4.28, p = .021, η2 = .18. 

Post hoc independent samples t-tests revealed a significant difference between the box 

breathing condition and the control condition, t(27) = 2.68, p = .012, r = .44, and a 

significant difference between the coherent breathing condition and the control condi-

tion, t(27) = 2.66, p = .013, r = .44. The difference between the coherent breathing 

condition and the box breathing condition, t(24) = .51, p = .613, r = .10, did not reach 

significance. Overall, the results suggest that the number of seconds was significantly 

higher for the box breathing condition (M = 508, SD = 185) compared to the control 

condition (M = 367, SD = 92) and the number of seconds was significantly higher for 

the coherent breathing condition (M = 476, SD = 129) compared to the control condition 

(M = 367, SD = 92). 

Regarding the total number of characters typed in response to the personal questions, 

the analysis revealed a marginally significant main effect of group, F(2, 39) = 3.05, p 

= .059, η2 = .14. However, post hoc independent samples t-tests, which reserve degrees 

of freedom, revealed a significant difference between the box breathing condition and 

the control condition, t(27) = 2.23, p = .037, r = .37, and a significant difference be-

tween the coherent breathing condition and the control condition, t(27) = 2.16, p = .040, 

r = .37. The difference between the coherent breathing condition and the box breathing 

condition, t(24) = .79, p = .435, r = .15, did not reach significance. Overall, the results 

suggest that the number of characters was significantly higher for the box breathing 

condition (M = 422, SD = 219) compared to the control condition (M = 288, SD = 89), 

and the number of seconds was significantly higher for the coherent breathing condition 

(M = 368, SD = 109) compared to the control condition (M = 288, SD = 89). Utilizing 

the standard average of 5 characters per word, participants in the box breathing, coher-

ent breathing, and control conditions disclosed 85, 74, and 58 characters, respectively. 

This finding suggests that stress-relief breathing techniques increased the level of dis-

closed personal information, supporting the breavacy hypothesis. 

 

Eye-tracking data 

A one-way analysis of variance (ANOVA) with group (coherent breathing condition 

vs. box breathing condition vs. control condition) as between-subject factor was con-

ducted on the total number of fixations made during the personal questions. The anal-

ysis revealed a significant main effect of group, F(2, 36) = 6.12, p = .005, η2 = .25. Post 

hoc independent samples t-tests revealed a significant difference between the box 

breathing condition and the control condition, t(26) = 3.16, p = .004, r = .51. The dif-

ference between the coherent breathing condition and the control condition, t(24) = 

1.55, p = .135, r = .30, and the difference between the box breathing condition and the 

coherent breathing condition, t(22) = 1.89, p = .073, r = .37, did not reach significance. 

Overall, the results suggest that the number of fixations was significantly higher for the 

box breathing condition (M = 905, SD = 314) compared to the control condition (M = 
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599, SD = 193). The number of fixations was not significantly higher for the coherent 

breathing condition (M = 708, SD = 156) compared to the control condition (M = 599, 

SD = 193). 

 

Respiration Data 

A 2 × 2 mixed design analysis of variance (ANOVA) with time (baseline vs. breath-

ing exercise) as within-subject factor and group (coherent breathing condition vs. box 

breathing condition) as between-subject factor was conducted on the respiration data. 

The analysis revealed a significant main effect of time, F(1, 18) = 148.66, p < .001, η2 

= .89, a significant main effect of group, F(1, 18) = 10.66, p = .004, η2 = .37, and a 

significant time × group interaction, F(1, 18) = 18.21, p < .001, η2 = .50. Post hoc 

dependent samples t-tests revealed a significant difference between the box breathing 

condition during the breathing exercise and during the baseline, t(9) = 15.52, p < .001, 

r = .97, and a significant difference between the coherent breathing condition during 

the breathing exercise and during the baseline, t(9) = 4.67, p < .001, r = .73. Post hoc 

independent samples t-tests revealed a significant difference between the box breathing 

condition and the coherent breathing condition during the breathing exercise, t(18) = 

13.09, p < .001, r = .95. The difference between the box breathing condition and the 

coherent breathing condition during the baseline, t(18) = .67, p = .515, r = .15, did not 

reach significance. Overall, the results suggest that the average respiration cycle was 

significantly longer for the box breathing condition during the breathing exercise (M = 

10.61, SD = 3.03) compared to the baseline (M = 5.94, SD = 0.60), and the average 

respiration cycle was significantly longer for the coherent breathing condition during 

the breathing exercise (M = 14.92, SD = 0.85) compared to the baseline (M = 5.21, SD 

= 1.65). In addition, the average respiration cycle increased more for the box breathing 

condition (M = 9.71, SD = 1.98) than the coherent breathing condition (M = 4.67, SD = 

3.16) from the baseline to the breathing exercise. 

A one-way analysis of variance (ANOVA) with group (coherent breathing condition 

vs. box breathing condition vs. control condition) as between-subject factor was con-

ducted on the baseline respiration data. The main effect of group, F(2, 30) = .74, p = 

.486, η2 = .05, did not reach significance. These findings indicate that our breathing 

manipulations were valid, thus ensuring high internal validity for our test of the 

breavacy hypothesis. 

 

Heart-rate Data 

A 2 × 2 mixed design analysis of variance (ANOVA) with time (baseline vs. breath-

ing exercise) as within-subject factor and group (coherent breathing condition vs. box 

breathing condition) as between-subject factor was conducted on the heart-rate data. 

The main effect of time, F(1, 20) = .79, p = .384, η2 = .04, the main effect of group, 

F(1, 20) = .33, p = .574, η2 = .02, and the time × group interaction, F(1, 20) = .12, p = 

.731, η2 = .01, did not reach significance. 
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A one-way analysis of variance (ANOVA) with group (coherent breathing condition 

vs. box breathing condition vs. control condition) as between-subject factor was con-

ducted on the baseline respiration data. The main effect of group, F(2, 34) = .36, p = 

.699, η2 = .02, did not reach significance. 

Discussion 

We demonstrate that stress-relief breathing techniques leads to an increased level of 

disclosed personal information and, consequently, longer response times to personal 

questions. Our findings suggest that when individuals are relaxed due to breathing ex-

ercises that trigger the parasympathetic nervous system [20, 25, 26, 37], they are more 

likely to reveal personal information compared to those in a neutral ANS state. The 

respiration data indicates that both coherent and box breathing increase the average 

respiration cycle duration, and hence activate the parasympathetic nervous system, with 

box breathing having a more substantial impact on self-disclosure than coherent breath-

ing. 

Our findings provide evidence for the subtle influence of breathing on privacy deci-

sions, introducing a new NeuroIS domain with the potential to inform individuals, or-

ganizations, and policymakers about privacy decision-making. The theoretical implica-

tions of our research contribute to a deeper understanding of the interplay between 

physiological, emotional, and cognitive factors in privacy decisions [15]. Furthermore, 

our findings extend the current body of knowledge in NeuroIS [13, 28] and Neuro Pri-

vacy [24, 32] fields by identifying the role of stress-relief breathing techniques [37] in 

shaping privacy-related behaviors [30]. 

The practical implications of this research are numerous, particularly in light of in-

creasing privacy concerns [7], heightened awareness of physiology in the workplace 

[34], and the growing popularity of stress management breathing apps [11, 17], includ-

ing those emerging in the metaverse [29]. First, although individuals using these apps 

to practice stress-relief breathing techniques may experience health benefits, they 

should remain cognizant of the potential impact of such apps on privacy decisions. It is 

plausible that individuals could be more inclined to disclose personal information while 

interacting with other apps following a brief breathing session. Second, organizations 

and app developers should consider incorporating guidelines and features to promote 

mindful privacy practices, ensuring users are aware of the implications of their disclo-

sure choices. For policymakers, our findings suggest the need to consider the mallea-

bility [1], context-dependence [35], or general relativity [4] of privacy decisions at the 

physiological level. Policies and guidelines related to personal information disclosure 

should take into account the subtle influences of individuals' emotional and physiolog-

ical states. By promoting awareness of the effect of subtle factors on privacy decisions, 

policymakers can help create an environment that supports more informed and respon-

sible privacy decision-making practices. 

Our findings should be interpreted while considering several limitations. First, we 

used the number of characters as a proxy for measuring self-disclosure. Although this 

provides a nuanced measurement of disclosure behavior, previous research has shown 

that self-disclosure can be measured in various ways, including self-reports of intention 
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to disclose [30] and the number of questions answered in a survey instrument like ours 

[5]. Due to our small sample size, we were unable to detect a significant difference in 

terms of the number of questions answered, as supported in Alashoor et al. [5], but we 

did find a significant difference in the number of characters disclosed. Our analyses 

addressed several alternative explanations that could potentially undermine the ob-

served effect of breathing on this nuanced measure of disclosure behavior. Neverthe-

less, future research is essential to confirm our findings. Furthermore, studies investi-

gating the impact of breathing on the content of disclosed information will offer valu-

able insights, as increased or decreased disclosure is not inherently unwise given the 

context-dependent and relative nature of privacy decisions [3, 35].  

Second, we used visuals to help participants follow the breathing instructions. While 

such a method is encouraged by the breathing literature [10, 16], we cannot rule out the 

potential influence of the visuals on the baseline of disclosure behavior. While the res-

piration data (also see footnote# 2) provide empirical evidence for the validity of the 

breathing manipulation, thus rendering the visuals issue a minor limitation of the ex-

periment, future research can refine our experimental design to further substantiate the 

breavacy hypothesis. Last, we did not present other analyses related to the effect of 

breathing on self-reported measures, such as privacy concerns, disposition to value pri-

vacy, personality factors, etc. However, we plan to embark on this project in the near 

future to provide a more comprehensive understanding of the breavacy hypothesis.  

Conclusion 

Irrespective of the underlying mechanism through which breathing affects decision-

making, slow and deep breathing can indeed have an impact on self-expression, self-

disclosure, and privacy decisions in general. Privacy decisions made in specific situa-

tions (e.g., stress) may cause individuals to express themselves less, while making those 

same decisions under different circumstances (e.g., relaxation) could lead to increased 

self-expression. This illustrates the general relativity of privacy decisions, which are 

influenced by a myriad of economic, psychological, and, as our study introduces, phys-

iological factors like breathing, all of which are capable of bending the utility function 

of any privacy calculus depending on context and time. We hope our work serves as an 

impetus for future research to explore the integration of breathing and privacy, or 

“breavacy,” considering the profound connection between the intimate nature of both 

concepts. 
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Abstract. Every day, social media content moderators must decide within  

seconds hundreds of times whether or not user-generated content constitutes  

hate speech. Although IS research is making continual progress in automatically 

detecting potential hate speech content through AI-assisted processing, the final 

decision still resides in the human-in-the-loop. To support the content  

moderators, the results of AI-based classifications are regularly displayed  

during the decision-making process – but is this advisable? To approach an  

answer, the neural and behavioral effects of two opposing AI-based  

classifications are tested against each other. The results from a fNIRS experiment 

show that opposing AI-based classifications leads to different cortical activation 

patterns, which in turn depend on the individual’s importance of hate speech  

prevention. Moreover, this exploratory study indicates that AI-based  

classifications may also induce a “cortical relief” seemingly cause behavioral  

effects that at least cast doubt on the validity and desirability of the AI-assisted 

human decision. 

Keywords: fNIRS • Hate Speech Detection • Content Moderation •  

Human-in-the-Loop • Artificial Intelligence • Decision Support Systems 

Introduction 

Given the tremendous amount of user-generated content, the initial detection and  

subsequent moderation of potential online hate speech4 (HS) pose an ongoing challenge 

for social media platforms [1, 2]. Every day, social media content moderators must decide 

whether or not user-generated content constitutes HS within a few seconds – many  

hundreds of times [3, 4]. Little is known about the actual process of content moderation 

in social media. However, based on interviews with former content moderators, a sense 

of the process can be obtained [3]. In the process, moderators receive randomly assigned 

reports (tickets) consisting of diverse texts, images or videos. It is unpredictable what will 

appear next on the screen, which makes the situation stressful, as it is impossible to  

prepare psychologically. Due to strict productivity metrics, moderators have only a few 

seconds to decide or rather react according to company guidelines. This places immense 

physical and psychological demands on content moderators, which not only bear the 

 
4 Hate speech can be defined as communication “that attacks or uses pejorative or discrimina-

tory language with reference to a person or a group […] based on identity factors” (p.10, [37]). 
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responsibility for deciding whether the content is (not) HS and thus  

ultimately (not) banned from the platform [1]. It is also them to make these difficult and 

context sensitive decisions at the fuzzy boundary of free speech and hate speech [3, 5]. 

Instead of exploiting contract labors [3] or workforces in mainly poorer countries 

for this process at the expense of their mental health, as seems to have been the case  

in the past, social media companies now seem to be turning more to AI solutions [6]. 

In this regard, valuable progress has been made in IS research in the detection of  

HS content. Besides democratic crowd-based approaches [7], a multitude of  

efficiency-increasing semi- and fully automated AI solutions for HS detection are  

proposed in IS research [8, 9]. However, when it comes to the subsequent moderation 

of this content, alike research on mechanisms is largely missing for the moderation 

phase [1]. It seems that there is to date no sufficient workaround to completely forgo 

the human-in-the-loop as the final decision-making authority in this moderation phase 

[10]. Thus, content moderators still decide on the final treatment of content. Yet it is 

precisely this moderation phase that demands increased cognitive effort and  

psychological strain [4]. In this process, the display of AI-based classifications (AIC) 

is suggested to help content moderators with their decision [11]. Moreover, new IS 

approaches propose that the final decisions of the content moderator can subsequently 

serve as new data samples for training AI classification [12]. However, is it advisable 

to display AIC to the content moderator during the decision-making process if it is still 

unclear if and how the display of AIC affects the human-in-the-loop? In this regard, at 

least two questions remain open: (1) To what extent does the display of AIC affect the 

moderator's decision, and (2) does the displayed AIC bias the decision-making process 

by involving varying cortical neural processes?  

To address these two questions, the remainder of the paper will first outline which 

effects could possibly be relevant in this regard and how they can be measured using 

neurophysiological methods. Then the method is described and it is explained which 

participants were recruited and how the experimental task and the corresponding  

stimuli were constructed. After presenting the (pre-)analysis procedures, the results are 

presented. Finally, these are discussed against the background of possible theoretical 

and practical implications. 

Method 

To observe the behavioral and neural responses to the displayed AIC during  

decision-making in context of hate speech an explorative, ethically approved,  

event-related functional near­infrared spectroscopy (fNIRS) experiment was executed. 

Since it is thought that the displayed AIC can reduce cognitive effort for content  

moderators, an exploratory neural measure of related constructs such as  

mental workload or cortical relief seem to be a good starting point. Albeit  

electroencephalography (EEG) has been commonly used to quantify mental workload 

in the past given its high temporal resolution that allows for on-time measurements [13, 

14], fNIRS has recently gained attention as complementary method [13, 15, 16]. This 

is because fNIRS can quantify multiple hemodynamic and metabolic parameters and 

identify the cortical origin of neural activity, allowing to identify neural cortical pattern 

comparable to functional magnetic resonance imaging (fMRI) results [17]. 
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A characteristic neural pattern that may be of interest in the context of content  

moderation is the cortical relief effect [18–20]. This effect is a specific neural  

mechanism in human decision making. It is defined by increased activation in areas of 

the medial prefrontal cortex (mPFC) and concomitant decreased activation in areas of the 

lateral PFC (lPFC). Thereby, the increased mPFC activation is assumed to be associated 

with increased subjective appraisal and simultaneously less cognitively engaging and less 

complex neural processing as suggested by lPFC deactivation [21, 22]. The activation 

pattern was originally identified with fMRI during a binary decision task when choosing 

between two branded products [20]. In choice sets where the most preferred brand is 

available as a choice compared to sets where there are two non-favored product brands to 

choose from this characteristic neural pattern was found. The interpretation is that a 

strongly preferred brand simplifies the choice decision and cortically “relieves” the  

decision-making process [19, 20]. The cortical relief effect has been replicated with 

fNIRS, also being used to correlate with real-world data [18, 19]. Since this study aims 

as a first step to proof whether the display of AIC has the intended relieving effect on the 

decision-making process, it seems sensible to first explore a validated effect with a district 

neuronal pattern. For this purpose, it is necessary to be able to differentiate cortical areas. 

At the same time, it should be possible to easily transfer the results to real, on-time  

applications for later studies. Thus, the application of fNIRS seems to be a promising first 

approach in this direction. 

Participants 

Participants who were at least 18 years old were recruited from the institutional  

participant pool. They were only included if they were neither pregnant nor breastfeeding 

to (1.) avoid possible emotional distress for these vulnerable groups and (2.) circumvent 

additional variance between participants due to hormonal and neurochemical  

imbalances. For latter reason, also participants who were taking (neuro-)psychoactive 

medication or did suffer from severe mental or neurological disorders were excluded. 

Furthermore, participants should at least have one active social media profile. Those with 

a presumably extreme social desirability bias, indicated by most extreme scores on the 

scale of socially desirable response behavior [23], were excluded for analysis (n = 2). This 

resulted in a final sample of n = 28, Mage = 27.07(9.63), 64.3% female. 

 

 

 

Material 

For stimuli development, potential HS comments had to be created first, fulfilling the 

three quality criteria of credibility, offensiveness, and comprehensibility, that are  

considered particularly influential in the applied study design. As an initial sample, 165 

comments were pretested, created from commonly used hate expressions (Silva et al., 

2016) and targets of different hate categories (from https://hatebase.org). In the pretest 

(N = 173, Mage = 42.71(12.24), 59.4% male) 30 randomly chosen comments were rated 

per participants on the three criteria on 10-point scales. Credibility was assessed using an 
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item on ‘believability’ [24, 25], including only comments with an average score of eight 

or higher. The focal criterium of offensiveness was assessed using three items that  

provided information on how ‘insulting’, ‘discriminatory’, and ‘offensive’ each comment 

was perceived to be. The selected offensiveness scores should be within the interval of 

7.0 to 8.5 points in order to select HS comments in a way that will cause some variance 

in the perception of the offensiveness. Comprehensibility was ensured by only  

considering comments where at most one participant marked an incomprehensible word 

within the comment. Finally, 60 comments were identified that were used with an  

additionally displayed AIC below the comment as stimuli in the experimental task. The 

AIC was an additional information, fictitiously classifying the comment as problematic 

(pr) or non-problematic (npr) (“AI analysis: comment [not] problematic”). Participants 

had to decide whether they want to flag the potential HS comment as problematic. Twelve 

comments were randomly assigned to each AIC condition, resulting in 24 trials for the 

AIC conditions which were displayed in randomized order. 

Neural data was acquired with the non-invasive mobile neuroimaging method of 

fNIRS fitted in a headband. The fNIRS as a headband was attached to the participant’s 

forehead using the craniometric point of the nasal bone as an application reference to 

ensure equal device positioning across participants. The continuous-wave fNIRSport-

System (NIRx Medical Technologies, Berlin) was used, collecting the data with the 

NIRS-Star software package (v14.2). By penetrating the human tissue with near-infra-

red light (wavelengths of 760 and 850 nm), de-/oxygenated blood flow in subjacent 

cortical brain areas was measured via levels of hemoglobin concentration (HbO and 

HbR; [26]). The data were sampled at a 7.81 Hz, using 22 channels (8 light source 

emitters and 7 long-distance light detectors; average distance 30 mm, Fig. 1) covering 

the medial (3-5, 10, 13, 18-20) and lateral prefrontal cortex (1, 2, 6, 7, 9, 14, 16, 17, 21, 

22). For four channels (8, 11, 12, 15) the grouping is too vague.  

 
Fig. 1. Schematic visualization of the fNIRS montage and channel localization. The coloring of 

the channels shows the classification of the associated brain regions. Orange = lateral PFC, yel-

low = medial PFC and grey are unclassified channels. 
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Experimental Procedure 

After participants were informed about the study and the fNIRS device in writing and 

verbally, informed consent was obtained according to the Declaration of Helsinki. After 

calibrating the fNIRS signal strength and shielding the device from external light with 

a darkening hood, the participants could self-start the task on a computer screen.  

First, the comment was displayed without additional information (comment-only 

[CO]; 7 s). After a randomized jitter (interstimulus interval [ISI]; 1-5 s), the additional 

AIC was displayed with the comment (comment-AIC [CAIC]; 7 s). After another ISI 

(1-5 s), participants had to decide whether they want to flag the comment as HS or not, 

whereby first only the question was shown (2 s) before the answers (flag comment/ 

do nothing) could be entered (2 s). For flagged comments, two additional questions had 

to be answered (no time restriction) regarding the reason for flagging (racism, violence, 

discrimination, incitement, insult, other) and the discriminated group (nationality,  

gender, sexuality, other). The next trial started after a jittered intertrial interval (ITI;  

2-6 s). A schematic display of a trial is provided in Fig. 2. 

After having completed the experimental task, the fNIRS device was removed and 

the participants were handed a questionnaire to query sociodemographic data and  

potential control variables such as warm glow [27], anticipated guilt [28], and  

importance of HS prevention, for which the harm of hate speech scale served as proxy 

[29]. Participation was compensated (€30) and took about one hour on average. 

 

 
Fig. 2. Schematic trial of the experimental task. 

Preprocessing and Data Analysis 

The NIRS AnalyzIR toolbox was used for preprocessing in MATLAB [30]. First, the 

raw fNIRS signal was sampled to 4 Hz [31]. Thereafter, data were smoothed and  

artifacts (e.g., heart rate or drifts in the optical signal) were removed. A baseline  

correction and motion correction was done, using a spatial principal component filter 

for the latter one [32]. Then, the optical density was calculated [31], before the signal 

was converted with the modified Beer-Lambert law (partial pathlength factor of 0.1) 

into hemoglobin values [33]. For each participant, a general linear model (GLM) was  

calculated, modeling the experimental periods (CO, CAIC, decision) as regressors.  

After GLM estimation with the AR-IRLS algorithm [34], each time course was convolved 
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by the canonical hemodynamic response function. A mixed-effects model was calculated 

for group analysis, using AIC conditions as fixed effects and subjects as random effects. 

The contrast of interest was calculated between the AIC conditions (npr < pr) each 

being controlled for the activation patterns in the comment-only period (CO < CAIC) 

to see whether different AIC results in different processing. The subsequent results will 

only be reported if significant (family-wise error corrected threshold q < .05) and robust 

(HbO and HbR suggest the same neural activation within one channel, [35]). 

Results 

Contrasting the AIC conditions (npr < pr) identified a bilateral deactivation in lateral PFC 

(Ch7: HbO t(27) = -3.29, q = .013; HbR: t(27) = 3.23, q = .015; Ch9: HbO 

t(27) = -4.956, q ≤ .001; HbR: t(27) = 1.913, q = .184) and an increase in medial PFC 

(Ch20: HbO t(27) = 3.857, q = .004; HbR: t(27) = -0.245, q = .921; Fig. 3).  

Similarly, the behavioral results suggest different responses to AIC conditions. The 

applied repeated measures (RM-)ANOVA5 reveals a significant main effect of AIC on 

the proportion of flagged comments (propFlag), F(1, 27) = 12.993, p ≤ .001, 

ηp
2 = 0.325, indicating an AIC compliant flagging behavior with 75% of the comments 

being flagged when classified as problematic by the AI compared to non-problematic 

(62%). This effect stays positive and significant when controlling for sociodemographic 

data, F(1, 23) = 20.467, p ≤ .001, ηp
2 = 0.471, and additional latent variables, with one  

exception: The inclusion of importance of HS prevention (HSP) results in a marginally 

nonsignificant main effect of AIC.  

 

 

Fig. 3. Significant channels of the contrast comparing the AIC conditions  

([CO-np<CAI-np]<[CO-pp<CAI-pp]). The color coding corresponds to the t-values indicated by 

the color bar. Significant activation in uncategorized channels: (A) Ch11: HbO t(27) = -0.994, 

q = .559; HbR: t(27) = 4.14, q = .002  

 
5 The assumptions of RM-ANOVA were tested. Sphericity is given since there are only two 

conditions. The residuals were not normally distributed per condition, as indicated by  

significant Shapiro-Wilk tests. Though, not only is RM-ANOVA generally considered robust 

to violations of normality in terms of type I and type II error, as shown by systematic Monte 

Carlo simulation studies of F-test robustness considering a wide variety of distributions, but 

also specifically the applied sample size of n = 28 exceeding the threshold commonly  

suggested for robustness [38, 39]. 
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Since HSP has already been shown to be a potential moderator of the behavioral  

response in flagging decision contexts [36], a post-hoc analysis was performed. The 

split-plot RM-ANOVA6 with HSP as a 2-level between-subject factor (median-split 

HSP groups) reveals a significant interaction of AIC × HSP, F(1, 26) = 15.925, 

p = .002, ηp
2 = 0.305, being robust under control for sociodemographic data, 

F(1, 22) = 6.514, p = .018, ηp
2 = 0.228. While this already suggests that AIC affects 

HSP groups differently, follow-up groupwise inspection of RM-ANOVA confirms that 

those with low levels of HSP (HSPlow) are particularly impacted by AIC and behave 

compliant to AIC, F(1, 14) = 22.770, p ≤ .001, ηp
2 = 0.619. Those with high levels of 

HSP (HSPhigh) show no behavioral response in turn, F(1, 12) = 0.263, p = .618, 

ηp
2 = 0.021. 

 

 

Fig. 4. Significant channels of the contrast displaying (A) the interaction of AIC with HSP group 

and (B1/B2) the AIC contrast per group. The color coding corresponds to the t-values indicated 

by the color bar. Significant activation in uncategorized channels: (A) Ch15: HbO t(27) = 4.492, 

q = .001; HbR: t(27) = -3.114, q = .018 (B1) Ch11: HbO t(27) = -1.436, q = .364; HbR: 

t(27) = 3.217, q = .015; Ch15: HbO t(27) = -3.289, q = .013; HbR: t(27) = 3.293, q = .013 (B2) 

Ch15: HbO t(27) = 3.705, q = .004; HbR: t(27) = -1.023, q = .546. 

 
6 The assumptions of split-plot RM-ANOVA were tested. For sphericity and normal  

distribution of residuals per condition please see footnote 2. Box’s M of 4.559, 

F(3, 484765.792) = 1.392, p = .243, indicates equality of the covariance matrices of propFlag 

across the cells formed by HSP groups. Homogeneous error variances of propFlag could be 

assumed between HSP groups as assessed using Levene’s test per condition, AICpr: 

F(1, 26) = 0.747, p = .395, and AICnpr: F(1, 26) = 4.057, p = .054. 

 

(A) AI information – HSP Group interaction effect 
Low [(CO-np<CAI-np)<(CO-pp<CAI-pp)] < High [(CO-np<CAI-np)<(CO-pp<CAI-pp)] 

 

(B1) Simple effect HSPlow Group 
Low [(CO-np<CAI-np)<(CO-pp<CAI-pp)] 

(B2) Simple effect HSPhigh Group 
High [(CO-np<CAI-np)<(CO-pp<CAI-pp)] 
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Inspired by this moderation effect found on behavioral level, the interaction contrast 

of the AIC main effect between the HSP groups was re-analyzed on neural level.  

Surprisingly, the interaction contrast (Fig. 4 A) identifies stronger deactivation in the 

lateral PFC (Ch1: HbO t(27) = -0.531, q = .794; HbR: t(27) = 3.16, q = .016;  

Ch2: HbO t(27) = -0.774, q = .676; HbR: t(27) = 4.62, q ≤ .001; Ch9:  

HbO t(27) = -0.471, q = .823; HbR: t(27) = 2.792, q = .037) and increased activation 

in the medial PFC (Ch20: HbO t(27) = 1.297, q = .422; HbR: t(27) = -3.383, q = .011) 

for HSPhigh compared to HSPlow, suggesting that a cortical relief effect specifically 

arises for those with high levels of HSP. Simple effect contrasts confirm this finding. 

Increased mPFC (Ch20: HbO t(27) = 3.251, q = .014; HbR: t(27) = -2.378, q = .086) 

and decreased lPFC activation (Ch1: HbO t(27) = -2.858, q = .032; HbR: 

t(27) = 3.074, q = .019; Ch2: HbO t(27) = -1.641, q = .289; HbR: t(27) = 3.912, 

q = .003; Ch7: HbO t(27) = -3.278, q = .013; HbR: t(27) = 4.021, q = .002; Ch9: HbO 

t(27) = -4.123, q = .002; HbR: t(27) = 3.781, q = .004) was mainly found for HSPhigh 

(Fig. 4 B2) while for HSPlow only a decreased mPFC activation was identified  

(Ch18: HbO t(27) = -0.271, q = .921; HbR: t(27) = 2.964, q = .024; Fig. 4 B1). 

Discussion 

Final decisions in content moderation place a tremendous psychological burden on  

content moderators. It is assumed that the display of AIC supports the moderators in 

this decision, wherein this work-in-progress study aimed to show how much the  

decision and also the decision-making process are affected by such information on AI 

classification. Specifically, two research questions were addressed: (1) To what extent 

does the display of AIC affect the moderator's decision, and (2) does the displayed AIC 

bias the decision-making process by involving varying cortical neural processes? To 

answer the first question, this study shows that the decision to flag a potentially  

problematic comment can be influenced by information on AIC and differs depending 

on the individual importance of HSP. In particular, the display of AIC seems to  

primarily affect the decisions of individuals that place less importance on HSP, while 

individuals with high importance of HSP seem to be behaviorally unaffected by the 

displayed AIC. However, with regard to neural responses, it is the exact opposite and 

specifically this latter group of individuals with high importance of HSP seems to profit 

neurally from the display of AIC. However, this cortical relief effect found in PFC 

regions cannot be found for those with comparably low importance placed on HSP. 

These results indicate that, on the one hand, the decision-making process of  

individuals who attach high importance to HSP is impacted by the displayed AIC but, 

on the other hand, their actual decision seems to be unaffected by any displayed AIC. 

These decision-makers seem to benefit from AIC in the desired way by being mentally 

relieved during the decision-making process when the displayed AIC matches their 

general repudiation of hate speech. However, their actual decision does not seem to be 

influenced by the display of the AIC, as their flagging behavior is similar in both  

AIC conditions. In contrast, the individuals who attach less importance to HSP rather 

seem to “blindly” follow the suggestions of the displayed AIC and do not experience 

any greater relief from either piece of information. Though, these individuals might be 

the ones who actually reflect a real content moderator to a large extent, as the enormous 

workload under time pressure and the constant confrontation with HS might diminish 
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the sensitivity to HS. 

However, if their “blind” decisions are in turn used as feedback to retrain the AI as 

suggested by new approaches [12], the question arises whether display of AIC  

ultimately counteracts the human-in-the-loop principle. The principle is actually  

intended to objectify the process by having the human moderator as the AI's control 

mechanism and thereby providing new qualified, human-controlled input to the system. 

This input is then used as a new data sample for the training set, on which the AI can 

improve its classification. However, if the display of AIC does not support human  

decision-making but rather overrides it, in that the human “blindly” follows the AIC, 

this could lead to biased training sets that again only replicate the AIC. If the AI now 

learns from this biased set, the bias becomes larger and larger, making the human-in-

the-loop obsolete. 

Future research should pay more attention to this possibly diametrical effect, as it 

has important implications for research, AI development and content moderation in 

practice. Therefore, additional analyses of the data, e.g., correlation analyses combining 

neural and behavioral data, are recommended to provide additional insights into the 

effect. Furthermore, replication of these exploratory effects is needed to verify the  

robustness of the results, where, for example, the type of AIC information and  

explanations of the AIC process could be manipulated. Future research could examine 

the effect by mimicking the actual process of content moderation on a larger scale, e.g., 

with real content moderator and an actual deletion decision, additionally increasing 

cognitive workload in advance. Furthermore, the effect could be replicated with higher 

temporal resolution measurements (e.g., EEG) to potentially develop an application to 

measure this bias within the decision-making process real-time. 
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Abstract. Generative AI has seen a significant rise in its performance and use in 

various fields, including academia, art, design, and software engineering. How-

ever, little research has been conducted on how users interact with AI tools. This 

article proposes a research project that focuses on the elicitation of positive psy-

chological experiences, such as flow, when an individual is fully immersed in a 

task and feels highly effective and satisfied. The study aims to investigate how 

AI tools may promote flow experiences by regulating cognitive load to flow-

conducive levels through providing initial solutions to demanding tasks or shift-

ing user demands from monotonous tasks to more challenging ones. The study 

will utilize wearable EEG recordings to generate objective insights into the dy-

namics of cognitive load and flow during early project stages. The research could 

lead to the development of neuro-adaptive recommender agents that propose AI 

invocation when undesirable load levels are detected. 

Keywords: Generative AI, ChatGPT, Cognitive Load, Flow, Wearable EEG 

Introduction 

Artificial Intelligence has been on the rise for several years [1, 2]. Yet, with the recent 

emergence of generalized transformer models like ChatGPT a significant shift in their 

performance has occurred [3]. In academia, prestigious journals like Nature and Sci-

ence have already highlighted the rise of Human-AI-collaborative projects [3, 4]. Also, 

other powerful generative tools for image (e.g. DALL-E), audio (e.g. Speechify), and 

video generation (e.g. Synthesia), but also coding and software application develop-

ment (e.g. Uizard) have been developed and impact how people produce innovative 

media and knowledge. While some research has focused on the technical capabilities 

and limitations [5, 6] and socio-economic impacts on the workforce [1, 3], little atten-

tion has been paid to the user experience of working with these powerful AI tools. 

However, as the popularity of ChatGPT has demonstrated (it gained over 100 million 

users in less than two months), it is crucial to examine how users interact with these 

tools and the experiences they elicit. 

 

Anticipating a future where people interact with AI tools rather than being replaced by 

them, it is pertinent to explore how it feels to work with them [7]. This study proposes 
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to focus on one possible user experience outcome: the elicitation of positive psycho-

logical experiences [8]. Specifically, we aim to investigate how AI tools may promote 

experiences of mastery and well-being by facilitating flow, a state of optimal experi-

ence characterized by a high level of task engagement and satisfaction [9]. This flow 

experience has been an emerging topic in IS – and particularly in NeuroIS research 

(Koufaris, 2002; Léger et al., 2014; Nadj et al., 2023; Knierim et al., 2017; 

Knierim2018; [10–16]. Since flow occurs when skills meet task demands (and when 

both are present at high levels) [17], and since cognitive load has been identified as a 

proxy for this skill-demand balance [18], we propose that generative AI tools could 

regulate cognitive load to flow-conducive levels, for example, by providing initial so-

lutions to challenging tasks (lowering task demands) or by shifting user demands from 

monotonous tasks to more challenging ones (increasing task demands). 

 

In this article, we propose a study design using NeuroIS methodology to investigate 

these patterns in a knowledge work task scenario. By using wearable EEG recordings, 

we also aim to gain objective insights into the dynamics of cognitive load and flow, 

especially during early project phases. As the EEG is well known for monitoring cor-

relates of cognitive load [19] with high temporal resolution, this approach also allows 

for theoretical extensions of load-flow dynamics in real-time. In the following sections, 

we detail the theoretical foundations of flow and cognitive load that we use to develop 

a corresponding study design. Ultimately, this research could lead to neuro-adaptive 

recommendation agents that suggest AI invocation when undesirable load levels are 

detected - and ideally facilitate positive experiences when doing so. Before this hap-

pens, however, additional questions need to be answered, which are discussed in the 

outlook section of this article. 

Related Work 

Flow & Related IS Work. The concept of flow encompasses nine dimensions that 

include the perception of: (1) a balance between task demand and an individual's skill, 

(2) clear goals, (3) unambiguous feedback, as well as (4) effortless concentration, (5) 

merging of action and awareness, (6) loss of self-consciousness, (7) control, (8) distor-

tion of time, and (9) intrinsic reward [9]. Research has shown that flow can be experi-

enced in any task that requires active engagement and fulfills the three pre-conditions, 

of which the balance between perceived demand and skill is particularly noteworthy, 

as it is often manipulated in flow experiments [17]. The concept of flow has been ex-

tensively studied in business and IS research, with several studies linking it to improved 

job performance, creativity, and enjoyment [20–22]. Additionally, it has been associ-

ated with technology-enabled team building [23] as well as technology adoption and 

use [11, 16], highlighting its potential impact on desirable outcomes in the context of 

IS use and work. The relevance of flow experiences in IS use scenarios and knowledge 

work has also been recognized in NeuroIS research [10]. While much of the previous 

research has focused on identifying neurophysiological correlates of flow experiences 
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[14, 15], recent studies have highlighted the connection between flow and cognitive 

load, which serves as the foundation for this research proposal. 

 

Flow & Cognitive Load. In general, cognitive processing is composed of two primary 

components: a relatively limited working memory and a much larger long-term 

memory [24]. When engaging in a task, some degree of working memory must be al-

located to that task, a process referred to as cognitive load [24, 25]. Previous work has 

found that cognitive load and flow experiences are linked through an inverted U-shaped 

relationship [18, 26]. This has been documented both for self-reports and for well-

known EEG correlates of cognitive load like frontal Theta, and posterior Alpha and 

Beta frequency band power changes [19]. The explanation for this relationship is pri-

marily rooted in the flow pre-condition of demand-skill balance [18]. When a task is 

neither too demanding nor too easy, the efficient and automated task processing that 

characterizes flow can occur, likely because processes that are detrimental to the pri-

mary task are downregulated (e.g. self-referential attention, conflict monitoring or 

mind-wandering - [27]). Beyond this general integration of the two theories, little is 

reported about their cognitive and temporal dynamics. However, this represents an in-

teresting aspect because (1) scholars have reported that flow often emerges sporadically 

and chaotically [28], and (2) an understanding of the temporal dynamics would provide 

a highly valuable foundation for the development of flow-facilitating technology (e.g. 

by understanding when and how to invocate feedback – see [12]). Therefore, in inves-

tigating the impact of human-AI collaboration on positive experiences, we propose us-

ing NeuroIS methods to study these temporal dynamics to enable theoretical contribu-

tions beyond observing their outcomes. 

Study Proposal 

Study Concept, Hypotheses & Procedure. Our proposed study investigates the im-

pact of generative AI tools, such as ChatGPT, on positive experiences in a knowledge 

work setting. To achieve this, we build on previous NeuroIS research that has examined 

the emergence of flow experiences in knowledge work tasks like scientific writing [15, 

29]. One notable finding from this work was that cognitive load peaked during the start 

of the writing stage and then decreased after a few minutes [29]. This aligns with flow 

and writing research that suggests the start of a writing session may require more effort 

to structure the task than later stages [9, 30]. Based on this observation, we propose that 

the early stages of a writing project are particularly demanding and that this moment 

presents an opportunity to use an AI tool to reduce task demands. Thus, we derive the 

following hypotheses: 

 

H1: Cognitive load increases during early stages of a complex writing task. 

H2: Using generative AI reduces cognitive load during early stages of a complex writ-

ing task. 

H3: The reduction of cognitive load in an early writing stage increases the intensity of 

flow experiences.  
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Furthermore, because it is known in flow literature that task skill and importance (here: 

topic knowledge) significantly influence when and how flow is experienced [31], we 

expect these two factors to moderate hypotheses H2-H3: 

 

H4a: The more important a topic is to a writer, the greater the AI support's load reduc-

tion and flow intensification. 

H4b: The more knowledge a writer has with a topic, the weaker the AI support's load 

reduction and flow intensification. 

 

To account for individual differences in EEG data and skill levels, we propose a fully 

within-subject experimental design that includes (1) a standardized text copying task of 

varying difficulty, and (2) drafting two extended abstracts on a standardized topic, once 

with and once without the support of a generative AI tool. Figure 1 illustrates the pro-

posed experimental structure, including the procedure, tasks, and questionnaires. 

 

 

Fig. 1. Procedure of the proposed experiment. 

Tasks & Manipulations. The text copying task (see, e.g. [32]) is proposed as a baseline 

measure of cognitive load to resemble common knowledge work. This text copying 

task consists of a set of pre-selected text segments of varied lengths that are presented 

to participants for 10 seconds per segment. By varying the length of each segment that 

has to be typed, low, medium, and high levels of cognitive load can be elicited that can 

serve as a reference for the report and EEG data later (see, e.g. [18]). 

 

For the abstract writing stage, participants will work on two standardized topics that are 

identified in an early stage of the experiment. Specifically, as we expect topic relevance 

and expertise to moderate the load and flow changes induced by generative AI tools 

(H4a & H4b), participants are asked to indicate this relevance and expertise for a pre-

defined range of four topics at the start of the experiment. These four topics will cover 
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recent developments in the IS discipline. To maximize contrasts, participants will be 

assigned to work on the topic with the highest and the lowest relevance and expertise – 

randomly assigned to the AI support / no support conditions. Further, to compare gen-

eral ability levels for a writing task, we will include the writing practice index (WPI) 

used in related work on creative writing [33]. The order of the two writing assignments 

will be randomized to counter any unwanted carryover effects. 

 

The writing process itself is divided into two phases. First, in the ideation stage, partic-

ipants will have time to draft a storyline for their abstract without the support of any AI 

tool. They will be asked to focus on generating a story in bullet points. We consider 

this phase necessary because it will serve to test the hypotheses that cognitive load 

increases substantially in the early stages of a complex writing task (H1), and that the 

use of a supportive generative AI tool thereafter reduces cognitive load and flow expe-

rience (H2 & H3). In addition, the use of the generative AI tool is more comparable 

across participants because it is not used for ideation, but rather for implementation of 

the writing. Second, in the work phase, participants are asked to complete the writing 

of their text based on their previous ideas. In one round, they are asked to use ChatGPT 

to produce their extended abstract. In both phases, participants must work for a mini-

mum of three minutes and a maximum of 15 minutes. We offer this variable time span 

to account for individual differences in the time it takes participants to produce a satis-

factory solution. After each ideation and work stage, participants are asked to fill out 

surveys about their load and flow experience levels – similar to previous work [15, 34, 

35].  

 

To complete the experiment, participants will complete resting baseline measurements 

for 30 seconds with eyes open (fixating on a cross) and 30 seconds watching a video of 

fish swimming in the ocean as a more natural resting stage stimulus [36]. Overall, we 

expect the experiment to last 60 minutes, including the time for instruction and set-up 

of the instrumentation. Participants will be remunerated with a flat fee following rec-

ommendations for flow research [37]. 

 

Measures. The NASA Task Load Index (six items by [38]) and the short flow scale 

(ten items by [31]) will be used as main reports at each task interruption or conclusion. 

In addition, at each interruption, we will include additional items to assess the task 

difficulty (one item by [31]) and other facets of the affective experience during the task 

(a five-item stress measure by [39] and two pictorial items for emotional arousal and 

valence – [40]). After each task (the three main stages), we will also ask about the task 

importance (three items by [31]) to compare if task motivation might have influenced 

the experiences. Finally, at the end of the experiment, participants will be asked about 

their intention to use the AI in similar situations again (three-item TAM construct by 

[41] – for the AI use condition), or whether they would like to use a generative AI for 

such tasks (for the non-AI use condition – after description of ChatGPT and its capa-

bilities – adapting the three TAM construct items again). 
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To continuously monitor cognitive load levels, we will use a wearable EEG system 

with dry electrodes on the top of the head (importantly with electrodes at Cz) – specif-

ically, a system that resembles headphones that could be used in everyday life (see, e.g. 

[18, 42] and Figure 2). We opt for such a system because we believe it is important that 

NeuroIS scholars engage with such everyday life systems to advance the development 

of adaptive systems. As cognitive load effects are large and well-observable over 

frontal and central midline positions [19] we also believe such a system to be an appro-

priate choice in terms of rigor. We expect to see the classic increase in Theta frequency 

band power and decrease in Alpha frequency band power as cognitive load increases, 

especially over the C3, Cz, and C4 positions. 

 

  

Fig. 2. Dry-electrode wearable EEG system for cognitive load monitoring (see [18]). 

Discussion & Outlook 

In our work, we propose a study that aims to investigate the impact of generative AI 

tools on cognitive load and flow experience. We believe that understanding the effects 

of emerging technologies on user experiences is of paramount importance, especially 

since the integration of AI tools has the potential to enhance productivity and enjoyment 

in the future of work through human-AI collaboration. Our proposed study design in-

corporates wearable EEG systems to observe cognitive dynamics with high temporal 

resolution, which will contribute significantly to the theoretical integration and exten-

sion of load and flow theory. We hope that our findings will provide a novel foundation 

for explaining how cognitive load patterns contribute to the emergence of flow experi-

ences and how they are regulated by AI tools. It is important to note that our approach 

is based on the assumption that AI tools provide useful solutions that can be easily 

integrated into primary tasks. However, if this assumption does not hold, the use of AI 

tools may have the opposite effect, increasing load and creating more stressful experi-

ences. This possibility highlights the importance of studying the human-AI interaction 

in knowledge work scenarios, which are anticipated to occur at increasing rates now 

that generalized transformer models have made their debut in the modern world. As IS 

scholars, we have an opportunity here to lead the way in studying and supporting the 

impact of AI on people, organizations, and society as a whole. 
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Abstract. This paper examines the impact of emotions on the quality of code for 

novice programmers while developing in an experimental setting using Python. 

A relaxation mechanism was additionally-used to explore the possible effect on 

emotion and programmer performance. Non-invasive EEG was recorded to as-

sess activations in the left and right prefrontal cortex often related to emotions. 

The quality of code was obtained based on the Code-based Deep Knowledge 

Tracing method. Contrary to expectations, preliminary results show that positive 

emotions may contribute to novice programmers generating lower-quality code. 

Extension of this study may help solidify this relationship while reinforcing the 

corollary of how negative emotions contribute to code quality and recommenda-

tions for how to situate programmers in these varying mental states. 

Keywords: Emotions · EEG · quality of programming code · novice program-

mers · relaxation. 

Introduction 

Emotion is one of the most popular areas of focus for the neuroIS community where 

neurophysiological tools may be used for more objective measures than self-reports 

[1,2]. Emotion is characterized in psychology as a multidimensional state where an in-

dividual experiences feelings that can be described as good or bad, energizing or drain-

ing. A growing body of literature is recognizing a two-dimensional framework, the cir-

cumplex model, for representing this phenomenon. This model describes an emotional 

state in a two-dimensional circular space with the arousal and valence dimensions, 

where the dimension of valence describes the extent to which an emotion is positive or 

negative, and the dimension of arousal describes its intensity [3,4,5]. These emotional 

experiences have been shown to be associated with activation of certain regions in the 

brain suggesting that physiological correlates of emotions can be measured using neu-

rophysiological and neuroimaging tools [6,7].  

Electroencephalography (EEG), which measures electrical activity in the brain, is 

one of such neurophysiological measures that correlate with emotions [2,8]. Changes 

in emotions can cause differences in EEG signals, which may reflect different 
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emotional states. For instance, research shows that high frequencies sensed from elec-

trodes positioned on the frontal, parietal, and occipital lobes have high correlation with 

emotional valence [9], and it is possible to discriminate between happiness and sadness 

by analyzing EEG signals in various situations [10]. In fact, EEG has been used to study 

how the brain functions in relation to job performance in software development and 

how programmers experience positive and negative emotions when coding.  

Code quality is an important metric for evaluation of software as poorly written code 

can negatively impact the utility and the security of an application. The quality of code 

refers to how well-written and structured the code is, as well as how effectively it per-

forms its intended function [11,12]. High-quality code is easy to read and understand, 

well-documented, and efficient. There are many technical factors that affect the quality 

of code, such as clarity, maintainability, reliability, and security [13]. Other behavioral 

factors can impact the quality of code, such as motivation, communication, time man-

agement, and emotions [14].  

Emotions can have a significant impact on people’s performance. Notably, positive 

and negative emotions can significantly impact the quality of code that developers pro-

duce [15,16, 17, 18].  Relaxation can have a positive impact on code quality, as well. 

When developers are relaxed, they are more likely to be focused, creative, and attentive 

to detail [19, 20, 21]. These characteristics can lead to better code quality and more 

efficient development.  

In this paper, we present a work-in-progress study to understand the impact of emo-

tions on the quality of programming code. To better understand this impact, we explore 

the possible effect of relaxation on emotions while novice programmers solve a case 

problem. We provide a discussion about these findings with appreciation that further 

investigation with a larger sample size will be most helpful for the continuation of this 

research to reinforce or alter current leanings. 

Background 

Despite growing evidence that most defects in code quality are a result of human cog-

nitive issues [22, 23, 24, 25], software development processes in practice do not con-

sider the emotional state of programmers during coding. The ability to examine and 

understand how emotions affect code quality using neurophysiological measurements 

can provide guidance to managers and developers to take appropriate measures to min-

imize and prevent poor-quality code and promote a healthy environment for the pro-

grammer. Furthermore, scholars have suggested that the use of neurophysiological 

measures in software engineering could lead to the design and development of inte-

grated, neuro-adaptive development environments and learning platforms [26, 27, 28, 

29]. Several studies in software engineering have employed a variety of neurophysio-

logical tools to study the electrical activity of the brain [2, 8], the skin [28], and heart 

rate variability (HRV) [29]. Results from these studies indicate that measures captured 

with neurophysiological tools can be used to investigate the emotional states of pro-

grammers when performing various programming tasks [3]. However, most of this 

prior work has centered on the prediction of abilities.  Only a limited number of studies 

focus on emotional processes using neurophysiological tools in the context of software 
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engineering [30, 31, 32]. Our study builds on prior work by using neurophysiological 

tools to examine the impact of relaxation and emotions on the quality of code produced 

by novice programmers during a coding task. 

Proposed Study 

Electroencephalography has been used to extract and detect positive and negative emo-

tions from brain signals and incorporated as feedback into neuro-adaptive interfaces 

[33, 34].  The proposed study aims to use non-invasively recorded EEG to measure 

developers’ emotions while programming a task to identify if positive and negative 

emotions have a correlation with high- or low-quality of the code. The EEG recording 

system we are using is the BioSemi ActiveTwo bioamplifier system [35].  

The ActiveTwo system consists of a headbox, which connects to a set of electrodes 

placed on the scalp to measure EEG signals, and a bioamplifier unit, which magnifies 

and digitizes these signals.  The ActiveTwo system is used to measure EEG activity in 

specific regions of the brain that are associated with emotional processing, such as the 

prefrontal cortex [36]. The prefrontal cortex is a brain region involved in many cogni-

tive and emotional processes, including the regulation of positive and negative emo-

tions [37]. It has been shown that the left prefrontal cortex (PFC) is associated with 

positive emotions, while the right PFC is associated with negative emotions [38, 39, 

40].  

The quality of code can be determined using Code-DKT [41]. Code-DKT stands for 

“Code-based Deep Knowledge Tracing.” It is a neural network-based approach to mod-

eling student knowledge over time in the context of programming tasks. In this study, 

we use the categories of Code-DKT to manually analyze the code’s quality, specifically 

on the reason why participants make incorrect submissions. In the future, we plan to 

use Code-DKT in a more data-driven way to evaluate novices’ code quality. For exam-

ple, Code-DKT uses the Code2vec model to predict students’ programming perfor-

mance in an educational context based on their submissions when they practice pro-

gramming in a course [42]. The approach incorporates the Code2vec model into the 

traditional DKT model for the performance prediction task [43]. This approach directly 

incorporates features from programming code into the model and achieves state-of-the-

art performance in the prediction task for the computing education domain. While we 

currently leverage a limited set of test cases to evaluate the quality of programming 

code, as more data is available, we will switch to the data-driven method for a more 

accurate evaluation of the quality of student code quality.  

Methodology 

Seven (7) participants were recruited with ages between 18 and 40 years old and located 

in the southeast region of the United States. Participants belonged to different university 

departments with some fundamental coding experience with Python. Participants were 

randomly divided into two groups. The control group received a relaxation treatment 

via a biofeedback device called the Muse 2 [44] for ten minutes. The experimental 

group attempted the coding task without engaging in the relaxation activity.  
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The BioSemi ActiveTwo system was used to collect participants’ EEG signals as 

they completed a thirty-minute coding activity of writing Python code for a classical 

programming problem, the rainfall problem [45]. The placement of the BioSemi Ac-

tiveTwo sensors was performed by trained personnel to ensure that it was comfortably 

and accurately positioned on the participant’s head. The study ensured that the proce-

dures for both, the experimental and control groups, were consistent and standardized 

to reduce any potential confounding factors that may affect the study results. Figure 1 

shows one of the participants wearing an electrode cap fitted with active electrodes 

wired to the BioSemi bioamplifier during the experiment.  

 

 
Fig. 1. Participant wearing an electrode cap with BioSemi active electrodes. 

 

Independent variables consisted of individual characteristics, including age, sex, re-

laxation treatment, and EEG data from the brain that was collected during the time the 

participants attempted the coding task. We collected information from 16 channels of 

EEG using a Common Average Reference (CAR) across: frontal-polar (Fp1, Fp2), 

frontal-central (FC3, FCz, FC4), central (C3, Cz, C4), temporal-parietal (TP7, TP8), 

parietal (P3, Pz, P4), and occipital (O1, Oz, O2). After collection, we performed offline 

feature extractions of the EEG signals for emotion classification. We used the software 

EDFBrowser [46] to down sample the signals from 1024 Hz to a sampling rate of 256 

Hz. Then, we used standardized low resolution brain electromagnetic tomography 

(sLORETA) software to determine the cross-spectra and visualize the brain activations 

in a topographic plot [47]. The topographies revealed the left and right prefrontal cortex 

asymmetry as often related to emotions.  

Dependent variables consisted of the manual analysis of the code’s quality that con-

sisted of parameters such as syntaxis errors, I/O incorrect prompt, and non-identifiable 

logic. Quality points were assigned from 0 to 4, where 0 is the lowest quality and 4 is 

the highest. Figure 2 shows a representation of the possible relationships between the 

variables of the study. Independent variables such as age, sex, and relaxation treatment 

may act as moderators or mediators on the quality of code, however a bigger sample 

size is needed to establish such effects.  
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Fig. 2. Independent variables of age, sex, relaxation treatment, and emotion as determined 

from EEG, and their possible effects on the independent variable of code quality. 

Preliminary Results  

Emotions and code quality were analyzed for the seven participants in the study of six 

males and one female with an average age of 21.6 ( 3.7). The participants were ra-

cially-diverse, with two White, three Asian, one Hispanic, and one Black/African-

American. After visual inspection of the EEG, we analyzed the brain activations from 

the sixteen channels of scalp electrodes using a previously-validated technique for brain 

localization with the same name of the accompanying software, sLORETA [48]. These 

activations were presented on a normalized scale such that brighter areas with yellow 

indicated the highest levels of activation. For each six-view grouping of topological 

plots, the image presented on the top row in the center is a back-end view of the brain 

whereas the image on the bottom row in the center is a front-on view of the brain. In a 

similar manner as used by Riley and Randolph [49], theory indicates that higher acti-

vation in the left hemisphere may indicate a stronger positive approach to the stimulus 

whereas higher activation in the right hemisphere may indicate a negative approach to 

the stimulus [49, 50].  

As “work-in-progress,” we start seeing a tendency in the results that need to be con-

firmed with more data. Table 1 shows the results of each participant after completing 

the study. The Muse 2 provided an assessment of percent calm which we report for all 

four participants who received the relaxation treatment except for participant C0110 

whose percentage was not captured. 

 

Table1. Preliminary results of the study. 

 

ID Emotion from EEG Quality of Code Relaxation (% Calm) 

A100 Positive 0/4 - 

A200 Positive 0/4 - 

A500 Positive 3/4 - 

C0110 Negative 4/4 Y (NA) 

C0200 Negative 0/4 Y (70%) 

C0300 Negative 3/4 Y (42%) 

C0900 Negative 0/4 Y (24%) 
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Surprisingly, the majority of the participants that experienced positive emotions (ev-

idenced from highest activation levels in left prefrontal cortex), developed low quality 

code. There are inconclusive results from participants that exhibited negative emotions 

(evidenced from highest activation levels in right prefrontal cortex) and their quality of 

code where there is an even split between high and low quality of code generated.   

Figure 3 shows exemplar topography of brain activation for participant C0300.  As 

can be seen in Figure 3, the yellow color represents highest levels of brain activation 

that were observed in the right prefrontal cortex and has been related to negative emo-

tions. Additionally, the high activity was in the Brodmann Area 45 [51], which has been 

associated with semantic tasks, such as semantic decision tasks (determining whether a 

word represents an abstract or a concrete entity) and generation tasks.  This participant 

ranked three out of four in the analysis of code quality, which means that overall, the 

code produced the expected result with minimal error of a division by zero. In contrast 

as seen in Figure 4, participant A200 exhibited positive emotions while the quality of 

the code was low. Relaxation seemed to have a contrary effect where participants who 

received the relaxation treatment seemed to exhibit negative motions.  

 

Participant C0300 

Fig. 3. Topography of brain activation for Participant C0300. 
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Participant A200 

Fig. 4. Topography of brain activation for Participant A200. 

Discussion 

Emotions are not the only factor that influences the quality of code. Other important 

factors also have impact, such as developer’s skill, confidence, and motivation. In this 

preliminary study, we showed that positive emotions seem to favor the lower quality of 

code. This statement seems to be alienated with general literature indicating that 

stronger positive emotions are correlated with higher confidence in successful task 

completion and complicated with how high-performance goal orientation is related to 

stronger negative and weaker positive emotions [52]. While surprising, these prelimi-

nary results encourage more discussion and further investigation.  

A deep discussion about the preliminary results led to potential research questions 

that can be explored in future work. For example, looking at the initial results, we can 

see that everyone who obtained the relaxation treatment had negative emotions, but 

some of them had good-quality code. This requires more investigation, keeping in mind 

the ones developing the code are humans that get affected by their emotional load. Some 

practitioners have found that happiness, a positive emotion, could lead to more code 

(quantity) while sadness, a negative emotion, leads to better and cleaner code (fewer 

mistakes) [53]. Some others have found that stress, anger, arrogance, and negative emo-

tions lead to more code errors and in contrast motivation and confidence, positive emo-

tions, lead to better code or code that is easy to read and maintain [54]. Therefore, the 

results we are getting so far might not be entirely contradictory with literature.  

Our results do, however, indicate the need to perform a more in-depth analysis about 

the specific positive and negative emotions experienced by the participants to 
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understand the relationship between emotions and quality of code. Likewise, due to the 

highly diverse nature of the participants, it is also possible that the effects were due to 

differences in expertise rather than the affective state. For this reason, we propose in 

future work to have a self-reporting evaluation of the level of expertise of the partici-

pants. Other potential confounds need to also be considered.  

Future Work 

As next steps, we propose a research roadmap to explore more emotional factors on the 

quality of code. First, we will design a separate study with around forty participants and 

one more complex programming code task with a prior self-report of expertise in the 

programming language to help avoid confounding factors affecting the results. We will 

analyze participants in different relaxation scenarios to measure the impact of relaxa-

tion. We will compute results to verify the correlation between emotions and code qual-

ity and reduce inconclusive results. Finally, we will introduce and evaluate the impact 

of HRV on emotions and code quality, as other literature has shown that this is a sig-

nificant measure [55, 56]. In this roadmap, it is also essential to highlight that for the 

preliminary results, the relaxation device (Muse2) is not considered a research-grade 

tool. Due to the weighted discussion of the use of research-grade devices [57, 58], we 

may find a substitute for measuring the relaxed state for individuals.  

Conclusion 

In this paper, we show an experimental work-in-progress for determining the impact of 

emotions on the quality of code of novice programmers. We designed a study that non-

invasively obtained EEG signals from seven participants while they worked on devel-

oping a programming task. According to the preliminary results, positive emotions may 

lead to lower-quality code. Further investigation with a larger sample size is needed to 

validate this direction.  
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Abstract. The ability to see or hide one’s own image is a typical feature of video 

conferencing platforms. This study will conduct an EEG-based neurobiological 

experiment to determine if the self-view mode generates video conference fatigue 

and if this differs between males and females. 40 volunteers will participate in a 

simulated video conference meeting with the self-view mode on and off at dif-

ferent times. In addition, an EEG-based fatigue monitor will be proposed to 

demonstrate the level of human mental fatigue. The experimental insights will 

provide direct biological evidence of the impact of video conferencing features 

on the user experience and these will be of benefit to inform the design of web 

conferencing platforms and improve the user experience of video conferencing. 

Keywords: Video Conference · Fatigue Measurement · Self-View · EEG Anal-

ysis 

Introduction 

The Covid-19 pandemic has forced a dramatic increase in the number of video confer-

encing sessions for work purposes. In a post-pandemic world, video conferencing so-

lutions will remain central as organisations continue to support hybrid work options. 

Some studies [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] have shown that engaging with certain video 

conferencing platform features can trigger fatigue, such as self-view mode. Some the-

oretical analysis indicated that being stared at was a significant predictor of Video Con-

ference Fatigue (VCF) when users look at their screens leading to increased self-aware-

ness. However, there are still no biological experiments to directly demonstrate the ef-

fect of self-view mode on VCF. Furthermore, many previous studies have simulated 

video conferencing scenarios through volunteers watching a series of videos on the 

computer, but this does not realistically simulate video conferencing in our opinion. In 

this study, we will use the self-view mode in Zoom to investigate the effect of the self-

view on VCF in a real video interview scenario. A novel EEG-based VCF analysis 

framework will be presented and an EEG fatigue monitor will be demonstrated to show 

the level of mental fatigue which involves 40 volunteers. The experiment results can 

give us biological evidence to identify if turning on/off self-view mode can reduce the 

VCF. Furthermore, the effect of the self-view mode on VCF for males and females of 



74 

different genders will be analysed. These findings can also inform the design of video 

conferencing platforms to limit the negative impacts on user well-being.  

Problem Statement 

EEG signals for VCF analysis are used to build on our insights by precisely determining 

how engagement with the video conferencing feature self-view mode affects user fa-

tigue levels and if this differs between males and females. The option of self-view mode 

is supported on Zoom. One of the options in self-view is called “Show Self View” in 

Zoom, it allows the user to view themself. Another one is self-view mode off called 

“Hide Self View” in Zoom, it allows users to hide the video of themself from their own 

screen, even though others in the meeting can see their video. Recent research revealed 

that the self-view mode can affect the VCF through increased self-awareness and dis-

rupts the automatic processes that are typical for effective communications [1, 6, 8, 9, 

25]. While some research has investigated VCF using questionnaires in distance learn-

ing, there are still no biological experiments investigating the effect of self-view mode 

on mental fatigue in a real video conferencing scenario. Therefore, in this study, an 

EEG experiment will be conducted where the volunteer's EEG will be acquired in a real 

online interview conversation scenario using Zoom under the self-view mode on and 

off. 

Related Work 

Video Conference Fatigue 

Due to the massive global use of video conferencing tools for simultaneous remote 

communication over the past two years, more and more people are experiencing symp-

toms of mental and physical fatigue. VCF is defined as somatic and cognitive exhaus-

tion that is caused by the intensive and/or inappropriate use of videoconferencing tools, 

frequently accompanied by related symptoms such as tiredness, worry, anxiety, burn-

out, discomfort, and stress, as well as other bodily symptoms such as headaches [1]. In 

2020, Morris demonstrated how mental fatigue is related to VCF and what are the 

causes and dynamics [2]. Mainly this is caused by exhaustion with online communica-

tion. Following the pandemic enforced lockdown and social distancing, where people 

have been connected using an online mode of communication, this type of mental fa-

tigue has increased. Nadler has discussed the causes of VCF, from the online mode of 

communication, and the effect of cognitive load on individuals [3]. Fauville et al. used 

a series of surveys to measure video conferencing fatigue and indicated that frequency, 

duration, and burstiness of Zoom meetings were associated with a higher level of fa-

tigue [4]. In 2021, Massner presented multi-dimensional factors that lead to VCF, such 

as the number of video conferences scheduled a day, the size of the video conference, 

the relationship among participants, the type of content shared in the video conference, 

the level of participation (host or participant), and the amount of interaction during the 

video conference [5]. In 2022, Li et al. summarised that factors causing VCF include 
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unnatural interaction with multiple faces mental fatigue detection, self-view, asynchro-

nicity, lack of body language, lack of eye contact, cognitive load, multitasking and re-

duced mobility [6]. In a study involving 33 volunteers the associations between video 

conference fatigue, burnout, depression and personality trait neuroticism were investi-

gated and the study indicated that these four constructs were robustly positively asso-

ciated with each other [7]. Theoretical analysis indicates that if a user’s own face is 

shown on the interface, it may result in more pronounced perceptions of cognitive ex-

haustion and fatigue, due to increased attentional and working memory demands [1, 8]. 

Differences in fatigue by gender of video conferencing participants when they look at 

their screen have been identified, leading to females experiencing greater Zoom fatigue 

than males [9]. In this work, a neurophysiological experiment will be designed by using 

EEG signals to detect human mental fatigue on a video conference with the on/off self-

view at different times. EEG signals can directly respond to human fatigue levels and 

will provide biological evidence to demonstrate how the self-view model affects VCF 

and to verify the impact of gender on VCF. 

EEG Fatigue Measurement 

In general, EEG signals are closely related to mental fatigue [10]. When large numbers 

of nerve cell groups are synchronised, EEG signals can record changes in postsynaptic 

potentials for analysis and research [11]. EEG signals have been used to detect mental 

fatigue in humans. In the work of Acı et al. [12], some machine learning algorithms 

were used for mental fatigue detection. In the work of Deng et al. [11], EEG signal 

provides four basic fatigue indicators. During fatigue, the slow wave increases while 

the fast wave decreases accordingly. At the same time, the powers of δ and θ increase, 

while the powers of α and β decrease. In the work of Abdulhamit [13], they indicated 

that within NREM sleep, δ power (slow wave power) indicates the intensity of sleep. 

In the work of Saroj et al. [14], they proposed an algorithm for detecting different levels 

of fatigue and FFT was used to transform raw EEG data into the frequency domain. In 

the work of Jap et al. [15], they used four algorithms for fatigue detection, which were: 

(θ + α) / β, α / b, (θ + α) / (α + β) and θ / β, were also assessed as possible indicators for 

fatigue detection. In the work of Simon et al. [16], a method for extracting EEG α spin-

dles under noisy recording conditions was presented. In the real road driving experi-

ment, α spindle measures could reliably identify driver fatigue and clearly differentiate 

between fatigue and time-on-task effects. In the work of Trejo et al. [17], they indicated 

that Mental fatigue was associated with increased power in frontal θ and parietal α EEG 

rhythms. A statistical classifier can use these effects to model EEG-fatigue relationships 

accurately. In the work of Ashley Craig et al. [18], they showed that as an individual 

grows fatigued, slow wave activity such as θ and α activity increases over the entire 

cortex. The results showed that as a person fatigues, slow wave activity increased over 

the entire cortex, in θ and in α1 and 2 bands, while no significant changes were found 

in δ wave activity. Table. 1 summarises the research on EEG-based fatigue analysis. It 

can be found that the main method of analysis is using EEG spectral information, for 

example using the power ratio between different EEG frequency bands and other 
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variants (e.g. α Spindle Rate). Another option is to use classification methods to train 

machine learning models to detect mental fatigue. 

Table 1. Summary of studies for EEG-based fatigue measurement.  

Research Work Chan-

nels 

Sampling 

Frequency   

Spectral Extrac-

tion 

Mental State Classification  

Deng et al. [11] 64  160 Hz FFT  (δ + θ) / (α + β) + DCSAEN 

Acı et al. [12] 7 128 Hz STFT SVM 

Abdulhamit [13] 8  150 Hz DWT ANN 

Saroj et al. [14]  19  256 Hz FFT  Lab View Tool 

Jap et al. [15] 30  1000 Hz FFT  (θ + α) / β, α / β, (θ + α) / (α 

+ β), and θ / β 

Simon et al. [16] 128; 64  1000 Hz; 

500 Hz 

STFT α Spindle Rate 

Trejo et al. [17] 32 500 Hz DWT-8 Linear Regression Classifier 

Ashley et al. [18] 32  1025 Hz FFT  Chalder Fatigue Scale (CFS) 

Methodology 

Volunteers and Task 

To achieve our research goal, 40 volunteers will be recruited for this study. Before 

commencing the experiments, volunteers will complete a short survey e.g., age, gender, 

and video conferencing experience. Volunteers conduct two real video interview ses-

sions under self-view mode on and self-view model off and their EEG data will be 

collected simultaneously. To consider possible order effects, these volunteers will be 

divided into two groups. The first group will have the first half of their video interview 

in self-view mode on (20 minutes), have 10 minutes break, and then participate in the 

second half via self-view mode off (additional 20 minutes). The other group of students 

will have the first half of the video interview via self-view mode off, have a 10 minutes 

break, and then participate in the second half via self-view on. Based on this procedure, 

possible carry-over effects can be considered in statistical analyses. The gender of each 

group subject will be half women and half men. In order to reduce the impact of other 

factors on the volunteers' fatigue and to focus on the self-view mode only, the interview 

questions used in the experiment will all be simple interview questions that will not 

significantly increase the volunteers' cognitive load. Some examples of interview ques-

tions are shown in Table 2. In addition, all experiments will be carried out in a specialist 

soundproof room laboratory at the department of Information Systems in University of 

Galway. A portable, flexible, wearable EEG acquisition device will allow the volun-

teers to focus more on the video conference and will minimise the impact of the EEG 

acquisition device on the volunteers, so a 14-channel wireless EEG headset was used 

in this study. The position of each channel follows the International 10-20 Montage 

System [19], referenced to linked ears and sampled at 256 Hz. The topographic map is 
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shown in Fig. 1 and their names are AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, 

F4, F8, AF4. The Volunteers will be unified using a 14-inch MacBook Pro screen. 

Table 2. Some examples of interview questions.  

Session No. Questions  

1 

What is your favorite color? 

What is your favorite animal? 

Do you have any pets? 

… 

2 

What are your hobbies? 

Do you collect anything? 

Who is your favorite superhero? 

… 

 

 

Fig. 1. The topographic map of channel position. 
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Fig. 2. Overview of the EEG-based fatigue measurement framework. 

EEG-based Fatigue Measurement Framework 

Many studies have shown that the power ratio between different frequency bands of 

EEG can be used to detect human mental fatigue. Fatigue is associated with significant 

changes in brainwave activity. The work of Ashley Craig et al. found that spectral ac-

tivity significantly increased at the EEG θ, α1, and α2 bands when a person is fatigued 

[18]. In this study, a novel EEG-based fatigue monitoring framework will be provided 

which will use the slow wave EEG activity as the monitor to observe human mental 

fatigue. There is still no consensus on the definition of the different EEG frequency 

bands between different studies. The EEG frequency bands we use are as follows: δ 

(0.5–3.5 Hz), θ (4–7.5 Hz), α1 (8–10 Hz), α2 (10.5–13 Hz), and β (14–30 Hz). The 

overview of the framework is shown in Fig. 2 and it has three steps: 

1. EEG acquisition, which corresponds to section 4.1 above.  

2. EEG cleaning, where a specialist EEGLAB plug-in is used to remove artifacts from 

sources such as eyes and muscles using ICA and related strategies [20].  

3. EEG spectral analysis, where the EEG signal from a single channel is split into 1 s 

window size signals and applied spectral analysis method. There are two kinds of 

spectral analysis methods used here: 

a. One is Fast Fourier Transform (FFT) which is a typical waveform-based 

spectral analysis method. It can be used to analyse the frequency content 

of EEG over time and give us the results of how the EEG power spectrum 

is distributed [11, 12, 14, 15, 16, 18]. 

b. Another one is a recently proposed parameterised-based spectral analysis 

method called Linear Predictive Coding Pole Processing (LPCPP). This 

method for EEG spectral feature extraction and directly gives us numeri-

cal estimation frequency results [21, 22, 23, 24, 25].  

These two typical spectral analysis methods, FFT and LPCPP, will be used to ob-

serve the EEG power spectrum and the number of changes in the EEG dominant 
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frequency estimates respectively to see the differences in EEG spectral and therefore to 

observe the differences in fatigue. The details of the experimental results are in section 

4.3. 

Experimental Results 

Two forms of spectral results from the FFT and LPCPP will be used to analyse the EEG 

spectral activity, the power spectrum and the dominant frequency estimates. These re-

sults were further processed to measure EEG spectral activity. One is Average Spectral 

Power (ASP) which is used to measure the spectral power changes results. Another one 

is the Probability Distribution Function (PDF) which is used to describe the probability 

of EEG dominant frequency estimates. The purpose of this study is to observe the hu-

man fatigue difference between the self-view model on/off.  A series of spectral results 

at the self-view mode on/off using ASP and PDF will be demonstrated here, such as: 

1. The differences between different genders (i.e. male and female) 

2. The differences between different EEG channel locations. 

3. The differences between the different EEG bands. 

Current Progress and Future Direction 

Currently, we have recruited 40 volunteers to take part in the study, of which half are 

male and half are female, all of them from the University of Galway. The data acquisi-

tion is expected to be completed by the end of March. We plan to spend 2-3 months 

cleaning and analysing the EEG data to identify if turning on/off self-view mode is 

more likely to produce VCF. In this study, an EEG-based framework for VCF analysis 

is presented. The design of the experiment focuses on the self-view mode, a typical 

feature of VCF in video conferencing. The analysis of EEG signals can help us to build 

on our insights by precisely determining how engagement with self-view mode in video 

conference platforms affects user fatigue levels. The results of these analyses will be 

used to inform the design of video conferencing platforms and improve the user expe-

rience of video conferencing. An output of the experiment will be the creation of a new 

EEG dataset which involves 40 volunteers. In the future, more kinds of biological sig-

nals (e.g. ECG, EMG, EOG) could be considered to help provide more insights for the 

optimisation of video conferencing platforms. 
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Abstract. This pilot study investigated the effects of digital collaboration tech-

nologies on heart rate variability (HRV), fatigue, and perceived stress. Experi-

mental data were collected from university students who performed a digital col-

laboration task in either the Metaverse or MS Teams. Heart rate (HR) was meas-

ured at baseline and throughout the task using an electrocardiogram-based meas-

urement device (Polar H7 chest strap). HRV data (time domain metrics) and self-

reported data were compared during and after the task and between groups. The 

results show that digital collaboration technologies cause a decrease in parasym-

pathetic activity (RMSSD) with higher self-reported stress levels of individuals 

collaborating in Metaverse compared to those working in MS Teams. These re-

sults suggest that digital collaboration technologies are related to variations in 

parasympathetic nervous system activity and perceived stress, suggesting that 

monitoring autonomic nervous system activity during digital collaboration needs 

to be considered to counteract symptoms of fatigue or digital stress. 

Keywords: Autonomic Nervous System (ANS) Activity · Digital Collaboration 

· Digital Stress · Experimental Design · Fatigue · Heart Rate (HR) · Heart Rate 

Variability (HRV) · NeuroIS 

Introduction 

The rise of digitalization has brought about significant changes in the way people col-

laborate with each other. Traditional methods of collaboration, such as face-to-face 

meetings and phone calls, have been largely replaced by digital collaboration tools and 

platforms (e.g., MS Teams and Slack) that allow remote and real-time collaboration via 

the Internet [1, 2]. Digital tools of the 2D-Internet like video conferencing systems, 

complement physical reality and lead to a hybrid world [3]. Indeed, one specific trend 

based on digitalization that has the potential to create such a hybrid world and supposed 

to revolutionize different domains is the Metaverse [4–8]. Following [4, 7–10], we de-

fine Metaverse as an umbrella term for extended reality or cross reality, which covers 
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the integration of various technologies such as augmented reality, virtual reality, and 

mixed reality [4, 8, 9]. Metaverse is a new generation of the Internet [10] (i.e., 3D-

Internet), in which users are supposed to experience a sense of virtual presence within 

a particular location or with other individuals rather than mere spectators [7].  

Research is of utmost importance to ensure beneficial interactions between humans 

and technology in business, management, and other organizational contexts such as 

education. Thereby, digital collaboration – also referred to as electronic or e-collabora-

tion in the literature – encompasses all computer-based modes that facilitate interaction, 

communication, and coordination among people across diverse contexts (e.g., tools 

based on the 2D or 3D-Internet) [11] and can span various levels of analysis, such as 

individuals, teams (groups), organizations, and societies [12]. Recent advances and 

emerging opportunities in digital collaboration, especially via Metaverse, illustrate the 

importance of exploring perceived ease of use to enhance user satisfaction and down-

stream variables such as task performance [3]. Recent research indicates that develop-

ments in digital collaboration can also have a ‘dark side.’ For example, the widespread 

and continuous use of video conferencing systems like MS Teams or Zoom can result 

in stress-related depletion of cognitive and physiological resources due to prolonged 

and inappropriate use, leading to ‘video conferencing fatigue’ or ‘Zoom fatigue’ [13–

16]. In addition, the proliferation of digital collaboration tools such as MS Teams or 

Slack in today's workplace, which are designed to enhance communication and facili-

tate decision-making [17–19], has also brought the potential to cause stress by contrib-

uting to constant interruptions during task performance [20–23] (e.g., computer-medi-

ated communication interruptions [24]). Against the background of recent develop-

ments in digital collaboration, there is an urgent need both in practice and science to 

investigate the impact of alternative forms of digital collaboration on users, their per-

formance, and well-being – specifically regarding symptoms of fatigue and digital 

stress.  

The remainder of this paper is structured as follows. Section 2 presents the related 

work and research contributions in more detail. Section 3 presents the experimental 

study. The corresponding subsections provide information on the participants, experi-

mental design and procedure, data processing and analysis of the Heart Rate (HR) data. 

In Section 4, the results of our experimental study are presented, followed by limitations 

in Section 5. Finally, Section 6 provides implications and a concluding statement.  

This study employed two methodological approaches. First, our research proposi-

tions in Section 2 are based on a literature review of published theoretical and empirical 

works in the technostress and Neuro-Information Systems (NeuroIS) literature. Second, 

in Section 3, we present insights from an experimental NeuroIS pilot study that com-

bined self-reported data with neurophysiological measurements to explore the affective 

and cognitive processes involved in digital collaboration. Note that NeuroIS is an in-

terdisciplinary research field at the nexus of neurobiology and digital technologies 

within the Information Systems (IS) discipline that applies neuroscience and neuro-

physiological tools and methods along with self-reported data to better understand the 

development, use, and impact of digital technologies, such as collaboration in different 

digital collaboration technologies [25–32]. As additional substantiation for a NeuroIS 

approach to support our research, we also followed the call for NeuroIS research by 
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vom Brocke et al. [33], which recognizes the affective and cognitive effects of digital 

technology use as a topic of societal importance that should be examined through a 

neuroscientific lens. 

Related Work and Contribution 

The ubiquitous use of digital technologies in the workplace has also substantiated the 

severity of digital stress or so-called technostress [15, 16] – a concept that has the po-

tential to affect well-being and health [34], which is especially true in the long run [35]. 

Digital technologies, particularly smartphones and enterprise social collaboration plat-

forms (e.g., MS Teams, Slack), have contributed considerably to work-related interrup-

tions [20, 21, 24, 36], which can occur, for example, as expected or unexpected inter-

ruptions at any time during task execution [37]. This can result in elevated stress levels 

and adverse effects on performance and productivity (for a review, please see [38]). 

Despite the numerous advantages of using digital collaboration technologies, such as 

improved access to information, efficient communication, and productivity gains in or-

ganizations [39], the rapid advancement of technology and its increasing global use 

[40] have led to new challenges that require examination in both scientific research and 

practice. For example, a recent study found that remote work can lead to a more static 

and siloed collaboration network among information workers, resulting in fewer con-

nections between the different parts [41]. Another contribution is that remote work can 

increase stress levels, resulting in a reduction in perceived productivity and subsequent 

job satisfaction [42]. In addition, excessive use of digital technologies has negative psy-

chological and physiological effects [17, 38, 43, 44]. Hence, developing strategies that 

promote psychological well-being [3] and facilitate efficient work practices [36, 45], 

such as preventing fatigue and digital stress during digital collaboration, is critical to 

counteracting the potential negative consequences of digital technology use [46], which 

could pose serious issues for both the economy and society as a whole [35, 43, 47].  

A review of the technostress literature focusing on digital collaboration reveals em-

pirical studies that address the stress potential of various digital technologies. For ex-

ample, Chen and Karahanna [23] investigated how interruptions, a major trigger for 

digital stress [20–22, 48], affect individuals through various technologies. They ob-

served that interruptions resulting from work-related phone calls or instant messages 

during leisure time can lead to negative outcomes owing to an excessive number of 

interruptions. On the other hand, email interruptions can have a mixed effect on indi-

viduals, as they can provide a sense of accomplishment when a task is completed while 

easing the psychological transition between work and non-work activities. Note that 

research has identified various technological characteristics that are relevant in the con-

text of technology and stress. Drawing on Ayyagari et al. [43] and Ragu-Nathan et al. 

[49], these characteristics can be mainly categorized into four types: (i) usability char-

acteristics (i.e., usefulness, complexity, and reliability), (ii) dynamic characteristics 

(i.e., pace of change), (iii) intrusive characteristics (i.e., presenteeism, anonymity), and 

(iv) individual characteristics (e.g., age, gender, education, and self-efficacy in digital 

technologies). Consequently, when considering interaction via different digital collab-

oration technologies, we can deductively conclude that such technologies have different 
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potentials to induce stress, especially when considering variations across 2D or 3D In-

ternet platforms. Accordingly, we propose the following research proposition (RP) in 

this study: Perceived stress in interaction varies between different digital collabo-

ration technologies. 

To gain a deeper understanding of the affective and cognitive processes involved in 

the use and impact of digital collaboration technologies, we measured HR during digital 

collaboration. As outlined by the seminal NeuroIS research agenda contribution, HR 

can serve as an indicator of an individual's physiological state, reflecting alterations in 

cognitive attention when focusing on a particular situation [25]. Beyond individual-

level analysis, neurophysiological measurements can also provide insights into the ef-

fects of digital technologies on groups, organizations, and society as a whole [50]. One 

such effect is fatigue, also known as cognitive [51] or mental fatigue [52], which refers 

to a psychophysiological state resulting from cognitive exertion (e.g., caused by task 

performance in digital collaboration) and mainly depends on the context, dynamics, 

form, and period of exertion (e.g., collaboration in different digital collaboration tech-

nologies) [53, 54]. Therefore, early detection of fatigue is crucial to prevent a decrease 

in task performance [51, 55, 56], reduction in goal-directed attention [57], feelings of 

tiredness, lack of energy, or perceived exhaustion [58]. In addition, alterations in bodily 

signals, such as HR, can affect brain activity and subsequently affect sensory and cog-

nitive performance [59], making fatigue prevention particularly important for individ-

uals working in critical infrastructures, such as aviation [60]. Additionally, bidirectional 

communication exists between the central nervous system (specifically the brain) and 

Autonomic Nervous System (ANS), which regulates HR, highlighting their interde-

pendence [35]. Hence, monitoring bodily signals can aid in comprehending users' af-

fective and cognitive processes, which can clarify why and how certain effects occur 

during digital collaboration [25, 32].  

The measurement of HR as an indicator of ANS activity, along with the related 

measurement of Heart Rate Variability (HRV), seems to be highly suitable for detecting 

fatigue and preventing its consequences [53, 61–63]. From an IS perspective, it is cru-

cial to consider alterations in the Sympathetic (SNS) and Parasympathetic Nervous Sys-

tems (PNS), as they are responsible for maintaining bodily homeostasis and are part of 

the ANS [27, 35]. Indeed, physiological states induced by fatigue can trigger physio-

logical responses through SNS and PNS, leading to an increase in HR, faster breathing, 

muscle tension, sweaty palms, and elevated blood pressure [22]. Consequently, when 

considering the varying stress potential of interaction in different digital collaboration 

technologies, we can deductively conclude that digital collaboration technologies have 

different potentials to induce fatigue, especially when comparing digital collaboration 

technologies based on 2D or 3D Internet. Accordingly, we propose the following RP: 

Fatigue in interaction varies between different digital collaboration technologies. 

Given the varying effects of digital technologies on perceived stress, as highlighted 

in the technostress literature [23], and the evidenced diagnostic value of heart-related 

measures in detecting fatigue [53, 61–63], the aim of this experimental NeuroIS pilot 

study was to investigate the following research question: How does interaction via 

video conferencing and the Metaverse, as different digital collaboration technolo-

gies, affect users’ stress and fatigue? Considering the seminal contributions to the 
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NeuroIS research agenda (e.g., [25, 26]), our experimental NeuroIS pilot study specif-

ically aims to investigate how heart-related measurements, as part of ANS activity, can 

contribute to a deeper understanding of the affective and cognitive processes involved 

in digital collaboration in different digital collaboration technologies. 

Methods and Materials 

In our pilot experimental study comparing fatigue and stress levels across different dig-

ital collaboration technologies, we used a between-subjects experiment with two con-

ditions: digital collaboration (i) via Metaverse (i.e., 3D-Internet) and (ii) via MS Teams 

(i.e., 2D-Internet). Participants were recruited from a pool of undergraduate business 

students at the University of Applied Sciences Upper Austria who received course 

credit for their participation. This study was conducted on campus. 

The condition assignment was randomized and performed by one of the authors of 

this study. The randomized controlled trial was conducted on two different days (one 

day per condition). The SoSci survey platform (www.soscisurvey.de) was used as the 

self-report stress questionnaire during the experiment. To simulate digital collabora-

tion, each participant performed a digital collaboration task in a separate room at an 

individual workstation. 

Participants 

For our experimental pilot study, we recruited four participants aged between 23 and 

32 years old (mean [±SD] age: 26.5 ± 3.87 years; median 25.5 years), comprising of 2 

men and 2 women, equally divided between the two experimental conditions. The par-

ticipants were all in good fitness with an overall mean body mass index of 24 ± 3.32 

kg/m2. Standard exclusion criteria, as per [39, 64], were applied during participant re-

cruitment, excluding those who smoked, drank alcohol, took medication, had acute or 

chronic hormonal dysregulation, or had psychosomatic or psychiatric illnesses. Partic-

ipants were also instructed to abstain from consuming alcohol or caffeine and engaging 

in physical activity after 7.00 p.m. the day before the experiment and to consume only 

water two hours before their participation.  

Experimental Design and Procedure 

Participants received a letter with instructions (e.g., refraining from smoking) for par-

ticipation one week before and as a reminder 24 hours before the experiments. Upon 

arrival, the participant was greeted by an instructor and the experimental procedure was 

explained. Subsequently, the participant was provided with an electrocardiogram-based 

measurement device (Polar H7 chest strap) to measure HR (for an overview of different 

methodological approaches to measure HR, please see [65, pp. 8-9]) throughout the 

experiment and was seated in a comfortable chair to perform the experimental task. The 

HR signal was displayed on the smartphone to ensure data collection. Note that this 

measurement device has been previously employed in NeuroIS research (e.g., [66–69]), 

indicating its suitability for HR measurement. Moreover, validation studies have 
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recommended the use of this measurement device in consumer, clinical, and research 

settings [70–72], further supporting our choice of measurement device. For the 

Metaverse condition, we used the Meta Quest 2 virtual reality headset 

(https://www.meta.com/quest/products/quest-2/). 

At the beginning of the experiment, participants received a 10-to 15-minute intro-

duction to the digital collaboration task environment (either Metaverse or MS Teams), 

which included a comprehensive overview of all the features needed for digital collab-

oration. In the Metaverse condition, participants were provided with an additional ten-

minute familiarization period to customize their avatar and become familiar with the 

Meta Quest 2 touch controller as well as to Horizon Workrooms as the Metaverse en-

vironment. This approach aims to reduce the possibility of unexpected experiences dur-

ing digital collaboration, which could potentially affect the results. Following this in-

troduction, the participants watched a standardized 5-minute relaxation video for base-

line HR measurements. Subsequently, the experimental task involved collaborating on 

a product launch using designated digital collaboration technology.  

During the digital collaboration sessions, an online instructor was available in addi-

tion to the two physical instructors to address any issues that may arise during the col-

laboration process or with technology. After the 30-minute marketing-related task, the 

participants filled out a standardized online questionnaire that included demographic 

information, such as age, gender, and weight, as well as questions about perceived 

stress. To measure self-reported stress, we used the 5-item situational stress scale by 

Hennig-Thurau et al. [73] (5-point Likert scale; sample item: “After the task, I feel 

exhausted.”).  

Data Processing and Analysis of HR Data 

To process the collected HR data and calculate HRV, we used Kubios Oy's HRV stand-

ard analysis software (https://www.kubios.com/hrv-standard/), which is known for its 

advanced and user-friendly analysis capabilities [74] and has been employed in other 

scientific studies (e.g., [66, 74–76]). Note that this software offers various features, in-

cluding tools for eliminating artifacts such as missed or spurious beats, analysis meth-

ods in the time and frequency domains, and the ability to compute less commonly used 

features such as entropy measures or measures derived from a recurrence plot (for an 

overview of different applied methods to measure and analyze HRV, see also [77, pp. 

270-272]). To further the quality of the HR data, we removed the first and last 30 sec-

onds of both the baseline and task performance periods as artifacts can significantly 

impact HR and HRV metrics [29, 78]. 

For data analysis, we decided to focus on alterations in ANS function by examining 

alterations in selected HRV metrics in the SNS and PNS compared between the baseline 

and task performance periods. More specifically, we primarily focused our analysis on 

the alteration of the following time domain HRV metrics: Bavesky Stress Index and 

Root mean square of successive RR interval differences (RMSDD), which have also 

been used as metrics in NeuroIS research [77]. The Bavesky Stress Index reflects car-

diovascular system stress, where high Stress Index values indicate lowered HRV and 

increased SNS activity [79, 80]. RMSSD reflects rapid changes in beat-to-beat intervals 
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in the heart [81]. This parameter is indicative of strong PNS activation, with higher 

values indicating increased PNS activity [78] (for an overview of HRV metrics, please 

see [78]; for a recent application of this metric in IS research, see [82]). 

Results 

In this section, we present the main findings of our pilot study in which we compare 

fatigue and stress levels across two different digital collaboration technologies. Overall, 

the results suggest that digital collaboration technologies can decrease PNS activities 

(RMSSD). Furthermore, the findings imply that self-reported stress is higher in the 

Metaverse condition than in the video conferencing situation.  

 

Alterations in ANS based on HRV – The results indicate that digital collaboration 

caused a decrease in PNS activity. During the baseline measurement, the mean PNS 

index of all four participants was -1.21 ± 0.08 and decreased to a mean of -1.34 ± 0.19 

during task performance, indicating fatigue during digital collaboration. Specifically, 

the mean PNS index at baseline measurement was -1.16 ± 0.05 for Metaverse and -1.25 

± 0.09 for MS Teams, and at task performance was -1.19 ± 0.12 for Metaverse and - 

1.48 ± 0.09 for MS Teams, suggesting that digital collaboration technology may addi-

tionally moderate the effect on fatigue. This finding is supported by the Bavesky Stress 

Index. During the baseline measurement, the mean Bavesky Stress Index value of all 

four participants was 22.3 ± 3.84 and decreased to a mean of 17.1 ± 2.51 during task 

performance, indicating decreased SNS activity during digital collaboration. Specifi-

cally, the mean Bavesky Stress Index at baseline measurement was 23.7 ± 5.94 for 

Metaverse and 21.0 ± 1.20 for MS Teams, and at task performance was 18.4 ± 1.98 for 

Metaverse and 15.8 ± 2.9 for MS Teams, suggesting that digital collaboration technol-

ogy may additionally moderate the effect on SNS activity. Another HRV metric that 

supported this finding was RMSSD. During the baseline measurement, the mean 

RMSSD value of the four participants was 8.4 ± 1.24 and increased to a mean of 9.6 ± 

1.88 during task performance, indicating increased PNS activity during digital collab-

oration. Specifically, the mean RMSSD at baseline measurement was 8.60 ± 1.41 for 

Metaverse and 8.20 ± 1.56 for MS Teams, and at task performance was 8.75 ± 0.91 for 

Metaverse and 10.4 ± 2.62 for MS Teams, suggesting that digital collaboration tech-

nology may additionally moderate the effect on PNS activity. Table 1 summarizes the 

results of the alterations in the ANS based on HRV in our experimental NeuroIS pilot 

study. 

 

Self-Reported Stress – The differences between the Metaverse and MS Teams condi-

tions are also mirrored by the results of the self-reported stress levels: Here, the average 

stress level for the two participants in the Metaverse condition was 1.60 ± 0.85 as com-

pared to 1.40 ± 0.28 in the MS Teams condition. However, the overall perceived stress 

was relatively low in both groups. Table 2 summarizes the results of self-reported stress 

in our experimental NeuroIS pilot study. 
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Table 1. Result of Alterations in ANS based on HRV 

Metric Period Full Sample Metaverse MS Teams 

Overall PNS Index Baseline -1.21 ± 0.08 -1.16 ± 0.05 -1.25 ± 0.09 

Overall PNS Index Task -1.34 ± 0.19 -1.19 ± 0.12 -1.48 ± 0.09 

Bavesky Stress Index Baseline 22.3 ± 3.84 23.7 ± 5.94  21.0 ± 1.20 

Bavesky Stress Index Task  17.1 ± 2.51 18.4 ± 1.98 15.8 ± 2.90 

RMSSD Baseline 8.4 ± 1.24 8.60 ± 1.41 8.20 ± 1.56 

RMSSD Task 9.6 ± 1.88 8.75 ± 0.91 10.4 ± 2.62 

Table 2. Result of Self-Reported Stress 

Metric Full Sample Metaverse MS Teams 

Self-Reported Stress 1.50 ± 0.53 1.60 ± 0.85 1.40 ± 0.28 

Limitations 

While interpreting our preliminary results, it is important to acknowledge the limita-

tions of this study. First, the sample size used in this experimental pilot study was small, 

which may have affected the generalizability and, hence, limited the conclusiveness of 

our findings. Nonetheless, we intend to replicate this study to validate our exploratory 

results. Second, our study accounted for common confounders of heart-related 

measures by excluding participants who smoked, drank alcohol, took medication, had 

acute or chronic hormonal dysregulation, or had psychosomatic or psychiatric illnesses. 

However, since HR can be influenced by various factors, such as autonomic, respira-

tory, circulatory, endocrine, and mechanical influences of the heart [83], there may still 

be confounding variables that we were unable to control for. For example, respiration 

in hypertensive patients can affect the variance of the heartbeat and therefore must also 

be considered [84]. Third, it is important to note that we conducted a between-subjects 

study with two conditions, as the experimental session lasted approximately 70 to 80 

minutes, and we wanted to avoid any potential carry-over effects that may arise from 

collaborating on the launch of a similar product. However, a within-subject design 

could be considered to improve the group-level reliability of different tasks (e.g., [85]), 

although it may not be practical with regard to fatigue measurement. Another approach, 

in this context, may be to investigate more specific factors. For example, a recent study 

investigated human-machine interaction by manipulating the subjective perception of 

risk through a virtual reality environment simulating work at high altitudes [86]. The 

comparison of different environments, such as working in an office versus a safety-

critical workplace, could also be considered a factor in a mixed-factorial design. Over-

all, future research addressing these limitations could provide further insight into the 

affective and cognitive processes involved in digital collaboration with various digital 

collaboration technologies. 
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Implications and Concluding Remark 

Advances in technology have revolutionized the way we work and collaborate with 

others, allowing us more opportunities for digital collaboration than ever before. With 

the rise of remote work, video conferencing, and virtual collaboration platforms we are 

no longer limited by physical distance when it comes to working together on projects 

or sharing ideas [1, 2]. Nevertheless, digital technology presents potential risks to both 

mental and physical well-being. The specific objective of our experimental pilot study 

(which is part of a larger ongoing experimental study) was to explore how heart-related 

measurements, as components of ANS activity, can enhance our understanding of the 

affective and cognitive processes underlying digital collaboration. Specifically, as the 

first NeuroIS research study that investigated a potential link between heart-related 

measurements, fatigue, and perceived stress [87], we found preliminary indications that 

digital collaboration technology may influence not only stress levels, but also fatigue. 

While we acknowledge that the sample size of our experimental pilot study is limited, 

and hence definitive conclusions are not appropriate, it is worth noting that future re-

search with a larger sample should validate this finding on digital collaboration, which 

would benefit both the economy and society [35, 43, 47]. 
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Abstract. Over the past decade, stress caused by the ubiquity of digital technol-

ogies has increasingly come into focus in both scientific research and practice. 

One strategy that has received increasing attention in recent years to counteract 

the negative consequences of digital stress is digital detoxing, which refers to 

temporary or complete disengagement from digital technologies. To lay the foun-

dation for future research, we reviewed existing empirical studies on digital de-

toxing from a neurophysiological measurement perspective. The identified em-

pirical digital detoxing studies that included neurophysiological measurements 

are described along with the following factors: research objective, research 

method, sample size, study population, and research findings. We conclude that 

this increasingly relevant research topic is still at a relatively nascent stage, both 

in general and specifically regarding neurophysiological measurements. We an-

ticipate that the use of measures related to the brain and human body, including 

nervous system activity and hormone measures, will gain relevance in future em-

pirical research on digital detoxing. 

Keywords: Brain · Digital Detoxing · Digital Detox Research · Digital Stress · 

Neurophysiological Measures · NeuroIS · Literature Review 

Introduction 

The impact of digital technologies is pervasive in today's society and economy and 

influences our daily lives. For example, due to the lockdowns caused by COVID-19 

and the need for social distancing, companies, universities, and other organizations had 

to respond quickly and implement web-conferencing systems (e.g., Microsoft Teams 

or Zoom) so that employees, students, and other people could go about their daily tasks 

and activities [1]. In general, it is a well-established fact that the use of digital technol-

ogies may come along with significant benefits, including increased access to infor-

mation, rapid communication possibilities, and productivity gains in organizations [2]. 

However, digital technologies also increase in complexity and require research to pro-

mote beneficial interactions between humans and technology [3]. Over the past decade, 

stress caused by the use and ubiquity of digital technologies has received increasing 
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attention in both scientific research and practice. This research has also provided ample 

evidence that digital stress, also referred to as technostress in the literature [4, 5], is a 

serious problem for both society and the economy [6–8]. In addition to negative effects 

on task performance and productivity [9–11], digital stress can lead to various negative 

psychological and physiological effects, including higher psychological or physiologi-

cal stress levels or reduced physical or psychological well-being [6, 10, 12, 13]. Hence, 

research activities and findings from research on digital stress are particularly valuable 

to counteract this "dark side" of digital technologies [14].  

The proliferation of technology and its global spread, along with the acceleration of 

daily life, are striking modern developments [15]. In an increasingly digital world, in-

terruptions during task execution, for example, are one of the major triggers of digital 

stress that individuals must contend with [16–19]. Interruptions are indeed a ubiquitous 

aspect of the workplace, with system breakdowns [2, 20] and variable response times 

[21–25] being just a few examples. While individual interruptions may not seem to take 

much time, such as an incoming instant messenger message or email [26], the sheer 

volume of interruptions that occur during a workday can be problematic. For example, 

empirical research has found that notifications from digital devices and programs used 

in the workplace interrupt employees four to six times per working hour [9]. The time 

required to cope with these interruptions adds up, posing a challenge to modern work-

places. Empirical studies indicate that interruptions can result in a loss of work time, 

ranging from 5% [27] to approximately 28% [28]. These exemplary research findings 

on interruptions as triggers of digital stress highlight the potential for the increasing use 

of digital technologies in the workplace to cause stress, ultimately impacting the well-

being and health of employees [29], particularly in the long term [7]. 

One strategy that has received increasing attention in both scientific research and 

practice to counteract the negative effects of the use of digital technologies and the 

accompanying acceleration of processes in work and life is digital detoxing. Drawing 

on prior definitions [30, 31] and research [32, 33], digital detoxing can be defined as 

temporary or complete disengagement from digital technologies (e.g., temporary absti-

nence from social media such as Facebook, Instagram, and/or Snapchat), while also 

considering strategies to reduce exposure to digital technologies (e.g., regular breaks 

from computer work). In this regard, research has indicated that temporary abstinence 

or reduction from digital technology use may indeed be a promising strategy to mitigate 

the negative psychological and physiological effects of digital technology use. For ex-

ample, Brailovskaia et al. [34] found a significant decrease in perceived depressive 

symptoms and an increase in perceived life satisfaction over a 14-day period when par-

ticipants reduced their daily use of Facebook to 20 minutes. Other studies have also 

shown that a temporary break from Facebook can notably boost perceived life satisfac-

tion [35] and reduce cortisol levels as a physiological stress indicator [36], thus sup-

porting the above finding. Hence, research on digital detoxing has the potential to im-

prove overall well-being and promote balance and equanimity in digital technology use 

[30].  

Neurophysiological measurements can thereby offer valuable insights into the un-

derlying neural mechanisms associated with digital detoxing and its effects, helping to 

deepen our understanding of how digital technologies impact human cognition, 
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emotions, and behavior, and their associated consequences. For example, Walden et al. 

[37] investigated whether and how students' brain structures changed over the course 

of a semester. Using diffusion tensor imaging, they found that the connectivity between 

regions associated with intelligence generally increased. Such findings could also be 

helpful in understanding the effects of digital detoxing (e.g., alteration of cognitive 

functions or alteration of physiological indicators) and in drawing more definitive con-

clusions about the effects (e.g., [38]). In essence, neurophysiological measurements can 

provide objective measures of the effectiveness of digital detoxing interventions, which 

can also increase the validity of research findings [39]. Assessing the impact of digital 

technologies is crucial, as they pose not only psychological risks, such as reduced per-

ceived life satisfaction, but also physiological risks. For example, research has explored 

the association between Facebook use and human brain alterations [40–42]. He et al. 

[40] found that excessive social media use is associated with decreased gray matter 

volume in the bilateral amygdala and right ventral striatum, indicating differences in 

key neural systems in individuals with high behavioral patterns of excessive social me-

dia use. Hence, neurophysiological measurements in digital detoxing can provide val-

uable information on how digital technologies affect the brain and body, leading to a 

better understanding of their consequences and potential benefits at both psychological 

and physiological levels. 

To advance digital detoxing from a neurophysiological measurement perspective, 

we examined empirical literature on digital detoxing (i.e., [35, 36, 43–105]) to provide 

insights into the appropriate use of various neurophysiological measurement methods 

[106, 107]. Note that this paper is based on the results of a recent systematic literature 

review, which reviewed the methodological aspects of existing empirical digital detox-

ing studies [32]. To the best of our knowledge, this recent literature review is also the 

most comprehensive review of the currently available peer-reviewed empirical digital 

detoxing studies. However, the current paper goes beyond this original review by ex-

amining empirical studies on the application of neurophysiological measurements. 

Thus, the objective is to lay a foundation for future studies by analyzing previous re-

search from a neurophysiological measurement perspective. Based on the results of our 

original analysis of 65 studies published in peer-reviewed journals and conference pro-

ceedings [32], in the present paper we address the following research question: What 

neurophysiological measurements have been applied to examine digital detoxing? 

The remainder of this paper is structured as follows. Section 2 describes the meth-

odology used in this review. The results are presented in Section 3. Section 4 discusses 

possible future research avenues for advancing digital detoxing research. Finally, in 

Section 5, we provide concluding remarks. 

Review Methodology 

The starting point of our literature search was a publication by Mirbabaie, Stieglitz, and 

Marx [30], which includes the first conceptualization of digital detoxing in the Infor-

mation Systems discipline. For the subsequent literature search, we considered peer-

reviewed journals and conference publications in the following eight databases: ACM 

Digital Library, AIS eLibrary, Emerald Group Publishing, EBSCO Information 
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Services, IEEE Xplore, Science Direct, Scopus, and Web of Science. For the literature 

search, we used generic terms that represent digital detoxing (e.g., "digital abstinence" 

[92] or "digital disconnection" [85]) and specific terms used as characteristics in the 

different research fields (e.g., "digital free tourism" [104] or "offline tourism" [91]). 

The review process was based on existing recommendations for conducting literature 

searches [108–110]. Further details on the review methodology can be found in [32]. 

Overall, our review methodology ensures broad and valid consideration for empiri-

cal digital detoxing studies. Specifically, our literature base consisted of 65 empirical 

digital detoxing studies published before and in June 2022. Note that other systematic 

literature reviews on digital detoxing have identified a much smaller number of studies 

despite the inclusion of non-peer-reviewed papers. For example, Özdemir and Goktas 

[111] identified 20 studies, and Radtke et al. [112] identified 21 studies. Based on the 

analysis of the full text of the 65 studies, we could only identify three papers that in-

cluded neurophysiological measurements in their empirical digital detoxing study (i.e., 

[36, 45, 75]).  

Review Results 

This section presents the main findings of the literature review. Specifically, to lay a 

foundation for future research activities on digital detoxing research, we describe the 

three identified studies in more detail by describing the following factors: research ob-

jective, research method, sample size, study population, and research outcomes.  

Measuring the Effects of Digital Detoxing with Actigraphy 

Dunican et al. [45] conducted a longitudinal quasi-experimental study investigating the 

impact of the evening use of electronic devices on sleep quality and next-day athletic 

and cognitive performance. Although this study does not have a direct focus on neuro-

physiological measurements, we included it in our review because it focuses on body-

related parameters that are related to neurophysiology (e.g., the stress hormone cortisol 

affects sleep; [2]). Eighteen elite judo athletes (1 female, mean age 18 ± 2 years between 

16 and 24) wore a wearable device for six consecutive days and nights to obtain con-

tinuous actigraphy measurements of sleep quantity and quality, while nine participants 

assigned themselves to the device-restricted experimental group and removed all elec-

tronic devices for a 48-hour period. The researchers found that all athletes significantly 

overestimated their sleep duration and underestimated their time of sleep onset when 

comparing subjective and actigraphy-based measures of sleep. However, no differences 

in physical (with a single leg three hop test) or cognitive function (with Cogstate Re-

search software) were observed between the groups. 
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Measuring the Effects of Digital Detoxing with Electrodermal Activity 

Anrijs et al. [75] conducted a longitudinal quasi-experimental study to investigate 

whether digital detoxing is effective in reducing perceived short-term stress and 

whether this could be objectively measured using markers of both smartphone usage 

and physiological stress. During two consecutive weeks, fiveteen students (10 female; 

mean age 22 years between 21 and 24) wore a wearable device that measured physio-

logical stress based on electrodermal activity (also referred to as galvanic skin response 

or skin conductance; [113, 114]) and installed an application on their smartphones to 

track which applications were used and for how long. The first week was a regular week 

of smartphone use, and the second week was a digital detox week. Based on the analysis 

of 10 students, the study found that participants used fewer applications during the dig-

ital detox week than during the regular week, and their electrodermal activity levels 

were significantly lower, indicating lower stress levels. 

Measuring the Effects of Digital Detoxing with Salivary Cortisol 

Vanman et al. [36] conducted a longitudinal experimental study with a randomized 

controlled trial design (RCT) to investigate the impact of Facebook abstinence on per-

ceived stress and subjective well-being. One hundred and thirty-eight active Facebook 

users (87 female; mean age 22.43 years between 18 and 40) who were randomly as-

signed to either a condition where they were asked to abstain from using Facebook for 

five days (i.e., experimental condition) or continue using it as usual (i.e., control con-

dition). Perceived stress (with the 10-item Perceived Stress Scale [115]) and subjective 

well-being (with the 5-item Satisfaction with Life Scale [116]) were assessed before 

and after the test period, along with the measurement of salivary cortisol. The results 

showed that participants in the experimental condition had lower levels of cortisol, but 

also experienced a decrease in life satisfaction compared to those in the control condi-

tion. 

Research Potentials 

We contribute to this research by providing a neurophysiological perspective on digital 

detoxing. Overall, our review shows that several neurophysiological measures were 

used to measure digital detoxing effects, including actigraphy [45], electrodermal ac-

tivity [75], and salivary cortisol [36]. Table 1 summarizes important method factors, 

namely research objective, research method, neurophysiological measurement, sample 

size, study population, and major research outcomes. 
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Table 1. Neurophysiological Measurements in Reviewed Digital Detoxing Studies 

Study Detail Dunican et al. [45] Anrijs et al. [75] Vanman et al. [36] 

Research  

Objective 

Effect on sleep quality, 

athletic and cognitive 

performance 

Effect on perceived 

short-term stress 

Effect on perceived 

stress and subjective 

well-being 

Research Method Longitudinal quasi-ex-

perimental study 

Longitudinal quasi-ex-

perimental study 

Longitudinal experi-

mental study with RCT 

design 

Neurophysiological 

Measurement 

Actigraphy Electrodermal activity Salivary cortisol 

Sample  

Size  

18 (1 female, mean 

age 18 ± 2 years be-

tween 16 and 24) 

15 (10 female; mean age 

22 years between 21 and 

24); only 10 for analysis 

138 (87 female; mean 

age 22.43 years between 

18 and 40) 

Study  

Population 

Elite judo athletes Students Active Facebook users 

Research  

Outcomes 

No differences in 

physical or cognitive 

function, overestima-

tion of sleep duration, 

underestimation of 

sleep duration 

Lower electrodermal ac-

tivity and less 

smartphone application 

use during digital detox-

ing 

Lower levels of salivary 

cortisol and decrease in 

life satisfaction when 

abstaining from Face-

book use 

Building on the results of our systematic literature review, we derived three major po-

tential avenues for future research. First, conducting studies with neurophysiological 

measurements can be considered a promising approach to advance digital detoxing re-

search. For example, Anrijs et al. [75] showed that digital detoxing can significantly 

reduce physiological stress even in a short time by measuring the electrodermal activity. 

Another example is Vanman et al. [36], who found lower cortisol levels when abstain-

ing from Facebook for five days using salivary cortisol as a hormone measure to exam-

ine the effects of digital detoxing. For the NeuroIS researchers, the selection of appro-

priate tools for measuring the effects of digital detoxing, however, depends on the re-

search context [39], which can be categorized into three types: measurement of the 

Central Nervous System (CNS), measurement of the Peripheral Nervous System 

(PNS), which includes the subsystem of the Autonomic (ANS) and Somatic Nervous 

Systems (SNS), and measurement of the hormone system [114]. The accuracy of the 

various tools available for these three categories can be evaluated in terms of temporal 

resolution, which describes the time between stimulus onset and measurement of the 

physiological signal. Moreover, tools used for measuring the CNS can also be evaluated 

based on their spatial resolution, which refers to the accuracy in pinpointing the location 

of brain activity (for an overview of neurophysiological tools with a discussion of the 

strengths and weaknesses of each measurement method per research setting, please see 

[114, pp. 47-72]; for a detailed discussion of methods used in cognitive neuroscience, 

please see [117]). Overall, as demonstrated by studies measuring the effects of digital 

detoxing through ANS measurements with electrodermal activity [75] and hormone 
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system measurements with cortisol levels [36], neurophysiological measurements hold 

great potential for future research on digital detoxing. 

Second, technological advancements in wearable devices have facilitated the moni-

toring and tracking of physiological indicators, such as actigraphy measurements of 

sleep quantity and quality [45] or measurements of electrodermal activity for physio-

logical activation and stress [75]. Wearable devices are becoming increasingly relevant 

in the toolbox of NeuroIS researchers. One main advantage of wearable devices is their 

low degree of intrusiveness, which refers to the extent to which a measurement instru-

ment interferes with an ongoing task [39]. Wearables are minimally intrusive because 

they allow for a high degree of movement freedom during (experimental) task execu-

tion (e.g., temporary disengagement from social media), can be used in natural positions 

while sitting or walking, and are non-invasive because they do not require insertion into 

the body or attachment of electrodes to the body or scalp. Consequently, wearables are 

ideal tools for conducting human-computer interaction (and also NeuroIS) studies in 

both laboratory and field environments [39]. Prior to conducting empirical studies, it is 

crucial to carefully evaluate and consider general quality criteria for measurement 

methods in psychometrics and psychophysiology [39], such as the reliability and valid-

ity of wearable devices [118], along with ethical, legal, and societal implications [119, 

120]. For example, Dunican et al. [45] used the Fatigue Science Readiband™ wearable 

device to measure sleep quality and quantity, which can be recommended for sleep 

studies in healthy adults based on validation studies for consumer, clinical, and research 

purposes [121, 122]. Overall, the increasing technological progress in wearable devices, 

combined with their low degree of intrusiveness, high degree of movement freedom, 

and ability to be used in both laboratory and field environments, represent a promising 

avenue for future NeuroIS research 

Third, empirical studies aiming to extend the current digital detoxing research find-

ings using neurophysiological measurements could explore additional measures that 

could indicate alterations in cognitive functions or physiological markers. Various neu-

rophysiological measurements can provide valuable information in different research 

contexts related to digital detoxing. For example, electroencephalography can be used 

to examine changes in brainwave activity in response to digital detox interventions 

[123], whereas functional magnetic resonance imaging can help identify changes in 

brain activity associated with cognitive or emotional processing during and after detox-

ing [124]. For example, He et al. [40] used structural magnetic resonance imaging to 

investigate the association between excessive social media use and gray matter volume 

in key neural systems. In addition to these brain imaging methods, another research 

approach is to use physiological indicators as an index of ANS activity to extend current 

digital detoxing research. For example, Heart Rate (HR) and Heart Rate Variability 

(HRV) as indices of ANS function [125] could provide valuable information for differ-

ent measurement purposes, including physiological arousal or physiological stress dur-

ing task performance [126]. Considering technological progress, such as different meth-

ods for measuring HR and HRV [127], the use of ANS activity indicators could provide 

physiological insights into the effects of digital detoxing at the individual level, which 

would also facilitate the development of personalized digital detoxing intervention 

strategies. For example, depending on individual indicators, employees can be advised 
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to take regular breaks from computer work to reduce exposure to digital technologies, 

ultimately increasing the effectiveness of digital detoxing and digital technology use in 

general. Notably, empirical research on breaks in demanding computer work using car-

diovascular, electrodermal, and electromyographic measurements has shown that short 

breaks (7.5 minutes after 50 minutes of work) are more effective in promoting recovery 

from mental and emotional strain until the early afternoon, while a longer break (15 

minutes after 100 minutes of work) is more effective in reducing fatigue and emotional 

strain in the late afternoon [128]. Importantly, neurophysiological measurements are 

not limited to the individual level, as they can also be used to examine the effects on 

the group, organization, or societal levels [129]. Overall, investigating digital detoxing 

and its effectiveness with measures that have not yet been applied in this research field, 

such as brain imaging methods or ANS activity measurement with cardiovascular 

measures, holds great future research potential. 

Concluding Remark 

Most current research on digital detoxing relies on surveys, content analysis, or exper-

iments [32], with only a small fraction of experiments taking neurophysiological 

measures into consideration. Indeed, we found only three papers in empirical research 

on digital detoxing that included neurophysiological measures (i.e., [36, 45, 75]). Given 

these findings, we argue that research on this increasingly relevant topic is still in a 

relatively nascent stage, particularly from a measurement perspective.  

Future empirical studies should consider the neurophysiological measurements. Im-

portantly, these measures should be used as complements to self-reports (e.g., psycho-

metric measures; [36]) or other methods (e.g., informal dialogues; [91]), not as substi-

tute [130]. For example, Vanman et al. [36] investigated the effect of digital detoxing 

using self-report measures of perceived stress and subjective well-being, and by meas-

uring salivary cortisol. Moreover, neurophysiological measures can also advance our 

understanding of the effects of digital technologies on the brain (e.g., [40]) and support 

the development of effective digital detoxing intervention strategies to reduce the neg-

ative effects of long exposure to digital technologies (e.g., regular breaks from com-

puter work to decrease sympathetic activity and increase parasympathetic activity). 

Overall, we anticipate the increasing use of neurophysiological measurements in digital 

detox research. 
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Abstract. Interruptions of various types, such as breaks, distractions, interven-

tions, or intrusions, are ubiquitous in our daily lives. Interruption science is an 

interdisciplinary research field dedicated to the systematic investigation of inter-

ruptions, which have become a prevalent phenomenon in the economy and soci-

ety in recent years. To lay the foundation for a better understanding of human 

neurophysiology related to users’ perception of interruptions, we conducted an 

umbrella review to examine the applied neurophysiological measurements for 

different interruption types. We identified 72 empirical studies using a rigorous 

literature search process. Our analyses revealed three main measurement do-

mains (brain imaging methods, autonomic nervous system activity measure-

ments, and hormone measurements). We describe these three domains with re-

spect to the applied neurophysiological measurements and four interruption types 

(break, distraction, intervention, and intrusion). Overall, this review provides 

methodological insights to advance interruption science research from a neuro-

physiological perspective.  

Keywords: Interruption Science · Interruption Science Research · Applied Neu-

rophysiological Measurements · NeuroIS · Umbrella Review 

Introduction 

Interruption science is an interdisciplinary research field that systematically investi-

gates the prevalent phenomenon of interruptions [1]. Interruptions can be defined as 

"an unexpected suspension of the behavioral performance of, and/or attentional focus 

from, an ongoing work task" [2, p. 817]. Researchers use interruption science to identify 

and mitigate predictors that affect the disruptiveness of interruptions, such as their 

length [3, 4]. By understanding the nature and impact of interruptions, guidelines and 

training programs can be developed to help individuals and organizations manage in-

terruptions more effectively. This, in turn, improves primary task performance [5], 

overall work performance, productivity, and well-being [6, 7].  
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In recent years, the development and increasing use of technology in conjunction 

with global acceleration [8] has led to an increased focus on interruptions caused by 

digital technologies, also referred to as IT-mediated interruptions, in both scientific re-

search and practice. Digital technologies have not only increased frequency [9, 10] but 

also the variety of interruptions that individuals encounter in their daily lives. The var-

ious interruption types include, for example, different modalities (e.g., auditory, 

pictographic, textual, visual; [11]), notification types (e.g., alerts, alarms, warnings, 

calls, summons; [12]), and transmission types (e.g., e-mail, instant messaging, 

telephone, [13]). Specific interruption types may have negative effects on task perfor-

mance and psychological well-being. For example, Chen and Karahanna [14] examined 

the effects of interruptions caused by different types of technologies. They found that 

work-related interruptions during leisure time caused by phone calls or messages can 

generate negative outcomes through interruption overload, whereas e-mail can lead to 

both positive and negative outcomes through task closure and psychological transition 

(between work and nonwork). Another study found that even brief interruptions (i.e., 

system response delays of 0.5-2.0 seconds) can have a negative effect on task perfor-

mance [15, 16], and that the effects of interruptions can be cumulative, leading to 

longer-term consequences such as decreased productivity [17], increased number of 

errors [18], and fatigue [19]. Research on interruptions is therefore critical to better 

understand task performance, to work effectively and efficiently [20, 21], and to iden-

tify negative effects on psychological well-being [22].  

A recent review of the conceptual and descriptive structure of interruptions revealed 

various attributes of interruptions [1]. To extend and complement this interdisciplinary 

overview of interruptions, the current paper aims to provide a concise overview of ap-

plied neurophysiological measurements for examining users’ perceptions of interrup-

tions. Neurophysiological measurements can provide a better understanding of users' 

cognitive and affective processes and, for example, reveal how and why they experi-

ence certain effects when using digital technologies [23, 24]. As such, it has great po-

tential for improving our understanding of the nature and impact of interruptions. Thus, 

the aim of this review is to lay the foundation for a better understanding of human 

neurophysiology during interruptions by using neurophysiological measures to exam-

ine users' perception of interruptions. In addition, such an overview is likely to contrib-

ute to a better understanding of interruptions and, consequently, have a positive impact 

on interruption science itself by providing insights into the appropriate use of various 

applied methods [25, 26]. To the best of our knowledge, a review of the applied neuro-

physiological measurements of interruption perception has not yet been conducted. 

Specifically, we address the following research question in this review: What neuro-

physiological measurements have been applied to examine different interruption 

types?  

The remainder of this paper is structured as follows. Section 2 outlines neurophysi-

ological measurements of human perception. The knowledge presented in this section 

summarizes the main methodological approaches used to provide a brief overview. Sec-

tion 3 describes the methodology used in this review. The results are presented in Sec-

tion 4. Section 5 presents a discussion of the contributions and implications, along with 

the limitations of our review. Finally, in Section 6, we provide concluding remarks. 
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Neurophysiological Measurements of Human Perception 

Neurophysiology is a scientific field devoted to studying the functioning of the nervous 

system, including the brain and other neural tissues in the body [27]. At a high level of 

abstraction, human neurophysiology can be differentiated between the Central Nervous 

System (CNS) and the Peripheral Nervous System (PNS) as part of the human nervous 

system. The CNS can be further divided into neural tissues within the brain and spinal 

cord, while the PNS encompasses all other neural tissues outside of the CNS. The PNS 

can be further subdivided into the Somatic Nervous System (SNS) and Autonomic 

Nervous System (ANS). The SNS consists of cranial and spinal nerves that connect to 

sensory organs, muscles, joints, and skin, and its primary functions are movement pro-

duction and sensory information transmission, such as touch or temperature [27, 28]. 

The ANS comprises a collection of nerves and nerve cells that play a crucial role in the 

innervation of various organs, including the respiratory tract, blood vessels, heart, uro-

genital organs, and intestines and can be divided into three components: the sympa-

thetic division (which activates the body), the parasympathetic division (which relaxes 

the body) and the enteric nervous system (which governs the function of the gastroin-

testinal tract) [27–29]. In addition to CNS and PNS measurements, hormones (e.g., 

from blood, saliva, or urine samples) also have significant behavioral relevance (e.g., 

in stressful or trusting situations) [6, 28]. For example, research has shown that the 

perception of computer system breakdown leads to a significant feeling of stress, which 

has been measured by the stress hormone cortisol through saliva [30]. From an Infor-

mation Systems (IS) perspective, the brain (i.e., the information processing unit), the 

sympathetic and parasympathetic divisions of the ANS (which maintain homeostasis in 

the body), and hormones (for behavioral relevance) are of critical importance [6, 28]. 

Therefore, neurophysiological measurements can examine human perception at differ-

ent levels, ranging from individuals to groups, organizations, and societies [31]. Thus, 

they are of utmost importance in the research field of interruption science. 

Review Methodology 

To synthesize accumulated research on applied neurophysiological measurements in 

interruption science, we conducted an umbrella review [32–34] according to the Pre-

ferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) check-

list [35, 36]. Considering that the literature on interruption is scattered and poorly inte-

grated across different scientific disciplines and research fields [1, 2] and that various 

terms exist with which interruptions are described (e.g., break, disruption, distraction, 

interruption, intrusion, suspension; [1]), an overarching review paper that consolidates 

the findings of previous literature reviews is an appropriate research method to obtain 

a comprehensive overview of applied neurophysiological measurements [37]. Theoret-

ically, however, our literature review targeted two major streams of literature. First, we 

focused on the literature on digital stress, also referred to as technostress [38, 39], where 

interruptions are one of the major triggers of digital stress that people must cope with 

in an increasingly digital world [1, 2, 14, 40, 41]. Indeed, empirical research found that 

office workers perceive about 70 interruptions per day from digital devices and 
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programs used while performing actual work tasks [10], exemplifying that the prolifer-

ation of digital technologies in the workplace contributed dramatically to work-related 

interruptions [20]. Second, we also reviewed the literature on Neuro-Information Sys-

tems (NeuroIS), an interdisciplinary research field at the nexus of neurobiology and 

digital technologies within the IS discipline that uses neuroscience and neurophysio-

logical tools and methods to better understand human cognition, emotion, and behavior 

in IS contexts [23, 24, 28, 42–44]. As described below, our review methodology in-

volved four steps that resulted in a literature base of 72 empirical studies that applied 

neurophysiological measurements to examine users’ perceptions of interruptions. Fig-

ure 1 graphically summarizes the flowchart of literature search and paper selection. 

 
Figure 1. PRISMA Flowchart of Literature Search and Paper Selection 
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from several different disciplines, and proposed a research agenda for future tech-

nostress research that also incorporates biology as an objective measurement method 

for determining human behavior toward digital technologies. We then conducted a for-

ward search (i.e., citation tracking) based on this initial article using Google Scholar, 

which yielded 289 hits. For our literature search, we also considered reviews published 

in major academic databases in combination with physiological keywords that offer an 

introduction to the field of NeuroIS [23, 24, 28, 42] to identify further reviews on neu-

rophysiological measurement methods to examine human behavior toward digital tech-

nologies (i.e., Google Scholar, Scopus, and Web of Science). However, we did not find 

any additional literature reviews, so we proceeded with our literature base, which con-

sisted of 28 identified literature reviews (i.e., [6, 16, 42, 45–69]).  

 

Step 2: Literature Screening – To be included in this review, we focused exclusively 

on peer-reviewed reviews of studies that empirically investigated human behavior to-

ward digital technologies using neurophysiological measurements. Therefore, we ex-

cluded unrelated reviews based on the full text, leaving 13 reviews. For example, we 

removed 12 reviews that did not fulfill our inclusion criteria because they did not ex-

amine or only superficially examined applied neurophysiological measurement meth-

ods (9 in total; i.e., [50–52, 56, 58, 65–67, 69]) or that examined applied neurophysio-

logical measurement methods in a research context not relevant to our research goal (3 

in total; i.e., [48, 49, 59]). We also excluded reviews that were not written in English 

(2 in total; i.e., [46, 47]) or reviews that did not provide a bibliography of reviewed 

papers (1 in total; i.e., [53]). Following established recommendations for conducting 

literature searches [70, 71], the identified 13 reviews were then used for a backward 

search (i.e., searching the references) and again for a forward search using Google 

Scholar until we found no more relevant reviews. This procedure allowed us to identify 

two additional literature reviews (i.e., [72, 73]), resulting in a total of 15 reviews, in-

cluding six relevant technostress reviews (i.e., [6, 16, 63, 64, 68, 72]) and nine relevant 

reviews with a neurophysiological measurement context related to human behavior to-

ward digital technologies (i.e., [42, 45, 54, 55, 57, 60–62, 73]). 

 

Step 3: Literature Eligibility – Before analyzing the collected papers, we merged re-

views that used the same literature base to answer different research questions. In par-

ticular, we merged Stangl and Riedl [60–62], who reviewed the literature on heart rate 

and heart rate variability in NeuroIS to analyze the applied methods, results of empirical 

research, and reliability and validity of wearable devices (e.g., smartwatches) used in 

empirical research. We also merged Riedl et al. [42, 45], who initially presented an 

earlier version of their journal paper (i.e., [42]) at a conference (i.e., [45]). We then 

removed duplicates from our entire literature database (i.e., 12 reviews), leaving 284 

unique papers out of 358 papers originally found. These papers were then analyzed in-

depth based on the full text to ensure that the keywords were not superficial and that 

the article contained content relevant to our research goal (i.e., applied neurophysiolog-

ical measurements to examine users’ perception of interruptions). Consequently, we 

excluded papers that had not yet completed their empirical research (60 papers in total; 

e.g., [74]), papers that did not apply neurophysiological measurements in their 
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empirical research (8 papers in total; e.g., [75]), papers that conducted an empirical 

research with a device that, based on current knowledge and validation studies, are not 

recommended for physiological measurements for consumer, clinical, or research pur-

poses (4 papers in total; e.g., [76]), papers where the physiological measurement could 

not be continuously measured in their empirical research (1 paper in total; [77]), and 

papers that were not written in English (2 papers in total; e.g., [78]), resulting in 209 

unique papers remaining for further analysis. 

In the next step, we merged the studies referring to the same empirical study. Here, 

we merged 39 papers [79–117], of which we considered 18 papers to be a more com-

prehensive version for further analysis [86–90, 92–100, 103, 105, 109, 110], resulting 

in 188 unique papers. Comparing the quantity of papers included in previous literature 

reviews, however, our umbrella-based review methodology also ensures a broad and 

valid consideration of applied neurophysiological measurement methods to examine 

human behavior toward digital technologies. Indeed, recent technostress reviews inte-

grated and synthesized empirical data from 172 studies [56] or 102 studies [51], and 

another review on the development of NeuroIS research found 111 empirical studies 

that applied neurophysiological measurements [42].  

 

Step 4: Literature Inclusion – To analyze the literature regarding interruptions as a 

trigger of digital stress [1, 2, 14, 40, 41], we drew on the interruption types identified 

by Stangl and Riedl [41], which are described below. These interruption types are based 

on the typology of work interruptions proposed by Jett and George [118] and a taxon-

omy of IT-mediated interruptions proposed by Addas and Pinsonneault [10].  

• Break: Endogenous event that results in time off from work to accommodate 

personal needs and the rhythm of the day (e.g., taking time to have lunch). 

• Distraction: Exogenous event that triggers psychological reactions due to ex-

ternal stimuli or secondary activities that interrupt focused attention on pri-

mary task activities (e.g., individual is exposed to noise while performing a 

task).  

• Intervention: Exogenous event that reveals a discrepancy between task per-

formance expectations and the actual performance of primary task activities 

(e.g., an individual receives feedback relevant to task performance). 

• Intrusion: Exogenous event that temporarily interrupts the execution of pri-

mary task activities due to an event that is irrelevant to task performance (e.g., 

unscheduled phone call). 

This theory-oriented and rule-bounded procedure ensured that only relevant literature 

was included in the results, thereby excluding 116 papers that were not relevant to in-

terruption science (i.e., [86–90, 92–95, 97–100, 103, 109, 119–219]). In the remaining 

72 unique papers, though, neurophysiological measurements were applied to examine 

different interruption types (i.e., [30, 44, 96, 105, 110, 220–286]). Consequently, the 

literature base of our literature review comprises 72 empirical studies, including 51 

journal papers (71%), 20 conference proceedings papers (28%), and 1 magazine article 

(1%).  
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Review Results 

This section presents the main findings of the literature review. Our literature search 

revealed 72 empirical studies that applied neurophysiological measurements to exam-

ine different interruption types. As described in the following subsections, our analyses 

revealed three main research domains (brain imaging methods, ANS activity measure-

ments, and hormone measurements), which are described with respect to applied neu-

rophysiological measurements and interruption types. Note that this classification is 

based on an overview of the applied neurophysiological tools in NeuroIS research by 

Riedl and Léger [28, pp. 47-72]. Overall, our review shows that most empirical studies 

used measurements related to ANS activity (73%), whereas a smaller proportion relied 

on brain imaging methods (22%) or hormone measurements (5%).  

Examination of Interruption Perception with Brain Imaging Methods 

Seventeen papers were identified. These 17 papers included 11 studies using a func-

tional magnetic resonance imaging scanner (fMRI; [44, 224, 231, 248, 251, 253, 271, 

277, 285]) and 9 studies using electroencephalograms (EEG; [96, 239, 240, 245, 261, 

264, 281, 283]). Note that the number of studies also considered papers in which mul-

tiple studies were conducted. For example, Züger and Fritz [283] conducted two EEG 

studies. 

The analysis of the interruption types revealed that most interruptions could be clas-

sified as intrusion (43%; i.e., [96, 239, 248, 264, 271, 277, 283, 285]), followed by 

intervention (33%; i.e., [231, 251, 253, 261, 264]), and distraction (24%; i.e., [44, 224, 

240, 245, 281]). As an example, Kalgotra et al. [96] gave their subjects reading tasks 

and exposed them to a series of randomly timed audio interruptions, which we classified 

as an intrusion. Note that the counting of interruption types also considered the papers 

in which multiple studies were conducted. For example, Kohrs, et al. [253] conducted 

3 fMRI studies with to examine interventions (i.e., delayed feedback during task per-

formance), which we counted as 3 interventions. Table 1 provides an overview of the 

interruption types measured using brain imaging methods. 

Table 1. Examination of Interruption Perception with Brain Imaging Methods 

Measurement Studies Break Distraction Intervention Intrusion 

fMRI 11 N/A 2 5 4 

EEG 9 N/A 3 2 5 

Examination of Interruption Perception with ANS Activity Measurements 

Fifty-six papers were identified. These 56 papers included 33 studies with eye-related 

measurements [221–223, 226–230, 234–237, 243, 246, 247, 257–260, 263, 264, 267, 

268, 277, 279, 280, 282, 283, 286], 28 studies with heart-related measurements [110, 

220, 225, 232, 233, 239, 241, 242, 244, 249, 250, 252, 254–256, 264, 266, 270, 272–

276, 278, 283, 284], 18 studies with skin or body-related measurements [105, 110, 239, 

241, 250, 252, 255, 256, 262, 264, 269, 270, 273, 274, 276, 278, 283], 3 studies with 



123 

muscle-related measurements [232, 233, 274], and 1 study with respiratory measure-

ments [274]. Note that the number of studies also considered papers in which multiple 

studies were conducted. For example, Bahr and Ford [221] conducted two studies using 

eye-related measurements.  

The analysis of the interruption types revealed that most interruptions could be clas-

sified as an intrusion (50%; i.e., [30, 221, 232, 233, 238, 239, 241, 249, 250, 255, 256, 

264, 266, 269, 270, 272–274, 276, 277, 282–284, 286]), followed by a distraction (28%; 

i.e., [105, 222, 223, 225–230, 235, 236, 243, 244, 246, 247, 257–259, 265, 268, 278, 

280]), an intervention (21%; i.e. [110, 220, 234, 237, 242, 246, 252, 262–264, 267, 

275]), and a break (1%; i.e. [254]). As an example, Kuhmann [255] varied the system 

response time during task performance, which we classified as an intrusion. Note that 

the counting of interruption types also considered the papers in which multiple studies 

were conducted. For example, Jay et al. [247] conducted two studies with eye-related 

measurements to examine distraction (i.e., the effects of dynamic micro-content on at-

tention allocation during browsing), which we counted as two distractions. Table 2 

provides an overview of the interruption types measured using ANS activity measure-

ments.  

Table 2. Examination of Interruption Perception with ANS Activity Measurements 

Measurement Studies Break Distraction Intervention Intrusion 

Eye-related 33 N/A 19 7 8 

Heart-related 28 1 3 7 18 

Skin / Body-related  18 N/A 2 4 13 

Muscle-related 3 N/A N/A N/A 3 

Respiratory 1 N/A N/A N/A 1 

Examination of Interruption Perception with Hormone Measurements 

Four papers were identified. These 4 papers included 4 studies using hormones from 

saliva samples [30, 238, 265] and 1 study using hormones from urine samples [249]. 

Note that the number of studies also considered papers in which multiple studies were 

conducted. For example, Galluch et al. [238] conducted two studies with hormone 

measurements.  

The analysis of the interruption types revealed that most interruptions could be clas-

sified as an intrusion (80%; i.e., [30, 238, 249]), followed by a distraction (20%; i.e., 

[265]). As an example, Nomura et al. [265] whether an auditory stimulus has a post-

task effect, which we classified as distraction. Note that the counting of interruption 

types also considered the papers in which multiple studies were conducted. For exam-

ple, Galluch et al. [238] conducted 2 studies using hormones from saliva samples to 

examine intrusions (i.e., IT-mediated interruptions during task performance), which we 

counted as 2 intrusions. Table 3 provides an overview of the interruption types meas-

ured using hormone measurements. 
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Table 3. Examination of Interruption Perception with Hormone Measurements 

Measurement Studies Break Distraction Intervention Intrusion 

Saliva Samples 4 N/A 1 N/A 3 

Urine Samples 1 N/A N/A N/A 1 

Review Discussion 

Implications and Contributions 

We contribute to research by providing a perspective on the applied methods to exam-

ine users’ perceptions of interruptions. Overall, our review indicates that eye-related 

measurements were the most applied neurophysiological measurement method in em-

pirical studies (31%) for examining users' perception of interruptions, followed by 

heart-related measurements (26%), and skin or body-related measurements (17%). 

Only a small proportion of studies used fMRI (10%) and EEG (8%) to measure brain 

imaging and other measurements to measure ANS activity, such as muscle-related 

measurements (3%), respiratory measurements (1%), or hormone measurements (5%). 

Figure 2 graphically summarizes the main findings of our literature review on applied 

neurophysiological measurement methods to examine users’ perceptions of interrup-

tions. 

 
Figure 2. Applied Neurophysiological Measurements for Interruption Perception 

The main implication of this review is that the interdisciplinary research field of inter-

ruption science is a nurturing ground for the application of different neurophysiological 

measurement methods to the systematic study of interruptions rather than focusing on 
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merges data collected from neuropsychological measurements with self-reported data 

to delve deeper into the cognitive and emotional processes of users during their inter-

actions with digital technologies [23, 24, 28, 43, 287, 288] (for an overview of neuro-

physiological tools with a discussion of the strengths and weaknesses of each measure-

ment method per research setting, please see [28 pp. 47-72]; for a detailed discussion 

of methods used in cognitive neuroscience, please see [289]). As an example, Galluch, 

et al. [238] examined the impact of the quantity and content of IT-mediated interrup-
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can provide complementary insights to deepen understanding [24] and can encompass 

multiple measurement methods rather than being limited to a single approach. To assess 

the state of a knowledge worker’s interruptibility with high accuracy, Züger and Fritz 

[283] combined a brain imaging method with multiple ANS activity measurements. 

Hence, conducting studies with neurophysiological measurements to examine users’ 

perceptions of interruptions seems promising for advancing interruption science re-

search. Overall, focusing on a particular measurement method or a combination of dif-

ferent neurophysiological measurement methods offers promising opportunities for fu-

ture research to explore and systematically examine users’ perceptions of interruptions. 

Review Limitation 

In our review methodology, we synthesized only empirical studies of reviews and did 

not conduct our own database searches to include empirical studies of applied neuro-

physiological measurements that examined users’ perceptions of interruptions. How-

ever, to the best of our knowledge, this is the most comprehensive review of human 

behavior toward digital technologies using neurophysiological measurements that cur-

rently exists. However, there are still empirical studies that have not been included in 

this review because of the review methodology (i.e., umbrella review following the 

PRIMSA checklist). For example, our review does not include the study by Chen et al. 

[291], who examined the neural mechanism of the brain during an interruption. Thus, 

future research addressing this limitation and extending our research findings could 

provide further insights into applied neurophysiological measurements to examine user 

perceptions of interruptions. 

Concluding Remark 

Digital technologies shape everyday life. However, they have also given rise to a new 

type of problem: interruption. In the workplace, they are noticeable, among other 

things, through long and variable response times [250, 256]. Moreover, the effects of 

digital interruptions are not limited to work-related tasks; they can also disrupt personal 

lives and social interactions. For example, a recent review found that (over-)use of Fa-

cebook as a social networking site poses both psychological and physiological risks 

[292]. These exemplary research findings underscore the particular value of exploring 

the use and role of digital technologies to counteract this "dark side" [293] and avoid 

constantly distracting or losing focus on the task at hand. As a foundation for a better 

understanding of human neurophysiology during interruptions, in this umbrella review, 

we addressed the question of what neurophysiological measurements can be used to 

examine different interruption types. Our analysis shows that different neurophysiolog-

ical measurements are suitable for the research field of interruption science [1]. There-

fore, we hope to see a growing number of further publications in this highly relevant 

research field in the coming years, as well as encouragement from researchers to ad-

vance scientific discourse on interruptions through further contributions to both scien-

tific research and practice. 
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Abstract. Social media platforms have enabled producers of fake news to craft messages at 

an unprecedented rate and have rendered these messages accessible to the masses at no cost. 

Although the context of social media is ripe with affective attributes, research on fake news 

on social media has largely strayed away from understanding the impact of users’ emotion on 

their perception of fake news. We propose a NeuroIS approach to investigate the effect of 

experiencing specific moods and emotions on a) users’ belief in fake news and b) users’ intent 

to share misinformation in the context of users interacting with social media. This research-

in-progress responds to calls for research on the mechanisms by which fake news become 

entrenched as well as mechanisms to quell the influence of fake news. It also contributes to 

the emerging literature on the role of emotion in the perception of fake news on social media 

platforms. 

 

Keywords: Fake news·Emotion·Belief·Intent to share·EDA·Face reader  

 

Introduction 

Although news fabrication has been present in the media since the early twentieth cen-

tury [15], social media platforms that have emerged within the scope of new technolo-

gies allow producers of fake news to craft messages at an unprecedented scale and pro-

vide novel ways in which problematic information is created, disseminated, and per-

ceived by users [17]. These platforms are ripe with emotionally charged pieces of in-

formation that users are exposed to as they browse their social media platforms. This 

can induce different emotions which may impact social media users’ subsequent inter-

action with news related posts leading to different types of behavior such as sharing, 

commenting, messaging, and liking [9]. The absence of affect in understanding users’ 

belief in misinformation and informing social media design may be one of the reasons 

for the limited success of existing intervention methods in improving users’ ability to 

discern fake news from real news [15]. Consequently, understanding the role affect 

plays in the perception of fake news on social media may provide insight into the mech-

anisms by which fake news become entrenched as well as the mechanisms to counter 

the flow and influence of fake news on social media platforms. Yet, most studies fo-

cusing on combatting fake news on social media have focused on the impact of cogni-

tive factors such as analytical thinking [21,22], dogmatism [5], and fact-checkers [15] 

and have largely strayed away from understanding the impact of emotion on the 
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perception of fake news. This is surprising because a salient feature of fake news head-

lines on social media platforms is that they are often emotionally evocative [25]. Even 

more surprising is the fact that the impact of emotion on human judgement and decision 

making is well documented in the Psychology literature [1] by the dual-process theories 

of cognition [12], the assimilative accommodative model of emotion [3], and feelings 

as information theory [27]. One reason for the scant literature on the impact of emotion 

on the perception of fake news is that emotion is a variable that is difficult to study 

because it is prompted through implicit bodily processes outside one’s conscious 

awareness [6]. Additionally, emotion evolves quickly as users interact with the abun-

dantly available and emotionally charged elements on social media platforms. 

To address this gap, we propose a NeuroIS study to understand the role of two affective 

variables: (i) mood and (ii) emotion in influencing a) users’ belief in fake news on social 

media platforms and b) users’ intent to share fake news on social media platforms. We 

deploy the neurophysiological measure of emotion of Electrodermal activity (EDA), 

which captures with high temporal resolution [6] how emotion evolves. We also use 

Face reader technology, which captures changes in users’ facial expression as a result 

of experiencing emotions [8]. 

Literature review 

The fake news phenomenon, characterized as "fabricated information that mimics news 

media content in form but not in organizational process or intent" [15], p. 1094, has 

raised concerns about the potential threat posed by the Internet and social media at 

individual and societal levels [5]. Because social media platforms offer a means for 

communication through which emotional content is propagated, “news media coverage 

and user interactions on social media frequently exhibit a shrill emotional component” 

[28], p. 232. By considering the emotional factors that affect users' responses to fake 

news, future interventions may have a better chance of success in combatting this soci-

etal problem. Core affect is a neurophysiological state consciously accessible as a non-

reflective feeling that is an integral blend of hedonic or valence value (pleasure–dis-

pleasure) and arousal or activation value (sleepy–activated) [26]. We use the Affective 

Response Model (ARM) [30] conceptual framework to classify two groups of affective 

variables and investigate their effect on users’ belief in fake news and users’ intent to 

share misinformation in the context of users interacting with social media: a) Mood: a 

prolonged core affect that has an unclear or unknown stimulus [26] and b) Emotion: an 

affective state induced as a result of an interaction between users and a stimulus [26]. 

In investigating the relationship between affect and individuals' propensity to believe 

information, two competing theories exist. The assimilative-accommodative model [3] 

states that positive and negative emotions influence peoples’ perceived accuracy of in-

formation by regulating their information processing strategies differently. Specifi-

cally, individuals experiencing positive emotion tend to employ more heuristic strate-

gies while those in negative emotional states tend to use more effortful processing strat-

egies [3]. The fake news literature in support of this theory is scarce. The resource al-

location model [10], which can be classified under the dual process models of cognition 

[29] on the other hand states that both positive and negative emotions facilitate heuristic 
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information processing strategies because they increase irrelevant thoughts that occupy 

attentional resources and reduce the processing effort invested in cognitive tasks [11]. 

This theory was informed by [18] who investigated the role of emotion on the likelihood 

of believing fake news. In one study, they reported a positive correlation between self-

reported use of emotion and belief in fake (but not real) news and found that the more 

participants depended on emotion over reason, the more they perceived fake stories as 

accurate. In a separate study, [18] demonstrated that an increased reliance on momen-

tary emotion, regardless of type or valence, increased susceptibility to fake (but not 

real) news on social media above and beyond a simple lack of reasoning and decreased 

discernment between real and fake news. This finding was also demonstrated by [25] 

who found that experiencing any emotional reaction was associated with worse truth 

discernment of headlines and that respondents were better at discerning true from false 

news when they experienced no emotion after reading a headline. These studies com-

bined suggest that affect may play a unique role in users’ susceptibility to fake news on 

social media platforms.  

On the sharing of content on social media, the veracity of headlines was found to 

have little effect on sharing intentions, despite significantly influencing accuracy judge-

ments [20],[23]. This accuracy-sharing dissociation phenomenon [20],[23] can be ex-

plained by three competing theories: (1) the confusion-based account, suggesting that 

people mistakenly believe false claims they share are true; (2) the preference-based 

account, indicating that people prioritize political identity over truth and share con-

sistent but false content; and (3) the inattention-based account, proposing that social 

media distracts people from their preference for sharing only accurate content. 

Research model 

We aim to understand how mood and experiencing different emotions impact users’ 

belief and truth discernment and users’ intent to share fake news on social media.  

Impact of mood on belief in and intent to share fake news  

In line with the resource allocation model [10] and findings by [18] and [25], we predict 

that heightened mood, regardless of valence, increases the extent to which people be-

lieve fake news on social media. Thus: 

 

H1: Experiencing high levels of positive or negative mood is associated with belief in 
fake news headlines on social media platforms.  
 

In line with the confusion-based account [20],[23] we predict that heightened mood 

increases the extent to which people intend to share fake news headlines. Hence: 

 

H2: Experiencing high levels of positive or negative mood is associated with an in-

creased intent to share fake news headlines on social media platforms.   
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Impact of emotion on belief in and intent to share fake news  

As users browse social media, they go on an emotion rollercoaster which can impact 

their perception of and behavior regarding news related content they come across. In 

line with the resource allocation model [10], we predict that heightened emotionality, 

regardless of valence, increases the extent to which people believe fake news. Thus: 

 
H3: Experiencing high levels of emotion is associated with belief in fake news headlines 
on social media platforms. 
 
We predict, in line with the confusion-based account [20],[23] that heightened emo-
tion increases the extent to which people intend to share fake news headlines. Hence: 
 
H4: Experiencing high levels of emotion is associated with an increased intent to share 
fake news headlines on social media platforms. 

 Methodology 

Mood task 

We investigate the impact of state-based emotionality (users’ mood) on a) users’ accu-

racy judgements of and b) users’ intent to share real and fake headlines on social media. 

We control for a range of individual difference factors such as analytical thinking and 

dogmatism. To test H1 and H2, eight headlines that mimic Facebook posts were chosen 

according to the bipartisan factchecker website snopes.com, were adjusted for their 

length in terms of the number of words, and were balanced in terms of valence, truth-

fulness, and political stance. A control headline, the assessment of which is very easy 

was also created. Figure 1 shows an example of one of the headlines. The nine headlines 

will be randomly presented to participants who will be asked to assess the veracity of 

each headline and then report on their intent to share it. 

Emotion task  

Next, we investigate the impact of induced emotionality (users’ emotion) on a) users’ 

accuracy judgements of and b) users’ intent to share real and fake headlines on social 

media. We control for the same individual difference factors in the mood task. A one 

factor (valence) within subject experiment will test H3 and H4. Ten memes have been 

created and balanced in terms of valence. Two news headlines were chosen according 

to the bipartisan factchecker website snopes.com, were adjusted for their length in terms 

of the number of words and were balanced in terms of valence. Figure 1 shows an 

example of one of the memes. Two blocs (five negatively valenced memes followed by 

a target headline and five positively valenced memes followed by a target headline) 

will be randomly presented to participants who will be asked to assess the veracity of 

each target headline and subsequently report on their intent to share it.  
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Fig. 1. Example of headline (left) used in mood task and meme (right) used in emotion task. 

Pinpointing the accuracy-sharing dissociation 

In both the mood and the emotion tasks, participants will be asked to rate the accuracy 

of each headline immediately before making a judgement about sharing the headline 

(i.e., a full-attention treatment [23]). Thus, we will be able to distinguish between false 

items that: (i) participants share and also believe to be accurate (confusion-based rejec-

tion of truth); (ii) participants share despite believing to be inaccurate (preference-based 

rejection of truth); and (iii) participants did not share once they considered accuracy 

(inattention-based).  

Other potential impacts of affective variables 

The design of the present research allows us to further study other potential impacts of 

affective variables and their interaction on belief and behavior. Because our experiment 

involves two tasks (the mood task followed by the emotion task), we would be able to 

investigate whether, as a result of browsing and experiencing different emotional states, 

the initial impact of mood on belief and intent to share is reduced and replaced by mo-

mentary emotion. Additionally, the present research would allow us to examine 

whether positive or negative emotion has a differential impact on belief as modeled by 

the assimilative model. 

Measurement 

Participants’ momentary mood state will be measured using the self-perceived scale 

PANAS [31] and circumplex model of emotion [19],[24] prior to engaging with stimuli. 

The circumplex model is based on two independent dimensions: valence (positive-neg-

ative continuum) and arousal (deactivated-activated continuum). Participants’ emotion 

will be measured using neurophysiological measures prior to engaging with the stimuli 

in the emotion task. The valence dimension will be measured using Face reader tech-

nology, which captures changes in users’ facial expression as a result of experiencing 

emotions. We use Facereader technology (Noldus Information Technology, 
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Wageningen, The Netherlands) which classifies users’ facial expressions and generates 

a valence score [8]. The arousal dimension will be captured using the Electrodermal 

activity (EDA) technique, a biomarker of arousal with well-known psychophysiologi-

cal functioning [7] and which provides insight into the automatic affective processes. 

EDA captures skin connectivity by attaching two electrodes to users’ fingers [6]. Using 

a neurophysiological measure of emotion is of value because bodily responses consti-

tute a critical element of the emotional experience overall [14]. Additionally, since 

emotion is a very fast process that starts within milliseconds of interacting with a stim-

ulus, we chose the EDA neurophysiological measure of emotion because it is capable 

of capturing users’ affective reactions with millisecond precision [6]. Our approach of 

integrating the ARM model, with the two existing theories on emotion (i.e., The assim-

ilative-accommodative and the resource allocation models) and using neurophysiolog-

ical data as complementary sources of information to traditional self-reported measures 

provides a unique opportunity to understand if and how users’ affective state impacts 

their interaction with fake news on social media. Figure 2 demonstrates the experi-

mental design of the present research. 

 

 

 

Fig. 2. Experimental design. 

Apparatus and Procedure  

Participants will be welcomed to the test site and their informed consent form will be 

obtained. The experiment will be carried out in a room set to a temperature of 25-26 C 

with 50% humidity [6]. We use a Logitech C600 webcam mounted on a laptop facing 

the participants and FaceReader4 software [8]. Participants will be instructed to look 

directly towards the camera while showing their facial expression. Recordings with a 

resolution of 640 × 480 at 25 frames per second will be analyzed frame by frame, scal-

ing the six basic emotions and neutral from 0 (not present at all) to 1 (maximum 
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intensity of the fitted model). To set up the EDA measure, electrodes will be placed on 

the distal phalanges of the pointing and middle finger of the participants’ non-dominant 

hand [6]. To account for the physiological latency of the skin conductance rate (SCR), 

a window between 1 and 4- or 5-seconds following stimulus presentation will be used 

to identify the time window that the SCR rise is assumed to happen [16]. ISCR, an 

integrated SCR measure [2] will be used to obtain an unbiased estimate of the total SCR 

magnitude within the response window. We will introduce some variability “jittering” 

to reduce motor and psychological preparation that participants could – consciously or 

not – establish as they go through the experiment [6]. The data will be down-sampled 

to 10 Hz from the original 500 or 1000 Hz and a low pass filter (5 Hz, first-order But-

terworth) will be applied. The minimum threshold amplitude will be set at 0.01 micro-

Siemens to remove noise [4].  

Expected contributions 

The present research will contribute to the fake news literature through its focus on 

existing gaps in our understanding of the role of affective variables in the perception of 

misinformation on social media platforms. It responds to calls for research on the mech-

anisms by which fake news become entrenched as well as mechanisms to quell the 

influence of fake news on social media. This is an important topic because an increasing 

number of people are obtaining their news via social media platforms which rely on 

unknown sources [13]. This research would also contribute to the emerging literature 

on the role of emotion in the perception of fake news. Understanding the role that emo-

tion plays in the belief and intent to share fake news on social media platforms could 

offer a general framework that can help explain various findings about the perception 

of fake news on social media and can inform the design of IT based intervention meth-

ods such as fact checkers to counter the proliferation of fake news that we are witness-

ing today. Consequently, the present research can have implications for technology 

platforms, governments, and citizens interested in combating infodemics. 
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Abstract. Organizational sustainability has the potential to connect organiza-

tional values with those of their employees, fostering their engagement. Em-

ployee engagement is a central concern in today's business environment, as it is 

related to increased employee productivity, well-being, loyalty to the organiza-

tion, and higher productivity. While many studies focus on the characteristics and 

effects of social media in organizations, few studies analyze how the type of con-

tent posted affects employee engagement. Hence, this research-in-progress de-

scribes a systematic literature review to understand how previous research ana-

lyzed the relationship between enterprise social media and employee engage-

ment. More specifically, this research aims to outline relevant applications for 

using neurophysiology to study the relationship between organizational social 

media posts that highlight their sustainable values and employee engagement and 

to instigate further research in the study domain, both theoretical and empirical. 

Keywords: Employees' engagement ⋅ Sustainable Values ⋅ Enterprise Social Me-

dia ⋅ Neuroscience  

Introduction 

The digital business environment describes the combination of different digital busi-

ness ecosystems integrated into a sociotechnical network of individuals, organizations, 

and technologies that work collectively to co-create value [1]. The digital business en-

vironment brings many benefits as working-from-home conditions but also imposes 

high speed and an "always connected" work conditions, requiring more meaningful 

connections between employees and organizational values. In the digital business en-

vironment, the use of social media has spread to the organizational context, affecting 

many organizational activities that go beyond sales and customer relationships [2]. One 

of the most relevant and studied effects of using social media within organizations is 

employee engagement [3]. However, most research at the intersection of social media 
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and employee engagement focuses on the behaviors and practices afforded by this type 

of technology, describing the use of company social media to give employees a voice 

[4], generate new ideas [5], and empower the workforce [6]. 

Employee engagement is a positive attitude of employees towards their organization 

and its values [7]. It relates to superior organizational performance outcomes, such as 

employee retention, productivity, profitability, customer loyalty, and safety [8]. Hence, 

combining these positive outcomes with the network potential of social media seems to 

be strategic for organizations, as employees can act as brand ambassadors internally 

and externally [9]. However, when employees' values are disconnected from organiza-

tional values, the effects on the organizational brand can be negative [10].  

In the past decades, we have observed a shift in organizational values leading to a 

greater embrace of the triple bottom line of sustainability (i.e., planet, people, and pros-

perity) and an expectation for firms to report to behave sustainably. Accordingly, there 

has been a steady increase in corporate social responsibility, with many firms integrat-

ing environmental and social performance criteria in executive compensation [11]. One 

of the most respected sustainability certifications is the B Corp certification. Currently, 

over 6,000 organizations worldwide have received this certification. B Corps are a 

model of companies that meet the highest standards of social and environmental per-

formance, public transparency, and corporate responsibility to balance profit and pur-

pose [11]. As their tagline states, B Corps constitute a "force for good". The B Corp 

certification process has been related to increased stakeholder engagement and brand 

reputation [12]. As well, recent research has shown that the B Corp certification helps 

ingrain an organization's mission in its employees' mindset and thus supports recruit-

ment and employee engagement, which in turn contributes to internal alignment [13]. 

Against the background, we outline relevant application areas for using biosignals 

and neurophysiology in connecting enterprise social media (via posts related to an or-

ganization's sustainability actions) and employee engagement in the context of B Corp. 

We believe B Corp organizations constitute a particularly appropriate setting, given 

these organizations' demonstrated commitment towards social and environmental mat-

ters. In addition, following the IS research stream on sustainability, we posit that using 

the Neuro IS application and bio-signals of employees within enterprise social media 

use and interaction regarding sustainable practices can help to understand their behavior 

and improve their engagement when it resonates with their personal values. However, 

Information systems (IS ) literature falls short in analyzing the relationship between 

employees' posting content related to the triple bottom line of sustainability (i.e., planet, 

people, and prosperity) on the internal platforms and their engagement with the com-

pany.  

Hence, this research presents a systematic literature review of enterprise social me-

dia and employee engagement to identify future research gaps that could include Neuro 

IS strategies considering that neurophysiology and biosignal are able to provide accu-

rate data to work on employee engagement towards sustainability objectives. Then, this 

paper aims to instigate further research on this topic, both theoretical and empirical. 

The findings of this systematic literature review contribute to improving our under-

standing of the impact of employees' internal posting on sustainability-related content 

and their engagement, as well as the role of enterprise social media in facilitating this 
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process. By addressing this research gap, the study will offer valuable insights for or-

ganizations seeking to enhance their sustainability efforts and promote employee en-

gagement. 

Systematic Literature Review Methodology 

Rousseau et al. (2008, p.7) argue that literature reviews are a "comprehensive accumu-

lation, transparent analysis, and reflective interpretation of all empirical studies about 

a specific question." [23]. Following this perspective, we adopted the guidelines pro-

posed by Okoli and Schabram (2010) to analyze previous empirical studies on our re-

search question [24]: "How does enterprise social media support employees' engage-

ment?"  

To conduct the review, we used the following criteria for text extraction: 1) objec-

tive: understand enterprise social media value-creation in the digital business environ-

ment; 2) databases: SCOPUS, and SCIENCE DIRECT, 3) search: empirical peer-re-

viewed academic journal articles; 4) practical screen: journal articles describing the use 

of enterprise social media and its effects on employee engagement; 5) quality appraisal: 

meet the established quality criteria, we restricted our search only to academic journals 

ranked A *, A, and B in the Australian Business Dean's Council journal ranking scheme 

and/or 4 ∗ , 4, and 3 in the Chartered Association of Business Schools journal ranking 

scheme, as the two journal ranking schemes were used because of their wide acceptance 

in the business research community. To extract the data (step 6), we screened the se-

lected papers focusing on identifying how enterprise social media supported employees' 

engagement. The adoption of the internal perspective excluded the use of enterprise 

social media for brand management, customer relations, marketing, and sales from the 

analyses. 

We applied a search on "TITLE" and "KEYWORDS: and selected the filters: "Eng-

lish" for the language of the papers and "peer-reviewed" and "academic journals." We 

included only academic journals in our sample as part of the "quality appraisal" criteria 

of the systematic literature review protocol. The selection criteria resulted in 202 pa-

pers, with no duplication between the two databases. Based on the quality criteria and 

the focus of this research, the final sample yielded 10 journal articles, as described in 

Figure 1. 
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Figure 1. Papers selection process 

Results 

Results of the systematic literature review show that Enterprise social media (ESM) can 

have a significant impact on employee engagement. The analyzed sample describes that 

effective use of ESM can improve communication, work-life balance, and leadership 

in organizations [25; 28]. The organizational socialization that occurs in virtual settings, 

such as ESM, is also unique and can impact employee engagement, helping employees 

feel more connected to the organization and improving engagement over time. The re-

lationship between ESM use and employee engagement can also be influenced by fac-

tors such as organizational values, leadership profiles, and psychological conditions. 

ESM can also facilitate organizational socialization and help employees navigate the 

workplace of the future. By facilitating digital work, organizations can improve em-

ployee engagement and productivity [26]. 

Overall, ESM can positively and negatively affect employee engagement, depending 

on how it is used and managed [34]. Organizations should strive to create a culture that 

supports effective ESM use, provides guidelines and training for employees, and en-

courages work-related use of ESM. The papers' sample explore the relationship be-

tween enterprise social media (ESM) usage and employee engagement. Table 1 sum-

marizes the key findings from each article and their main implications for organizations 

and employees. Furthermore, fostering open communication and collaboration through 

ESM platforms can also positively impact employee engagement and contribute to a 

more engaged and connected workforce [31]. 

The papers' sample highlights the need for further research on ESM and its impact on 

employee engagement, particularly in diverse industries and organizational contexts. 
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Table 1. Key findings from the papers' sample 

 

Reference Key findings 

Cai et al. (2018) [25] 

ESM usage positively affects psychological conditions such as job 

satisfaction, organizational commitment, and self-efficacy, which in 

turn enhances employee agility.  

Dittes et al. (2019) 

[26] 

ESM use is connected to the workplace of the future, and its use can 

support employee engagement by providing opportunities for feed-

back, recognition, and collaboration.  

Ewing et al. (2019) 

[27] 

One relevant factor in promoting employees' engagement through 

ESM seems to be the alignment between employees' values and or-

ganizational values.  

Gupta et al. (2022) 

[28] 

Socialization in a virtual setting can provide significant support to 

new employees. It is more effective when combined with in-person 

interactions. 

Huang et al. (2015) 

[29] 

Propose the concept of communicational ambidexterity, which refers 

to the ability to effectively manage both formal organizational con-

tent with user-generated content. The study emphasizes the need for 

organizations to support multiple voices without drowning out a 

unified corporate message.  

Leidner et al. (2018) 

[30] 

ESM affordances can facilitate the socialization of new employees 

and promote employee engagement. ESM can help create a sense of 

community and belonging among employees, which in turn, can con-

tribute to higher levels of job satisfaction and engagement. 

Men et al. (2020) 

[31] 

The more employees read organizations' and co-workers' posts or in-

teract with them (liking or commenting), the more they feel engaged 

with the organizations. This engagement is related to perceived or-

ganizational transparency and employee identification with the or-

ganization. 

Nivedhitha and 

Manzoor (2020) [32] 

Examine the impact of ESM on reducing cyberslacking and increas-

ing employee engagement, highlighting a significant mediating effect 

of workplace social bonding. 

Oksa et al. (2021) 

[33] 

The study shows that professional social media invasion can posi-

tively affect work engagement, which may be explained by how ESM 

supports employees' ability to manage and combine their work and 

private boundaries effectively. The study also highlights that no as-

sociation between work exhaustion and professional social media in-

vasion-enabled productivity was established. 

Song et al. (2019) 

[34] 

Research results stress that work-oriented social media and socializa-

tion-oriented social media are complementary resources that generate 

synergies to improve team and employee performance. Activities en-

abled by socialization-oriented social media enhance employee at-

tachment and belonging, positively affecting employees' commit-

ment to the team and organization. 
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As shown in the results of the systematic literature review, the alignment of employ-

ees' sustainability values with organizational values is a gap in the current literature. 

However, it is an important factor in promoting employee engagement [27]. Hence, this 

work-in-progress proposes the analysis of biosignals to study the physiological re-

sponses of employees as they use social media to share their organizations' sustainable 

actions with other employees.  

Discussion and further research 

The use of biosignals to evaluate employees' engagement in social media is a relatively 

new area of research, and there is limited scientific literature on the topic. However, 

some studies have investigated physiological measures to assess emotional responses 

to social media content, which could provide the basis for this study. For instance, Deitz 

et al. (2016) examined the relationship between electroencephalogram (EEG) signals 

and social media engagement. The study aimed to provide insights into the effective-

ness of Super Bowl ads on YouTube by comparing two different measures of consumer 

behavioral responses: self-report USA Today Ad Meter ratings and EEG-based neural 

engagement scores [36]. Another study by Kosch et al. (2020) explored facial expres-

sion analysis to measure emotional responses to smartphone use. Their results de-

scribed an accessible technology for emotion recognition by assessing its feasibility in 

natural and uncontrolled setups [37]. Similarly, a study by Rúa-Hidalgo et al. (2021) 

investigated the use of physiological measures to assess emotional responses to social 

media gifts on Instagram. The researchers used a combination of EEG and galvanic 

skin response (GSR) to measure cognitive and emotional engagement [38].  

While these studies suggest that biological signals can be used to assess emotional 

responses to social media and mobile content, more research is needed to determine 

how these measures can precisely assess the relationship between employee engage-

ment and organizational values. In this context, this research suggests monitoring phys-

iological signals, such as heart rate, skin conductance, and brain waves, when employ-

ees post and interact with content linked to the scope of Bcorp certification. These sig-

nals can be measured using wearable devices such as smartwatches or fitness trackers, 

which can be worn by employees while they are using enterprise social media. 

To achieve this, we plan:  

1)s to establish a baseline for each employee by measuring their biosignals during a 

neutral task, such as reading a book or watching a video. This baseline can then be used 

to compare their biosignals during social media use.  

2) during social media use, employees can be presented with content that relates to the 

organization's values, and their biosignals can be monitored to evaluate their engage-

ment with this content. For example, if an employee is presented with content related 

to sustainability and their heart rate increases, this may indicate that they are highly 

engaged with the content and the organization's sustainability values.  

3) we can also investigate employee engagement at different levels by using different 

experiential designs. For example, we can complement the data collected using bio-

signals with employees' perceptions after the experience with focus groups, interviews, 
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and surveys, to measure overall employee engagement, as well as the engagement with 

specific aspects of the certification process.  

We build on previous research  [38] that have measure already individuals' engage-

ment on social media … This data can be used to observe how employees react to dif-

ferent types of posts and to identify which posts are more engaging to them. In addition, 

by using NeuroIS software, we can investigate the differences in engagement between 

different types of employees, such as new hires versus senior employees. 

Conclusion  

One of the challenges in the digital and globalized business environment that we are 

facing today is attracting and retaining talent. Considering the new generation's profile, 

matching organizational values with employees' values seems to be a pivotal path to 

accomplish this. Hence, in this work-in-progress paper, we propose to integrate Neuro 

IS strategies to analyze the alignment between employees and organizational values 

using enterprise social media platforms, especially in contexts where companies are 

pursuing a journey for B Corp certification. In addition, this paper also highlights the 

sustainable dimension of digital transformation, which is often neglected, as most stud-

ies focus on economic benefits rather than social and environmental ones. It includes 

investigating the neural pathways that lead to increased engagement and performance, 

as well as the physiological and psychological responses associated with engagement 

with organizational values, and gaining insights into how organizational values and 

processes impact employee engagement and performance.  
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Abstract. Workplaces have evolved to rely on digital media for collaboration. 

Previous research has demonstrated how different characteristics of these tools, 

such as richness and naturalness, can enable and constrain communication among 

online teams. However, the role of affect in these collaborations, and the degree 

to which teams are able to communicate affective information, remains less clear. 

This research-in-progress presents a laboratory experiment that compared crea-

tive task performance under two conditions (i) dyads were online or in-person 

(ii) dyads began with similar or different affective states. 

Keywords: digital teams · media naturalness · mood synchronicity · emotion 

contagion 

Introduction 

Communication media allow different types of information to be communicated, in-

cluding both cognitive and affective information. The media naturalness hypothesis 

suggests humans prefer face-to-face-like communication because our biological appa-

ratus has evolved to prime us with the necessary symbolic tools and heightened physi-

ological alertness for these face-to-face processes [1, 2]. Thus, media naturalness helps 

to explain some of our difficulties with digital media by showing how humans rely on 

capabilities that evolved over thousands of years to perform modern tasks [1]. Yet, de-

spite the limitations of digital media, there is nonetheless evidence that people some-

times perform as well or better using less natural media (e.g., instant messaging) rather 

than natural media (e.g., video conferencing). 

One explanation for this is that collaboration is not just a purely cognitive endeavor; 

rather, collaboration includes a strong affective component [3]. At the offset of collab-

oration, team members likely exhibit different moods and affective states [4, 5]. These 

dissimilar moods can promote generative behavior and new possibilities as individuals 

confront their differences [6]. This is important, as it allows teams to harness their dif-

ferent perspectives and find possibilities they may not have found on their own [7, 8]. 

It can also lead to discomfort and emotional uncertainty among team members, who 

may even suffer relationship breakdowns if the affective conflict becomes engrained in 

their relationship [9].  
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Provided teams can battle through these divergent affective states, those teams will 

typically converge towards a common mood through processes of affective contagion 

[10, 11], which acts to reinforce specific emotions and reduce ambivalence [12–14]. 

The resulting shared affective “vantage point” helps team members to align their ex-

pectations [15], limiting the potential distraction of exploring new possibilities.  

For this reason, the ability to communicate affective information appears to be both 

a blessing and a curse. It is both an engine for a team’s creativity and ability to push 

each other, and also a source of distraction that can create interpersonal obstacles to 

collaboration. We argue that, if we are to make sense of conflicting findings about 

teams’ media preferences and performance outcomes, we must make sense of how dig-

ital media impact collaboration and allow individuals to find a suitable balance of af-

fective conflict. Hence, this study proposes a laboratory experiment to study the effect 

of communication media (in-person vs. via video conference) on creativity and explore 

emotion contagion as a mediating factor. The remainder of this work-in-progress paper 

presents the research design and early results from preliminary analyses of partial data.  

Methods 

Study design 

Participants. Participants were recruited from the compensated subject pool of a West 

Coast American university and the study was conducted on campus. Participants were 

all 18 years or older, affiliated with the university, and were compensated with a $20 

gift card.  

Task. Participants were paired into dyads and asked to complete three consecutive trials 

of the so-called “alternative use task” (AUT) [e.g., 16–18]. For each trial, participants 

were given the name of an object and asked to generate as many alternative uses for 

this object as possible in five minutes. They were informed that their ideas will be eval-

uated based on originality, number, uniqueness, and level of detail. After instructions 

are displayed through a set of slides, the page automatically advanced to a blank Google 

Sheet with instructions and the name of the object for the ongoing trial. The order of 

the trials was consistent for all dyads: frisbee, newspaper, and plastic bottle. Once the 

five minutes were up, the page automatically advanced to the next trial.  

Treatments. The experiment uses a two by two, between-subjects design with four 

treatments: i) in-person communication, ii) video-conference-based communication, 

iii) convergent mood, and iv) divergent mood. Assignment to treatment was random-

ized. The experiment was created using Qualtrics software (www.qualtrics.com) for 

questionnaires, Google Sheets for task completion, and iMotions software (www.imo-

tions.com) to program the experiment. Only one participant in each dyad was permitted 

to type into the Google Sheet, while the other participant could only view the shared 

spreadsheet. The writer’s role is assigned randomly before the session and remains as-

signed to the same participant for all three trials.  
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In-person dyads completed the task face-to-face, only separated by their respective 

laptops, while online dyads were connected via Zoom after the mood induction. In-

person dyads were brought into a shared room and seated at a round table with two 

workstations (14” laptops) across from one another, separated by a divider. The divider 

was removed after the mood induction, right before starting the collaborative task. 

Online dyads were placed in separate rooms and seated at individual workstations in 

front of a 14” laptop and 22” monitor (display only) behind one another. The Zoom 

conference was displayed on the larger monitor. 

Convergent and divergent moods were manipulated via pre-task induction. Diver-

gent moods were induced by getting the two participants of a dyad to play two different 

versions of a Pac-man game, one version to induce positive affect (PA-Pacman) and 

one to induce negative affect (NA-Pacman). Convergent moods were induced by get-

ting both participants of a dyad to play the same version of the Pac-man game (either 

both positive or both negative), while divergent moods were induced by getting both 

participants to play different versions (one positive, one negative). The game activity 

lasted five minutes, after which it stopped automatically, similar to [19]. The respective 

effects of the two versions of the Pac-man game were validated in a pilot of this study 

[20]. 

 

Instruments. Convergent and divergent moods were measured using a version of the 

Positive Affect and Negative Affect Scale (PANAS) administrated via a Qualtrics ques-

tionnaire before and after the mood induction. Creative performance was measured 

through “fluency” [21], that is, the number of ideas produced per dyad.  Moreover, we 

used self-report measures of affective states [22], cognitive consensus [23, 24], team 

processes [24–28], and perceived affective friction [20]. The task outcome was meas-

ured as the mean fluency of each dyad [21]. 

Physiological data. During the experiment, eye gaze was measured by Tobii Pro x3-

120 eye trackers, skin conductance and cardiac rhythms were recorded using Shimmer3 

GSR+ and ECG, and Affectiva performs facial expression analysis (FEA).  

Within each dyad, we considered a range of different analytical techniques to meas-

ure physiological synchrony as a proxy for emotional contagion, including cross-cor-

relation [29–33], coherence, cross-recurrence, and delayed coincidence count [33, 34]. 

We also plan to analyze gaze overlap signals [35, 36], which have been associated with 

affective engagement [37, 38].  

 

Data preparation. Prior to running statistical tests, we pre-processed the FEA data. 

Because each dyad performed the experimental task on two different machines, the data 

needed to be synchronized pairwise. iMotions provides a Unix timestamp that marks 

the start of data collection for each participant as well as an integrated timestamp for 

all sensors in milliseconds since recording started. This allowed us to derive the real-

time data point for all signals and participants. However, because the data was recorded 

on different machines, the data was imperfectly synchronized within dyads. To allow 

for accurate comparison within dyads, we performed an interpolation technique on the 

smile coefficients and the real-time. We used a one-dimensional piecewise cubic Her-

mite interpolating polynomial [39], also known as PchipInterpolator. This technique 
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constructs a smooth curve that passes through the given data points while maintaining 

monotonicity (i.e., it does not produce any local maxima or minima between data 

points). First, the data is filtered and cleaned, converting the 'real_time' column to nu-

meric values. Then, the Python Scipy PchipInterpolator function [40] is used to inter-

polate the data for each participant. The time range is determined by finding the maxi-

mum and minimum time values for the two participants being analyzed and using this 

range to create a new time array with a uniform time step of 20 milliseconds (2e7 na-

noseconds). Finally, the interpolated smile values for each participant were appended 

to a new list that was used for the rest of the analyses.  

Preliminary analysis 

Manipulation check 

A 2 × 2 analysis of variance (ANOVA) with time (pre-manipulation vs. post-manipu-

lation) as a within-subjects factor and game (NA-pacman vs. PA-pacman) as a between-

subject factor was conducted on the PANAS positive affect data. Post hoc dependent 

samples t-tests revealed a significant difference between post-manipulation NA-pac-

man dyads and pre-manipulation PA-pacman dyads, t(47) = 3.80, p < .001, r = .12. 

Overall, the results suggest that positive affect was higher after playing PA-pacman (M 

= 36.0, SD = 8.5) compared to pre-manipulation (M = 34.1, SD = 7.4). We also found 

a significant difference between post-manipulation and pre-manipulation for NA-pac-

man dyads, t(51) = 3.41, p = .001, r = .17. The results also suggest that negative affect 

was higher after playing NA-pacman (M = 21.1, SD = 7.6) compared to pre-manipula-

tion (M = 18.6, SD = 6.8). 

 

Descriptive statistics 

We recruited 86 participants, grouped into 43 dyads (in-person: n = 23, online: n = 20, 

convergent mood: n = 21, divergent mood: n = 21). A total of 1998 ideas were produced 

across all trials, of which 145 were removed from the dataset as being considered inva-

lid because they either (i) did not constitute a use of the object (e.g., selling the object) 

or (ii) constituted a non-alternative use of the object (e.g., playing frisbee) (frisbee: n = 

600, bottle: n = 668, newspaper: n = 730). Our preliminary analyses of emotional con-

tagion use the smiling percentage of dyads based on Affectiva AFFDEX: M = 34.06 

(t1, SD = 41.48), 24.36 (t2, SD = 37.53), 24.21 (t3, SD = 37.49). Table 1 provides an 

overview of the fluency data based on the experimental conditions.  

To continue our preliminary exploration of the data, we assume that the participant 

who is not writing (NW) leads the smiling behavior, based on the idea that this role 

takes up some of the attention. We performed a Wilcoxon rank-sum test to test this 

assumption. The results suggest that there is a significant difference in smiling scores 

between the writers’ smiling scores and the non-writers' smiling scores (F = -104.595, 

p < 0.001), with non-writers showing slightly lower scores. However, the effect size of 

the difference was small, with a Cohen’d of -0.02. Furthermore, we visually inspected 
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the difference in smiling scores within dyads through each trial, looking for variability 

patterns throughout the trials. Fig. 1 suggests that participants within a dyad show 

greater fluctuation in the range of difference with respect to each other on a second-

per-second basis. In other words, when we take the difference between the writers' and 

non-writers’ smiling scores each second, it seems that this difference is more dynamic 

throughout Trial 1, then progressively more homogeneous as we progress through the 

trials.  

 

Table 1: Descriptive statistics of fluency per condition 

 N Mean SD SE 95% Conf. Interval 

CM O 30 14.2000 3.8899 0.7102 12.7475 15.6525 

CM P 24 15.7083 3.5322 0.7210 14.2168 17.1999 

DM O 27 15.7778 4.1169 0.7923 14.1492 17.4064 

DM P 24 16.1667 4.6966 0.9587 14.1835 18.1499 

CM = convergent mood, DM = divergent mood, O = online, P = in person 

 

 

Preliminary findings  

We first ran a fixed effect OLS to confirm the presence of smile contagion within dyads 

and across trials. The results show support for emotional contagion across each of the 

three trials, both from the dyad member who was writing down ideas (Smile_W) on the 

dyad member who was not (Smile_NW), and in the opposite direction (see Table 2).  

For our preliminary analysis, we calculated a separate basic correlation score for the 

smiling measures for each member within a dyad. We did this by running a simple fixed 

effects ordinary least squares (OLS) for each dyad as follows,  

 

Smile_Wit = αi + β1Smile_NWit + uit 

 

where SmilSmile_W denotes the smiling score for the team member writing down ideas, 

Smiling_NW denotes the other team member, i denotes a specific dyad, t denotes each 

time unit during a brainstorming session, αi is the unobserved time-invariant individual 

effect, and uit is the error term. We treated the smiling score for the individual who was 

asked to write down ideas treated as the dependent variable, and the smiling score for 

the other individual as the independent variable. We called this variable Smile_conta-

gion.   

     We next performed a mixed ANCOVA using our Smile_contagion coefficient, and 

dummy variables derived from our experimental conditions to study their effects on 

fluency. The results show support for an effect of the mood condition (i.e., divergent 

vs. convergent) on fluency, as well as an interaction of smile contagion and mood con-

dition (see Table 3). This analysis suggests that dyads in the divergent mood condition 

are more likely to score higher on fluency, but their fluency score drops significantly 

when they have strong smile contagion (see Fig. 2 for visuals). 
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Fig. 1. Visual representation of smile variability within dyads across trials  

 

 

Preliminary conclusions  

The early-stage results show encouraging evidence that emotional contagion could play 

an important role in creative fluency. This study showed that placing participants in 

divergent moods seemed more likely to yield greater fluency, whereas convergent dy-

ads would produce fewer ideas. When controlling for smile contagion, however, it 

seems that greater smile contagion reduces overall fluency for divergent dyads. This 

could be a sign that the participants have to expend more effort to overcome their emo-

tional divergence, which may take away their attention from the task at hand – as they 

focus on re-establishing emotional stability within their team.  These results are prom-

ising, considering that our full dataset includes other measures of creativity, including 

aspects such as originality, elaboration, etc. Moreover, including other variables from 

the questionnaires will help understand the level of awareness involved in these affec-

tive processes, as well as tangible experiences like perceived performance, quality of 

teamwork, etc.  
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Analysis plan and expected contributions 

This work-in-progress focused on reporting descriptive statistics and simple tests, al-

lowing us to better understand the dataset and draw basic conclusions. However, this 

study yields a rich and complex dataset that offers great potential for further exploratory 

analysis. So far, the data has highlighted important challenges that are unique to the 

interactive nature of the experiment. Among others, signal synchronization within dy-

ads has demonstrated challenges in assessing the co-occurrence of physiological events 

due to the inconsistency in physiological “leadership’ – that is, there is no consistent 

trend as to which participant experiences physiological changes first. However, smiling 

data proves to be a suitable testbed for the preparation and analysis of dyadic psycho-

physiological data, because the signal shows low levels of noise and can easily be val-

idated through visual inspection of the video recordings.  

 

Table 2. Results from fixed effects OLS for contagious smiling across trials.  

 

Plan for the complete analysis 

We plan to continue investigating the optimal way to derive a proxy for emotional con-

tagion in facial expression data, as well as including the rest of the sensor data that was 

recorded during the experiment. Specifically, we will investigate a variety of measures 

of emotional contagion, creativity, and quality of teamwork, taking full advantage of 

the richness of the data we collected thanks to our multi-modal, dyadic experimental 

design. Common measures of signal and physiological synchrony include cross-corre-

lation and Mutual Information. However, these techniques both have a limited capacity 

to handle dynamic leadership, meaning that while they would be reliable when it is 

always the same participant smiling first (one leader and one follower), their derived 

variable become heavily biased when leadership changes dynamically throughout the 

 Dependent variable: 

 Smile_NW Smile_W 

 Frisbee Newspaper 
Plastic 

bottle 
Frisbee Newspaper 

Plastic 

bottle 

 (1) (2) (3) (1) (2) (3) 

Smile_W 0.357*** 0.388*** 0.402***       

 (0.009) (0.009) (0.009)       

Smily_ NW       0.345*** 0.356*** 0.362*** 

        (0.009) (0.008) (0.008) 

Obs. 11,060 11,064 11,114 11,060 11,064 11,114 

R2 0.123 0.138 0.146 0.123 0.138 0.146 

Adj. R2 0.121 0.135 0.143 0.121 0.135 0.143 

F Stat. 
1,550.929***(df 

= 1; 11024) 

1,763.124*** 

(df = 1; 11028) 

1,889.804*** 

(df = 1; 11078) 

1,550.929*** 

(df = 1; 11024) 

1,763.124*** 

(df = 1; 11028) 

1,889.804*** (df = 1; 

11078) 

Note: *p<0.1; **p<0.05; ***p<0.01 
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experimental session (participants lead the smiling behavior interchangeably, with no 

consistent leader/follower).  

 

Table 3. Mixed ANCOVA results on fluency  

Mixed Linear Model Regression Results 

 Coef. Std.Err. z P>|z| [0.025 0.975] 

Intercept 12.904 2.033 6.349  0.000 8.920 16.887 

is_DM 7.776 3.321 2.342 0.019 -1.267 14.284 

is_P -2.450 3.253 -0.753 0.451 -8.827 3.926 

Smile_contagion 4.644 6.148 0.755 0.450 -7.405 16.693 

Smile_contagion:is_DM -19.088 9.013 -2.118 0.034 -36.752 -1.423 

Smile_contagion:is_P 11.744 9.040 1.299 0.194 -5.974 29.463 

is_DM:is_P -1.265 2.369 -0.534 0.593 -5.909 3.379 

Group Var 9.447 1.392     

Variables: is_DM = dummy variable for divergent mood (default, the alternative is convergent mood), is_P = dummy 

variable for in-person (default, the alternative is online), Smile_contagion = coefficient 

 

 
Fig. 2. Boxplot of fluency depending on the mood condition (left) and linear regression model 

fit for fluency vs. smile contagion for the mood condition (CM = convergent mood, DM = diver-

gent mood) (right). 

 

We therefore plan to derive a variable based on smile overlap with a custom function. 

iMotions estimates a 50% likelihood to represent a moderately strong display of facial 

response. Based on this, we propose to code smiling peaks in each signal as a binary 

variable based on a threshold of 50 ( >= 50 = 1; < 50 = 0). Based on the interpolated 

sample for our time series, we can then through both signals of each dyad at an interval 

of 20ms and multiply them element-wise to create a third signal that represents smile 

overlaps (time units where the product of the signals is equal to 1, meaning that both 
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participants have a smiling score of at least 50 for the current time unit). Fig. 3 exem-

plifies this process for a specific dyad randomly select in our sample. The top graph 

shows the signals of both participants (orange and blue). In green, we emphasize smil-

ing peaks, which are defined as a smiling score above the threshold of 50 for both par-

ticipants. The bottom graph shows the binarization of the signals and the creation of the 

third, overlapping signal. We can then calculate the duration of each overlapping peak 

by multiplying consecutive values of 1 in the third signal by our time unit of 20ms. For 

each dyad, we thus obtain a count of overlapping smiling peaks (>= 50) and their dura-

tion, from which we can derive the total duration of overlapping smiling behavior in 

seconds.  

 
Fig. 3. Binarization of the signals and overlap detection 

 

Although promising, this proposed variable is complex and can be sensitive to sev-

eral factors. First, deriving a binary variable out of a continuous variable results in data 

loss based on arbitrarily-defined threshold results in considerable data loss. We will 

thus need to carefully consider the analytical purpose of such a variable and whether 

50% is a suitable threshold. Second, this technique is quite insensitive to time delays as 

it only accounts for synchronous peaks. This means that it could potentially overlook 

important information about smile contagion lag. We plan to further refine this variable 

to increase its accuracy, precision, and usability.   
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Expected contributions  

Despite the early stage of our analysis of the data, this study already shows encouraging 

signs of significant contributions. First, we show that placing dyads in divergent moods 

before the task may improve their creative fluency, as long as smile contagion is low. 

This finding is significant because as teams work remotely, they are more likely to be 

in a range of affective states, whereas when they are co-located in a shared office space, 

they are more likely to experience a narrower range of affective states. In other words, 

teams could benefit from being geographically dispersed when working on ideation 

tasks. If they wanted to capitalize on this advantage, they might achieve even better 

results when prioritizing communication media that make it harder for emotions to 

spread. Such media could be those types that were traditionally considered lean in the 

media richness and synchronicity literature – although more research is needed to spe-

cifically investigate the affective nature of communication media.  

Second, we propose an experimental design to study dyadic interaction in a labora-

tory while using a naturalistic protocol. Using applications like Zoom and Google 

Sheets is uncommon in laboratory experiments. While these tools presented some lim-

itations in terms of control, we chose to prioritize ecological validity by selecting tools 

that are already commonly used by teams in organizations. Our research design and 

protocol contribute to expanding the applicability of laboratory experiments in the 

fields of business and management.  

Third, we suggest new directions for preparing and analyzing dyadic psychophysio-

logical data. After we complete our analysis, we plan to make our data processing pipe-

line publicly available. In doing so, we want to encourage other scholars to pursue dy-

adic psychophysiological experiments involving physiological synchrony.  
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Abstract. In this research program proposal, we aim to investigate why experts 

override AI suggestions and identify design principles for more effective human-

AI teams. Specifically, we propose testing whether increasing the perceived locus 

of control of human decision-makers over AI functions will lead to fewer over-

rides and improved performance. We present a mixed-factorial, multi-trial exper-

imental design in which participants receive AI recommendations regarding de-

mand forecasting decisions in a business simulation. Prior to each trial, one group 

specifies how they want the AI to function (experimental), and the other group 

does not (control). We use electroencephalography and oculometry to capture 

attention to recommendations and user interface elements. Behavioral data from 

a preliminary pilot study with four participants align with our hypotheses. We 

observed that participants in the experimental condition applied smaller adjust-

ments to AI suggestions and had higher decision performance than the control 

group. The experiment's results will contribute to our understanding of AI aver-

sion and inform the design of human-AI interactions to improve performance. 

Keywords: AI aversion, artificial intelligence, decision-making, attention, per-

ceived locus of control, human-AI interaction, NeuroIS, EEG, ERP, P300, eye-

tracking 

Introduction 

Data-driven intelligent systems empowered by artificial intelligence (AI)7 methods are 

increasingly being implemented in various fields [1–4]. However, the implementation 

potential of AI in complex decision-making tasks is far from full automation, primarily 

due to challenges in applying algorithmic solutions in critical contexts where there are 

concerns regarding ethical, social, or life-critical aspects of the final decision [5–9]. 

These concerns regarding full automation have given rise to semi-autonomous human-

 
7 We employ the term "AI" to encompass a broad range of automation and autonomy capabilities, 

irrespective of the underlying technology, which could include learning agents like machine 

learning, deep learning, or artificial intelligence, as well as more static reasoning systems. 
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AI teams, where labor is divided between humans and AI. These systems involve col-

laboration between human experts and AI systems to perform tasks that require both 

human intuition and judgment abilities for dealing with unstructured problems and ma-

chine capabilities of big data analytics for dealing with structured problems [10, 11]. 

However, reports of AI implementation in knowledge work have shown that expert 

decision-makers often override AI suggestions and end up with worse decision perfor-

mance [12–15]. 

Experts' reluctance to accept AI suggestions, even when AI performs well, can be 

referred to as AI aversion, akin to algorithm aversion [13]. AI aversion has been at-

tributed to numerous factors such as lack of transparency, fear of bias, lack of account-

ability, preference for human judgment, and influence of personal experiences leading 

to different user expectations [16]. In essence, AI aversion occurs because of a lack of 

cognitive compatibility between human experts and intelligent systems, especially 

when these systems lack transparency and configurability [16–18]. 

Increasing compatibility between humans and AI systems can be possible through 

two primary methods: increasing human control over the system and improving system 

explanations [16, 19]. Research on AI explainability is vast and has produced valuable 

insights. On the other hand, although there is growing interest in studying user control, 

there is still a need for a better understanding of the impact of varying types and degrees 

of users' perceived locus of control on the effectiveness and acceptance of AI systems 

[19]. In this study, we define perceived locus of control as a person's perception of their 

ability to influence the human-AI semi-autonomous decision-making process [19, 20]. 

As part of a new research program investigating experts' AI aversion, we propose re-

search investigating the impact of perceived locus of control on users' AI acceptance. 

More specifically, the proposed study aims to address the following research question: 

RQ1: To what extent does a user's perceived locus of control improve human-AI 

team performance? 

While reducing AI aversion is critical, there is an equally important and relevant 

concept on the other end of the spectrum: algorithm overreliance [21]. Some experts 

may rely too heavily on algorithmic suggestions without considering contextual nu-

ances and outliers, defying the purpose of implementing a human-AI team. Indeed, re-

searchers express concerns that overreliance on AI can decrease system performance 

and error detection [22]. However, these are yet to be empirically tested: 

RQ2: To what extent does overreliance on AI suggestions impact a user's ability to 

detect AI errors? 

To address recent calls for research to leverage NeuroIS methods to develop more 

effective human-AI teams [22] and generate prescriptive IS design knowledge [23], we 

started a pilot study involving a mixed factorial, multi-trial experiment consisting of a 

demand forecasting task. We use electroencephalography (EEG) and oculometry to 

measure attention, cognitive processing, and gaze behaviors. We manipulate AI con-

figurability across participants for the first research question and AI performance across 

trials for the second research question. We hypothesize that subjects permitted to spec-

ify AI function parameters will have a higher perceived locus of control, override the 

AI less often, exhibit stronger attentional processing and gaze behaviors, and perform 
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the task better compared to the control group, even if the AI system provides the same 

suggestions regardless of user input. The findings of this study are expected to provide 

a better understanding of human-AI interactions that can be useful in informing devel-

opers on the design of effective and efficient human-AI teams. 

In this submission, we report on our study design, briefly discuss preliminary results 

from a pilot study comprised of four participants and conclude with the expected con-

tributions of the complete study currently underway. 

Methods and Materials 

To address the aims of this research plan, we developed an experimental task in which 

participants are asked to perform a series of demand forecasting tasks. This section 

explains the experimental task, followed by the experimental conditions, procedure, 

and data recording tools. 

Participants 

We will use convenience sampling to recruit 100 participants, primarily from our 

university's student participant panel. Participants will be screened based on their ex-

perience with SAP and the courses they have taken to ensure a basic knowledge of the 

experimental task and experience with stimuli. In addition to their task-related 

knowledge, participants will be screened for having a normal vision and not being di-

agnosed with a neuropathological condition. 

Material and Procedure 

Building upon previous studies using the ERPsim business simulation to investigate 

human-computer interactions [24–28], we used this platform to generate a realistic de-

mand dataset for the demand forecasting task. The experimental task uses the newsven-

dor problem, a well-established experimental paradigm in which participants play the 

role of a demand management agent [29, 30]. They decide how many units of a perish-

able product to order for the next period, knowing there is uncertain demand and dif-

ferent costs for having excess demand or losing sales.  

Participants will be presented with a time series chart displaying a fictitious distri-

bution company's weekly ice cream demand over the last 20 weeks. In each trial, they 

will evaluate the weekly demand data, receive a forecast estimation from the AI, and 

decide whether they want to edit the AI suggestion or continue directly. After they sub-

mit their decision, the simulation will advance by one week, and they will be presented 

with their performance in terms of lost and saved money. Following the performance 

report, participants continue doing this demand forecasting task in the same market, 

one virtual week per trial. With the addition of AI functionality to the newsvendor par-

adigm, we extend and demonstrate the use of this well-established decision-making 

task in an information systems study. 

To ensure the ecological validity of the task, participants will use an industry-stand-

ard organizational resource planning software, SAP, to complete their experimental 
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tasks. The SAP screen designed for this experiment shows pricing information, past 

demand data, and AI-supported demand forecasting functions. At the beginning of a 

trial, participants will not be provided with any AI suggestions or explanations, but the 

AI suggestion field will be visible without any number. Participants will be asked to 

scan and evaluate all demand information first, then fixate on the suggestion area while 

clicking the "Calculate AI Suggestions" button. One second after they click the button, 

a three or four-digit number will appear as an AI suggestion in its designated area, 

marking the onset of each trial's stimulus. Two seconds later, an explanation of the 

factors contributing to each suggestion will appear, together with buttons to accept or 

edit suggestions. 

The designed SAP interface will be shown in full screen mode on a 22" screen at 

1920x1080 resolution at a 60Hz refresh rate. Participants will mainly use a mouse to 

interact with the system and use the keyboard only when they adjust AI suggestions. 

 

 

Fig. 1. Experimental stimuli. The relevant input information for the decision is on the top, 

whereas the AI-supported decision-making interface elements are on the bottom half of the 

screen. Participants are asked to analyze the data before clicking the "Calculate AI-Based Fore-

casts" button. They are also asked to focus on the suggestion field at the bottom. Once they re-

ceive suggestions, participants can accept or edit the suggested forecasts. 

 

Experiment design. To test the impact of perceived locus of control on user behav-

iors in an AI-supported decision-making scenario, we designed a mixed factorial, multi-

trial experiment with a between-subjects, two-level factor of AI configurability, and a 

within-subjects two-level factor of AI error. 

Participants receive AI suggestions in all between-subjects conditions before com-

pleting their tasks. To investigate the impact of perceived user control on acceptance of 
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AI suggestions and human-AI interactions, we aim to create an increased locus of con-

trol for participants in one of the between-subjects conditions. In the configurable AI 

(experimental) condition, the system asks for the user's configuration input at the be-

ginning of each trial. In contrast, the unconfigurable AI (control) condition uses an AI 

system that does not ask for user input. Regardless of user inputs, both systems perform 

identically to isolate the psychological impact of the locus of control over performance. 

Participants in both groups can override AI suggestions. 

The three AI parameters we ask participants to configure are smoothing, trend, and 

seasonality. These parameters are crucial in the Holt-Winters method, a popular time 

series forecasting model used in supply chain management [31]. We hypothesize that 

ability to provide input regarding relevant task parameters will increase their locus of 

control, which then will lead to a greater acceptance and utilization of AI suggestions 

in trials with high AI performance. Moreover, by making participants think about these 

parameters in each trial, we aim to increase their AI error detection abilities through 

increased task engagement and accumulated task knowledge.  

We will conduct manipulation checks using previously validated self-report meas-

urement item sets for perceived autonomy in human-AI interactions [19]. Moreover, to 

control the experiment duration across conditions, participants assigned to the control 

group will see a loading page for a duration that is based on our pretest observations. 

In both between-subjects conditions, we follow an oddball paradigm design and ran-

domly assign 15 of the 70 trials as oddballs in which the AI misbehaves, i.e., provides 

suggestions having more than three times the standard error of its average performance. 

Experimental procedure. The experiment starts with a practice round in which par-

ticipants are asked to complete five trials of demand forecasting tasks without AI sup-

port. After the practice block, there will be a training block with AI functionality, which 

is then followed by 70 trials of AI-supported demand forecasting tasks. 

Data Recording and Analysis 

Neurophysiological measures of attention to AI recommendations and the inter-

face. EEG signals will be recorded from 32 scalp sites at a sampling rate of 1000 Hz. 

From this recorded data, event-related potentials (ERP) will be derived from the visual 

onset of the AI recommendation (the three to four-digit number at the bottom of Figure 

1). In this study, we will focus on the P300 ERP component, which reflects the cogni-

tive processing of decision-relevant information and the allocation of attention to the 

stimulus [32].    

The recorded EEG data will be filtered using 30Hz low-pass and 1Hz high-pass fil-

ters. The filtered data will then be divided into segments of 1 second per trial, starting 

0.1s before and 0.9s after the stimulus onset of AI suggestion numbers. Following the 

epoching of the data, artifact rejection will be applied using automatic and manual pro-

cedures, assuming peak-to-peak amplitude ranges greater than 100 µV to be artifacts. 

 After filtering, epoching, and artifact rejection, the ERPs will be averaged across 

trials. These averaged ERPs will be used in statistical tests to determine whether our 

manipulation leads to a higher P300 peak amplitude, indicating higher attention to AI 

suggestions and improved ability to detect AI errors. 
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Eye-tracking measures. Gaze data will be recorded using a Tobii Pro Nano (Tobii 

Technology AB, Sweden) at a sampling rate of 60Hz. Research has demonstrated that 

gaze transition entropy (GTE), a measure of the randomness of eye movements during 

visual processing, is related to attentional processing [34, 35]. Using GTE, we aim to 

gain insight into how individuals allocate attention when making forecasting decisions 

and detecting errors, and how this process is impacted by their perceived control over 

the AI system. Additionally, eye-tracking data will complement the ERP measurements 

by verifying participants' fixation on the stimulus at the onset. 

Behavioral measures. We will also collect behavioral and self-report measures to 

gain a more comprehensive understanding of the phenomenon and triangulate our neu-

rophysiological measurements. Behavioral measures include forecasting accuracy, re-

sponse times, AI suggestion acceptance, and the magnitude of adjustments to AI sug-

gestions. Self-report measures include the perceived level of control [19, 36, 37], per-

ceived use and ease of use [38], trust in AI [39, 40], explanation satisfaction and under-

standability [40–42] and confirmation of expectations [41].  

Preliminary Results and Future Outlook 

We have conducted four pilot study sessions and analyzed behavioral and self-reported 

data. These results provide promising initial figures. First, our measurement of per-

ceived level of control [19] supports the effectiveness of our manipulation. Second, our 

pilot study participants with a higher sense of control (i) made smaller adjustments to 

the AI suggestions, and (ii) obtained a higher forecasting performance. More specifi-

cally, in a time series with a seasonality ranging from 400 to 1,000 units, participants 

in the experimental group had an average adjustment of 128 units, whereas the control 

group participants had an AI adjustment average of 149 units across 70 trials. Also, 

participants in the experimental condition generated an average profit of 699 Euros 

(based on the game scenario), compared to 396 Euros by the control (140 observations 

per condition). Analysis of the ERP data from these pilot sessions is currently in pro-

gress. 

This study is expected to provide empirical evidence for the relevance and im-

portance of users' perceived sense of control over an AI in the success of human-AI 

collaborative system implementation in the context of decision-making. Moreover, the 

insights gained from the results of this study will have practical implications for the 

design of human-AI interactions. We believe that utilizing neurophysiological 

measures will enhance our understanding of the cognitive processes underlying human-

AI interactions, leading to the design of more effective systems that optimize the con-

tributions of both AI and human experts in their collaborative efforts. 
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Abstract. Cognitive Robotics aims to develop robots that can perform tasks, 

learn from experiences, and adapt to new situations using cognitive skills. Rooted 

in neuroscience theories, Cognitive Robotics provides a unique opportunity for 

NeuroIS researchers to theorize and imagine intelligent autonomous agents as 

natural cognitive systems. By translating Cognitive Robotics methods and archi-

tectures into the NeuroIS into the 2x2 design science research matrix, we intend 

to help researchers gain deeper insights into how humans perceive and interact 

with their environment. These insights may not only improve cognitive architec-

tures but may also enable a better design and evaluation of user-centric NeuroIS 

systems, safer test propositions, and better self-adaptable systems that can effec-

tively collaborate with humans in various settings.  

Keywords: Cognitive Robotics • NeuroIS • Cross-Fertilization • Design Science 

Research • Cognitive Architecture 

Introduction 

NeuroIS has proven its value as a bridge between neuroscience, psychology, and 

information systems research to study the impact of new technology and its use. The 

data obtained from the research process can also inform new designs and applications 

of information systems [1]. NeuroIS researchers typically use self-reporting data to ex-

plore the effects of technology use in addition to neuroimaging techniques such as EEG, 

fMRI, and eye tracking to collect data on brain activity while participants interact with 

technology [2]. This helps them gain richer insights into how users perceive and process 

information, make decisions, and experience emotions when using technology. Results 

of these analyses often deliver objectives or requirements that can be used to improve 

or design information systems focused on the user [3, 4]. 

Since NeuroIS research heavily draws on neurophysiological data to test hypotheses, 

a substantial number of participants is required for each experiment [1, 5]. However, it 

is often difficult to find the required number of participants that meet sampling criteria 

[6]. At the same time, neurophysiological methods require a joint analysis of environ-

mental stimuli, the neural system, and bodily reactions, which is why virtual models 

cannot easily replace participants. Recent advances in cognitive neuroscience, 
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however, may push this boundary. Datteri et al. [7], for instance, elaborated on using 

robots as surrogates to study behavior and cognition in a controlled environment. Con-

sidering robots as a model of the living system under investigation results in exploring 

an often isolated albeit very concrete (behavioral) variable [7]. Testing such variables 

in vivo and in a natural environment is challenging. Thus, using robots as a model of 

the living system under investigation enables researchers to make inferences about the 

living system that would otherwise have been difficult to obtain [8]. At the same time, 

robot-supported social cognitive neuroscience (rSCN) uses robots as a new type of 

stimuli to study cognition and behavior in humans and animals in a highly controlled 

experimental setting [9]. 

Although these more technical advancements in neuroscience already provide prom-

ising avenues of research for NeuroIS, another emerging field in robotics may push the 

boundaries even further. Cognitive Robotics (CogRob) uses innovation in robotics, ar-

tificial intelligence, and cognitive science to design robots that can perform complex 

tasks autonomously and adapt to changing environments [10]. These robots can be used 

in various settings, such as manufacturing, healthcare care [11], and space exploration 

[12]. They often help improve efficiency and reduce costs [13].   

CogRob typically combines neuroscience and engineering with other disciplines, 

such as psychology and social sciences. This elevates robots beyond their use as simple 

tools or models. Robots can become platforms that help researchers explore complex 

cognitive issues in human-technology interaction in various social contexts [14]. More-

over, insights from CogRob can benefit the development of more powerful learning 

algorithms that enable the study of controlled variables in isolation providing new an-

gles for research in psychology and neuroscience. CogRob also allows for the develop-

ment of more robust robots to effectively collaborate with humans [8, 14, 15]. To better 

leverage the advancements in CogRob for NeuroIS, we propose CogRob methods as 

integral elements of the NeuroIS Design Science Cycle (DSC). We specifically aim to 

investigate how integrating CogRob methods and models into the NeuroIS DSC can 

help develop more user-centric information systems. In the following sections, we will 

explore the background of CogRob, its foundation, the respective methods, and how 

CogRob can help create better experimental settings for NeuroIS research and aid the 

design of user-centric information systems within the DSC. 

Cognitive Robotics as an Emerging Field  

Cognitive Robotics is an interdisciplinary field that aims to develop robots that can 

perform tasks, adapt to new situations [16], and learn from experiences to create ma-

chines inspired by how humans think and learn [10]. CogRob uses cognitive skills such 

as memory, decision-making, action understanding, and prediction but also combines 

ideas from other fields, such as computer science, robotics, artificial intelligence, psy-

chology, neuroscience, and philosophy. The intention of CogRob is not to replace but 

to efficiently learn from problem-solving human interactions [17]. 

Relevant architectures and models at the intersection of neuroscience and robotics 

were built on the initial memory theory that surrounds, for example, the Simon and 

Feigenbaum architecture for cognition. The EPAM model [18] includes learnings from 
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human memory and speech development. Later Anderson, who researched human 

memory, proposed the Human Associative Memory (HAM) model [19], which his stu-

dent Bower further developed into the ACT model [20]. ACT-R is a cognitive archi-

tecture that aims to explain how humans perform tasks, learn new skills, and solve 

problems, including aspects of long-term memory and thinking processes. 

Researchers use architectures and models to develop robots that can learn and reason 

like humans. This may help them gain insights into how humans process information, 

interact with their environment, and adapt to new situations [21, 22]. It can also improve 

the general understanding of human cognition and behavior, which may provide the 

foundation for the development of new therapies and interventions for persons with 

cognitive impairments or disabilities neuroscience [22],  

The theoretical foundations of CogRob are based on learning theories such as rein-

forcement learning, unsupervised learning, and imitation learning [23]. Many methods 

and approaches used in CogRob are known from artificial intelligence machine learn-

ing and natural language processing research. The main models and architectures in 

CogRob include behavior-based robotics, hybrid architectures, and cognitive architec-

tures [24], which are commonly symbolic, connectionist, or hybrid [25]. The architec-

tures typically follow a bottom-up approach in which basic rules or nodes generate 

complex behavior. This differs from common AI approaches, in which a top-down pro-

cess created by the programmer inspires behavior [26]. More specifically, CogRob 

builds on the assumption that the mind has various modular cognitive units, each re-

sponsible for a specific aspect of human cognition [20]. These interconnected modules 

work together to generate intelligent behavior [27]. Anderson's work [20], "The Archi-

tecture of Cognition," is considered a landmark in this context. Lulilia and Tsotsos [24] 

build on his work and say that combining psychology and computer science insights 

inspired the first cognitive architectures, while theoretical models of human cognitive 

processes and related software artifacts inspired CogRob.  

Generalizing the Cognitive Robotics Approach 

In Cognitive Robotics, robots typically undergo a cognitive cycle similar to that of 

humans. This cycle starts with sensing the environment through sensors, interpreting 

the data received during the perceptual process, making decisions based on internal 

needs, possible actions, outcomes, emotions, motivations, and context, and acting in 

the environment. Figure 1 illustrates a basic cognitive cycle with possible submodules 

for each component of cognition. 

All modules can run in parallel according to their specificity. This allows each mod-

ule to be modeled individually and then connected to the system, which is particularly 

valuable for exploring the impact of one module in the application without changing 

the entire cognitive architecture. Isolating the modules makes it possible to work in one 

specific module and observe the agent's behavior with certain changes. This enables 

accurate comparisons between approaches while maintaining the cognitive process. 

The work in [28], for instance, explored the behavior and strategies a simulated auton-

omous agent learned using two motivational mechanisms as part of the cognitive archi-

tecture. In this way, researchers could investigate and compare the impact of different 
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elements, such as needs and pleasure, during the decision-making process under the 

same conditions. 

 

Figure 1. Basic cognitive cycle used in a cognitive architecture. The submodules in each module 

are examples of possible components the robot can use. Each developer can choose which one 

to use and how to implement it. 

Cognitive Robotics and the NeuroIS Design Science Cycle  

 

Figure 2. The expanded NeuroIS Design Science Research Framework by CogRob methods and 

models for novel approaches to building and evaluating information systems. (adapted from [4]) 

Strategy 1: 
Use of neuroscience theories and cognitive 
robotic methods to build and evaluate user-

centric IT artifacts  

Strategy 3: 
Use of neuroscience 
tools and cognitive 

robotics architectures
as integral functional 

elements of IT artifacts

Strategy 2:
Use of neuroscience 
tools and cognitive 

robotics architectures 
to evaluate IT artifacts

BUILD EVALUATE

THEORIES

TOOLS

Design Science Research Activities

Neuroscience

METHODS

ARCHITECTURES

Cognitive Robotics



196 

Potential cross-fertilization between neuroscience and Cognitive Robotics particu-

larly focused on how CogRob benefits from neuroscience theories and tools can ad-

vance and improve robot functions. In addition, CogRob methods and architectures can 

create artificial experimental settings to test variables in isolation [8]. To better incor-

porate the potential of CogRob methods and architectures for NeuroIS, we build on the 

proposed 2x2 matrix by vom Brocke and colleagues [4]. The model establishes how 

neuroscience theories and tools can help improve the design and evaluation of infor-

mation systems within the DSR cycle. We expand this 2x2 by a 2x2(+2) matrix, posi-

tioning CogRob methods and architectures as a valuable addition to designing and im-

proving user-centric information systems (Figure 2). 

The expanded framework aims to demonstrate that CogRob can benefit NeuroIS 

design science research by complementing the theories and tools of neuroscience 

through computerized modeling. This capability expands the previously proposed three 

neuroscience application strategies in IS design science research by a CogRob dimen-

sion. The tentative application strategies for CogRob complement NeuroIS design sci-

ence research as follows: 

Strategy 1: Use of neuroscience theories and cognitive robotic methods to build and 

evaluate user-centric IT artifacts. 

A study by Baima et al. [29] showed that a robot could learn object affordances by 

interacting only with tactile sensors, thus simulating how blind users learn to interact 

with an unknown artifact. However, the architecture's adaptability allows the sensor 

type to change from tactile to vision or to have both as input, enabling the isolation of 

the evaluation and building of the IT artifact considering different scenarios. Such an 

approach would allow researchers to study variables more in-depth and use this 

knowledge to improve the design of artifacts regarding user-friendliness, productivity, 

and user experience.  

Strategy 2: Use of neuroscience tools and cognitive robotics architectures to eval-

uate IT artifacts. 

Researchers can isolate specific modules of an agent and observe its behavior under 

different conditions to make accurate comparisons between approaches. Researchers, 

for instance, can investigate the impact of two motivational mechanisms – e.g., needs 

and pleasure – on a simulated autonomous agent's decision-making behavior as part of 

its cognitive architecture [28]. This approach allows for the simulated isolation of the 

users' emotions in behavioral responses while interacting with applications and arti-

facts. Results can inform the redesign of the artifact in the simulation before the im-

proved artifact is tested with the participants. 

Strategy 3: Use of neuroscience tools and cognitive robotics architectures as inte-

gral functional elements of IT artifacts. 

Incorporating cognitive architectural modules into chatbots, such as chatGPT [30], 

can enable self-adjustment and rebalancing of cognitive modules based on user feed-

back, either predicted (sentiment analysis) or user informed (through a “like”-button), 

allowing for the testing of new ideas in business models and their impact on user ac-

ceptance and trust. For instance, a study using this CogRob module demonstrated in-

teractional justice's impact on the service recovery [31]. This approach allows NeuroIS 
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researchers to create new paradigms and test human responses to behaviors while in-

teracting with humans or other robots through IT artifacts. 

Discussion  

As an emerging field, Cognitive Robotics provides many interesting impulses for 

NeuroIS. Current benefits range from creating specific testing environments and testing 

variables in isolation to assessing user behavior and improving system designs based 

on user behavior. Moreover, machine learning algorithms in CogRob, combined with 

CogRob architectures and models, may help develop more practical models for brain-

computer interactions. This interplay can adjust a user interface in near real-time, which 

may improve attitudes, performance, productivity, and well-being. 

Despite the potential benefits of CogRob, it is challenging to integrate this emerging 

field into NeuroIS research and design. As an emerging field, CogRob requires a more 

explicit framework and definition to differentiate its approach from common machine 

learning and artificial intelligence frameworks. [21, 32]. In particular, the term ‘learn-

ing’ is often used in the context of machine learning, which can be misleading regarding 

the true abilities of what machines are learning. It also needs to be more evident where 

CogRob can be used and to what extent. When it comes to, for instance, the testing of 

variables in a CogRob environment instead of an experiment with human participants, 

the current hardware limitations should be considered. Computers reach up to 500 pro-

cessing cores, while the human brain processes information on billions of neurons in 

parallel. The result may not quickly transfer to the human organism [33]. 

Conclusion 

NeuroIS and Cognitive Robotics are rapidly growing and interdisciplinary fields. 

Combined, they may significantly enhance our understanding of human behavior and 

intelligent systems. Building on vom Brocke and colleagues’ work [4], we expand the 

2x2 matrix on integrating neurobiology into the design science research cycle by Cog-

Rob methods and architectures. While preparing the 2x2(+2) matrix, we introduce pos-

sible application areas at the intersection of CogRob and NeuroIS, highlighting how 

each discipline can cross-fertilize. Overall, cross-fertilization can lead to more effective 

and user-friendly cognitive architectures, aligning IT artifacts with users’ perceptual 

and information-processing mechanisms, ultimately improving agent behaviors. 
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Abstract. Resource allocation tasks are a central focus of game theory, where a 

player must allocate a limited set of resources among himself and others. Re-

source allocation tasks in game theory provide a framework for analyzing strate-

gic decision-making in various economic, political, and social contexts. The So-

cial Value Orientation (SVO) index is a concept used in social psychology to 

describe the degree to which individuals prioritize their interests over the interests 

of others in social dilemmas. In resource allocation tasks, the SVO may be used 

as an indicator to evaluate player's behavior. In this study, an experimental set-

up was built to examine the relationship between the player's SVO index and his 

mental effort, which is measured by evaluating the Theta to Alpha ratio based on 

an EEG measurement. The results show a significant linear relationship between 

the player's SVO value and its mental effort. That is, the smaller the SVO value 

(a more competitive player), the greater the mental effort he invests in the re-

source allocation task. 

Keywords: EEG • Theta/Alpha Ratio • Social Value Orientation • Resource Al-

location  

Introduction 

In game theory, resource allocation tasks (e.g. [1, 2]) refer to situations where a player 

must allocate a limited set of resources among himself and others. These resources can 

range from physical commodities like money to intangible assets like time or attention. 

The goal of each player is typically to maximize its own utility [3], which can be de-

fined in several different ways depending on the game being played. Resource alloca-

tion tasks exists in many forms in the game theory literature: ranging from simple two-

player games like the ultimatum game [4], where one player proposes a division of 

resources and the other player can either accept or reject the offer, to more complex 

games involving many players and multiple rounds of play (e.g. [5]). In some cases, the 

allocation of resources may be fixed, and players must compete to see who can claim 

the most valuable share of the resources. In other cases, players may be able to negotiate 

with one another to divide the resources in a mutually beneficial way [6].  
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One way to evaluate players' utility function via the Social Value Orientation 

(SVO) index [7, 8]. SVO is a concept used in social psychology to describe the degree 

to which individuals prioritize their interests over the interests of others in social dilem-

mas. SVO can be thought of as a continuum, with individuals at one end exhibiting a 

"prosocial" orientation, in which they prioritize the collective good and seek to maxim-

ize the benefits to all parties involved, while individuals at the other end exhibit a more 

"individualistic" orientation, in which they prioritize their self-interest and seek to max-

imize their gains, even at the expense of others. Individuals with a more prosocial SVO 

tend to exhibit greater trust, cooperation, and altruism. In comparison, those with a 

more individualistic SVO tend to exhibit greater competition and selfishness. Today, 

the most reliable way to measure the SVO value is through the "slider" questionnaire 

[7], which includes six questions about resource distribution. The result of the ques-

tionnaire is a number on a continuous scale that describes the player's preferences, 

where an SVO value of 0 represents an individualist player, and a value of 45 represents 

a prosocial player.  

Previous research has shown that the Theta to Alpha Ratio (TAR) brainwaves is 

a good estimator of mental effort (e.g. [9, 10]), or the level of cognitive resources an 

individual is expending in a given task. Theta waves are associated with low-frequency 

brain activity that is typically observed during states of relaxation, daydreaming, or 

light sleep. In contrast, alpha waves are associated with higher-frequency brain activity 

typically observed during wakeful mental effort. Overall, the ratio of theta to alpha 

waves provides a valuable measure of mental effort, reflecting the underlying neural 

processes associated with cognitive engagement and attention. A high TAR value indi-

cates low mental effort, and a low value indicates high mental effort. Following a pre-

vious study [11] which showed that there is a difference in the distribution of the TAR 

values for binary prosocial or individualistic labels, in this study, we would like to 

check whether there is a significant relationship between the continuous SVO index and 

the distribution of the TAR values. Our assumption in this study, following the results 

of previous studies (e.g. [2, 11, 12]), is that by using the SVO slider index [7], which is 

an extension of the SVO ring [13] index which generates a continuous SVO index (i.e., 

SVO angle) instead of a categorical index (i.e., prosocial or individualistic), we will be 

able to show a significant linear or polynomial relationship to electrophysiological in-

dices. 

Experimental Design 

The study comprised the following stages. First, participants received an explanation 

regarding the overarching aim of the study and were given instructions regarding the 

experimental procedure and the interface of the application. Next, we have measured 

the SVO of the player using the "slider" method [7] and categorized it as “prosocial” or 

“individualistic”. Then, each player was presented 18 resource allocation questions. 

Each such question included two resource-sharing options which should be divided be-

tween himself and another participant unknown in the experiment (Figure 1 shows the 

resource allocation application screen). The number of points presented at the upper 
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part of the screen is for the main player and the number of points at the lower part is for 

the other player. The player must choose within 8 seconds otherwise this will get no 

points. The position of the options on the screen was randomized. One option was the 

prosocial option (maximizing the joint profit of the two players), and the other an indi-

vidualistic option (maximizing the personal profit of the player). Between the games a 

stand-by screen appeared for 1 second. 

 

 
Figure 1. Resource allocation application screen 

   

The participants were 10 students from the university that were enrolled in one of 

the courses on campus (right-handed, mean age = ~25, SD = 3). The EEG Data was 

recorded by a 16-channel g.USBAMP bio signal amplifier (g.tec, Austria) at a sampling 

frequency of 512Hz, with 16 active electrodes based on the international 10-20 system. 

Recording was done by the OpenVibe [14]  recording software. Impedance of all elec-

trodes was kept below the threshold of 5K [ohm] during all recording sessions. 

We assessed the mental effort in each epoch using the Theta/Alpha ratio (TAR). The 

TAR measure of mental effort is based on the hypothesis that an increase in workload 

is associated with an increase in theta power with a simultaneous decrease in alpha 

power (e.g. [9, 15]). In terms of topographic distribution, previous studies have shown 

that workload decreased alpha power at parietal regions and increased theta power at 

frontal regions (e.g. [16]). Hence, in this study we have focused on the analysis of the 

of frontal and prefrontal cluster electrodes (Fp1, F7, Fp2, F8, F3, and F4). For each 

epoch we have calculated the accumulated mental effort [17], by calculating the energy 

ratio between theta and alpha bands for each participant on each single epoch. 

Data Processing and Analysis 

To improve the signal-to-noise ratio and reduce the effect of artifacts created during the 

EEG recording (e.g., eye movements, muscle activity, and electrical interference) be-

fore extracting the TAR value we have implemented data preprocessing pipeline, as 

was done in previous studies (e.g. [2, 10, 11]). The pipeline used a combined filter 

(band pass combined with a notch filter) followed by a re-reference scheme to an aver-

age reference, and decomposed using independent component analysis (ICA) [18]. To 

end the process the EEG signal than down sampled to 64 Hz following a baseline cor-

rection. Data was analyzed on a 1-second epoch window from the onset of each game. 
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Next, we estimated the intensity of the cognitive workload in each epoch using the 

TAR index. First, we have calculated the energy in the Theta and Alpha bands by using 

the Discrete Wavelet Transform (DWT) [19]. The DWT divides a signal into multiple 

frequency bands, each representing a different level of detail or approximation. This 

allows for a more efficient representation of the signal compared to other transforms, 

such as the Fourier transform, which represent a signal in terms of its frequency com-

ponents only  [19]. In this research, we used a 3-level DWT, which can extract the theta 

and alpha band (e.g. [2]) which are required to calculate the TAR index. The output of 

the DWT (i.e., the power of theta and alpha bands) is a signal which variant over the 

epoch time. To calculate the TAR for the entire segment we averaged the power of the 

whole epoch, (Eq. 1), and divided them to calculate the TAR index of the current epoch.  

𝑃𝑥 =  
1

𝑇
∑ 𝑥2(𝑡)

𝑇

𝑡=1

       (𝐸𝑞. 1) 

We analyzed the distribution of 180 TAR values (18 epochs per player of 10 differ-

ent players) that were extracted from the EEG segments according to their correspond-

ing SVO value. We used a one-dimensional linear regression model to verify whether 

there is a relationship between the two variables, SVO and TAR, which represent a 

mental effort in resource allocation problems. The regression model showed that SVO 

significantly predicted TAR in resource allocation games. SVO also explained a signif-

icant proportion of variance in depression scores, R2 = 0.68716, p < 0.05. Visualization 

of the average TAR values of each player according to his corresponding SVO index 

alongside the regression is presented in Figure 2. 

 

 
Figure 2. TAR as function of SVO profiles  

The TAR ratio represents the mental workload that the player invests during the task. 

The greater the workload the higher the TAR index should be (simultaneous change in 
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two indices - decreased alpha and increased theta). These results, which are based on 

electrophysiological measurements, show that humans who are more prosocial accord-

ing to the SVO theory (i.e., higher SVO index) invest a larger cognitive workload than 

their individualistic counterparts. 

Conclusions & Future Work 

This research presents for the first time the significant and positive relationship between 

the TAR, which is an electrophysiological marker of mental effort, and SVO in the 

context of resource allocation tasks. Specifically, this finding was demonstrated with 

the use of a prefrontal and frontal cluster of electrodes. This result corroborates previous 

research showing that SVO profiles may affect the strategic behavior of players [12], 

and that different behavioral strategies and indices may be accompanied by electro-

physiological changes (e.g. [16, 20]). Following the results obtained in this study, there 

are many avenues for future research. First, it will be possible to examine the effect of 

the structure of the questionnaire, such as the absolute number of resources or the dif-

ference between the various options, on the distribution of electrophysiological indices 

or on the activity of specific regions in the brain. Second, according to [21] mental work 

load also affected parietal brain areas. It will be interesting to explore the effect of these 

areas on the TAR distribution and the correlation to the prefrontal and frontal areas. 

Third, it would be interesting to examine the distribution of electrophysiological results 

depending on the demographics and gender of the subject. Finally, previous studies 

have shown that other measures such culture [22, 23] and loss-aversion [24] may affect 

human behavior in decision making scenarios. It will be interesting to see if the TAR 

is also correlated with the abovementioned measures. 
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Abstract. This study will investigate the neural correlates associated with the 

transactional process of technostress. Specifically, we will focus on the automatic 

and implicit processes of the primary appraisal process of techno-unreliability in 

the form of delayed system response time (SRT) and system breakdown, as well 

as the neural activation pattern of the strain experienced as a result hereof, leading 

to the secondary appraisal process of coping responses (e.g., attentional and be-

havioral (dis)engagement) with (dis)continued use of information and communi-

cation technology (ICT) as a potential outcome; all in the specific context of a 

consumer decision making process facilitated by ICT using functional magnetic 

resonance imaging (fMRI). With this proposed research we aim to contribute to 

the current technostress literature by providing new insights on the neural corre-

lates of technostress, specifically the primary and secondary appraisal processes. 

Keywords: Techno-Unreliability ⸱ Technostress ⸱ Appraisal Processes ⸱ Discon-

tinuance ⸱ Coping ⸱ Functional Magnetic Resonance Imaging (fMRI) ⸱ NeuroIS  

Introduction 

Information and communication technology (ICT) continues to facilitate the ever-

evolving digitalization of modern life and with over 2.14 billion people worldwide ex-

pected to purchase goods and services using ICT in 2021, and the number of online 

customers is expected to continue to rise [1]. Despite the euphoria about the promises 

of digital transformation, these developments also have a “dark side” and can yield 

distressing effects for both consumers and companies. In this research-in-progress we 

want to propose the investigation of neural correlates associated with the process of 

technostress as one specific negative phenomenon associated with technology use. 

Technostress can be defined as “stress that results from both the use of information and 

communication technologies (ICTs) and the pervasiveness and expectations of ICT use 

in society in general” [2] (p. 376). It is often conceptualized as a transactional process, 

that emerges from the interaction between the individual and the technological envi-

ronment, which evolves when the subjectively perceived environmental and technolog-

ical demands exceed the resources of an individual [2-5]. According to this, our con-

ceptualization identifies technostress as a transactional process that includes potential 

techno-stressors (here: techno-unreliability), associated psychological responses (i.e., 
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individual strain and individual coping) translating into behavioral outcomes (here: 

(dis)continuance behavior) relevant for information systems (IS) research [2, 6, 7] (fig-

ure 1). To better understand the process of technostress, going beyond just the stressor 

component, it is important to investigate related implicit and automatic primary and 

secondary appraisal processes, which are difficult to capture with survey designs. Dur-

ing the primary appraisal process the individual assesses the extent to which the inter-

action with a technology have the potential to yield individual strain. The secondary 

appraisal evaluates different coping responses and resources in an effort to prevent 

harm or to improve the outcome [7]. Even though many articles investigating the effect 

of technostressors on different behavioral and strategic outcomes already exist, only 

very few include implicit and automatic processes in their studies (e.g., [8]) and the 

understanding of the decision-process as well as underlying neurological processes of 

ICT discontinuance behavior as an outcome of a coping response resulting from expe-

rienced strain remain scarce [9, 10]. Therefore, this study seeks to add to the scarce 

understanding of the neural processes, more specifically regarding the brain, underlying 

the primary and secondary appraisal processes included in the technostress process. On 

the basis hereof, we propose the following research question: What are the underlying 

neural processes associated with (I) the primary appraisal of potential technostressors 

(here: perceived techno-unreliability) that potentially generates individual strain (e.g., 

negative psychological response), as well as (II) the secondary appraisal regarding the 

selection of a coping response (e.g., attentional & behavioral disengagement) that 

leads to a specific behavioral outcome (e.g., discontinuance behavior)? 

Theoretical Background 

The transactional model of stress (TMS) by [11] is the main theoretical framework 

used in the IS literature to explain technostress [4, 5, 10]. Based on the TMS frame-

work, technostress is understood as a process including (1) techno-stressors (e.g., 

techno-unreliability) that lead to (2) strain on the individual (e.g., negative psycholog-

ical response), therefore requiring an appropriate (3) coping response (e.g., disengage-

ment) followed by (4) a coping outcome (e.g., discontinued use) [9]. For technostress 

to be experienced, the individual will need to appraise the interaction with technology 

as relevant and stressful followed by the choice of a sufficient coping response to reduce 

the experienced strain [2]. ICTs can evoke stress in a complex way and [4] identified 

five essential stressors associated with technostress, which they called “technostress 

creators” [4, 7, 12]. These technostress creators are defined as “factors that create stress 

from the use of ICTs” [4] (p. 417) and have been widely used in technostress research 

– often to determine the level of technostress [2, 4, 12-18]. Some studies discuss if 

techno-unreliability (e.g., system response time (SRT) delays) should be considered a 

separate technostressor, and recent research has conceptualized it as part of techno-

overload [9]. Studies show that individual strain (i.e., the negative psychological out-

come of encountering a technostressor) can make individuals discontinue using tech-

nology altogether [19-24].  
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Fig. 1. Proposed Research Framework 

This study seeks to investigate the coping outcome preceded by a coping response, 

more specifically the decision to either (1) continue, (2) temporarily discontinue (i.e., 

take a break), or (3) permanently discontinue using the ICT perceived to be unreliable 

and/or inconsistent (i.e., perceived techno-unreliability [6, 25, 26]) as well as the un-

derlying neural processes involved herein. Techno-unreliability will be manipulated in 

two ways based on previous literature: (1) SRT delays [10] and (2) system breakdowns 

causing loss of task progression [27] in an online consumer decision making context. 

See figure 1 for our proposed research framework. On a behavioral level we hypothe-

size:  

H1: Higher perceived techno-unreliability will yield higher strain and set in motion 

coping responses (here: disengagement/discontinuance behavior).  

Currently, the studies investigating technostress from a neurobiological perspective 

is scarce, especially investigations regarding the neural processes within the brain. 

However, there are investigations that are focused on negative emotions and stress out-

side of the technostress literature that has used methods such as functional magnetic 

resonance imaging (fMRI) to better explain the underlying neural processes hereof. For 

example, the generation, expression, and experience of negative emotion (e.g., stress) 

has been related mainly to activity in the amygdala and the insula [28, 29], whereas 

coping with the experienced negative emotions have been seen to rely on activation in 

mainly the frontal brain regions, such as the orbitofrontal cortex (OFC), dorsolateral 

prefrontal cortex (dlPFC), dorsal medial prefrontal cortex (dmPFC), ventrolateral pre-

frontal cortex (vlPFC), and anterior cingulate cortex (ACC) [29], as well as the strength 

of the connectivity between the mentioned frontal brain regions and the amygdala [29]. 

We therefore propose the following hypotheses: 

H2: The appraisal of perceived techno-unreliability will yield activity changes in 

regions associated with stress and negative emotions such as the insula and the amyg-

dala.  

H3: The appraisal of coping responses (e.g., attentional, and behavioral (dis)engage-

ment) following perceived techno-unreliability will yield activity changes in regions 

associated with coping processes such as the OFC, dlPFC, dmPFC, vlPFC, and ACC. 

H4: The outcome (i.e., the decision to (dis)continue) following the coping response 

will yield activity changes in regions associated with coping processes such as the OFC, 

dlPFC, dmPFC, vlPFC, and ACC. 

H5: Increased connectivity between the frontal brain regions (e.g., the OFC, dlPFC, 

dmPFC, vlPFC, and ACC) and the amygdala will be linked to an increased ability to 

self-regulate the experienced strain (e.g., negative emotion) following the perceived 

techno-unreliability. 
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Methodology 

Experimental Design 

Upon arrival, participants will be asked to sign a consent form. To incentivize par-

ticipants, they will be told that their compensation will be based on their level of en-

gagement with the task. They will then receive training in the task that they are asked 

to perform in the fMRI scanner, in order to make sure that they have understood the 

assignment before entering. Throughout the task, participants will answer questions us-

ing a 4-button fiber optic response pad inside the scanner. This setup will be emulated 

in the practice task performed outside the scanner in order for participants to get famil-

iar with the response pad setup before entering the scanner. None of the trials will ex-

ceed four possible answers in order to make sure that each answer corresponds with an 

assigned button on the response pad. 

  
Fig. 2. Overall experimental protocol 

The experimental design will follow a block design and will be divided into three 

blocks (figure 2). The first block will serve as a baseline measure for the neural activity 

captured during the subsequent blocks. Each block will consist of the same consumer 

decision making task (see section 3.2), although blocks 2 and 3 will include tech-

nostress manipulations (see section 3.3) in an attempt to induce techno-uncertainty in 

the form of SRT delays introduced in block 2 and system breakdown introduced in 

block 3. The fMRI data will be analyzed both using block and event-related methods 

of analyses. The data from block 2 and 3 will be contrasted to block 1 using block 

analysis. Additionally, an event-related analysis will be performed on data from block 

2 where the trials including SRT delays will be contrasted to the trials without these 

manipulations. 

Consumer Decision Making Task 

Each block will start with participants viewing a list of 10 grocery items from dif-

ferent product categories (e.g., pasta, bread, soda) resembling a grocery list. Partici-

pants will have to add one product from each category to a digital shopping cart 

throughout the task. The shopping cart will be displayed in every trial in the upper right 

corner, counting the number of products put in the cart by the participant. Participants 

will be shown a minimum of three products per category, and every product will be 

shown for a minimum of three seconds, after which the participants will be able to press 

a button to continue to the next product or stop the information search, when they be-

lieve to have enough information to decide on the product they want to put in the cart. 

Participants will be allowed to browse the number of products that he/she desires, each 
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category containing approx. 10 different products. If the participant chooses to stop 

browsing before all products within a category has been displayed, he/she will answer 

a question to why they chose to stop. If the participant browses all products within a 

category, they will be asked why they did not choose to stop browsing. The task is 

predominantly inspired by [30]. 

Then, participants will briefly view each of the products, that they have browsed 

through, before deciding which of the products they would like to add to their cart (fig-

ure 3). After adding the product to their cart, the number on the cart will increase by 

one. The choice as well as the reason for stopping the information search in each of the 

product categories is of no interest to this study, although the participants will not be 

aware of this fact. 

 

Fig. 3. Protocol for product decision making 

Technostress Manipulations 

During block 2, a spinning wheel in the middle of the screen will be shown the task 

for 3-9 seconds, simulating SRT delays [10, 31] to induce technostress. There will be 

25 simulated SRT delays which will be counterbalanced throughout the block. 

In block 3, a system breakdown will be introduced between product category five 

and six [27]. The first product of the sixth category will show for three seconds followed 

by a three second SRT delay. After the SRT delay, the screen will return although the 

shopping cart will show a zero. The loading wheel will appear once again; this time for 

nine seconds, followed by an error message, telling the participants that due to pro-

longed loading, the session has expired, and the participant will be asked to decide, if 

they would want to either (1) start over with the task (continue), (2) have a break before 
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continuing (temporarily discontinue), or (3) stop the task (discontinue). Once they have 

answered, a blank screen with a fixation cross will be displayed for twelve seconds. 

The task will continue based on the participant’s outcome choice. Participants contin-

uing or temporarily discontinuing with the task will move on to block 3.2 (figure 2). 

The participants choosing to discontinue will be let out of the scanner. After participants 

have been let out of the scanner, they will be debriefed, compensated, and thanked for 

their participation. 

Techno-unreliability in the form of SRT delays and system breakdowns was chosen 

as they have already been established as being able to produce a neurophysiological 

response in previous literature [10, 27, 31], providing a basis for adding brain imaging 

techniques to the existing literature, which to the knowledge of the authors, as not been 

done previously; particularly the underlying neural processes of the primary and sec-

ondary appraisal processes has not been investigated in relation to the technostress pro-

cess using brain imaging techniques. 

Limitations, Contributions and Future Work 

With this proposed research we want to contribute to the current technostress litera-

ture by providing new insights on the neural correlates of technostress. This is in line 

with several studies that call for more experimental studies and propose the inclusion 

of physiological measurements in technostress research [8, 9, 26, 32]. A better under-

standing of the implicit and automatic processes associated with the interaction with 

technology is crucial for IS research, because it can help both users as well as compa-

nies to decrease technostress and avoid discontinuance behavior.  

Due to the relatively simple experimental set-up needed for an fMRI study we cannot 

include the full scope of complexity of the technostress construct; this is a clear limita-

tion of our proposed study. It would of course also be very interesting to further under-

stand which effect other technostressors (e.g., techno-invasion) have regarding the 

evoked brain activations. 

Our future work is aimed at conducting several experimental studies both inside and 

outside the scanner. It could be interesting to employ other physiological measurements 

such as hormonal level, heartrate, eye tracking or skin conductance as a supplement to 

the fMRI as well as other technostressors. 
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Abstract. Good timing is key for many activities in business and society. In the 

context of adaptive user assistance, it can work as door opener to further engage 

with the user. This paper presents a virtual commerce study which combines eye 

tracking, electrocardiography, and virtual reality with the goal to detect decision 

phases in two different purchase scenarios. We therefore collect objective sensor 

data in combination with subjective decision phase annotations. Shifts between 

decision phases are determined subjectively by the participants via retrospective 

video analysis. For decision phase recognition, we demonstrate how to use the 

neurophysiological sensor data to train a Hidden Markov Model with multivari-

ate mixed Gaussian emission distributions and how to use it for inference. A main 

benefit of our approach is its lightweight character regarding both training and 

inference. 

Keywords: Customer Behavior, Decision Making, Eye Tracking, Electrocardi-

ography, Hidden Markov Model, Gaussian Mixture Model, Machine Learning, 

Virtual Commerce, Virtual Reality. 

Introduction 

Approaching customers at the right time is crucial because it can significantly impact 

the interaction success [27]. Specifically, good timing can help to maximize engage-

ment, build trust, and increase conversion rates [6]. However, to determine the right 

point in time to approach a customer requires profound understanding of the target au-

dience's behavior and preferences [8]. Advances in conversational agents and user as-

sistance systems (UAS) often focus on the right information, introduce context aware-

ness and improve interactivity [12, 17, 27]. Rather scarcely, previous research has in-

vestigated invocation timing based on neurophysiological indicators [16]. Within the 

ongoing transformation of the retail sector towards virtual commerce [3] and the rise of 

the metaverse idea [1], good invocation timing is one of the key components for a va-

riety of information system (IS) artifacts. Decades ago, metaverse and virtual reality 

(VR) advocates already envisioned that a large fraction of daily life and therewith a 

large fraction of shopping activities transfers to virtual spaces [10, 25]. Today, this pro-

cess gains momentum, as big tech companies introduce new hardware and applications 

with rigorous commitment. Latest VR headsets ship with eye and face tracking 
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technology which fosters the potential and feasibility of neurophysiological IS and 

therefore turns them into a game changer. With a VR headset on their head, future cus-

tomers wear a variety of sensors in proximity to the most reliable information source 

about their attitudes and moods. In this paper, we present our approach to integrate 

neuroscientific methods into virtual commerce IS. Our research question states as fol-

lows: 

 

RQ: Can we determine a good timing to approach customers in a virtual commerce 

scenario using eye-tracking and electrocardiography? 

 

We report our insights gained from a study in which 50 participants had to make 

purchase decisions for either washing powder or 3D printers while wearing a head-

mounted VR headset. We collected participants’ eye tracking (ET) data, electrocardi-

ography (ECG) data, and created a prediction model that can distinguish between dif-

ferent decision phases. Our insight can be used to inform a UAS or digital human agent 

when help is wanted. As model for decision phase recognition, we chose a combination 

of multivariate Gaussian Mixed Model and Hidden Markov Model (GMM-HMM). The 

benefit of our approach is its lightweight character in both training and inference. Thus, 

the presented GMM-HMM approach offers itself as good candidate to make it into 

soon-to-be released virtual commerce (and other) neurophysiological sensor based IS 

artifacts [28]. To the best of our knowledge, no study exists which applies machine 

learning approaches to differentiate between different decision phases using neurophys-

iological sensor data. Our research builds up on previous models but tries to apply a 

more generic inference method not solely dependent on product comparisons and re-

dwells. 

Method 

Consumer Decision-Making 

Several scholars in consumer behavior research suggested models to subdivide cus-

tomer decision-making processes into different phases. Most studies support a phase 

theory which consists at least of an orientation and an evaluation phase. One prominent 

phase model is the five-stage Engel Kollat Blackwell (EKB) model [5], as shown in 

Figure 1. The EKB model is still widely accepted [24] and frequently serves as basis 

for further adjustment to integrate specific aspects and research field dependent needs, 

such as modifications for an eye tracking study in VR. 

 

 

Fig. 1. The EKB model, dividing customer decision processes into five phases [5]. 

In an eye tracking context, several other decision phase models were developed, e.g., 

by [21], [7], and [16]. These models subdivide decision processes into three phases – 

Motivation and 
recognition of need

Information 
search

Evaluation of 
alternatives

Purchase Outcome



217 

 

orientation, evaluation, and validation. The transition between different phases is based 

on simple rules, like re-fixations on products. The VR study in [16] pursued an on-the-

fly attempt to determine the phases. Its authors used eye tracking data and identified 

the first comparison between two products as shift between orientation and evaluation. 

Furthermore, the shift between evaluation and verification was considered as the mo-

ment when the first product entered the shopping cart (We believe this is a questionable 

criterion because putting a product into the shopping cart signals a certain level of con-

fidence).  

For the right timing of user assistance, we consider the shift between orientation and 

evaluation as particularly interesting. We conjecture that help is most appreciated by 

customers after being within the evaluation phase for a certain offset duration. To verify 

this assumption empirically, self-reported desired help timings can be used. Knowing 

the phase of a decision process and the offset duration at least approximately, a UAS 

or sales representative can determine a good starting point to approach the customer. 

Neurophysiological Data Collection in VR 

The development of visual VR has a longer history than one might expect. For example, 

an early head mounted display (HMD) was already developed by Sutherland [26]. Com-

mercial endeavors of big tech companies still focus on HMD development. For re-

search, the latest HMD generation is particularly interesting because many models ship 

with integrated neurophysiological sensors, particularly ET [18]. ET is integrated be-

cause it can be used to optimize graphic card utilization via foveated rendering, a 

method which only renders the focused area in high detail while neglecting peripheral 

areas [14]. Recent research-grade HMDs include further sensors as ECG and electro-

encephalography (EEG). The integration of EEG into consumer-grade hardware seems 

rather unrealistic in the near and intermediate-term future as the sensor itself is expen-

sive and the electrodes are relatively uncomfortable to wear. ECG measures a person’s 

heart rate and is more likely to find its way into consumer devices. Another sensor, 

which is very likely to be included into future customer-grade HMDs, is photoplethys-

mography (PPG). PPG is a light-based sensor which can also be used to measure heart 

rate and corresponding metrics. Compared to ECG, PPG is cheaper, easier to attach 

(e.g., a forehead-sensor integrated in the HMD-cover), but less accurate. It is also im-

aginable to couple wearables with an HMD, particularly fitness watches, which already 

include ECG or PPG sensors. Overall, ET and ECG/PPG are the most likely sensors 

for future off-the-shelf HMDs. Thus, it makes sense to use gaze patterns, pupillometry, 

and heart rate as data sources for inference. 

Hidden Markov Model 

An HMM is a statistical model which describes a Markov process with a set of states 

between which it can transition [4, 20]. At each state, an HMM generates an observation 

or output symbol, which is associated with that state. Such observations generated by a 

state of the model are referred to as emissions. HMMs find application in a variety of 

disciplines [9, 11, 23]. To match the characteristics of our purchase decision scenario 
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in the experimental VR setup, we use elements of both the classic EKB phase model 

[5] and the eye tracking model proposed by Russo et al. [21]. We begin with a memo-

rization phase which corresponds to the motivation phase of the EKB model. During 

this phase, participants see purchase criteria on a blackboard and memorize them. The 

transition between memorization and the next phase is identified by a button press. For 

the subsequent phases, we use the phase labels orientation, evaluation and verification 

as proposed by Russo et al. [21]. However, we outline that the state transitions in our 

model have nothing in common with the originally proposed transitions which were 

based on specific gaze patterns. Instead, shifts to evaluation and verification were de-

termined via self-reported timestamps given by the participants. Next, we adopt the 

purchase phase from the EKB model, as participants remained inside the VR scenario 

after confirming the purchase. Furthermore, an initial and terminal state are added as 

they are needed for computation. The corresponding HMM with flat prior transition 

probabilities is shown in Figure 2. 

 

 

Fig. 2. GMM-HMM with flat prior transition probabilities. 

When the model transitions from one state to another, it refers to a (hidden) multivariate 

probability distribution which corresponds to the current input features. Internally, each 

state holds a multivariate Gaussian mixture distribution (what turns the model into a 

GMM-HMM), which is trained with ET and ECG features based on consecutive five 

second time windows. For each of these windows, our feature engineering pipeline cre-

ates 44 features which comprise 26 ET and 18 ECG features. ET features consist of 

statistical moments (mean, min, max, var) for blinks, fixations, fixation duration, pupil 

size, saccadic duration, and saccadic speed. ECG features are limited to the time do-

main, particularly the heart rate and its variability. Frequency domain related and non-

linear ECG features are not considered because they would require longer window du-

rations [19]. If participants indicate a state transition during such a window, the label 

for the subsequent and all following windows changes to the next state.  

For real-time inference, the GMM-HMM can even be simplified to a GMM classifier 

which decides if the evaluation phase is reached or not. Features of a current observa-

tion can be shown to the model which maps them to the probability distribution and 

stochastically decides whether the evaluation phase is reached or not. If the evaluation 

phase is indicated several times in a row, the offset of approximately fifty seconds could 

be added and finally the UAS or digital human agent could approach the customer with 

a help offering. 

Experiment 

Participants 
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Our sample was collected from 50 participants (29 female, mostly students) with a 

mean age of 24.5 years (SD=4.89). Only individuals with normal or corrected-to-nor-

mal vision via contact lenses were accepted since glasses would not fit into the HMD 

and not wearing them might confound the ET data. The participation compensation 

consisted of a fixed 10 Euro baseline plus a performance-based component. After arri-

val at the lab, participants signed a consent form. It ensured the participants' basic 

knowledge of the experiment procedure and informed them that the experiment com-

plied with ethical standards. Further, it required them to grant permission to publish 

their data in anonymized form. For recruitment, we used the participant pool in our self-

hosted online registration platform [2] and actively approached students on campus. 

Procedure 

We simulated customer purchase decisions in VR, collecting ET and ECG data. All 

virtual scenes were created using the Unity 2021.3 game engine. Participants entered 

our showroom using a Varjo VR 3 HMD with high-frequency ET capability (sampling 

rate of up to 200 Hz) and a display resolution of 2880 × 2720 pixels per eye. A bio-

PLUX device was used for ECG recording and captured signals with a sampling rate 

of 1000 Hz. Overall, the experiment followed a between-subjects design and included 

two different decision scenarios, one for 3D printers and one for washing powders (see 

Figure 3). To create realistic shopping scenarios, we presented dedicated cover stories 

to both groups. Participants were then shown a list of purchase decision criteria they 

had to memorize. The end of memorization phase was triggered by the participants 

using a button press which hid the criteria and spawned the products. Then, they had 

the chance to gain one Euro in addition to their participation compensation if they 

matched a previously determined team decision. This monetary incentive helped to mo-

tivate the participants and increased the external validity of the experiment. Participants 

confirmed their purchase decision either by putting the product into a shopping cart or 

by clicking a purchase button. After making the purchase, participants left the VR en-

vironment and answered questions about their decision phases by means of a first-per-

son video. This video showed a gaze dot which indicated their visual attention. Partic-

ipants determined the moments when they shifted (1) from orientation to evaluation 

and (2) from evaluation to verification. For each of these phase shifts, they entered the 

timestamp in a web-based questionnaire form. Furthermore, participants reported their 

desired help timing for a digital human agent in the same manner as for the phase shifts. 
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Fig. 3. Experimental VR setup (3D printer decision top, washing powder decision bottom). 

Results 

For our analysis, we used python 3.10 and the neurokit2 0.2.3 [13], pomegranate 0.4.0 

[22], and scikit-learn 1.0.2 [15] packages.  

We verified our conjecture regarding the desired help timing. As expected, help was 

most frequently desired after the shift from orientation to evaluation but before entering 

the verification phase. On average, the phase shift from orientation to evaluation was 

indicated after 100.2 seconds (SD=79.8) and the shift from evaluation to verification 

was after 210 seconds (SD=97.2). Participants reported the average desired help timing 

for a digital human agent after 148 seconds (SD=115.8), i.e., with an average offset of 

48 seconds after starting the evaluation phase and 62 seconds before entering the veri-

fication phase (see Figure 4). 

 

 

Fig. 4. Boxplots of the self-reported phase shifts and the desired help timing. 
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Our trained model with posterior transition probabilities is shown in Figure 5. Each 

state is holding a multivariate GMM which consists of multiple Gaussian mixture dis-

tributions (see Figure 6 left for a univariate example). We showcase the inference of 

one full exemplary purchase process in Figure 6 right. Such phase predictions can be 

further refined and leveraged by a UAS or sales agent to find the best time to approach 

customers with an assistance offering. It is noteworthy that training duration only lasted 

3.21 seconds and with very brief inference times a single observation can be predicted 

on the fly. The mean difference between classified and reported shifts from orientation 

to evaluation is -0.14 (SD=4.49) five second time windows. Overall, the model fits 

84.89% of the five second windows correctly. 

 

 
 

Fig. 5. GMM-HMM with posterior transition probabilities. 

 

 

Fig. 6. Exemplified univariate GMM for a single feature (left), comparison between reported 

state transitions and model prediction for one purchase decision (right). 

Discussion 

Our results show the feasibility of identifying a good timing to approach customers in 

a virtual commerce scenario using GMM-HMMs and thus yield an answer to our re-

search question. The presented approach uses multiple neurophysiological sensors as 

input and meets our goal to overcome pure comparison and fixation-based phase deter-

mination. The presented methodology can be adopted by other researchers and practi-

tioners to build a maybe soon to be realized overarching virtual platform, offering a 

multitude of interconnected virtual worlds and services. 

This work has limitations which may serve as a guideline for future research. First, 

our sample almost exclusively consists of students, which limits generalizability. Fu-

ture research should involve a broader cross-section of society. Second, the sample size 

should be increased. Our 50 observations yield little variety to equip the model with 

performant predictive power. Third, immersion, perceived telepresence, and perceived 

product involvement could have been increased by adding more sensory channels (par-

ticularly audio) to the virtual environment. Room size also played a limiting role, as 

participants had to remain relatively immobile and could not fully immerse themselves 

in the virtual space. Regarding the applied machine learning techniques, we plan to 
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rigidly quantify the model performance and give detailed information about the most 

relevant features. We also want to consider further measurements as features, such as 

electrodermal activity and electroencephalography, which eventually might also be in-

tegrated into future HMDs off-the-shelf. Finally, we plan to evaluate the simplified 

GMM classifier version of the model in an experimental virtual commerce shopping 

scenario in which a digital human agent approaches a customer according to the timing 

suggested by the model. 
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Abstract. With growing pressure to develop accessible apps and websites, de-

signers or User Experience researchers also face the challenge of recruiting peo-

ple with disabilities to conduct inclusive usability evaluations. While many re-

searchers rely on disability simulations to identify usability issues, others argue 

that disability simulations cannot fully replicate the behavior and the lived expe-

rience of people with disabilities. This paper presents a study that investigates 

whether we can replicate the visual search behavior of low vision people on a 

computer interface with normally sighted participants experiencing a visual dis-

ability simulation. A total of 47 participants, including 9 low vision people, and 

38 normally sighted participants with and without visual disability simulation 

glasses, performed computer-based vision tests and visual search tasks. Using 

eye tracking, we show that the disability simulation tends to replicate the visual 

search behavior of low vision participants. 

Keywords: Accessibility · Visual Impairment · Disability Simulation · Eye 

Tracking · Visual Search 

Introduction 

In 2017, it was reported that over five million people in the U.S. faced challenges ac-

cessing information technologies (IT) due to low vision, and this number is expected to 

nearly double by 2050 due to the aging population [1,2]. Accordingly, increased efforts 

have been made to make apps and websites more accessible since the World Wide Web 

Consortium (W3C) introduced the Web Content Accessibility Guidelines (WCAG) in 

the mid-1990s. Furthermore, the implementation of laws and policies from governmen-

tal agencies and organizations such as the United-Nations have contributed to web ac-

cessible through the implementations of laws [35]. However, as of 2022, 96.8% of the 

million most important websites’ homepages still do not conform with the WCAG 2.0 

guidelines [3]. In other words, these websites are still not accessible to people with 
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visual impairments and web inaccessibility remains a pervasive issue [36]. The ramifi-

cations of this are important as our reliance on IT continue to grow. Web inaccessibility 

can create barriers for people with low vision’s access to essential activities carried 

online such as work, education and communication [37].   

Consequently, designers are encouraged to include people with disabilities (PWD) 

in the development cycles of apps or websites. However, they also face the challenge 

of recruiting visually impaired people to conduct usability evaluations [4,5]. This pop-

ulation tends to be of older age and suffer from comorbidity that can make the testing 

of apps and websites increasingly demanding [10], [38]. Furthermore, there is a lot of 

heterogeneity in the presentations of symptoms which makes recruiting participants 

with the same level of impairment additionally challenging [8]. Finally, there is in-

creased resources associated with recruiting PWD for user testing (e.g., time, cost, 

training) that might not be available to all [39]. A circumvention to this issue is to re-

cruit able-body participants and simulate a disability through the replication of symp-

toms associated with a disability (e.g., wearing a blindfold to simulate blindness) [39] 

This method has been used by scholars in Human Computer Interaction (HCI) and other 

fields where they attempt to identify usability issues by assessing how able-body par-

ticipants experiencing a disability simulation interact with a software [6,7,8,9]. How-

ever, it has been argued that visual disability simulations do not accurately replicate a 

visually impaired person’s behaviors in activities of daily living, including computer-

based tasks [10]. These claims are primarily based on low vision participants’ self-

reports and do not target their use in the context of a participatory user test [10,11]. 

Moreover, the goal is not to exactly replicate the experiences of PWD but rather to 

allow for a first-person perspective through the use of a simulation to get insights about 

the accessibility of a software with the effects of low vision [40] Currently, there is a 

lack of empirical evidence comparing the behaviors of low vision people to those of 

normally sighted users experiencing a visual disability simulation.  

Here, we investigate whether the visual search behaviour of low vision people using 

a computer interface can be replicated with the visual search behaviour of normally 

sighted participants experiencing a visual disability simulation. Due to the impact of 

low vision on the ability to perceive visual features, we expect to find poorer perfor-

mance for the low vision participants (simulated and real) compared to controls. In this 

study, we measure performance through reaction time (RT) and the ratio of fixations 

over saccades in a visual search task.    

Using eye tracking, we assessed the visual search behavior of nine low vision and 

38 normally sighted participants in a visual search task. After an initial assessment of 

the contrast sensitivity (CS) of each group, our results suggests that the visual search 

behaviour of normally sighted people experiencing disability simulation spectacles is 

comparable to the one of people with low vision. This promising finding brings acces-

sibility research one step further towards a better understanding of how visual disability 

simulations allow normally sighted people to identify usability issues in apps and web-

sites that are experienced by low vision people.  
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Methods 

Procedure 

This study was conducted in a usability lab in North America between the months of 

July and December 2022. We chose a between-group design approach to compare our 

three experimental groups. The experiment procedures began with a 9-point eye track-

ing calibration. Then, all participants performed the FrACT CS threshold test in order 

to compare the extent to which each group can distinguish characters from a back-

ground. Subsequently, they performed a visual search task, and followed by a series of 

naturalistic tasks on a banking website, which will be analyzed in future work.  The 

participants remained at a constant distance of 65 to 70 centimeters from the screen 

throughout the experiment. Furthermore, the lighting conditions of the screen and the 

experimental room were the same for each participant. 

Participants 

A total of 46 participants aged 21-70 (mean = 41.37; SD = 14.67) were recruited, in-

cluding 23 males and 23 females. The low vision group included nine participants aged 

42-70 (mean = 58; SD = 10.06) with diagnosed low vision conditions. They had a com-

bination of 12 different visual symptoms. All nine had VA loss and five had CS loss. 

Then, 38 normally sighted participants were randomly assigned either to the low vision 

simulation condition or the control condition. There were 25 participants aged 20 to 70 

(mean = 37.32; SD = 13.48) in wearing the low vision simulation and 12 participants 

aged 21 to 59 (mean = 37.33; SD = 11.38) in the control condition. 

Low Vision Simulation 

We adopted the Cambridge simulation glasses [12] to simulate reduced visual acuity 

(VA) and contrast sensitivity (CS). Both measures provide complementary information 

when evaluating loss of visual function as VA determines the ability to see fine details 

and CS determines the ability for spatial and pattern discrimination [13]. These glasses 

have been used in several studies, in which they are typically superimposed to vary the 

severity of visual impairment [14,15,16,17,18]. Among our 26 normally sighted partic-

ipants wearing visual disability simulation glasses, 14 wore two pairs of superimposed 

glasses [19]. These simulated visual impairments correspond to mild-to-moderate low 

vision according to the World Health Organization [20]. Two different levels of simu-

lation were randomly assigned to the participants as a way to replicate the heterogeneity 

of symptoms found in low vision.   

Contrast Sensitivity Test 

All participants’ CS threshold was assessed using the standardised, web-based Freiburg 

vision test (FrACT) [21,22]. The FrACT is a validated test has been chosen to assess 

the CS threshold due to its implementability. This test can easily be administered on 
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any computer screen, it is available through Google Chrome and it is open source 

[21,22]. CS threshold was assessed using a version of the FrACT computer-based vis-

ual test battery, known as the Tumbling E task. This task consists of 24 trials of a single 

optotype, an image of the letter “E”, pointing in four directions (up, down, left, or right, 

Fig.1) to determine the “minimum visible” of each participant. Using the keyboard ar-

rows, participants were asked to indicate the direction of the “E”, which decreases in 

contrast (i.e., creating a smaller difference in color between the “E” and the back-

ground) following correct answers and increases in contrast again following wrong an-

swers. When participants could not see the direction of the “E”, they were instructed to 

hit an arrow key to the best of their abilities or at random, known as the “forced choice” 

principle [22]. The test results are provided in the form of a single metric, the LogCS, 

used by ophthalmologists to quantify CS [23]. 

 

 
Fig. 1. Freiburg vision test (FrACT) answer choices (left), and one example of the contrast sen-

sitivity test image (right) 

Visual Search Task  

In the present study, we aim to manipulate the contrast of specific colours used on a 

banking website tested in a subsequent usability test. Object contrast is known to influ-

ence reaction time (RT) in visual search tasks [24]. Therefore, to assess RT we devel-

oped our own version of a Spatial Configuration Search (or sometimes referred to as a 

“serial search task”) [41]. In the task, participants were exposed to a series of 32 images, 

each containing 8 x 8 rows of 64 alphanumeric symbols with one target symbol. In 

these images, we manipulated the alphanumeric symbol type (i.e., “4” among A’s, “2” 

among Z’s, “5” among S’s, and “8” among B’s, Figure 2), contrast (i.e., high and low 

contrast), and target position (i.e., quadrant 1, 2, 3, 4). The high contrast (10.66:1 ratio) 

was alphanumeric symbols of a dark gray color (#383838 [hexadecimal color]) on a 

light gray background (#f4f4f4), and the low contrast (1.47:1 ratio) was light gray 

(#cccbcb) alphanumeric symbols on the same background (#f4f4f4), which represents 

a contrast ratio that is below the minimum contrast ratio of 4.5:1 for text and images of 

text according to the WCAG 2.1 level AA success criterion 1.4.3 [25]. The 32 image 

stimuli were presented by a group of alphanumeric symbol types, with the contrast level 

being randomized. The participants were provided with examples prior to the task. Be-

fore each stimulus, participants were instructed to fixate on a cross in the center of the 

monitor. We used the on-gaze advance function (i.e., 300ms fixation located in a pre-

defined rectangle shaped area of interest on the target symbol) to measure RT and to 
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move on to the next stimuli. In cases where the eye tracking was not stable, we in-

structed the participants that the image would change when they find and look at the 

target symbol, but to say out loud when they found it if the image does not change. The 

moderator would then manually move on to the next stimulus and the RT would then 

be based on the time of participants' verbal cue. This task was chosen because no at-

tributes can guide the search for the target. The participant would have to search within 

the distractors in a random fashion [41] From this, different visual search patterns could 

emerge between groups which will be analyzed in future works.  

 

 
Fig. 2. Visual search task’s targets position (left), one example of high contrast image (mid-

dle), and one example of low contrast image (right) 

Visual Search Behavior 

Eye movement measures can objectively inform on one’s visual search behavior and 

use of a website [26,27,28]. We recorded eye movements at 60fps using a Tobii Pro 

Nano eye tracking device (Tobii, Karlsrovagen, Sweden). We calibrated the eye tracker 

using Tobii Pro Lab (Version 1.181) using larger calibration targets with increased con-

trast. The calibration was successful for all participants except one participant of the 

low vision group and one participant of the simulation group, which were excluded 

from the analyses. Eye-tracking was less stable for participants in the simulation group 

and the low vision group. This is because the glasses’ frame of the simulation group 

and pre-existing conditions such as cataracts of the low vision group impede the ability 

of the eye tracker to consistently detect the pupil throughout the experiment. Conse-

quently, 11 participants from the simulation group and 2 participants from the low vi-

sion group were excluded from the analysis due to data loss across the whole visual 

search task. For the remaining participants, the resulting variance in sampled oculo-

metric data volumes meant that typical visual search behavioral measures such as total 

fixation and saccade count or total fixation and saccade time [28] could not be used. 

Therefore, we used the ratio of fixation time to saccade time (i.e., fixation/saccade ratio) 

over the duration of a visual search task. This ratio allowed us to compare our three 

groups without being affected by the unequal amount of data lost between the groups 

during the visual search task. To calculate the ratio, we computed the sum of time of 

whole fixation and whole saccade captured within each image stimulus’ interval. The 

sum of fixation time was divided by the sum of saccade time in each image, and then 

aggregated by contrast level for each group. An increasing fixation/saccade ratio re-

flects more time spent trying to process the local visual information at each fixation 
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(i.e., fixation time) than scanning a visual stimulus (i.e., saccade time). The literature 

suggests that the fixation/saccade ratio in visual search task increases with poorer image 

contrast or visibility [24], [29], or in low vision people [30,31]. 

Statistical Analysis 

We performed five one-way analyses of variance (ANOVA) to assess the differences 

in the average CS threshold, the average RT with low contrast and with high contrast, 

and the average fixation/saccade ratio with low contrast and with high contrast, accord-

ing to our three experimental groups. The one-way ANOVAs on the average CS thresh-

old and average RT were performed with our complete sample, but our one-way ANO-

VAs on the average fixation/saccade ratio were performed with our participants with 

available oculometry data. All statistical comparisons were made using SPSS 26 (IBM, 

Armonk, NY, USA) with significance threshold set at p ≤ 0.05. Our tests of homoge-

neity of variance based on mean for our one-way ANOVA were all significant with a 

threshold set at p ≤ 0.05, which suggests unequal variances between our group for these 

variables. Therefore, we ran Welch’s robust test of equality of means and adjusted the 

p-value and F statistics accordingly. Post-hoc comparisons between groups were per-

formed with the Games-Howell procedure. 

Results 

Contrast Sensitivity  

Illustrated in Figure 3, our one-way ANOVA on the CS threshold revealed a significant 

main effect of group (Fw(2, 17.6) = 53.355, p < .001), with simple main effects testing 

showing that the control group had significantly higher CS threshold (2.01 ± 0.11 

logCS) than both the low vision group (1.35 ± 0.43 logCS; p = .007) and the simulation 

group (1.53 ± 0.17 logCS; p < .001). There was no significant difference between the 

simulation and the low vision groups (p = .740). Furthermore, the differences between 

groups are in line with our expectations, showing that the simulation affects the CS of 

normally sighted participants to similar levels as the low vision participants.  

Reaction Time 

For our visual search task (Fig. 3), our one-way ANOVA on the RT in high contrast 

showed a significant main effect of group (Fw(2, 17.3) = 20.701, p < .001), with simple 

main effects testing revealing that the control group had significantly faster RT than 

both the low vision group (p = .002) and the simulation group (p < .001). We also found 

that the simulation group had significantly faster RT than the low vision group (p = 

.015) in high contrast stimuli. The one-way ANOVA on the RT in low contrast also 

showed a significant main effect of group (Fw(2, 16.1) = 15.227, p < .001), with simple 

main effects testing revealing that the control group had significantly faster RT than 

both the low vision group (p = .020) and the simulation group (p = < .001). However, 

there was no significant difference between the simulation and the low vision groups 
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(p = .675) in low contrast stimuli. This shows that the simulation affects RT for both 

stimuli (high and low contrast), but the effect is bigger for the low contrast stimuli and 

similar to low vision participants.  

 

 
Fig. 3. Average CS (left), average RT for high and low contrast level images in the visual 

search task (right), by experimental group. * p < 0.05 

Visual Search Behavior 

Lastly, for the visual search behavior (Fig. 4), our one-way ANOVA on the fixa-

tion/saccade ratio in high contrast images revealed a significant main effect of group 

(Fw(2, 10.9) = 8.791, p = .005), with simple main effects testing showing that the control 

group had a significantly lower fixation/saccade ratio than the low vision group (p = 

.024), but not the simulation group (p = .078). The difference between the simulation 

and low vision groups was also not significant (p = .071). For low contrast images, our 

one-way ANOVA on the fixation/saccade ratio also showed a significant main effect 

of group (Fw(2, 10.1) = 16.001, p < .001), with simple main effects testing showing that 

the control group had a significantly lower fixation/saccade ratio than both the low vi-

sion group (p = .011) and the simulation group (p = .008). We found no significant 

difference between the simulation and low vision groups (p = 0.445). This shows that 

although the simulation had an effect on the number of fixations over the saccades, the 

effect was stronger for the low contrast stimuli. In the high contrast condition, the visual 

search behavior of the simulation was not different to the visual search behavior of 

normally sighted and of low vision participants. 
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Fig. 4. Average fixation/saccade ratio over the visual search task for high and low contrast level 

images, by experimental group. * p < 0.05 

Discussion  

In this study, we aimed to assess whether the visual search behaviour of low vision 

people using a computer interface can be replicated with normally sighted participants 

experiencing a visual disability simulation. We show that the simulation glasses were 

able to replicate, on average, the CS threshold of our low vision participants. Addition-

ally, the CS threshold of the low vision group had a larger deviation from the mean. 

This can be a result of the symptoms of the participants with low vision where 5 out of 

9 reported having lower CS. In the visual search task, our results show that normally 

sighted participants wearing disability simulation glasses demonstrate similar visual 

search performance and behavior to those with low vision during interactions with low-

contrast stimuli, which is in line with past literature [24], [29,30,31]. The results indi-

cate that, although the simulation glasses produce poorer vision, the simulation group 

retained some visual search behaviors while also adopting the behaviors low vision 

participants during interactions with high-contrast stimuli. The literature suggests that 

with lower contrast stimuli in visual search the number fixations increases while sac-

cades are not affected [29], and that low vision stimuli are more difficult for low vision 

people than high contrast ones [30]. Our findings are in line with previous literature on 

visual search performance in computer tasks and show that the effects of low vision can 

be replicated through measures of visual search behavior. However, the effect seems so 

be more important when the condition of the task is more difficult.  

This study has three main limitations. First, there was a small number of low vision 

participants in our sample due to the challenges of recruiting PWD [4,5]. Second, the 

data loss resulting from the eye tracker reduced the final sample for visual search task 

comprised of six low vision participants. Although we were able to find significant 

differences, the smaller sample may introduce bias in our results. Third, the average 

age of the low vision participants is 20.68 years older than our normally sighted partic-

ipants of the control and simulation groups. In fact, it is known that the visual field 
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decreases with age, which may limit the amount of information that can be acquired 

within one fixation [32].  

It should be noted that the LogCS was used to compare our groups and should not 

be used as a reference for the Cambridge Simulation Glasses as it was not the goal of 

this study.  

Nevertheless, our results suggest that both low vision and simulation groups may 

have similar visual search behavior in a computer-based information search task. This 

idea will be investigated in future work where we will analyze the usability issues (e.g., 

WCAG 2.1 level AA success criterion 1.4.3: Minimum contrast) [25] experienced and 

reported by our participants in an ongoing naturalistic online banking website study. 

Our findings will help us better interpret the results yielded from the naturalistic tasks. 

These new insights will contribute to our understanding on how disability simulations 

can be used to replicate the behavior of people with disabilities, and consequently the 

usability issues experienced and identified in user test context [33,34].  

Building on our findings, future research on the use of low vision simulation could 

investigate the extent to which the effect of the simulation has on the ability to find 

accessibility issues relating to contrast. Future research questions could expand to nat-

uralistic tasks and look into the differences between simulated low vision and low vi-

sion in identifying contrast issues and issuing design recommendations.  

References 

1. Chan, T., Friedman, D. S., Bradley, C., & Massof, R. (2018). Estimates of incidence 

and prevalence of visual impairment, low vision, and blindness in the United 

States. JAMA ophthalmology, 136(1), 12-19. 

2. Varma, R., Vajaranant, T. S., Burkemper, B., Wu, S., Torres, M., Hsu, C., ... & 

McKean-Cowdin, R. (2016). Visual impairment and blindness in adults in the United 

States: demographic and geographic variations from 2015 to 2050. JAMA ophthalmol-

ogy, 134(7), 802-809. 

3. The WebAIM Million. (2020) WebAIM. https://webaim.org/projects/million/  

4. Sears, A., & Hanson, V. (2011, May). Representing users in accessibility research. 

In Proceedings of the SIGCHI conference on Human factors in computing systems (pp. 

2235-2238). 

5. Pernice, K., & Nielsen, J. (2001). How to conduct usability studies for accessibility. 

Technical Report, Nielsen Norman Group, USA. 

6. Cornish, K., Goodman-Deane, J., & Clarkson, P. J. (2014). Designer requirements for 

visual capability loss simulator tools: differences between design disciplines. In Uni-

versal Access in Human-Computer Interaction. Design and Development Methods for 

Universal Access: 8th International Conference, UAHCI 2014, Held as Part of HCI 

International 2014, Heraklion, Crete, Greece, June 22-27, 2014, Proceedings, Part I 

8 (pp. 19-30). Springer International Publishing. 

7. Keates, S., & Looms, P. O. (2014). The role of simulation in designing for universal 

access. In Universal Access in Human-Computer Interaction. Design and Development 

Methods for Universal Access: 8th International Conference, UAHCI 2014, Held as 

Part of HCI International 2014, Heraklion, Crete, Greece, June 22-27, 2014, Proceed-

ings, Part I 8 (pp. 54-63). Springer International Publishing. 

8. Ates, H. C., Fiannaca, A., & Folmer, E. Immersive simulation of visual impairments 

using a wearable see-through display. In Proceedings of the ninth international confer-

ence on tangible, embedded, and embodied interaction, pp. 225-228. (2015). 



233 

 

9. Tigwell, G. W. (2021, May). Nuanced perspectives toward disability simulations from 

digital designers, blind, low vision, and color blind people. In Proceedings of the 2021 

CHI Conference on Human Factors in Computing Systems (pp. 1-15). 

10. Macnamara, A., Chen, C., Schinazi, V. R., Saredakis, D., & Loetscher, T. (2021). Sim-

ulating macular degeneration to investigate activities of daily living: A systematic re-

view. Frontiers in Neuroscience, 15, 663062. 

11. Jones, P. R., & Ometto, G. (2018, March). Degraded reality: using VR/AR to simulate 

visual impairments. In 2018 IEEE Workshop on Augmented and Virtual Realities for 

Good (VAR4Good) (pp. 1-4). IEEE. 

12. Clarkson, P.J., Coleman, R., Hosking, I., Waller, S.D. (2011). Inclusive Design 

Toolkit, second ed. Available at: www.inclusivedesigntoolkit.com  

13. Xiong, Y. Z., Kwon, M., Bittner, A. K., Virgili, G., Giacomelli, G., & Legge, G. E. 

(2020). Relationship between acuity and contrast sensitivity: differences due to eye 

disease. Investigative ophthalmology & visual science, 61(6), 40-40. 

14. Goodman-Deane, J., Waller, S., Cornish, K., & Clarkson, P. J. (2014). A simple pro-

cedure for using vision impairment simulators to assess the visual clarity of product 

features. In Universal Access in Human-Computer Interaction. Design and Develop-

ment Methods for Universal Access: 8th International Conference, UAHCI 2014, Held 

as Part of HCI International 2014, Heraklion, Crete, Greece, June 22-27, 2014, Pro-

ceedings, Part I 8 (pp. 43-53). Springer International Publishing. 

15. Dos Reis, C. S., Soares, F., Bartoli, G., Dastan, K., Dhlamini, Z. S., Hussain, A., ... & 

Thompson, J. D. (2020). Reduction of visual acuity decreases capacity to evaluate ra-

diographic image quality. Radiography, 26, S79-S87. 

16. Stalin, A., & Dalton, K. (2021). Exploration of the minimum visual disability criteria 

for Para nordic and Para alpine skiing using simulated vision impairments. Journal of 

Sports Sciences, 39(sup1), 167-187. 

17. Zallio, M., Waller, S., Chivaran, C., & Clarkson, P. J. (2021). Visual Accessibility and 

Inclusion. An Exploratory Study to Understand Visual Accessibility in the Built Envi-

ronment. 

18. Angeleska, E., Aleksovska, A., Avramov, N., Sidorenko, S., Rizov, T., & Jankovic, A. 

(2022). Design and Evaluation of an Inclusive Autonomous Vehicle User Interface 

Developed for Persons with Visual Acuity Loss. Proceedings of the Design Society, 2, 

2035-2044.  

19. Goodman-Deane, J., Waller, S., Collins, A. C., & Clarkson, J. (2013, April). Simulat-

ing vision loss: what levels of impairment are actually represented?. In Contemporary 

Ergonomics and Human Factors 2013: Proceedings of the international conference on 

Ergonomics & Human Factors 2013, Cambridge, UK, 15-18 April 2013 (p. 347). CRC 

Press.  

20. World Health Organization. (2019). 9D90 Vision impairment including blindness. 

https://icd. who. int/browse11/lm/en#/http://id. who. int/icd/entity/1103667651 (2019) 

21. Bach, M. (1996). The Freiburg Visual Acuity Test-automatic measurement of visual 

acuity. Optometry and vision science, 73(1), 49-53.  

22. Bach, M. (2006). The Freiburg Visual Acuity Test-variability unchanged by post-hoc 

re-analysis. Graefe's Archive for Clinical and Experimental Ophthalmology, 245, 965-

971. 

23. Daiber, H. F., & Gnugnoli, D. M. (2020). Visual Acuity. 

24. Näsänen, R., Ojanpää, H., & Kojo, I. (2001). Effect of stimulus contrast on perfor-

mance and eye movements in visual search. Vision Research, 41(14), 1817-1824. 

25. World Wide Web Consortium. (2018). Web Content Accessibility Guidelines 

(WCAG) 2.1. https://www.w3.org/TR/WCAG21/ 



234 

26. Goldberg, J. H., & Kotval, X. P. (1999). Computer interface evaluation using eye 

movements: methods and constructs. International journal of industrial ergonom-

ics, 24(6), 631-645. 

27. Haesner, M., Chandra, J., Steinert, A., & Steinhagen-Thiessen, E. (2018). An eye 

movement analysis of web usability: Differences between older adults with and with-

out mild cognitive impairment. Assistive Technology, 30(2), 66-73. 

28. Cowen, L., Ball, L. J., & Delin, J. (2002). An eye movement analysis of web page 

usability. People and computers, 317-336. 

29. Näsänen, R., & Ojanpää, H. (2003). Effect of image contrast and sharpness on visual 

search for computer icons. Displays, 24(3), 137-144. 

30. MacKeben, M., & Fletcher, D. C. (2011). Target search and identification performance 

in low vision patients. Investigative Ophthalmology & Visual Science, 52(10), 7603-

7609. 

31. Senger, C., Margarido, M. R. R. A., De Moraes, C. G., De Fendi, L. I., Messias, A., & 

Paula, J. S. (2017). Visual search performance in patients with vision impairment: a 

systematic review. Current Eye Research, 42(11), 1561-1571. 

32. Ball, K. K., Beard, B. L., Roenker, D. L., Miller, R. L., & Griggs, D. S. (1988). Age 

and visual search: Expanding the useful field of view. JOSA A, 5(12), 2210-2219. 

33. Giroux, F., Boasen, J., Stagg, C. J., Sénécal, S., Coursaris, C., & Léger, P. M. (2021). 

Motor dysfunction simulation in able-bodied participants for usability evaluation of 

assistive technology: a research proposal. In Information Systems and Neuroscience: 

NeuroIS Retreat 2021 (pp. 30-37). Springer International Publishing. 

34. Giroux, F., Couture, L., Lasbareille, C., Boasen, J., Stagg, C. J., Fleming, M. K., ... & 

Léger, P. M. (2022). Usability evaluation of assistive technology for ICT accessibility: 

Lessons learned with stroke patients and able-bodied participants experiencing a motor 

dysfunction simulation. In Information Systems and Neuroscience: NeuroIS Retreat 

2022 (pp. 349-359). Cham: Springer International Publishing. 

35. Lazar, J. (2019). Web accessibility policy and law. Web Accessibility: A Foundation 

for Research, 247-261. 

36. Yan, S., & Ramachandran, P. G. (2019). The current status of accessibility in mobile 

apps. ACM Transactions on Accessible Computing (TACCESS), 12(1), 1-31. 

37. Babu, R., Singh, R., & Ganesh, J. (2010). Understanding blind users’ Web accessibility 

and usability problems. AIS Transactions on Human-Computer Interaction, 2(3), 73-

94. 

38. McLean, G., Guthrie, B., Mercer, S. W., & Smith, D. J. (2014). Visual impairment is 

associated with physical and mental comorbidities in older adults: a cross-sectional 

study. BMC medicine, 12(1), 1-8. 

39. Mack, K., McDonnell, E., Jain, D., Lu Wang, L., E. Froehlich, J., & Findlater, L. (2021, 

May). What do we mean by “accessibility research”? A literature survey of accessibil-

ity papers in CHI and ASSETS from 1994 to 2019. In Proceedings of the 2021 CHI 

Conference on Human Factors in Computing Systems (pp. 1-18). 

40. Choo, K. T. W., Balan, R. K., & Lee, Y. (2019, May). Examining augmented virtuality 

impairment simulation for mobile app accessibility design. In Proceedings of the 2019 

CHI Conference on Human Factors in Computing Systems (pp. 1-11). 

41. Wolfe, J. M., Palmer, E. M., & Horowitz, T. S. (2010). Reaction time distributions 

constrain models of visual search. Vision research, 50(14), 1304-1311. 

 

 



235 

 

Seeing is Feeling: Emotional Cues in Others' Heart Rate 

Visualizations 

Anke Greif-Winzrieth1, Verena Dorner2, Fabian Wuest1, Paul M. Gorny1, and 

Christof Weinhardt1  

1 Karlsruhe Institute of Technology (KIT), Karlsruhe, Germany 

{anke.greif-winzrieth@,fabian.wuest@student., 

paul.gorny@, weinhardt@}kit.edu 

2 Vienna University of Economics and Business, Vienna, Austria 

verena.dorner@wu.ac.at 

Abstract. As more apps and interfaces use visualizations of other users’ biosig-

nals to enhance non-verbal communication, we need to improve our understand-

ing of how users interpret these cues. This study focuses on heart rate visualiza-

tions derived from electrocardiogram (ECG) signals. It contributes to the litera-

ture by summarizing prior insights on how users interpret two cues in particular: 

the level of heart rate and the extent of variations in heart rate. We conduct an 

online experiment with 66 participants based on actual ECG data. We investigate 

whether users associate certain cue combinations with specific emotions, whether 

we can observe differences in empathy-related measures, and whether users can 

form correct inferences on actions and events associated with heart rates. Our 

preliminary analysis indicates that one previously reported result is also observed 

in our study: elevated heart rate is associated with negative inferences about 

mood. 

Keywords: Biofeedback · Electrocardiogram (ECG) · Heart Rate (HR) · Visu-

alization · Experiment. 

Introduction 

As the availability of wearable biosensors increases [1], so does the number of ap-

plications outside the medical domain that integrate biofeedback to inform users about 

their own or other users’ physical or mental states and help them change certain behav-

iors [2]. At the same time, technological progress and the emergence of new measure-

ment devices and methods such as smart clothing, smart speakers, or ear canal meas-

urements create new opportunities for NeuroIS researchers [3], especially for taking 

studies currently performed in the laboratory to the field [4–6]. 

Intended advantages of self live biofeedback include helping users regulate their 

emotions [2, 7], stress management [7], or support exercise [8] and learning activities 

[9]. Applications of foreign live biofeedback include increasing social presence and 

social connectedness [10, 11] and facilitating group experiences in online settings [12, 

13]. The physiological measures underlying many live biofeedback applications are 
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often derived from changes in heart rate (HR) [2, 7]. From a practical point of view, 

HR sensors are currently the least expensive, most easily accessible, and user-friendly 

biosensors available [1]. They are already integrated into many applications [2, 7], and 

new methods for the acquisition of HR and heart rate variability (HRV) data are emerg-

ing [3].  

From a conceptual point of view, the choice of HR as a feedback signal often rests 

on the assumption that people intuitively understand how HR and mental states influ-

ence each other [14]. But especially for foreign live biofeedback applications, it is un-

clear to which degree and under which circumstances that assumption holds [15]. This 

leads to our research questions:   

RQ1: Do people associate certain HR patterns with specific emotions? 

RQ2: Can they accurately infer actions and events associated with the visualized 

HR?  

Our research aims to contribute to the NeuroIS research agenda in neuro-adaptive 

system design [16] and the general IS research agenda by improving our understanding 

of the physical and digital reality of foreign live biofeedback. We, therefore, aim to 

generate insights into the representation and interpretation of (psycho-)physical data in 

the digital world [17].  

Specifically, we investigate how users perceive HR-based foreign biofeedback and 

which inferences they draw from the cues inherent in biosignal visualization. First, we 

conduct a literature analysis to identify potential cues and discuss potential inferences 

users may make regarding the underlying emotional state. Second, we design and con-

duct an online experiment with sixty-six participants to test how users perceive and 

interpret two of these cues and whether they can predict user actions based on foreign 

live biofeedback. We use actual ECG data and observations from a previous experiment 

on financial decision-making since finance is a decision context that has been shown to 

lead to variations in stress levels, emotions, and heart rate [18].  

Representation and interpretation of HR-based foreign live biofeedback 

visualizations 

Changes in HR can occur as a reaction to a change in mental and emotional states 

[19]. In live biofeedback applications, they often serve as a proxy for changes in atten-

tion, stress, emotional arousal, and cognitive effort [2, 16].  

Research has focused on psychological, biological, and technical aspects, for exam-

ple, accurately measuring HR, and connecting them to the appropriate mental states [2, 

16]. A recent study conceptualizes foreign live biofeedback as a new communication 

medium. It applies insights from communication and media research on the non-verbal 

cues’ role in interpersonal communication to its design [12]. Communication aims of 

biofeedback design choices include ease of understanding and interpretation as well as 

fostering interpersonal connectedness and empathy in digital settings [2, 10, 12].  

Factors influencing how well people interpret foreign live biofeedback include vis-

ualization, situational factors, relationship with the other person, and knowledge and 
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beliefs about the signals (see [12] for an overview). For the present study, we focus on 

visualization.  

Visualization is the most frequent type of feedback in live biofeedback applications 

[2], with elements that represent human physiology (e.g., hearts or silhouettes), ele-

ments from nature (e.g., trees), geometric shapes (e.g., bars), colors (e.g., green to red), 

or numbers. Signal data are displayed with (e.g., healthy tree meaning low levels of 

stress) or without interpretation (e.g., heart rate numbers only) [2]. 

Observing another person’s elevated HR can “transmit[s] negative cues about 

mood” [20, p. 31], and in adversarial settings, even a normal HR can lead observers to 

make negative inferences about the other person [20]. In social dilemma games, ob-

serving an elevated HR can even reduce cooperative behavior [21]. Compared to a con-

sistent HR, varied HR can lead to observers reporting “higher perceived other-arousal, 

empathy, and social presence” [22, p. 688]. Skeuomorphic representations, (i.e., repre-

sentations that mimic their real-world counterparts) in virtual reality, specifically a 

beating heart, help observers better than other representations to identify arousal states 

accurately. Still, the effectiveness depends on the situation, relationship, and VR space 

[15].  

Empirical NeuroIS research on HR and HRV has predominantly investigated arousal 

[23], for example in auction games [24–26, see 23 for an overview]. However, [27] 

investigated self-reported and physiological arousal and valence measures in the con-

text of digital communication. They find that self-report measures for arousal tend to 

correspond with the respective physiological measures while self-reported valence does 

not match the corresponding physiological measures. 

To the best of our knowledge, no study has experimentally and systematically inves-

tigated which meaning observers of other people’s HR visualizations attach to specific 

patterns, except for high vs. low HR levels and variance. Our study aims to replicate 

previous findings, namely that elevated HR is interpreted as higher arousal and a 

negative cue for mood. We combine this with a comparison between varied and 

consistent HR to create a baseline for the systematic investigation of the interpretation 

of other patterns in other contexts.  

Experiment Design and Preliminary Result 

Design 

We conduct an online experiment (current experiment; CE). Foreign biofeedback 

visualizations are created with actual ECG data from a previous experiment (PE) on 

financial decision-making8. The PE was conducted with 211 participants, which is a 

comparably large sample for HR and HRV NeuroIS studies [3]. Physiological data was 

collected with PLUX ECG sensors [28] that provide accurate and reliable HR data [29]. 

PE procedure. The PE included two stages. Participants decided how much they 

wanted to invest in a risky asset in the decision stage. In the result stage, they saw a 

 
8 Unpublished study; submission in preparation. For further details on the experiment, please 

contact the authors.  
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simulation of the asset’s development and the result of their investment decision (gain 

or loss). Their payout depended on the result. After each stage, participants indicated 

their arousal and valence states using the Self-Assessment Manikin (SAM) [30] 

(arousal: 0=very calm, 4=very aroused; valence: 0=very unhappy, 8=very happy). 

The SAM scale is widely used due to its brevity and because it is image-based, thus 

language-free and easy to understand [31]. 

Generating the foreign biofeedback from PE data. Physiological arousal is com-

puted as the normalized level of arousal a PE participant experienced regarding their 

physiological activation. Current HR was divided through the baseline HR, measured 

at the beginning of the experiment over five minutes, during which participants were 

instructed to relax (ΘHR = HR/HRbaseline). Participants were assigned a level of physi-

ological arousal ranging from 1 (low) to 5 (high) for each second [25]. Data quality was 

assessed ex-post, and all participants whose heart rate signals contained too much noise 

were excluded. Changes in the level of arousal are visualized as changes in color (dark 

blue=low arousal; red=high arousal) [25, 32] and changes in the fill level of a human-

shaped avatar (Figure 1).  

 

  

 

 

Level 1:  

ΘHR ≤ 1 

Level 2:  

1 < ΘHR ≤ 1.0375 

Level 3:  

1.0375<ΘHR ≤ 1.075 

Level 4:  

1.075 < ΘHR ≤ 1.15 

Level 5:  

ΘHR > 1.15 

Figure 1 Visualization of foreign biofeedback. 

This study focuses on two cues: the level of heart rate and the extent of variations in 

heart rate (as the sum of changes in levels of physiological arousal during the respective 

stage of the PE). We calculate the quantiles for the measures of both cues and choose 

PE observations representing each cue combination (Table 1). Table 4 in the Appendix 

provides more details about the thresholds and values the visualizations are based on. 

Table 1. Cue combinations visualized in the online experiment (CE).  

Level of HR → 

Extent of HR variations ↓ 
Low (L) 

(below median) 
High (H) 

(above median) 

Low (L)  

(below median) 
LowLow (LL) HighLow (HL) 

High (H) 

(above median) 
LowHigh (LH) HighHigh (HH) 
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Procedure of current experiment (CE). First, participants receive information 

about the decision task in the PE and answer two comprehension questions. Second, 

they watch the visualization of four PE participants’ HR recorded during the PE’s de-

cision (Decision Group) or the result stage (Result Group). Cue combinations (Table 1) 

are presented once in random order (30 seconds each). Following each cue combina-

tion, CE participants indicate with SAM (scale as in PE) how they think the PE partic-

ipant rated their arousal and valence and how they think the PE participant experienced 

each of the six basic emotions, i.e., happiness, sadness, disgust, fear, surprise, and anger 

(1=not at all, 7=all the time) [33]. Third, participants in the Decision Group guess how 

much the PE participant invested in the asset. Participants in the Result Group guess 

the outcome of the PE participant’s investment decision (the asset’s gain/loss and final 

value). Finally, CE participants answer the interpersonal reactivity index (IRI) ques-

tionnaire [34] and demographic questions (age, gender, experience with HR monitor-

ing). Their payout is a flat fee of £3.00 and a bonus payment of £0.10 for each correct 

estimate of PE participants’ arousal and valence perceptions. 

Results 

Sample. Sixty-six participants recruited from Prolific, an online platform to recruit 

research participants from a pool of over 150,000 registered users [35], participated in 

the experiment. Table 2 provides an overview of the sample demographics and shows 

that our study is comparable to other HR and HRV NeuroIS studies with regard to 

gender and age [3]. The average experiment duration was 16.4 minutes (SD=9.4), with 

an average payout of £3.08. The experiment was implemented in oTree, an open-source 

python-based framework for implementing interactive experiments [36]. Thirty-three 

participants were randomly assigned to the Decision Group and Result Group, respec-

tively. There are no significant differences between the Decision and Result Group re-

garding age, gender, and previous experience with monitoring HR signals.9 

Table 2. Sample demographics for the current experiment (N = 66). 

Gender 

 female 47% 

 male  51.5% 

 other 1.5% 

Age 

 mean (SD) 27.5 (9.18) 

 median 24 

 min – max 18 – 70 

Experience with monitoring HR signals 

 yes 34.8% 

 no 65.2% 

 

 
9 All p-values > 0.2 using appropriate non-parametric tests. 
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Preliminary result. Table 3 shows the average estimates of valence and arousal for 

high vs. low extent of variations in HR and high vs. low levels of HR. We find no 

significant differences in the estimates of arousal and valence for low vs. high extent of 

HR variations. Thus we cannot replicate the findings concerning perceived other-

arousal reported by [22]. One possible reason is the fact that our study used a different 

context. For the level of HR, we find that arousal estimates are higher for high HR 

levels than for low HR levels. Valence estimates are higher for low HR levels than for 

high HR levels. We thus replicate the findings reported by [20], namely that elevated 

heart rate is interpreted as higher arousal and a negative cue for mood.10 

Table 3. CE participants’ estimate of PE participant’s arousal and valence self-reports. 

Variable Mean SD Mean SD Test PostHoc 

Extent of HR variations Low (L) High (H) 
  

SAM Arousal 2.023 1.797 2.189 1.099 F=0.826  

SAM Valence 4.114 2.695 4.432 1.804 F=1.271  

Level of HR Low (L) High (H)   

SAM Arousal 1.045 1.069 3.167 1.02 F=271.992 *** L < H *** 

SAM Valence 4.795 1.873 3.75 2.551 F=14.403 *** H < L *** 

Statistical significance markers: * p<0.1; ** p<0.05; *** p<0.01 

Next steps and future research 

Planned data analysis. To investigate the relative importance of cue patterns (HR 

level and extent of HR variations), context (decision vs. result), and experience in HR 

monitoring, we will conduct two regressions with robust standard errors, with arousal 

and valence as dependent variables and controlling for round and demographic factors. 

Then, we will investigate whether some cue combinations are harder to interpret by 

computing and comparing the accuracy of the arousal and valence estimates. Analysis 

of differences in emotion inferences will follow, as well as whether empathy, as meas-

ured in the interpersonal reactivity index questionnaire (IRI) [34], impacts the accuracy 

of arousal and valence estimates. Finally, we will test how well CE participants could 

infer – based only on the cues inherent in the HR patterns – PE participants’ decisions 

and investment outcomes, respectively. 

 

Future research. We will continue our literature review to identify admissible ad-

ditional cue patterns and inferences and how they might vary with context, relationship, 

and other factors. Second, we aim to identify and develop other visualizations for for-

eign biofeedback and test them within the framework of our current experiment. In this 

course we also plan to review and adjust details in the current visualization, for example 

the colors that can significantly affect the perception of self and foreign live biofeed-

back visualizations [2]. Finally, we plan to apply our best-performing visualizations in 

 
10 There are no differences between Decision and Result Group (all p-values > 0.6 using appro-

priate non-parametric tests). 
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an experiment with participant interaction in a lab-in-the-field approach to test our find-

ings’ ecological validity.  

Appendix 

Table 4. Levels of HR and extent of HR variations for the cue combinations in the Decision 

and Result Group. Levels of HR are transformed to a scale ranging from 0 (level 1 in Figure 1) 

to 100 (level 5 in Figure 1) and the extent of variations is calculated based on this scale. 

 LowLow LowHigh HighLow HighHigh 

Decision Group 

 Mean level of HR 

 (median = 23.33) 

7.29 23.33 70.3 45.36 

 Extent of HR variations 

 (median = 9) 

2 15 4 14 

Result Group 

 Mean level of HR 

 (median = 17.43) 

8.3 11.38 91.32 39.05 

 Extent of HR variations 

 (median = 8) 
4 11 6 14 
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Abstract. Contemporary machine learning (ML) research discusses the benefits 

of including domain knowledge in data-driven models under the term informed 

ML. While scientific domain knowledge can be easily formalized and integrated, 

expert knowledge is rather tacit and informal. Intuition is considered a key driver 

of expert judgment but is especially difficult to measure and formalize. In this 

study, we propose a cognitive task analysis-inspired approach to investigate the 

role of intuition during medical image annotation with the aid of neurophysio-

logical measurements. We aim to observe 15 experts during their annotation and 

analyze EEG and eye-tracking data to identify cues indicating intuition. This 

study should provide insights into expert decision-making and the role of intui-

tion therein and serve as a first step toward a later formalization of expert judg-

ment for expert-informed ML models. 

Keywords: Intuition · Expert Decision-Making · EEG · Eye-Tracking · In-

formed Machine Learning · Medicine 

Introduction 

We are currently experiencing a rapid rise of machine learning (ML) models. While 

researchers and practitioners generally recognize the massive potential of ML models 

in domains like healthcare or finance, questions regarding their accuracy, explainabil-

ity, and transparency remain [1, 2]. Informed ML is a nascent concept in ML research 

that aims at improving ML models by integrating available domain knowledge into ML 

pipelines [3]. Informed ML models may for example integrate formalized scientific 

knowledge (e.g., physical laws [4]) into the model’s loss function to reduce training 

time. One source of knowledge that has been particularly interesting for scholars is 

expert knowledge [5], that is, informal knowledge held by a particular group of domain 

experts [3]. By integrating expert knowledge into ML models, research has reported 

benefits like more explainable predictions [6] or less data required for predictions [7]. 

However, expert knowledge is often difficult to acquire and is usually quite informal 

(i.e., must be formalized so it may be integrated into ML models) [3] and formalizing 

expert knowledge can be difficult. One reason for this is that the decision-making 
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processes and judgments of experts are often driven by intuition [8, 9]. Intuition is con-

sidered a decision-making behavior where individuals are unable to describe the rea-

soning or other processes that produced the answer in detail [10]. Expertise is one of 

the main causes of intuition [11] and some scholars argue that intuition sets apart expert 

and non-expert judgments [9, 12]. However, with the current state of knowledge, we 

are unable to reliably formalize expert intuition so that it may be integrated into in-

formed ML models. 

With this study, we seek to take a first step in formalizing expert intuition to ulti-

mately make it usable for informed ML models. Since intuition is considered context-

specific [13] and a key driver of expert decision-making, we select a medical context 

for our study. More precisely, we turn our attention to the context of expert medical 

image annotation (MIA). Due to the difficulty of meaningfully interpreting medical 

images, MIA tasks are usually done by domain experts [14] which have been shown to 

be potentially erroneous [15]. While there have been first hints on the presence of expert 

intuition in MIA tasks (e.g., the importance of a “gut feeling” [16, 17]), it remains 

largely unclear what role intuition plays in how expert medical image annotators make 

inferences and judgments. We accordingly ask: How do experts rely on intuition in 

medical image annotation? 

To answer this research question we plan to build on research that has been under-

taken to better understand expert intuition [18]. To overcome the varying results of 

qualitative studies, the domain of neuro-information-systems (NeuroIS) recognized 

great potential to identify intuition using neurophysiological tools like electroenceph-

alography (EEG) or eye-tracking. For example, past NeuroIS research identified prev-

alent brain areas during intuitive thinking [19] or detected subtle decision-making hints 

by analyzing eye fixations and frame areas with eye-tracking devices right before the 

final decision is made [20]. Eye-tracking data is easy to formalize (e.g., by creating 

attention maps) and, therefore, lends to be integrated into ML models [21]. 

We propose a research approach where we gather, analyze, and triangulate neuro-

physiological, interview, self-report, and questionnaire data to infer the role of intuition 

during these tasks. We contribute to an improved understanding of expert decision-

making, especially in the medical context, by validating recent efforts with neurophys-

iological data. Additionally, we will provide first steps to understand the role of intui-

tion in expert decision-making which are required to formalize intuition in following 

works. 

Theoretical Background on Expert Intuition 

Intuition describes something subconscious, quick and including no rational, analyt-

ical process [22]. Resulting judgments can be “remarkably accurate and sometimes off 

the mark” [9]. The availability of intuition to an individual is dependent on the level of 

expertise [23]: Novices may use intuitive thinking as a precursor for analytical under-

standing (i.e., immature intuition) while experts may rely on “intuitive seeing that is 

accessible once a person has advanced knowledge structures” (i.e., mature intuition) 

[12]. Therefore, expert intuition differs from non-expert intuition. 
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One theory that can help to further understand intuition is the dual process theory, 

which proposes a decision-making process consisting of two systems [8]. An intuitive 

system (System 1), that provides automatic and fast decisions, and a rational system 

(System 2) that performs slower and occupies a higher working memory [24]. With 

intuition as our research focus, we align ourselves with this perspective and subse-

quently focus on what is commonly termed by research as Type 1 or System 1 decisions 

[8, 24, 25]. Most studies on the use of System 1 investigate behavioral aspects [26], but 

new approaches rely on neurophysiological data, especially in the form of brain imag-

ing tools like functional magnetic resource imaging and EEG, to monitor different char-

acteristics of intuition. These studies found, for instance, increased activity in the insula 

and amygdala if participants relied on intuition [27] or increased parietal alpha activity 

when participants faced mathematical tasks [28]. 

Methods 

Our research approach is informed by cognitive task analysis (CTA), a family of 

methods used to study and describe reasoning [29]. CTA consists of three phases 

namely (1) knowledge elicitation, (2) data analysis, and (3) knowledge representation. 

An overview of our research design is given in Figure 1. For our EEG setup, we orient 

ourselves on existing approaches investigating the role of System 1 in a mathematical 

task [28] and describe and argue where and why we deviate from that study setup. We 

combine guidelines on how to report EEG studies in NeuroIS Research [30] with our 

research design in this section. 

 

 

 
Figure 1. Research design based on CTA [29] 

 

Knowledge elicitation 

Participants. During the knowledge elicitation, we seek to observe experts conduct-

ing a MIA task. We aim to include 15 MIA experts in our studies. This number slightly 

exceeds current guidelines on phenomenological-driven research [31] allowing for er-

rors during data gathering like misfunctioning sensors, abortion of experiments or in-

sufficient performance levels. Phenomenological research investigates human experi-

ence, in our case expert intuition [32]. To gauge our participants’ expertise, we measure 

the quality of the annotations they provide by using boundary intersection over union 
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(BIoU) measure of the segmentation masks [33]. To ensure validity, we intend to ex-

clude those participants, where the BIoU score is on average below 0.8 to ensure valid 

expertise. We suspect our participants to be annotation experts that are generally 

healthy, with normal or corrected-to-normal vision, no neurological impairments and 

to be between 20 and 50 years of age with mixed gender. For our purposes, we consider 

a MIA expert to be someone who familiar with the current tools, tasks, and standards. 

Therefore, even young annotators can be seen as experts. 

All participants are asked to provide informed consent which is to be approved by 

the Ethics Committee of the conducting institution (under review as of April 5th, 2023). 

The participants earn a 50 € allowance and up to 30 € for their travel expenses. 

Procedure and Instruments. The participants will be greeted in individual sessions 

where we first give them an overview of the experiment. After all administrative ques-

tions of the participants are resolved, we will set up the collection of physiological data 

in the form of EEG and eye-tracking. To measure eye movements during the annotation 

we will use the Tobii Eye Tracker 5 (Tobii AB, Stockholm, Sweden). The eye-tracking 

device needs to be calibrated at first by following the manufacturer’s guidelines. EEG 

data are recorded with a standard gel-based Emotiv Flex (Emotiv Pty Ltd, San Fran-

cisco, CA, USA) with 32 Ag/AgCl electrodes evenly spread across using the interna-

tional 10-20 system. We include one reference electrode (CMS) on the left earlobe and 

the ground electrode (DRL) on the right earlobe. Electrode impedances are kept below 

20 kΩ. Data are sampled at 500 Hz and filtered with the built-in 5th-order sinc filter. 

Before we start the annotation task, we ask our participants to solve the “add-zero” and 

“add-one” tasks conducted by Williams et al. [28]. This serves two purposes: It allows 

our participants to become comfortable with the devices attached to them and by repro-

ducing the existing findings of Williams et al. [28], we can ensure the validity of our 

setup and measurements.  

For the actual annotation task, the participants will segment medical instruments on 

20 frames of the publicly available Heidelberg Colorectal data set [34] using an anno-

tation web application [35]. We chose this dataset, as it has ground truth annotations to 

use as an objective comparison point. The dataset also provides difficulty assessments 

for each image and is publicly available. During the annotation task, we will observe 

our participants, record mouse and keyboard inputs, and collect EEG and eye-tracking 

data. Since we investigate an annotation task, our experts need to move their hands and 

eyes. We will instruct our participants to move their head as little as possible to avoid 

movement artifacts during the EEG data gathering as much as possible. We aim to 

achieve synchronization between the different data collection methods by logging 

markers after changing frames in the annotation tool and using assisting tools (e.g., Lab 

Streaming Layer, https://github.com/sccn/labstreaminglayer). 

After finishing the annotation task, we present participants with a quick survey in-

cluding questions on their sociodemographic data (e.g., age, gender, handedness), their 

experiences during the annotation task (e.g., subjective workload assessed by the 

NASA Task Load Index [36]) and their general stance toward intuition based on the 

rational-experiential inventory [37]. Finally, we conduct semi-structured interviews to 

further delve into possible occurrences of intuition during the annotation tasks. We will 

design the questions in each individual interview in a way that they target 
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characteristics of intuition that occurred during the annotation task. For example, we 

may ask participants to justify their annotation decision on a specific image, if we no-

ticed a rapid decision (a key hallmark of intuition) or cases where participants break 

away from standard procedures. In summary, we expect the whole procedure to last 

about 60 minutes.  

Data Processing and Analysis 

All types of data will be investigated independently at first and then triangulated 

later. First, we will compare the recorded annotations to the available ground truth an-

notations by assessing the BIoU score for every expert. Investigating the annotation 

time required for each frame might provide us with additional insights about the diffi-

culty of frames or the familiarity with the task of our participants. 

To process EEG data, we follow recent approaches to detect intuition with EEG [28] 

and exclude excessively noisy and faulty electrodes automatically first before we down-

sample the remaining data to 250 Hz. We first aim to conduct a restricted info-max 

independent component analysis before we follow with a Fast Fourier transformation 

without tapering and normalize the output. This allows us to explore the broad range of 

theta and alpha bands which have been shown to play a crucial role in intuitive or cog-

nitive processes [28]. A frequent artifact arising in EEG data extraction are electroocu-

logram (EOG) artifacts from eye-blinking activity [38]. We will account for EOG arti-

facts by placing two reference electrodes which do not measure EEG activity. Addi-

tionally, we can detect eye blinks with our eye-tracking measures and follow existing 

approaches to remove the artifacts from our data [38]. To analyze the eye-tracking data, 

we transmit the data to Python code which creates attention maps that reveal areas 

where participants look most during the annotation task [39]. Questionnaire data will 

be analyzed using basic statistical measures. The recorded audio data of the interviews 

will be transcribed and analyzed via open coding [40]. 

Ultimately, we seek to triangulate data from all these different sources to identify 

intuitive thinking. To do so, we will be particularly on the lookout for characteristics of 

intuitive thinking in the physiological data (e.g., speedy decisions, regions of interest 

investigated first) and then try to confirm our suspicions with interview data (e.g., an 

overwhelming sense of certainty, a particularly difficult-to-annotate image). We then 

finally assess the general stance of our experts toward intuition with the rational-expe-

riential inventory and evaluate the results to our findings. As intuitive thinking is usu-

ally rapid, we think that comparing the physiological data during the first two seconds 

to the remainder of the annotation time for each frame could be particularly insightful. 

Doing so may allow us to extract differences in the first impression of each frame com-

pared to later, more cognitive analysis. 

Knowledge representation 

For the final step of CTA, we present our findings with aiding visualization. Overall, 

we aim to develop a decision-making process of experts and indicate the relevance of 

intuition across the steps. We especially rely on the triangulation of physiological data 
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with qualitative interview data to detect potential contradictions between the perceived 

choices and the measured physiological data. 

Discussion and Conclusion 

Our study aims to provide novel insights into expert judgments in medical image 

annotation and the role of intuition therein. We aim to identify cues relevant to intuitive 

and their prevalent brain areas during experts’ decision-making. These cues could in-

form ML applications after the formalization of the expert decision-making processes 

[41]. Acknowledging the relevance of intuition in expert decision-making would also 

allow for improving working environments [42]. This study also investigates the trian-

gulation of data and the use of neurophysiological data in CTA approaches. Therefore, 

this study could serve as a baseline for combining neurophysiological and CTA tech-

niques. 

We do acknowledge some limitations in our proposed study. Due to the context-

specific nature of intuition our study requires a very specialized use case and, therefore, 

results in a small sample size. We suspect that 15 participants with 20 trials per person 

is sufficient to identify indications of intuition, but it might not yield detailed results. 

We aim to improve our approach by investigating other use cases in the future. To 

investigate our participants in their usual behaviors, we also refrain from manipulating 

the annotation environment (i.e., manipulating experiments) to tease out intuition. 

Showing frames for only two seconds could, for example, provide additional insights 

into intuition. However, this could also reduce the impact of physiological data since 

eye-tracking attention maps have only limited data. Ultimately, with the data we pro-

pose to collect in this study, we seek to build a foundation for the inclusion of expert 

knowledge into medical informed ML models. 
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Abstract. Attachment theory has been applied to various domains, including de-

velopmental, clinical, and social psychology. It has been instrumental in under-

standing the mechanisms underlying interpersonal relationships, mental health, 

and well-being. The attachment profiles can be divided into several styles, but 

the most basic set comprises two basic attachment styles, secure and insecure. 

Today, the current practice of measuring attachment typically involves using 

self-report questionnaires or interviews. However, the self-report data may be 

influenced by social desirability or other factors that may conceal or distort the 

respondents true feelings or opinions. Therefore, in this study, we will try to rely 

on an objective assessment of the attachment style by analyzing scalp EEG brain 

recordings. Specifically, we sought to investigate whether signal complexity, de-

rived by using the method of Lempel Ziv Complexity (LZC), could differentiate 

between insecure and secure attachment styles based on a success or failure feed-

back given in the context of a flanker task. A significant interaction between at-

tachment style and feedback type was found due to the change in complexity 

level between success and failure as a function of attachment type. Secure players 

were associated with an increase in complexity level between success and failure, 

whereas for insecure players no change was observed between these conditions. 

These results may be explained by different mechanisms of emotional regulation 

that are employed by secure and insecure participants. Possibilities for future re-

search were also discussed. 

Keywords: Attachment theory • EEG • NeuroIS • Data analysis • Lempel-Ziv 

complexity 

Introduction 

Attachment theory confirms the importance of relationships and their impact on 

personal development [1–4]. The attachment styles could be divided into two basic 

categories, secure and insecure [4]. Individuals with a secure attachment style typically 

have a favorable view of themselves and their relationships and are comfortable seeking 

and supporting others. In contrast, those with an insecure attachment style (anxious or 

avoidant) may experience difficulties forming and maintaining close relationships.  To-

day, the current practice of measuring attachment typically involves using self-report 



255 

 

questionnaires or interviews [5–7]. However, the self-report data may be influenced by 

social desirability or other factors that may conceal or distort the respondents true feel-

ings or opinions. 

Studies (e.g. [8, 9]) have shown that EEG signal complexity is a measure of the 

complexity and variability of neural activity, is sensitive to changes in cognitive pro-

cesses and emotional states. For instance, individuals with insecure attachment styles 

tend to exhibit reduced neural complexity in response to stressors compared to those 

with secure attachment styles. Therefore, it is plausible that attachment style and feed-

back type may interact to influence EEG signal complexity, potentially shedding light 

on the neural mechanisms underlying individual differences in cognitive and emotional 

processing. Further investigation into these relationships may provide important in-

sights into the neural basis of attachment and feedback processes, with potential impli-

cations for the development of interventions aimed at improving social and emotional 

well-being.  Therefore, in this study, we will try to rely on an objective assessment of 

the attachment style by analyzing scalp EEG brain recordings. Specifically, we sought 

to investigate whether signal complexity, derived by using the method of Lempel Ziv 

Complexity (LZC), could differentiate between insecure and secure attachment styles 

based on a success or failure feedback given in the context of a simple cognitive task. 

LZC provides a measure of the information content and irregularity of EEG signals, 

and is suitable to characterize the development of activity in high dimensional systems. 

This can be helpful in characterizing changes in brain activity associated with various 

neurological conditions or states [10, 11]. Moreover, LZC was used in previous studies 

for emotion recognition [12, 13]. Additionally, we studied the effect of feedback since 

it was previously shown that emotion regulation is differentially modulated by attach-

ment style [14]. 

Experimental Design 

The study comprised two stages. In the first stage, 96 participants filled out the ECR-

R questionnaires [15], composed of 36 items. In the second stage, based on the analysis 

of the ECR-R data, 27 players out of the 96 were invited to the EEG lab to conduct the 

second part of the experiment in such a way as to create an equal sample from all the 

different attachment style groups. In this stage, players were engaged in performing 60 

trials of the Eriksen flanker task [16] while the EEG was recorded from their scalp]. 

The experimental protocol was approved by the institution's IRB committee. All par-

ticipants signed an informed consent form to participate in the study. 

Stage 1 – Assessment of Secure and Insecure Attachment Styles Based on the 

ECR-R   

In the first stage, 96 students filled out the ECR-R questionnaire which has two dimen-

sions: anxiety and avoidance. Figure 1 (A) shows the distribution of the ECR-R values. 

The x-axis denotes the avoidance dimension while the y-axis the anxiety dimension. 

The values of each of the scales range from 1 to 7. Participants who obtain low values 

in both dimensions of the ECR-R  are considered to have a secure attachment style, 
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whereas those participants who obtain high values on both scales are fearful avoidants 

(or disorganized). Following the results of the distribution of the ECR-R questionnaire, 

we have clustered the data into the four main attachment styles using the k-means clus-

tering algorithm [17] on the basis of the elbow method [18]. The analysis of the results 

(Figure 1A, B) revealed that the optimal number of clusters is k=4, as can be seen in 

Figure 1 (B). This number of clusters is in accordance with the four different attachment 

classifications reported in the scientific literature (e.g. [3]). 

 

 
Figure 1. Attachment results of the ECR-R questionnaire. (A) Unclustered results (B) Clus-

tered results 

 

In an overview of the clusters appearing in Figure 1B, it can be seen that the cluster 

of the green dots represents players characterized by secured attachment, while all other 

players (denoted by blue, red and purple dots) are considered to be insecure. Notewor-

thily, the clustering results shown in the scatterplot are corroborated by the distribution 

of attachment styles in the population [19]. 

Stage 2 – EEG Recording While Performing Success and Failure Tasks 

Twenty-seven participants out of the 36 that were initially recruited participated in 

the second stage of the study. The distribution of this study population into attachment 

styles was as follows: 7 belonged to the avoidant group (#0), 6 belonged to the secure 

group (#1), 9 belonged to the anxious group (#2) and 5 belonged to the fearful avoidant 

group (#3).  

In this stage, the players were engaged in performing the flanker task [20]. The 

flanker task is a widely used cognitive psychology experiment that measures the ability 

of an individual to focus attention on a specific target stimulus while ignoring distrac-

tors in their immediate environment. The flanker task is used to study the mechanisms 

of attention, cognitive control, and response inhibition. It has been employed in various 

fields such as neuroscience, clinical psychology, and cognitive aging research. One of 

four possible configurations of the arrow’s flanker task (see Figure 2) was presented 
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for a duration of 1 second. The players were instructed to indicate the direction of a 

centrally located arrow (the target) flanked by non-target stimuli by pressing the corre-

sponding right or left arrow on the keyboard. Each player was presented with 60 flanker 

trials divided into 3 blocks of 20 trials each. In the first and third blocks, the player had 

to press the keyboard arrow that was congruent with the direction of the target arrow. 

However, in the second block, participants had to press the keyboard arrow pointing to 

the opposite direction of the target. Feedback was provided at the end of each trial by 

changing the color of the feedback message that appeared on a subsequent slide. For 

correct trials the word “correct” appeared in green, whereas for incorrect trials the word 

“incorrect” appeared in red for a duration of 1 second. In between trials, participants 

were asked to focus their gaze at a gray cross situated in the middle of a black screen, 

for a random duration of 0.5 to 1.5 seconds, uniformly distributed. 

 

 
Figure 2. Possible flanker task screens 

 

The EEG signals were acquired by a 16 channels active EEG amplifier (g.USBAMP, 

by g.tec, Austria) with a sampling frequency  of 512 [Hz] according to the 10-20 inter-

national system. electrode impedance was kept under 5 [Kohm] during the entire ex-

periment and was monitored by the OpenVibe [21] processing and recording software. 

Participants underwent a training session which allowed them to get familiar with the 

experimental procedure. 

Results 

In order to remove noise and artifacts and enhance the EEG signal quality, we im-

plemented a pre-processing pipeline as in previous studies (e.g. [22, 23]). The pipeline 

consisted of filtration (band pass [1,32] Hz, combined with a notch filter at 50 Hz), re-

referencing to the average reference and ICA decompositions. Finally, EEG epoching 

was performed with epoch duration = 1 second from the onset of each feedback slide. 

We focused our analysis only on the frontal and prefrontal electrodes (Fp1, F7,Fp2, F8, 

F3 and F7), due to the known frontal lobe involvement in cognitive processing (e.g., 

[24–27]). 

In the next step, we evaluated each EEG epoch's complexity level by using Lempel-

Ziv complexity (LZC) (e.g. [10, 28])  with eight bins. LZC measures the complexity of 
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a sequence of symbols, such as an EEG epoch. LZC calculates the number of distinct 

patterns, in this case, quantized to 8 levels, that appear in a sequence, which can be used 

to estimate the amount of information contained in the sequence.  

A two-way ANOVA was performed to analyze the effect of attachment style (secure 

or insecure) and feedback type (success or failure) on EEG signal complexity. The re-

sults revealed a statistically significant interaction between attachment style and feed-

back type (F (1, 1596) = 6.483, p < 0.001). Also, simple main effects analysis showed 

that attachment style and feedback type each had a statistically significant effect on 

EEG signal complexity (p < 0.01). The interaction effect is presented in Figure 3.  

 
Figure 3. The interaction between attachment style (secure or insecure) and feedback type 

(success or failure)  

Conclusions & Future Work 

The main goal of this study was to explore the effect of attachment style and feedback 

type on EEG signal complexity. For that purpose, we have designed a two-stage exper-

iment. In the first stage, participants filled out an attachment style questionnaire, and 

those participants that were the best exemplars of secure or insecure attachment also 

participated in the second stage of the study where they performed a flanker task with 

feedback while EEG was simultaneously recorded from their scalp. The effect of at-

tachment style (secure, insecure) and feedback type (success or failure) on signal com-

plexity was measured by the LZC index.  

The significant interaction between attachment style and feedback type was due to the 

change in complexity level between success and failure as a function of attachment 

type. Secure players were associated with an increase in complexity level between suc-

cess and failure, whereas for insecure players no change was observed between these 

conditions. Additionally, insecure players were associated with a higher signal com-

plexity level compared to secure players regardless of feedback type. Overall, these 

results suggest that insecure players may use a defensive mechanism against negative 

feedback, and may hint at different mechanisms of emotional regulation that are em-

ployed by secure and insecure participants. 
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There are several avenues for future research. First, additional features other than 

the complexity of the EEG should be investigated, such as frequency-based [29, 30], 

spatial-based [31], or time domain-based features [32]. Second, as the current study 

focused on frontal and prefrontal channels only, it would be worthwhile to use a denser 

network of electrodes which will allow to examine possible interactions with scalp dis-

tribution and perhaps allow the creation of spatial maps of activity. Third, it will be 

interesting to divide the insecure group into three subgroups, i.e., the anxiously attached 

group, the avoidant group, and the fearful avoidants/disoriented group, and check the 

statistical distribution of the various electrophysiological features depending on this 

distribution among all the subjects of the Insecure group.  Finally, it would be interest-

ing to create prediction models of all four attachment styles based on electrophysiolog-

ical features by using machine learning methods. 
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Abstract. Webpage design affects both eye movements while viewing a page, 

and the quickly formed first impression, which in turn influences user preference 

and judgments of website and organizational goodness. We conducted an eye-

tracking user study (n = 32) that revealed webpage properties - visual aesthetics, 

complexity, and prototypicality - to affect the number of fixations on a page, 

probably due to visually appealing content attracting the eye, more content or 

more confusing content requiring extra fixations, and more typical layout facili-

tating webpage exploration. Higher aesthetics consistently influenced user pref-

erence, resulting in more positive judgments regarding various aspects of organ-

izational goodness, including perceived employer attractiveness, organizational 

competence, and purchase intention. Higher complexity decreased user prefer-

ence and lowered perceived organizational goodness, but only for apparel-shop-

ping websites and not for commercial banking. Higher prototypicality was asso-

ciated with higher perceived organizational competence. An analysis of eye fix-

ations on various webpage components suggested that user impressions may 

form based on the overall webpage design rather than any specific webpage ele-

ment or component. 

Keywords: prototypicality · webpage design · user attitudes · eye-tracking. 

Introduction 

The user perceives the appearance of a webpage very quickly [1], forming an initial 

impression of the webpage, website, and organization associated with the website [2]. 

This impression persists over time [3], partially resists possible override by factual ar-

guments (e.g., facts about the company’s financial performance or stories about the 

treatment of employees), and influences users’ preferences and actual behavior, such 

as product choice [4] and liking for the company [5]. Eye-movement patterns could 

help quantify and explain webpage perception and user preferences (cf., [6]), as eye 

movements are indicative of both the properties of webpages (e.g., visual complexity 

[7]) and mental processes (e.g., users like what they have looked at for longer [8]). 
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Past studies explored visual aesthetics [9], complexity [10], and prototypicality [11], 

and their relationships with gaze behavior separately, but not all three in the same study 

and in the theoretical context of the elaboration likelihood model (ELM). This paper 

presents a study that relied on ELM and concurrently explored webpage aesthetics, 

complexity, and prototypicalityo, while also analyzing user eye fixations to gain addi-

tional insights; Fig. 1 summarizes the main concepts and their relationships. Overall, 

the results confirmed that a) visual features significantly impact user judgment of com-

pany goodness (attractiveness as an employer, organizational competence, and inten-

tion to purchase from a company), b) visual features influence the amount of webpage 

viewing (the number of eye fixations), and c) webpage viewing affects user judgment. 

Message strength (factual arguments) did affect user judgment, consistent with ELM. 

However, the type of information processing (in-depth or superficial, induced by cog-

nitive load) did not moderate the effects of message strength and visual features on user 

judgment, contrary to what might have been expected. 

 

Fig. 1. A schematic representation of the main concepts studied. 

Related Work 

Webpage Design Dimensions 

Several design dimensions have been shown to influence user perception of webpages, 

including visual aesthetics [12] and complexity [13], design prototypicality [14], and 

perceived ease of use [15]. These dimensions are easily and almost immediately per-

ceived by the mind [1], and their effects extend from a user’s initial impression all the 

way to their overall evaluation of webpage quality, ultimately affecting their judgment 

of the organization behind the website [3]. The judgment itself relies on a variety of 

organization-related beliefs and intentions, such as the intention to purchase from or 

return to an online store [3], the belief in an organization’s competence [16], or the 

attitude toward an organization as an employer [5]. 
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The Elaboration Likelihood Model (ELM, [17] [18]) provides a theoretical explana-

tion of the link between design dimensions and organization-related judgment: design 

dimensions act as cues of design quality - and, by association, the organization’s quality 

(cf., [12]). The users frequently rely on such task-unrelated cues for judgments, partic-

ularly when cognitive resources for processing webpages are limited, such as when 

users are under high cognitive load, bored, distracted, or have too many options to 

choose from. The task-related facts do affect judgment, but their effect diminishes as 

cognitive resources decrease and may still not be entirely independent of the task-inde-

pendent but easily perceivable visual cues [17]. 

Unlike visual aesthetics (a property of a webpage that elicits a reasoning-free imme-

diate pleasing feeling [19]) and complexity (a property of a webpage corresponding to 

the amount of mental effort required to comprehend a webpage), webpage prototypi-

cality - how closely a webpage resembles the stereotypical webpage (for a given do-

main, e.g., an online shopping homepage or commercial banking homepage) in the 

user’s mind - was only rarely included in studies of design effects on user preference 

or judgment. However, prototypicality, like aesthetics and complexity, appears to act 

as a peripheral cue and signal website and organizational quality to the user, resulting 

in, for example, higher purchase intentions [20]. Initial studies in HCI have also shown 

that higher prototypicality improves user performance in menu-exploration tasks [21, 

22] and target-search tasks [23], as well as reduces confusion, which users are likely to 

appreciate and attribute to website quality. 

Eye-Tracking 

Eye-tracking is a popular technique for recording and analyzing how users view a 

webpage, providing insights into which parts of the page captured their attention and 

were explored in detail [6]. The human eye receives most of its incoming information 

from only a small central part of the visual field, known as the fovea. The mind directs 

the fovea towards areas of interest that are either task-relevant or visually conspicuous. 

Fixations are periods of no eye movement during which the mind extracts visual infor-

mation from the area that the fovea covers (called fixation location), lasting approxi-

mately 250ms on average [24]. The rapid movements of the gaze from one fixation 

location to another are called saccades, during which the mind perceives no infor-

mation. 

Past research found that gaze behavior depends on visual stimuli properties such as 

aesthetics, complexity, and prototypicality. For instance, aesthetics correlated with 

dwell time for images of cars [7] and lamps [9], possibly because participants preferred 

to look at nicer images for longer in tasks with no time constraints. However, other 

research on simple-shape stimuli [8] suggested that looking per se, rather than aesthet-

ics, was a source of preference on its own, with the user seemingly choosing the stimuli 

they looked at the longest. Paying attention to a specific option in a set strongly corre-

lates with the likelihood of being chosen, as seen in consumer decisions [25].  

Visual complexity has also been found to correlate with the number of fixations in 

free-viewing tasks [7], possibly due to complex stimuli having more interest points to 

look at and process [26]. However, the relationship between complexity and the number 
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of fixations may not be linear and may be moderated by task complexity and cognitive 

load. Simple tasks may allow for more exploration of complex webpages and, therefore, 

more fixations, whereas complex tasks may limit user fixations to task-relevant areas, 

resulting in fewer fixations [10], which is consistent with the load theory of attention 

[27].  

Similar to aesthetics and complexity, design prototypicality has been found to cor-

relate with the number of fixations, as observed in studies of pastry products [11], and 

this correlation then translated into purchase behavior, with the prototypicality-pur-

chasing relationship disappearing after accounting for fixations. However, the effects 

of cognitive load on the prototypicality-purchasing relationship, as well as its interac-

tion with fixations, have not yet been explored.  

Gaze behavior on webpages is distinct from gaze behavior on simpler stimuli, such 

as shape patterns, which are commonly used in cognitive research. The user mind, for 

example, divides webpages into semantically coherent chunks (groups of related ele-

ments) and allocates attention and eye fixations to these chunks rather than individual 

items [28]. An in-depth examination of fixations on various semantic chunks (e.g., 

webpage header and footer, menus, or large image rotating banners) may reveal which 

parts of webpages have the greatest impact on user preference and behavior. 

Method 

We conducted an in-lab eye-tracking study to investigate the effects of design variables 

- specifically, webpage prototypicality, aesthetics, and complexity - on company per-

ception and judgment. Even though the task scenario focused on job searching, the 

study had participants rate organizational attractiveness as an employer, organizational 

goodness, and purchase intention to cover a range of judgments related to company 

goodness. The study also investigated the effects of design variables on eye movements 

while viewing a webpage, as well as the effects of fixating on various webpage elements 

on user judgment. 

Design 

The study used a mixed design, with cognitive load (low and high) as a between-subject 

factor and webpage prototypicality (low and high) and message strength (low and high) 

as within-subjects factors. 

Stimuli 

The study utilized a total of 48 webpages - 24 from commercial banks (12 low and 12 

high prototypicality) and 24 from apparel shopping sites (12 low and 12 high prototypi-

cality) - which were randomly paired with 48 organization-related messages for each 

participant. The messages included 24 low and 24 high message strength messages, 

with half being “About Us” company descriptions and half being company reviews by 

employees, each with a mean length of 71.3 words. The homepages were selected from 

a larger pool of 1032 bank homepages and 550 fashion homepages of homepages that 
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had previously been pre-rated on visual complexity, aesthetics, and prototypicality in 

separate crowdworker-based studies: webpages from both extremes of the prototypi-

cality rating distributions were screened for potential confounders (e.g., a bank’s coun-

try of origin and the number of branches, or type of apparel product) and selected in the 

high- and low-prototypicality groups. The messages were also chosen from a larger 

pool of 68 messages that were pre-rated on message strength (using three items: “The 

arguments of this message are convincing/strong/informative”). 

Participants 

We recruited 32 participants (17 female) by utilizing a dedicated emailing list from a 

local universitys (17 female, Mage = 25.0 years, SDage = 2.9). Half of the participants 

were from Germany, while the other half consisted of participants from Austria (5), 

Italy (4), and other countries (7). The majority of participants were students, with only 

one participant being fully employed and another participant in a traineeship. Out of 

the student participants, most studied social sciences (22), with others studying engi-

neering (5), natural sciences (2), or something else (2). Everyone in the study had nor-

mal color vision. 

Procedure 

After being provided with a study description and the eye-tracker calibration (Tobii 

TX300), the participants completed a demographic questionnaire, read a scenario, and 

completed 16 trials. The 16 webpages (eight banks and eight apparel shopping sites, 

four each with high prototypicality and four with low prototypicality) were randomly 

selected per participant, with care taken to ensure that all 48 webpages received an 

equal number of ratings. During each trial, participants viewed a pattern that they had 

to memorize for five seconds (the high load group had to remember five cells within a 

four-by-four grid, while the low load group had to remember two cells), read a message, 

viewed a screenshot of a homepage (1440px wide, full-page length, centered, scrolla-

ble) without a time limit, and then rated an organization. Finally, they reproduced the 

memorized pattern. A session lasted 35-40 minutes, and participants were paid ten eu-

ros for their time. Participants rated their intention to apply for a job at an organization 

on items using a seven-point scale (three items, adapted from [29], sample item: “If I 

were offered a job at this organization, I would accept it”, “Definitely not” to “Defi-

nitely would”), organization competence (three items, adapted from the ‘ability’ scale 

[30], sample Likert-type item “The organization provides good services”), and inten-

tion to purchase (three items, cf., [3], sample item “I would become a customer/client 

of this organization if I needed the type of services they offer,” “Very likely” to “Very 

unlikely”). 

Scenario 

Participants were given the following task scenario: “Imagine that you are looking for 

an assistant-manager job and have narrowed down the list of potential employers to a 
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few organizations that suit you location-wise and have openings. Consider each organ-

ization individually, and rate your preference for employment with each.” 

Classification of Fixations 

We classified each fixation as landing on a web primitive (text, image, or clickable UI 

element, Fig. 2) or semantic element (a header, footer, main content, menus, interactive 

forms, section titles, rotating banners, or social media areas) to investigate the effects 

of different elements on webpage perception. First, the fixations recognized by the eye-

tracker were cleaned of any fixations that landed outside of the webpage screenshot. 

Second, fixation location coordinates were mapped onto webpage screenshot coordi-

nates, with fixations that occurred during scrolling being filtered out (although the parts 

of the fixation that occurred before scrolling started were retained as separate fixation). 

Finally, each remaining fixation was automatically classified on whether it landed on 

an element or primitive, or as “other” if it landed on neither. The coordinates of ele-

ments and primitives were also extracted automatically. 

 

 

Fig. 2 Visualizations of gaze paths for three participants, overlaid on different web primitives: images 

(red), texts (yellow), and functional UI elements (green). The last participant (far right) appears to 

have explored the webpage superficially, with only a few fixations.  

 

Results 

A review of fixation histograms revealed that several semantic elements had few fixa-

tions (forms, titles, banners, and social media). Therefore, their fixations were 
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converted from counts to binary variables. With the exception of images, the fixation 

count distributions were positively skewed and were subsequently log-normalized. 

Since dwell time was redundant to fixation counts, it was dropped from the analysis. 

A series of linear mixed models were run for each of the three output variables (job 

attractiveness, organizational competence, and purchase intention), with participant ID, 

webpage ID, and message ID as random effects, domain (fashion vs. banks), and cog-

nitive load as moderators, and message strength and page height as extra fixed effects 

to control for. Fixation counts for each of the primitives or semantic elements were 

predictors (entered one at a time). Our results indicated that only fixation counts for 

textual and UI primitives, as well as for the webpage’s main body and menus, along 

with the total number of fixations on the entire page (Table 1), had a significant effect 

on the output variables. .Cognitive load did not affect the output variables and did not 

interact with fixations. A closer examination of the fixations on the controls (UI) and 

menus in the same model revealed that they were redundant. When fixation counts were 

combined with entire-page fixation counts in the models, their effects became insignif-

icant, and we retained only the entire-page fixation counts for further analyses. Finally, 

our findings revealed that message strength always had a significant effect on the output 

variables. 

A series of mixed models with the entire-page fixation counts as an output (Table 2) 

revealed that all three design variables increased the counts, as expected, as did the page 

height. On top of fixation counts, aesthetics always had an effect on the three output 

variables, whereas higher prototypicality increased only organizational competence, 

and complexity decreased all outputs but only for apparel (Table 3). 

Table 1. Linear mixed models (each row is a model) of employer attractiveness (JOB), organi-

zational competence (COMP), and purchase intention (PURC), with fixation counts (Fix), cog-

nitive load (Load, high load as a baseline), domain (Dmn, Banks as a baseline), message strength 

(Msg, high strength as baseline), and page height (H) as fixed effects. R2 indicates an improve-

ment in fit over the random effects-only model. Significant predictors (p < .05) are highlighted 

in gray. 

Out-

put 
Fixations on 

Beta coefficients 
R2 

Fix. Fix:Load Load Fix:dmn Dmn Msg Msg:Load H 

JOB 

Texts .17 -.11 -.13 -.05 -.06 -.32 -.14 .10 .07 

Controls .18 -.04 -.15 -.02 -.16 -.34 -.11 .10 .07 

Main body .15 -.10 -.17 .14 -.05 -.34 -.13 .06 .08 

Menus .11 .09 -.14 -.04 -.22 -.33 -.13 .15 .08 

Entire page .17 -.08 -.19 .08 -.07 -.34 -.11 .07 .08 

COM

P 

Texts .13 .12 .00 -.16 .11 -.32 -.03 .20 .07 

Controls .16 -.01 .01 -.12 -.00 -.34 -.02 .24 .06 

Main body .14 .03 -.01 -.08 .08 -.34 -.02 .19 .06 

Menus .15 -.04 .02 -.12 -.02 -.33 -.02 .26 .06 

Entire page .12 .07 -.02 -.09 .06 -.34 -.01 .21 .06 

PUR

C 

Texts .20 .04 .31 -.18 .37 -.17 -.16 .15 .07 

Controls .18 .06 .30 -.12 .22 -.18 -.24 .18 .07 
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Out-

put 
Fixations on 

Beta coefficients 
R2 

Fix. Fix:Load Load Fix:dmn Dmn Msg Msg:Load H 

Main body .18 .04 .27 -.05 .34 -.18 -.15 .12 .07 

Menus .18 .06 .32 -.17 .17 -.18 -.16 .22 .07 

Entire page .18 .11 .26 -.10 .31 -.18 -.13 .13 .08 

 

 

Table 2. A series of linear mixed models predicting entire-page fixation counts.  

Design Variable Beta coefficients 
R2 

DesV DesV:Load Load DesV:Dmn Dmn H 

Aesthetics .21 .00 .34 -.19 -.40 .37 .10 

Complexity .28 .04 .35 -.24 -.27 .30 .11 

Prototyp.Gr. .24 -.14 .28 .03 -.43 .44 .09 

 

Table 3. Linear mixed models, with the three design variables (DesV; high/low proto for 

DesV:Load interaction), entire-page fixation counts (Fix), and other variables as fixed effects. 

Out-

put 

Design Vari-

able 

Beta coefficients 
R2 

DesV DesV:Load Fix. DesV:Dmn Dmn Msg Msg:Load H 

JOB 
Aesthetics .21 -.07 .14 -.10 -.10 -.31 -.16 .03 .09 

Complexity .14 -.00 .15 -.33 -.15 -.31 -.17 .14 .09 

Proto.Gr. .23 -.11/-.25 .17 -.25 .06 -.33 -.12 .06 .08 

CO

MP 

Aesthetics .44 -.16 .08 -.29 .06 -.34 -.01 .11 .10 

Complexity .25 .12 .09 -.50 .05 -.33 -.02 .21 .09 

Proto.Gr. .48 .01/-.05 .10 -.36 .24 -.34 -.01 .20 .07 

PUR

C 

Aesthetics .33 -.02 .17 -.21 .30 -.24 -.01 .06 .09 

Complexity .28 .16 .17 -.56 .32 -.24 -.01 .13 .11 

Proto.Gr. .40 .26/.25 .18 -.53 .60 -.19 -.12 .11 .08 

 

Discussion 

The results generally aligned with expectations, with the three design variables having 

significant effects on the output variables: higher aesthetics increased all three output 

variables, while complexity decreased all three, but only for the apparel domain. In 

contrast, prototypicality only increased organizational competence (Table 3). Interest-

ingly, for the apparel domain, higher prototypicality decreased purchase intention, pos-

sibly indicating that users value novelty in fashion shopping but safety in online bank-

ing. In line with ELM, message strength affected all three variables, but its effect was 



270 

consistent under both high and low load, which was unexpected. We can speculate that 

either a more challenging, concurrent task is required (e.g., listening to a sequence of 

words and counting nouns while viewing a webpage), or that users perceive web design 

quality as a central, non-peripheral cue. 

Fixation counts were also influenced by all three design variables (Table 2). Higher 

aesthetics led to increased fixation counts, supporting the notion that users spend more 

time looking at aesthetically pleasing designs. Moreover, the effect of aesthetics on user 

preferences (Table 3) remained significant even after accounting for fixations, which 

were significant predictors of employer attractiveness and purchase intention, implying 

the existence of biases for fixated-on and aesthetically pleasing objects (cf., [8]). Com-

plexity increased fixation counts, consistent with webpage complexity being a proxy 

for “more items to look at” (cf., [26]), but did not interact with cognitive load, as ex-

pected from the load theory [27]. Higher prototypicality also increased fixation counts, 

suggesting that either prototypicality acted through aesthetics [11] or that users prefer 

to look at items that feel safer and more familiar, which prototypicality may correspond 

to [31].  

Fixations on several webpage components influenced user preference (Table 1). Sur-

prisingly, fixation on images did not have a significant effect, contrary to expectations, 

as higher numbers of images typically correspond to higher web page aesthetics [32]. 

This finding is consistent with past studies indicating that few fixations land on images 

during goal-oriented viewing [33], although the reasoning behind participants not fix-

ating on task-unrelated images may not apply to our free viewing task. None of the 

counts of fixations on specific elements or primitives had a stronger influence on user 

preference than the counts for the entire page. This implies that either the entirety of a 

webpage affects the user rather than its specific components, or that the user explores 

a webpage along a pre-defined, possibly learned pathway that includes looking at most 

of non-image parts of the webpage. 

Limitations 

The models (Table 3) only explained a modest amount of variance in user judgments 

of organizational goodness, and future studies may need to include other predictors, 

either design-based (such as the amount and quality of textual information) or demo-

graphic (such as individual disposition towards different business domains). Future re-

search may also need to incorporate goal-oriented tasks, such as searching for a specific 

piece of information, because some of our participants may have taken advantage of 

the free-viewing task and viewed webpages too briefly (resulting in very few fixations) 

to be realistically influenced by their design. 

Finally, larger studies with more participants may be necessary to re-test whether some 

of our insignificant results were caused by Type 2 errors. For example, with 134 par-

ticipants, the insignificant effect of on-image fixation counts on purchase intention 

(beta coef. = .13, when in a model similar to those in Table 1) could become significant 

(power = 81%, CI.95 = 71.93 - 88.16). Similarly, the interaction between message 

strength and cognitive load (eff. size = -.16, Table 3, first row) that was expected based 

on the ELM but remained unobserved in our study might have been significant (power 
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= 81%, CI.95 = 71.93 - 88.16) in a study with 156 participants. Therefore, future re-

search with a larger sample size may help confirm or refute some of the non-significant 

findings reported in this study. 

Conclusion 

The paper examined the effects of webpage design on user perception of an organiza-

tion, using eye movements as a relevant descriptor of both design features and percep-

tion. The study was novel in investigating the effect of one design variable – prototypi-

cality - while also corroborating past findings on the impact of webpage aesthetics and 

complexity on website and organization perception. Our observation of both aesthetics 

and fixation counts being significant (Table 3) contributes to the ongoing debate about 

the nature of preference - whether people prefer to look at nicer things or like things 

they look at more [8] - implying that both principles apply. Finally, our investigation 

into the relative contributions of different webpage elements to webpage perception 

(Table 1) was also novel, as previous research had primarily focused on specific fea-

tures (e.g., images of human faces [34]) rather than on the contributions of different 

element types and groups. Our results suggest that overall fixation counts may explain 

appreciation and judgment better than individual counts for different element types. 

Overall, this paper sheds light on the complex relationship between webpage design 

and user perception, highlighting the utility of multiple visual variables to webpage 

design practice, and eye movement patterns to user experience practice. 
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Abstract. With the rise of biosignal sensor technology and the wide adoption of 

wearables like smartwatches, the ability to collect high-quality human biosignals 

in the field has grown rapidly. Researchers may use these signals to investigate 

human states like emotions or workload and design advanced adaptive systems. 

However, processing biosignals is highly complex, limiting access to the signif-

icant potential of biosignals to domain experts only. To provide accessibility to 

biosignals for the NeuroIS community and researchers in general on a large scale, 

we present the concept of HUBII, the open Human Biosignal Intelligence plat-

form. HUBII deploys biosignal processing, modelling, and consumption pipe-

lines. It allows researchers to easily use these pipelines and contributes with mak-

ing biosignal processing accessible, transparent through its open character, and 

existing work of other researchers reusable. 

Keywords: Biosignals, Processing, Modelling, Platform, NeuroIS 

Introduction 

With the rise of biosignal sensor technology and wearables like smartwatches or 

chest belts the ability to collect high-quality biosignals of humans has increased, not 

only in the lab but also in the field. Biosignals are autonomous signals produced by 

organisms, energetically measurable in physical quantities using sensors [1]. Body-at-

tached wearables are able to capture electrical biosignals such as heart activity meas-

ured by electrocardiography (ECG), muscle activity recorded by electromyography 

(EMG), eye activity measured by electrooculogram (EOG), or skin conductance meas-

ured by electrodermal activity (EDA). Further, there are kinematic, optical, chemical, 

acoustic, and thermal biosignals which can also be measured via today’s smartwatches 

through sensors. Collected biosignals, in combination with machine learning (ML) 

techniques, bear huge potential to recognize human traits and states, for example, per-

sonality, flow, cognitive workload, or emotions [2–5], and understand human behavior. 

Thereby, systems may become adaptive and support the user in productivity and well-

being. This offers a unique opportunity for the field of NeuroIS for the design and ap-

plication of innovative neuro-adaptive systems [5] (for example, passive brain-com-

puter interfaces [6]).  

While the ability to collect biosignals has grown rapidly, processing and analyzing 

them is highly complex and still poses multiple challenges. Depending on the specific 

sensor and its technical characteristics, data processing requires multiple steps. On the 
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one hand, applying these steps in individual projects requires not only expert 

knowledge but is time-consuming, not trivial, and highly individual to each project. 

Consequently, despite the vast potential of biosignals, access to them and their usage 

on a large-scale is still restricted. As a result, this hinders the large-scale adoption of 

biosignal-based empirical research and design science research, e.g., designing user- 

and neuro-adaptive systems.  

This challenge is, for example, similar to the accessibility gap of ML knowledge or 

natural language processing (NLP) in the past. While ML techniques provided signifi-

cant potential and still do the access to it was often limited to experts from statistics, 

data, or computer science. To overcome this gap, automatic ML platforms (i.e., Au-

toML) arose, which provide access to ML modelling, training, and prediction without 

detailed code knowledge [7]. Similarly, the famous platform Hugging Face (www.hug-

gingface.co) opened the closed domain of NLP techniques for users by provisioning 

the python-based transformers library. This gave easy access to NLP models and da-

tasets on a large scale with a standardized interface. For biosignals, however, such a 

solution is not yet in sight. 

We suggest providing this accessibility for the NeuroIS community and supporting 

standardized processing and analysis of human biosignals on a large scale for different 

applications. In this paper, we present a first architectural concept and a prototypical 

implementation of the Human Biosignal Intelligence (HUBII) platform. The platform 

consists of three tightly integrated building blocks, the biosignal processing, modelling, 

and consumption blocks. The HUBII platform may support IS researchers and related 

fields which are not deep experts by making biosignal processing accessible. Second, 

it makes processing and analysis transparent through its open and easily expandable 

character. Finally, it makes existing work reusable for others and promotes efficient 

processing solutions. With this paper, we want to stimulate a discussion in the NeuroIS 

community on the potential of such an “intelligence platform” supporting human bi-

osignal processing on a large-scale. 

The Open Human Biosignals Intelligence Platform HUBII 

The overarching goal of HUBII is to become a platform for researchers to process 

and analyze biosignals as well as model and predict human traits and states based on 

these biosignals. The idea of HUBII is that researchers alike can process and analyze 

their collected biosignal data with very low effort, and either receive preprocessed 

“clean” features from their data or get predictions for specific human traits and states 

directly. Thereby, everybody has easy-to-use access to biosignal data processing and 

classification with HUBII which is transparent to the public at scale.  

Figure 1 presents the architectural concept of the HUBII platform. At its core HUBII 

consists of three building blocks. The building blocks contain the processing and anal-

ysis of biosignal data as well as prediction of human traits and states. For the different 

biosignals, HUBII deploys one or multiple pipelines that are explicitly designed to run 

the specific data stream. Each of these pipelines is connected to one of the three funda-

mental building blocks: The (1) Biosignal Processing building block in which the raw 

data is processed into analyzable features, the (2) Biosignal Modelling building block 
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in which modelling pipelines are hosted and models are trained, and the (3) Biosignal 

Consumption building block for providing services to prediction of human traits (e.g., 

personality) and states (e.g., emotions, workload). 

 

 

Fig. 1. Architectural concept of the HUBII platform with three building blocks. 

 

In the following, we shortly outline the capabilities of HUBII along the three build-

ing blocks introduced above: 

1. Biosignal Processing. This building block focuses on the processing of the biosig-

nal raw data delivered from the sensor to derive relevant features from it. As de-

picted in Figure 1 the biosignal raw data is provided by a specific sensor technology, 

e.g., an ECG in a smartwatch or chest strap. The data is sent to HUBII via a stand-

ardized API call. In the API call, the pipeline, the specific sensor, the data format, 

and sensor specific parameters are defined. For example, for an ECG signal it would 

be required to articulate that the biosignal raw data is provided by a smartwatch 

(e.g., Samsung Galaxy Pro 5) in a corresponding data form (e.g., JSON). These 

predefined formats assure a sufficient data processing and quality level. Further-

more, the sliding window to derive the time-related features should be defined. Sub-

sequently, the corresponding ECG pipeline processes the data, extracts the relevant 

features, and stores them in an appropriate format such as in a time series format for 

heartrate data. In addition, HUBII provides the ability to upload self-reported sub-

jective labels for human traits and states (e.g., collected via experience sampling 

method) together with the biosignal raw data. This enables the creation of training 

data sets with labels as input for biosignal modelling. 

2. Biosignal Modelling. The modelling building block hosts pipelines to create bi-

osignal-based classification models for human traits and states based on collected 

training data. The training data not necessarily has to be processed by the biosignal 

processing building block of HUBII. It is also possible to upload existing training 

datasets that contain pre-processed features and relevant labels (with regards to the 

specific trait or state). Furthermore, it is worth mentioning that the proposed mod-

elling pipelines support combining multiple biosignals following a multimodal 
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approach. Subsequently, the modelling layer applies multiple supervised machine 

learning algorithms as part of the modelling pipeline. As a result, HUBII users re-

ceive the trained models and the evaluation metrics for them. Another feature of 

HUBII is that models can be uploaded to HUBII and subsequently hosted in the 

consumption building block as publicly available service. 

3. Biosignal Consumption. The third building block of HUBII focuses on supporting 

consumption. Models for multiple human traits and states are hosted in pipelines. 

The consumption building block takes processed biosignal data in form of specific 

features as input and returns a value for a specific trait (e.g., personality) or state 

(e.g., emotion, workload). The resulting information can be used for multiple pur-

poses in HUBII-based applications, e.g., to analyze human traits and states or design 

specific user-adaptive systems. The input features, thereby, do not have to belong 

to one biosignal only. For example, emotion can be predicted following a multi-

modal approach based on a fusion of ECG, acceleration, and EDA biosignals. 

 

With HUBII, we intend to provide an integrated platform to process biosignals data 

towards analyzable features, allowing to model and develop robust classifiers, and 

providing seamless ways to receive predictions about human traits and states such as 

emotions or cognitive workload based on hosted ML models. With these functionali-

ties, HUBII will provide key benefits to the NeuroIS community: 

Accessibility. HUBII allows users to access biosignals processing, modelling, and 

consumption capabilities without deep knowledge on the programming steps in the re-

spective building block. This allows a much larger group of users to leverage biosignals 

for understanding human behavior and giving it access to design advanced user- and 

neuro-adaptive systems. This may strongly accelerate the development of NeuroIS re-

search. 

Reuse. Today, many researchers interested in biosignals are developing individual 

code to process, model, or consume biosignal data depending on the biosignal sensor 

technology, the signal in use, and the human trait and state of interest. After the usage, 

no other researcher is likely using the developed code again which makes the develop-

ment inefficient and fragmented. This in turn, prevents learning from previous mistakes 

and, thereby, hinders progress in research findings. On HUBII, a multitude of pipelines 

is hosted and reused. As beneficial effect, efficient and effective pipelines are used and 

represent a natural selection of high quality biosignal pipelines. 

Transparency. The pipelines hosted on HUBII shall be transparent. That means that 

the steps each pipeline does will be documented in a transparent way to let researchers 

understand the corresponding process activities. Together, with the respective outputs 

of the pipelines and a clear description, there will be functions to receive a detailed list 

of conducted steps and the computational methods used. Following an open science 

approach [8, 9], as a result, researchers can refer to the pipeline as to proof good prac-

tices which are easily replicable and justifiable. 
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Empirical Research and Design Science Research Perspective on HUBII 

For a better understanding on how to use the HUBII platform, we want to outline two 

different perspectives with a focus on empirical and design science research. These 

perspectives emphasize different capabilities of HUBII for different purposes: 

1. Empirical Research Perspective: First, HUBII shall be a platform for empirical 

researchers who aim to investigate socio-technical phenomena leveraging biosig-

nals. Due to the advantages of its accessible and transparent building blocks it is 

possible to leverage HUBI in different forms: First, in the biosignal processing 

building block they can derive analyzable features from their raw data. Afterwards 

researchers have two options. They can use the received features for an analysis in 

their empirical study. Alternatively, they can use the results of processed features 

to receive a prediction for specific human traits or states in the consumption build-

ing block. Depending on the target prediction they can use the results of multiple 

processing pipelines. For example, prediction of cognitive workload might be based 

on the ECG and EEG features. This is defined by the prediction pipeline used. Over-

all, the focus in empirical research is to leverage HUBII capabilities for processing 

biosignal data as part of empirical studies.   

2. Design Science Perspective. Besides the capabilities to support analyzing biosig-

nals and provide predictions for specific human traits and states, HUBII provides 

functionalities for researchers to finetune models to predict traits or states or create 

new models based on biosignal data. Furthermore, HUBII targets supporting the 

design of user-adaptive systems that process biosignals in real-time and trigger sys-

tem-generated adaptations automatically. This is the design science perspective of 

HUBII. Design science researchers may upload their collected signals (e.g., heart 

rate) in combination with labels to the respective pipeline. This is a key difference 

to the HUBII empirical research perspective. In the biosignal processing building 

block the corresponding pipeline derives features explicitly tailored depending on 

the uploaded labels. For example, heart rate features are based on the sliding win-

dows defined by the labels and their definition. Subsequently, the modelling build-

ing block is intensively used by design science researchers. As results, researchers 

receive trained models and the evaluation metrics for the models. In a subsequent 

step, the models can be deployed in the consumption building block and support 

designing user-adaptive system on top of it.   

Exemplary HUBII Platform Services 

HUBII11 is made available to the public to allow researchers to leverage its benefits. 

To highlight the potential of HUBII, we describe two exemplary services that we al-

ready provide on HUBII with a specific focus on the capabilities of the biosignal pro-

cessing building block:  

(1) Heart Rate Variability (HRV) Service. A usual task for research leveraging heart 

rate measurements is the derivation of features from the raw ECG signal. In this case, 

we provide a service through the biosignal processing building block for extracting time 

 
11 You find HUBII under the following URL: www.hubii.world 
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domain and frequency domain HRV features. In the current pipeline implementation, 

the raw signals of a Polar H10 chest belt sensor are taken as input. Since the data trans-

mission rate of the Polar H10 sensor is 1 Hz, raw data does not need to be down-sam-

pled. Raw data may be uploaded either via an integrated user interface in CSV format 

or via a programmable API request in JSON format. As a result, users receive the time 

domain and frequency domain HRV features of the input data in a JSON or CSV for-

mat. The HRV processing pipeline is available under www.hubii.world/processing/hrv-

01. 

(2) Audio Diarization Service. Audio is a rich biosignal by which humans transfer 

language and content. An important processing step required for audio signals with 

multiple speakers involved is the derivation of speaker assignment and corresponding 

text extraction. We provide this service out of the box via the HUBII biosignal pro-

cessing building block. Users can upload an audio file (mp3, wav) with dialogues of 

individuals. The service segments the speakers’ contributions (utterances) and tran-

scribes the segments of the speakers into textual content. The resulting content can be 

downloaded in CSV or JSON format. The diarization processing pipeline is available 

under www.hubii.world/processing/diarization-01. 

Future Research  

In this paper, we present the concept of the HUBII platform. HUBII provides access 

to biosignal processing, modelling, and consumption capabilities for human traits and 

states based on biosignals for researchers. With HUBII, we aim to contribute to Neu-

roIS research by leveraging different types of biosignals with three main aspects. First, 

HUBII makes biosignal processing, modelling, and consumption accessible to a larger 

group of researchers. Second, it makes biosignal insights not only accessible but also 

research much faster since researchers can build on the work of others. Third, it pro-

vides a standardized way for conducting research leveraging biosignals through its 

transparent nature. Finally, it allows researchers to develop HUBII-based applications 

such as user- and neuro-adaptive systems building on the capability of analyzing bi-

osignals and predicting human traits and states. 

We have planned two next steps for HUBII. Beforehand, we believe it is important 

to mention that HUBII has to be designed in accordance with ethical principles and data 

privacy rules. We plan to particularly keep this in mind when we develop HUBII to-

gether with the community based on a ethical conform DSR approach [10, 11]. Based 

on this assumption, we, first, want to further enhance the capabilities of HUBI and bring 

more pipelines in each of the layers on the platform. These pipelines should allow for 

processing more biosignals (e.g., audio, EDA, etc.) and derive features from them for 

further analysis. Second, HUBII shall become a community platform on which all 

members of the NeuroIS research community may contribute by allowing everybody 

to push stable pipelines to the platform. Our core objective is to let HUBII become a 

central portal for uploading biosignal datasets and models. This creates a living ecosys-

tem and accessible value for future researchers. 
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NeuroIS at 15: What Were We Writing About? 

Jacek Gwizdka  

School of Information, The University of Texas at Austin, USA 
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Abstract. NeuroIS Retreat celebrates 15 years in 2023. To reflect on the topics 

presented at the retreats, we conducted two kinds of analyses of papers published 

in NeuroIS proceedings. First, an analysis of titles, abstracts and author-provided 

keywords (2015-2022); second, an analysis of full texts of all published NeuroIS 

proceedings (2011-2022). These analyses illustrate which topics remain in focus, 

how the topics have evolved over the past years, and which new topics come on 

the horizon. Our aim is to contribute to the field's retrospective and to support 

reflection. 

Keywords: NeuroIS, Text analysis, NLP, Retrospective, Topics, Methods, Tools 

Introduction and Background 

NeuroIS has emerged as an interdisciplinary field of research that integrates neuro-

science and neurophysiological tools and theories with information systems (IS) re-

search to gain deeper insights into the development, adoption, and impact of infor-

mation and communication technologies. As the NeuroIS Retreat reaches its 15th an-

niversary in 2023, it's worthwhile to reflect on its history.  

Inspired by the previous reviews (e.g., [1, 2]) and the survey of past NeuroIS Retreat 

attendees conducted to assess the current state of NeuroIS at the 10 year anniversary 

[3], we conducted a review and analysis of published NeuroIS proceedings using semi-

automated methods and analyzed author keywords, titles, abstracts (2015-2022) and, 

separately, full-text of papers (2011-2022). In contrast to the previous reviews, we em-

phasize how the topics and methods have changed over time.  

Method 

Our text analysis (titles/abstracts/keywords and full text) approach rests on the as-

sumption that theories, concepts, methods, and tools need to be expressed verbally to 

be presented and discussed. We used two sources of information, 1) titles, abstracts and 

author keywords from the proceedings published by Springer (2015-2022), and 2) full 

text extracted from PDF files of all published NeuroIS proceedings (2011-2022). We 

first describe our procedure for the full text processing. 
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In the full text NLP analysis, the frequency of word usage in the papers serves as an 

indicator of the prevalence of a specific topic, concept, method, or tool employed in 

research. The full text analysis was conducted using natural language processing (NLP) 

techniques in Python, the entire text of NeuroIS proceedings from 2011 to 2022 (as 

shown in Table 1) [4–14] was processed and analyzed. Full text of all papers (only 

abstracts were published during the years 2011-2013) was extracted from PDF files 

using PyPDF2 library. Title pages, tables of contents, keynotes, and author indexes 

were skipped. Next, the text was processed using nltk and spaCy, the text was to-

kenized, lemmatized, and stop words were removed.  

Table 1. NeuroIS proceedings' characteristics 2011-2022 

Year No of papers Pages Word count Cleaned word count 

2011 10 8 4742 2776 
2012 22 24 16271 9322 
2013 23 26 16678 9265 
2014 15 + 15 posters 57 41505 22881 
2015 29 221 58261 33939 
2016 24 201 58418 33394 

2017 24 214 60791 35481 
2018 32 278 84497 47431 
2019 40 359 110275 62962 
2020 41 379 124850 69886 
2021 27 262 83683 45875 
2022 35 361 106480 60485 

The list of keywords was processed by functions from nltk to obtain their fre-

quency and the frequency of bigrams and trigrams. The resulting lists were then man-

ually evaluated across all years, with consideration given to the definition of NeuroIS 

by Riedl et al. [15], NeuroIS fundamentals books [16, 17], and our general knowledge 

of the field. As a result of this process, a comprehensive list of 240 frequently occurring 

words and bigrams was compiled. Words and phrases were further aggregated based 

on their synonymy (see Table 3 in the Appendix). For simplicity, we will refer to the 

aggregated words/phrases as words. For each individual and aggregated word in this 

list, its relative occurrence frequency (%) in each proceeding document was calculated. 

The use of relative frequency makes this analysis independent of the proceedings' 

length. However, less space in the shorter proceedings from 2011 to 2014 (in 2011-13 

abstracts only, and in 2014 three-page-long papers) could affected word usage in these 

papers. The data set will be made available to other researchers. The relative frequen-

cies of words/phrases across years 2011-2022 are shown in faceted area charts in fig-

ures: Fig 1, Fig 2, Fig 4, Fig 6, Fig 8, Fig 10, and Fig. 11. Although the variations in 

the frequency of words in proceedings (shown in these figures on y-axis) are meaning-

ful indicators, our intention is not to make direct quantitative comparisons between 

words’ relative frequencies, but rather to make qualitative comparisons and examine 

changes in each word’s relative frequency of use over time. 

In the analysis of titles, abstracts, and keywords, the author-provided keywords were 

manually aggregated based on their synonymy and utilized directly in the analysis. 
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Author keywords assigned to NeuroIS papers 2015-2022 are summarized quantitatively 

in Table 2. We observe a high number of unique keywords. This makes us recommend 

using a controlled vocabulary for keywords, such as the ACM Computing Classifica-

tion System, (https://dl.acm.org/ccs). Titles and abstracts were processed in a similar 

fashion as the full text, resulting in the inclusion of a few additional words that were 

added to the original author keywords – we will refer to this enlarged set of keywords 

as all-keywords. The synonymous keywords that referred to the same concept were 

combined, resulting in a reduced number of "processed" keywords (Table 2). The key-

words were manually reviewed.  

Table 2. NeuroIS author-provided keyword characteristics 2015-2022 

Year No. of 

papers 

Keyword 

count 

Unique key-

word count 

Proportion of 

unique keywords 

Processed key-

words count 

Proportion of unique 

processed keywords 

2015 29 133 120 90.23% 94 70.68% 

2016 24 120 102 85.00% 74 61.67% 

2017 24 126 114 90.48% 90 71.43% 

2018 32 143 124 86.71% 98 68.53% 

2019 40 196 171 87.24% 131 66.84% 

2020 41 200 165 82.50% 127 63.50% 

2021 27 133 119 89.47% 96 72.18% 

2022 35 168 151 89.88% 114 67.86% 

Due to the large number of papers (252) and associated keywords, we opted to ana-

lyze and visualize keywords that were assigned to at least two papers in a given year. 

Keywords which were assigned to only one paper in a year accounted for less than 5% 

of the total papers in that year, and were excluded from this analysis. Keywords in-

cluded in the analysis were used to generate heatmaps (Fig. 3, Fig. 5, Fig. 9). Addition-

ally, these keywords were used to generate word clouds for years 2015-22 (Appendix 

Fig. 12).  We believe that the heatmaps created from all-keywords and the area charts 

created from full-text analysis provide complimentary views of topics of interest in 

NeuroIS retreats. 

Analysis 

Our analysis aims to illustrate patterns emerging over time, as well as the variations 

in the prevalence of themes, topics, methods and tools. 

Scientific Fields  

Our analysis begins by examining the scientific fields which influence NeuroIS. It’s 

hardly surprising that Psychology, Physiology, Neurophysiology and Neuroscience 

continue to be referenced in the NeuroIS papers (Fig 1).  
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Construct Categories  

Dimoka et al. [18] developed a list of 34 constructs of interest to IS research. The 

constructs were grouped into four high-level categories: cognitive, emotional, social 

and decision-making processes. We examined the same categories by using their re-

spective keywords (including their synonyms) in the full-text analysis (Fig 2). 

 

Fig 1. Scientific fields mentioned in years 2011-22. In this and the following area charts, y-axis 

show the relative frequency (%) of a concept in each year (i.e., in each proceedings). 

 

Fig 2. The four main construct categories (2011-2022). 

Comparing Fig 2 to Fig. 4.2 in Riedl & Léger [1] (where 43% papers were found to 

have a focus on cognitive, 39% on emotional, 14% on social and 3% on decision-mak-

ing processes), we see similar proportions, except for decision-making processes, 

which became somewhat more prominent in NeruoIS research since 2014 (see also Fig. 

3 in the next section). This indicates that the focus on high-level constructs described 

in 2011-2014 NeuroIS papers [1] remain roughly similar across 2011-2022.  

Research Topics 

Next, we analyze all-keywords, where each keyword is assigned to specific papers 

and thus, enables us to show proportion (%) of papers associated with that keyword in 

each year.  
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Fig. 3. Heatmap of topics related to cognitive processes created from all-keywords (NeuroIS 

papers 2015-2022). In all heatmaps, the cell values depict the percentage of papers associated 

with a keyword in a particular year in which the keyword was used. The rows in each heatmap 

are sorted on the average frequency of a keyword use per year (shown in the right-most column). 

First, we discuss topics topics related to cognitive processes (Fig. 3, Fig 4). Topics 

related to decision-making, attention and cognitive load continue to be of strong interest 

in NeuroIS community. Decision-making-related papers frequently constituted 20-25% 

of the proceeding’s papers, and overall, 17% of all papers (2015-22). This is somewhat 

in contrast with the recent survey results [3], where 10% of respondents indicated their 

current focus on decision-making and only 6% as future focus.  

Cognitive-load (CL) was proposed as one of the opportunities in NeuroIS in the 

2012 seminal article by Dimoka et al. [19]. Accordingly, we see a clear interest in CL 

across years. While CL-related papers were more frequent in earlier years (2015-2017: 

~20%), more recently (2018-2022) there were fewer papers related to CL (5-15%). This 

observation is in line with the 2018 survey, where 25% respondents indicated CL as of 

past importance and only 5% said that CL needs more attention [3]. 

Although papers related to attention make up 15% of all papers, the interest in this 

topic seems to have peaked between 2017 and 2018, but has since shown a decline. On 

the other hand, mind wandering is a relatively new topic that emerged around 2018. 

Full-text analysis (Fig 4) generally shows similar patterns. A few topics not present 

in the heatmap, but present in the area chart, include executive function, habituation, 

and bias. Since 2015 we observe some, but still very small, interest in bias (“bias” 

includes cognitive bias, bias susceptibility, and processing bias). 

 
Fig 4. Research topics related to cognitive processes across years 2011-2022. 
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We also examined other topics in the all-keywords and in the full-text analysis. 

 

Fig. 5. Heatmap created from other topics in all-keywords (NeuroIS papers 2015-2022).  

Papers related to design (design science/research) represent 20% of all papers. Bio-

feedback and process (process science) constitute just above 10% of all papers. The 

NeuroIS community has consistently demonstrated varying levels of interest in physi-

ology-related topics (overall mean 6.3%). 

Authors of the survey conducted among the NeuroIS attendees at the 10th anniver-

sary [3] observed that: “emotional processes will likely be a key topic”. We see a steady 

interest in emotional processes from the beginning of the NeuroIS retreat (Fig 2, Fig. 

5). This interest seems to have always been there and so it is hard to draw a conclusion 

about emotions becoming a key interest.  

Although stress can have physical and cognitive components, it is often considered 

to be an emotional process and thus it is shown as one of the emotional processes (Fig 

6). Stress is one of the areas with a strong interest. All-keyword analysis shows an av-

erage of 9.2% stress-related papers, with the peak of 19%  in 2018 and no papers in 

2021 (Fig. 5), while the full-text analysis (Fig 6) shows somewhat weaker interest in 

stress in 2021-22. This finding may be partially reflecting the 2018 survey results, 

where over 40% respondents indicated that stress is of “past importance” [3].  

 
Fig 6. Research topics related to emotional processes across year 2011-2022. 



287 

 

From the full-text analysis (Fig 7), there appears to be a decreasing interest in several 

areas, such as design science, and information search. Furthermore, the level of interest 

in technostress, usability as well in technology acceptance appears to be declining.  

 
Fig 7. Other research topics of interest across year 2011-2022. 

A few new topics of interest are emerging (Fig. 5, Fig 8). The interest in extended 

reality (XR), artificial intelligence (AI) / machine learning (ML) and misinformation 

has emerged, with a noticeable increase each year since 2017/2018. This is not surpris-

ing, given the recent developments in technology and society.   

 
Fig 8. New research topics of interest across years 2011-2022. 
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Methods and Tools  

We analyzed all-keywords and full-text to examine the methods and tools which are 

used in NeuroIS research. Our findings match to some extent findings from Riedl & 

Léger [1] (Fig 4.3), Riedl et al. [2] and the results from the survey [3]. We note that [1] 

reviewed papers published at NeuroIS retreat 2011-2014, while [2] reviewed a much 

broader set of publication venues (55 journals and 13 conferences). The latter may be 

the reason behind the differences between findings reported in [2] and in this paper. 

EEG and eye-tracking are the two top methods/tools (all-keyword analysis shows 

25% and 22% papers on the average respectively), and thus most likely they will remain 

of high relevance in the future. EEG continues to be one of the most commonly used 

tools, with the past reviews showing 25% in 2011-2014 [1] and 37% in 2008-2017 [2].  

The aggregated keyword “eye” is closely related to eye-tracking, it includes eye-

related measures (such as fixations, saccades, blinks, but not pupil dilation, which is 

considered here separately). Eye-tracking measures without pupil dilation are not al-

ways considered as constituting NeuroIS (e.g., [2]). We argue that they should be con-

sidered NeuroIS measures since the phenomena, such as eye fixation duration and gaze 

direction, are controlled by the nervous system, hence similarly as [1] we include them 

in Fig. 9, but, for clarity, we separate pupil dilation. Pupil dilation measurement was 

employed in most years (as seen from full-text analysis in Fig 10). The average number 

of papers per year is 4.9% which is lower than 10% reported in [2] for 2008-2017. The 

all-keyword analysis shows absence of pupil dilation in papers in 2019, 2021-2022 (Fig. 

9). 

The cardiovascular system measures (heart rate (HR) and electrocardiogram (ECG)) 

were mentioned every year starting 2012 (Fig 10). The average proportion of papers 

using these measures is similar to findings reported in [1] at around 8%, but lower than 

22% reported in [2]. However, fMRI and GSR seem to show a much lower pick-up, 

namely 5.4% and 4%, respectively. This can be contrasted with 16% (fMRI) and 15% 

(GSR) in 2011-2014 NeuroIS papers [1] and 15% (fMRI) and 19% (GSR) in 2008-

2018 [2]. The fMRI and GSR tendency observed by us in all-keyword analysis is con-

firmed by the trends shown in Fig 10. Less frequent use of fMRI could, perhaps, be 

explained by its potentially lower acessibility and the cost [19]. GSR was mentioned 

almost every year, but there seems to be a trend of diminishing interest over time. We 

are unsure why the number of papers which use GSR is shrinking. Perhaps as more 

methods and tools become available, the average use of each becomes less frequent.  

 

 
Fig. 9. Heatmap created from method and tool all-keywords (NeuroIS papers 2015-2022).   
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The interest in EMG suggested by the survey results [3] is not confirmed, as we did 

not find any mention of EMG. While the interest in various aspects of facial expression 

has been growing since 2017 (Fig 10), it remains relatively small.  

 
Fig 10. Measurement methods and tools across years 2011-2022. 

 

 
Fig. 11. Specific brain areas mentioned in NeuroIS proceedings 2011-2022. 
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Brain Areas  

We examined phrases (bigrams and trigrams) extracted from proceedings full-text 

for the names of brain areas. We identified nine areas shown in Fig. 11. These areas are 

not meant to be non-overlapping or non-mutually-exclusive. We found that prefrontal 

cortex continues to have a growing presence. Brodmann area was initially present in 

2012 and then mentioned in 2018-2019. Other brain areas come occasionally into focus.  

Conclusions 

NeuroIS is a dynamic and exciting field that offers many opportunities for interdis-

ciplinary collaboration between neuroscience and IS researchers and beyond. It has the 

potential to make significant contributions to our understanding of human behavior and 

decision-making in the digital age. The analyses presented in this paper illustrate how 

the topics of interest, methods and tools have evolved over the past 12 years, highlight-

ing the increasing breadth of interests within the field. These findings are expected to 

stimulate reflection and promote further advancements in NeuroIS research. 

 

Our approach has a number of limitations. First, the analysis based on titles, abstracts 

and keywords is mainly dependent on the keywords provided by papers’ authors. This 

emphasizes the importance of selecting good descriptors by authors. The large number 

of unique author keywords points us to recommend creating (or adopting) and using a 

controlled vocabulary. Keywords from controlled vocabulary could be combined with 

more specific keywords supplied by authors.  

Second, our full-text analysis used proceedings’ PDF files. The process of extracting 

text from digitally-born PDF documents may not be completely accurate, as errors can 

occur in extracting ligatures, such as "ff" and "fi". Additionally, there is the possibility 

of human bias, as the use of words in papers depends on the authors' writing styles, with 

some authors tending to repeat words more often than others. Additionally, the personal 

beliefs and knowledge of the authors of this paper could have potentially influenced the 

selection of keywords for the analysis, which could have led to the omission or mis-

classification of important concepts. 
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Appendix  

Table 3. Selected synonyms applied in the text analysis 

Concept Synonyms 

cognitive (processes) 
cognitive (includes: cognitive process, cognitive processing, cognitive fit), cog-
nition, perception, attention (including: attention, attentional control, atten-
tional resource, concentration), perception, perceptual 

emotion; emotional 
(processes) 

affect, affective, affective processing, affective state, emotion, arousal, emo-
tional 

cognitive load 
cognitive workload, cognitive load, cognitive-load, mental workload. mw, 
workload, mental effort, mental load, cognitive demand, cognitive effort, infor-
mation overload, cognitive overload, memory load 

decision-making (pro-
cesses) 

decision making, decision-making, decision inertia, decision maker, decision 
quality, making decision, make decision, decision process, decision uncer-
tainty, decision making process, decision effort, decision support, decision 
phases, decision modeling, decision trees, decision delegation 

design science 
design oriented research, design theory, design research, design science, design 
science research, design artifact, design artefact, design process 

usability usability, usefulness, ease use, ease of use, user experience, UX 

consumer behavior 
consumer behavior, consumer decision making, online shopping, online pay-
ment, product choice, purchase decision, auction, neuromarketing 

information search 
information search, information avoidance, information seeking, information 
retrieval 

stopping behavior stopping behavior, stop search, stop seeking, stopping 

misinformation misinformation, misinform, disinform, false headline, false news, fake news 

bias bias, cognitive bias, bias susceptibility, processing bias 

fMRI fMRI, functional magnetic resonance 

fNIRS fNIR, fNIRS, near-infrared spectroscopy 

EEG 
EEG, electroencephalograph, electroencephalogram, consumer-grade eeg, re-
search-grade eeg, mobile eeg 

ERP 
ERP, ERPs, event-related potential, event related potential,                        
event-related brain potential, event related brain potential,                                
perturbation-evoked potential 

EFRP EFRP, FRP, eye fixation related potential, eye-fixation related potential 

eye-tracking eye tracking, eye-tracking, eye tracker, eyetracking 

eye eye gaze, eye movement, eye blink, eye fixation, saccade 

pupil dilation pupil dilation, pupillary, pupillometry 

heart rate (HR);  
cardiovascular system 
measures  

heart rate, HRV, HR, ECG, blood pressure (BP) 

GSR 
skin conductance, EDA, electrodermal, electrodermal activity, galvanic skin 
response, GSR, SCR 

facial expression facial expression recognition, facial expression, facial emotion, facial activity 
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Fig. 12. Word clouds created from titles, abstracts & keywords (NeuroIS papers 2015-2022). 
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Abstract. The COVID-19 pandemic has forced people to work, study, and com-

municate remotely, leading to a surge in the popularity of videoconferencing. 

However, prolonged and/or inappropriate use of videoconferencing tools may 

result in videoconferencing fatigue (VCF). This work-in-progress paper proposes 

an experimental research design which aims to determine how different video 

layouts are associated with VCF. A pilot study explored the impact of different 

video layouts on VCF, stress, engagement, and multitasking during a videocon-

ferencing session. The pilot study, despite its limitations, offers first insights into 

the effects of video layouts on the well-being of participants and can provide a 

foundation for future research. 

Keywords: Videoconference Fatigue (VCF) · Zoom Fatigue · Digital Stress · 

Video Layout · Distant Education · Experimental Design · Technostress 

Introduction 

Due to the global lockdown and social distancing policies initiated during the COVID-

19 pandemic, videoconferencing tools were massively adopted to enable people con-

tinue to work, study, and interact socially.  Some of the well-known videoconferencing 

solutions that are widely adopted include Zoom, Microsoft Teams, Google Meet, 

Skype, and Cisco Webex. 

Videoconferencing solutions are particularly important in education because they 

allow students to learn from a distance. During the pandemic, universities all over the 

world had to switch to remote learning to maintain their teaching activities. Students 

could connect with their teachers and classmates through videoconferencing platforms. 

Even though videoconferencing offers advantages such as flexibility in time and place, 

some drawbacks have recently been noted. Users interact through a screen which 
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creates differences compared to face-to-face meetings. Missing body language and fa-

cial expressions, self-awareness (if the camera is turned on), and multitasking activities 

are some factors that cause unnatural communication during videoconferencing meet-

ings [1, 2, 3, 4]. The consequences of unnatural communication are associated with 

increased fatigue and stress [5]. The videoconferencing fatigue (VCF) phenomenon 

also commonly referred to as “Zoom Fatigue”—which is characterized by feelings of 

exhaustion, depressive symptoms, and burnout [7]—has been linked to the prolonged 

and/or inappropriate use of videoconferencing tools. This condition is often accompa-

nied by related symptoms such as anxiety, worry, burnout, discomfort, and stress, as 

well as physical symptoms like headaches [5]. 

Despite the lifting of social distancing restrictions, one recent study reports that 80% 

of students want to continue taking online classes after the pandemic [6]. Against this 

backdrop, it is important to understand the factors driving VCF so that the problem can 

be mitigated. With videoconferencing tools expected to continue to be used in educa-

tion beyond the COVID-19 pandemic, research into its efficacy and impacts is war-

ranted. The research question addressed by this study is: Is there a significant difference 

in the level of fatigue experienced by videoconferencing participants using speaker 

view versus gallery view and how does this correlate with further variables such as 

stress, engagement, multitasking, and learning outcome? Specifically, in this paper, we 

outline an experimental design, report the findings of a pilot study, and thereby estab-

lish a foundation for future research. 

Problem Statement 

Concentrating on both the screen and the presenter during a lecture can be mentally 

exhausting and may lead to fatigue. Anh et al. [8] found that the strength of the negative 

relationship between VCF and user satisfaction varied significantly between remote 

learners and remote workers. Remote learners reported reduced satisfaction as a result 

of VCF, compared to remote workers. According to Riedl [5], VCF can be caused by 

factors such as self-awareness, interaction with multiple faces that feel unnatural, and 

multitasking. However, there are few empirical studies which examine the relationship 

between videoconferencing layout options and VCF. 

A videoconferencing setting that has been examined widely is the use of a webcam 

during meetings [1, 9, 10, 11, 12]. However, while the video layout is one of the most 

used software settings [13], there is limited evidence to support its association with 

VCF. Recent studies indicate that individuals tend to prefer the gallery view over the 

speaker view (see Fig. 1) as their default video layout during videoconferencing.  
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Fig. 1. Gallery View (Left) and Speaker View (Right) Layout based on the Zoom vid-

eoconferencing tool (Source: [14, p. 6]) 

 

It follows that the identification of an optimal video layout may aid in reducing VCF. 

For instance, using the speaker view layout during online classes can help students 

concentrate on the teacher and ignore other participants. However, it can also be men-

tally tiring as students have to maintain virtual eye contact with the instructor. Also, 

despite the fact that the gallery view layout can show all (or at least many) of the par-

ticipants in the virtual room, it can lead to VCF as it is unnatural to have the feeling of 

being stared at by many people. Thus, the purpose of this study is to investigate how 

different video layouts affect VCF through empirical research (Fig. 2). 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Research model of the study 

 

We hypothesize: Participants using speaker view experience less fatigue than those 

using gallery view. This hypothesis is based on the difference in cognitive load between 

the two layouts. The speaker view shows one large window that captures every-one's 

attention, while gallery view shows many equal-sized windows which can cause par-

ticipants to divide their attention between multiple faces [2, 5]. Next, we discuss more 

related work as a foundation for our theorizing. 

 

Mediating Variable 

• Fatigue 

• Stress 

 

Independent Variable 

• Video layout manipulation (via 

gallery and speaker view) 

Dependent Variable 

• Engagement 

• Multitasking 

• Learning outcome 
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Related Work 

Balogova and Brumby [13] explain why people prefer the gallery over the speaker 

view during videoconference sessions. They found that people choose the speaker view 

to concentrate on the speaker, but it becomes difficult to follow when there are multiple 

speakers. Abramova et al. [1] discovered that participants are likely to select the gallery 

view during crowded meetings, because it allows participants to recognize a larger 

number of people compared to the speaker view. Salim et al. [15] posit that people tend 

to look at the participants from the same angle when using the gallery view, but this is 

challenging because each webcam is placed differently. What follows is that the struc-

ture of the videoconference session can influence people's video layout preferences. In 

remote learning, there is typically only one primary instructor in learning sessions, and 

the speaker view can increase students' attention. 

Peper et al. [16] found that both video layouts require constant focus on a close ob-

ject, which is not typical in regular face-to-face meetings. Research shows that con-

stantly looking at a screen can lead to fatigue [10, 4, 17]. The speaker view can help 

maintain constant virtual eye contact during meetings. However, the gallery view pro-

vides more room to look around, allowing participants greater flexibility and possibly 

impacts fatigue development.  

Dependency on the screen, reduced mobility and limited viewing range cause unnat-

ural interaction. Videoconferencing participants may become distracted and engage in 

other activities during sessions, such as checking emails or engaging with their mobile 

phones. This kind of multitasking is one of the coping mechanisms adopted when un-

natural interactions become stressful [18, 16]. Recent studies show that multitasking is 

positively correlated with VCF [3]. Riedl [5] proposed that natural communication will 

result in less fatigue. Li et al. [14] propose to investigate whether changing the unnatu-

ral interaction with multiple faces using different video layouts could reduce VCF. Fol-

lowing this logic, one may expect that students who set a video layout mimicking the 

actual class experience will be less fatigued. 

Experiment Design 

The most popular videoconferencing software is Zoom, with approximately 

55% market share [19]. The pilot study was conducted using Zoom because it is widely 

used in distance education. There are two main video layouts in Zoom: speaker and 

gallery views (see Fig. 1). A between-subjects design was used where a similar number 

of participants tested each scenario (speaker and gallery views). Specifically, we deliv-

ered a between-groups learning session over Zoom where participants used either gal-

lery or speaker layouts. The study employed two key questionnaires to appraise the pre-

meeting and post-meeting states of the participants, with the aim of examining differ-

ences between the two video layouts in VCF. Table 1 summarizes the specific ques-

tionnaires. 
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Table 1. Pre- and Post-Videoconference Session Questionnaires 

 

Pre-Meeting Questionnaire Post-Meeting Questionnaire 

Demographic Questions Videoconference Fatigue (VCF) (Zoom 

Exhaustion & Fatigue Scale, ZEF) [22] 

General Fatigue Scale [20] Measurement Items of Self-Reported Stress 

Measure [23] 

Mirror Anxiety Scale [21] Online Student Engagement Scale (OSE) 

[24] 

 Multitasking Scale [25] 

 Learning Outcome (4 questions about 

meeting topic) 

 

A pre-session questionnaire, administered immediately before the videoconference 

session, gathered demographic information, general fatigue level, and anxiety levels. 

Demographic questions encompass individuals’ age, gender, and previous participation 

frequency in videoconferencing meetings. The level of VCF experienced by partici-

pants after the videoconferencing session can be influenced by their pre-existing fatigue 

levels. To account for this, we have added the General Fatigue Scale to the pre-ques-

tionnaire to assess the participants' pre-existing fatigue levels and to gain a better un-

derstanding of how these levels may impact their VCF.  

The Mirror Anxiety Scale aims to collect information about how people feel when 

they are confronted with their own appearance, how much they care about how they 

seem, and how this has affected their experiences using videoconferencing tools. The 

experimental findings potentially corroborate the existing body of literature, as they 

serve as an antecedent to the phenomenon of VCF. Meanwhile, it may be disclosed that 

video layouts have an impact on individuals with mirror anxiety. 

The post-meeting questionnaire covered VCF, stress, engagement, and multitasking. 

The ZEF scale is widely used as a tool to measure VCF, encompassing different fatigue 

types such as general, visual, and emotional fatigue. It is possible to identify various 

fatigue types and stress levels by comparing different video layouts in the experiment. 

According to the presumed different cognitive load between the two video layouts, en-

gagement may differ. OSE focuses especially on engagement in remote learning. In-

creased VCF and decreased engagement may reveal higher multitasking activities as 

coping behaviour. If the gallery view creates more VCF and less engagement, that may 

also increase multitasking activities during the videoconferencing session. 

Pilot Study and Conclusion 

The pilot study was conducted on the 8th of March 2023. An industry practitioner 

was invited to give a career advice talk to final-year Business Information Systems 

postgraduate and undergraduate students through Zoom.  The guest speaker was aware 

of the experiment and agreed not to present any slides, as we want participant attention 

to be on the faces of the speaker and other participants.  To ensure students were not 
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fatigued from other classes, the videoconference session commenced at 9 am, the first 

session of the day for students.  Other than complete a survey before and after the talk, 

students were not required to complete specific tasks during the session. 

An invitation letter disseminated to students prior to the talk provided them with a 

brief overview of the experiment and its requirements. Prior to the start of the vide-

oconferencing session, a consent form was administered, which is included in the pre-

questionnaire to be completed by the participants. As an incentive for meeting all the 

requirements, the participants were offered the chance to receive one of eight gift 

vouchers valued at 20 euros through a random draw. 34 participants gave their consent 

and attended. However, the pre-questionnaire and post-questionnaire were completed 

by only 17 participants (10 female and 7 male), with 7 participating in gallery view and 

10 in speaker view. The videoconferencing session took 45 minutes. During this period, 

participants listened to the guest speaker in a randomly assigned video layout. Each 

participant’s video layout was randomly assigned by the pre-questionnaire. 

Cognisant of the small sample size and its impact on robustness and inference of 

results and potential to extrapolate, we conducted some exploratory independent sam-

ple between-group t-tests to provide a tentative exposition of differences in mediating 

and dependent variables, intended to help refine our model and better position the study 

for a follow-on experiment with a larger sample size.  

Interestingly, although participants were randomly allocated to one of the 2 groups, 

initial t-tests showed differences in mean initial fatigue levels, with those who would 

soon experience the session in gallery view showing a pre-session higher fatigue 

(M=2.48, SD=0.21) than those who would experience the speaker view (M=1.94, 

SD=0.47), with the corresponding t-test suggesting statistical significance (t(15)=-2.78, 

p=.004).  

Cognisant of notable differences in pre-meeting fatigue levels between the groups, 

to explore whether these differences were impactful we conducted a mixed between-

within-subjects analysis of variance to assess the impact of two different interventions 

(Speaker View and Gallery View) on participants’ general pre-meeting fatigue and 

post-meeting VCF. We did not detect any significant interaction effect between video 

layout and fatigue across pre- and post-meeting measures, with Wilk’s Lambda = .99 , 

F(1, 15) = .11, p = .74, and partial eta squared = .007. There was a significant main 

effect for fatigue, Wilk’s Lambda = .74, F(1, 15)= 5.05, p= .04, with partial eta squared 

= .25,  with both groups showing a reduction in fatigue scores across the two time 

periods (see Table 2). The main effect comparing the two types of intervention was not 

significant F(1, 15) = 3.51, p = .81, with partial eta squared = .19, with the analysis 

failing to detect any impact of video layout on fatigue.  

 

 

 

 

 

 

 

 



300 

Table 2: Fatigue levels for the speaker mode and gallery mode across two time periods 

 

 Speaker View Gallery View 

Time Period n M SD n M SD 

Pre-Meeting 

(General Fatigue) 

10 1.94 0.47 7 2.48 0.21 

Post-Meeting 

(VCF) 

10 1.54 0.67 7 1.94 1.04 

 

The small sample size in the pilot study prevented statistical significance in our anal-

yses, with our statistical tests serving mainly to explore whether our hypothesis had a 

sufficient basis for future investigation. As such, we conducted exploratory independ-

ent sample t-tests to compare VCF, stress, engagement, and multitasking time for par-

ticipants. There were no significant differences (t(15)=-.952, p=.356) in VCF scores for 

gallery view (M=1.94, SD=1.04) and speaker view (M=1.54, SD=0.67), no significant 

differences (t(15)=-1.13, p=.272) in stress scores for gallery view (M=3.54, SD=2.32) 

and speaker view (M=2.48, SD=1.53), no significant differences (t(15)=-1.66, p=.116) 

in engagement scores for gallery view (M=4, SD=0.78) and speaker view (M=3.5, 

SD=.454), no significant differences (t(14)=-.845, p=.412) in multitasking time for gal-

lery view (M=3.57, SD=2.86) and speaker view (M=2.66, SD=1.32). 

Overall, the initial pre-session differences in fatigue may suggest that fatigue persists 

through the videoconference session, because, although the participant numbers fall 

short of minima for confidence in our analyses, when we focus solely on the means, 

gallery view had higher values than speaker view for post-session VCF, stress, and 

multitasking time. The study also suggests that initial fatigue may lead to increased 

multitasking and a lack of maintaining attention through the videoconference session. 

Even though using gallery view may make participants feel more fatigued because they 

are constantly seeing multiple video streams at once, it could still lead to higher en-

gagement among participants. In other words, seeing everyone in the meeting could 

help people feel more connected and engaged, even if it takes more effort to do so. This 

is particularly interesting if future experiments can investigate it further with statisti-

cally robust samples, because it may suggest that gallery views can lead to better stu-

dent engagement. Further research with a larger sample size is needed to further inves-

tigate our research model as shown in Fig. 2. The proposed experimental design could 

be significant in investigating the interactions between different video layouts and VCF 

for future NeuroIS studies. For a more comprehensive review, more research may be 

done using facial expression recognition, EEG, or eye-tracking technology (for an over-

view, please see [26-28]. After the final experiment is conducted, the plan for a follow-

up study is to conduct an eye-tracking experiment to determine if different videocon-

ferencing layouts are associated with higher cognitive load. Moreover, as the VFC lit-

erature is rapidly evolving, it is possible that new insights will result in the revision, 

advancement, or refinement of our model. It will be rewarding to see what insights 

future research will reveal. 

Our plan is to conduct a full-scale experiment, following a similar design discussed 

in this paper, with 100 participants in September 2023.  Our pilot study revealed 
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important learnings which need to be accounted for in the full experiment.  Firstly, a 

number of students joined the session through their smartphones. The connection band-

width for these students was limited forcing them to switch off their cameras. As a 

result, in the gallery view, other students would not have seen these participants.  In the 

meantime, the size of the screen can impact facial recognition, with varying effects 

depending on the device used. For instance, when using Zoom's gallery view on a mo-

bile phone, faces may appear significantly smaller than they do on a PC or Laptop. 

Additionally, smartphones often require stabilization when the camera is in use. These 

discrepancies possess the potential to compromise the consistency of the experiment. 

In the full experiment, participants will be required to join on a PC or laptop and keep 

their cameras on. Secondly, it is crucial to emphasize the importance of filling out the 

pre-meeting questionnaire promptly to avoid confusion during the experiment due to 

late attendance. The invitation letter may serve as a suitable platform to clearly com-

municate this prerequisite. Furthermore, based on our pilot study, we observed that 

there was a disparity between the number of attendees and the completed question-

naires. Thus, it would be advisable to compare the number of surveys with the number 

of attendees before the meeting commences to ensure consistency. In case of significant 

differences, additional requests may be necessary to minimize any potential discrepan-

cies. 
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Abstract. The staggering performance of prediction models based on machine 

learning (ML) algorithms has led to a boom in research interest in their applica-

tion, but also led to the question how black box algorithms arrive at their results. 

To open the black box, explainable AI (XAI) approaches have been developed, 

which create approximated models that make the results of ML black box models 

more transparent to human proponents. This transparency is important for a mul-

titude of reasons (e.g., to trust automated decision making), but not all explana-

tions are equally well received by human explainees. Thus far, explanation satis-

faction is mainly measured through self-reports, and the application of neuro-

physiological measures in this specific context is widely lacking. We review the 

existing research and make suggestions for future research directions, calling for 

NeuroIS research into measurement approaches that could be applied in this do-

main. 

Keywords: Explainable AI · XAI · Explanation Satisfaction · Evaluation 

Introduction 

In recent years, applications of machine learning (ML) have increasingly become 

popular, in part driven by the development of new machine learning techniques [1] and 

the increased availability of large datasets [2]. Although algorithms that can be consid-

ered early applications of ML have been in use for decades [3], so-called black box 

algorithms have proliferated more recently. The ability of applications that use such 

algorithms to outclass humans in certain tasks has also reached widespread interest 

(e.g., in the case of the game Go [4]) and even led to some professions being deemed 

at risk of getting replaced by machines in the near future (e.g., [5]). This accuracy comes 

at a price though, as these algorithms can be opaque, which does not allow for ready 

interpretation of their inner workings by humans [6]. This downside is addressed by 

explainable AI (XAI) approaches that attempt to open the black box and provide us 

with an explanation for the decision process of black box algorithms. While being able 

to understand how an algorithm arrives at a specific result is certainly a nice feature to 

have, it has also become a mandatory element of decision-making based on algorithms 

as part of the EU’s General Data Protection Regulation (GDPR). 
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This circumstance has undoubtedly created an additional drive for the development 

of XAI approaches, and it also brings the question to the forefront when an explanation 

provided by such approaches is deemed satisfactory by its recipient (i.e., the explainee). 

Currently, assessing explanation satisfaction is mainly done through self-report 

measures (e.g., [7, 8]), which can be an arduous exercise for explainees. We therefore 

propose that integrating neurophysiological measures into the process of evaluating 

XAI explanations could be a fruitful endeavor and a potential research field that can 

also profit from existing NeuroIS research into the cognitive processes involved in in-

formation retrieval. To substantiate this idea, we first provide more information on XAI 

approaches and the characteristics that individuals look for when evaluating explana-

tions. We then review existing measures of explanation satisfaction and conduct a sys-

tematic literature review to check for neurophysiological insights into the evaluation of 

XAI explanations. We then provide suggestions for future research in this area and 

discuss the value for XAI development and beyond. 

Research Background 

ML Black Boxes and XAI. According to Mitchell [9] “…machine learning is con-

cerned with the question of how to construct computer programs that automatically 

improve with experience” (p. XV). As the name suggests, approaches in this domain 

are concerned with learning from data and they apply techniques that identify robust 

and reliable patterns [6] in order to make predictions (e.g., to detect objects in images, 

to analyze texts, or even to solve puzzles, [10]). Based on the level of explainability 

that is inherent in ML algorithms, we can classify some of them as black box algorithms 

(e.g., Support Vector Machines, Ensemble algorithms, or Neural Networks) [11, 12]. 

Algorithms in this group have frequently been shown to outperform humans in other-

wise tedious classification tasks12. In addition to automating tasks, contemporary ML 

models have also been shown to be able to generate human-like performance (e.g., with 

increased public interest in the context of ChatGPT [13]), which may change many 

areas of society and in particular the way we organize work (e.g., [14]). A black box 

can become problematic though, if we need to know why (or why not) the algorithm 

came up with a specific result and what indicators and relationships amongst them led 

to the result. For example, Lebovitz et al. [15] report on the case of medical experts 

using machine-based classifications of visual data to augment their decision-making. 

Integrating the machine-based results into their work failed in several instances due to 

frequent disagreements with the results of the machine, which ultimately led to these 

additional results being deemed irrelevant as the experts could not trace back how the 

system had come up with its results. 

To enhance the usefulness of such applications it is important to be able to open the 

black box, in particular due to these types of algorithms being able to construct their 

models autonomously and change them with new data points over time (i.e., they have 

 
12 Refer to https://www.eff.org/de/ai/metrics for an overview of areas in which machine-based 

classifications already outclass human accuracy. 
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learning capabilities [12]). Being able to understand why an ML algorithm arrived at 

its results can help us to improve the robustness of employed models (e.g., across dif-

ferent ML approaches or across data sets, [16]) or find potential biases in the training 

the data that have been used to establish a ground truth (e.g., to reveal discriminatory 

patterns, [17]), amongst many potential desiderata [18]. The field of XAI strives to 

deliver these types of explanations [1], for example through post hoc analyses of black 

box ML algorithms that then create a more understandable line of reasoning for why 

certain decisions were made, with the extent of such explanations being available for a 

model increasing its overall interpretability [11, 12]. There is a vast array of potential 

explanations that can be given for the drivers behind the outputs of a ML algorithm, 

which is reflected in the currently available XAI approaches (e.g., local or global ex-

planation models, model-agnostic or model-specific estimation approaches, and differ-

ent presentation formats such as visualizations, textual descriptions, or rules; see [19] 

or [11]). Hence, to narrow down what should be offered to explainees, it is important 

to know which types of explanations can satisfy their information needs. 

Explanation Process and Explanation Satisfaction. To summarize the role of XAI 

as a “translator” for ML-based systems, consider the process depicted in Fig. 1. As can 

be seen, XAI plays a crucial role, when an explainee develops an information need 

based on the results that a ML-based system has produced (e.g., in the case of image 

classification, the question may arise why an image was classified in a certain way). 

XAI helps us in this regard, as it approximates the inner workings of the ML system 

and provides us with explanations (e.g., the main criterion that led to the classification, 

such as the dominating color of the depicted fruit). 

 
Fig. 1. Abstracted Explanation Process including Explainer (Machine) and  

Explainee (Human) 

In line with process models for explanations in the context of XAI presented by 

Hoffmann et al. [7] and Langer et al. [18], we can now expect a couple of different 

outcomes. In the case of an unsatisfying explanation (i.e., an unfulfilled information 

need), (i) the individual may consult the XAI interface (i.e., a system that implements 

interactive interrogation of the XAI model, [20]) again to find further clues, but it can 

also occur that (ii) no further interactions happen despite an unsatisfying result (e.g., 

due to time constraints of the explainee, [15]). In the case of a satisfying explanation 

(i.e., one that leads to an updated mental model in the individual on how the ML system 

got to its results), (iii) the individual may stop further interaction with the XAI interface, 

but there could also be circumstances that warrant further interaction. In the case that 
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the individual is innately curious about the ML system and the domain it covers, (iv) 

further interrogations through the XAI interface may be started (e.g., further demands 

for explanations such as “When is an image classified as an orange?”) [7]. In line with 

the further distinction between epistemic and structural satisfaction by Langer et al. 

[18], we can also expect that while an explanation can be sufficient to inform the ex-

plainee about the inner workings of a system (i.e., epistemic satisfaction), the explainee 

may still be dissatisfied with the system itself, as it may create its decisions in a way 

that is not acceptable (i.e., structural satisfaction). In this case, (v) the process could 

lead to an escalation targeted at the actual ML system and its controllers. 

 
Fig. 2. Abstracted Explanation Process including Explainer (Machine) and  

Explainee (Human) 

These different outcomes indicate the central role of explanation satisfaction in this 

process, and also highlight the need to distinguish the concept from related concepts 

such as curiosity and results satisfaction (i.e., structural satisfaction). For a working 

definition of explanation satisfaction, we refer to Hoffmann et al. [7] who define it as 

“…the degree to which users feel they understand the AI system or process being ex-

plained to them” (p. 4). Hence, explanation satisfaction is an effect that is achieved by 

an explanation, as opposed to a characteristic that is inherent to an explanation (i.e., 

such characteristics can be described as the “Goodness criteria” for an explanation [7]). 

Based on this definition, we can also draw parallels with other forms of satisfaction 

that are popular in information systems (IS) research, including user satisfaction and 

job satisfaction, which can help us to form an initial idea of how explanation satisfac-

tion measurement could be approached. For example, Bhattacherjee [21] discuss the 

formation of user satisfaction and the development based on the earlier concept of job 

satisfaction [22]. He highlights that satisfaction in the case of both constructs is repre-

sented by an affective state that results from a cognitive appraisal of the confirmation 

of expectations. The process involved is therefore largely the same, which we would 

also expect for other types of satisfaction such as explanation satisfaction, though the 

object that expectations are built towards (e.g., a digital technology in the case of user 

satisfaction, or a job in the case of job satisfaction) can be different. Hence, we would 

argue that experiences gained in the measurement of user satisfaction can also be 
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widely transferred to the measurement of explanation satisfaction, though we have to 

be careful to distinguish between epistemic and structural satisfaction. 

Measuring Explanation Satisfaction 

Our argument for the need of additional measurement alternatives for explanation 

satisfaction is mostly of a practical nature. With the increasing prevalence of opaque 

systems, the need for explanations will likely also increase, and in some national con-

texts also already has a legal basis13. Though explanations are sometimes not offered 

for reasons that are independent of the specific technology used (e.g., corporate secrecy, 

[24]), we argue that explanations are an important step for the further improvement of 

an AI system. As highlighted in Figure 2, a successful explanation can act as a gateway 

that enables the explainee to consider potential improvements of blackbox systems. As 

pointed out before in the context of other types of satisfaction though, the expectations 

related to the object that is evaluated (i.e., the explanation in our case) can change [21]. 

In addition, which forms and formats of explanations will eventually lead to an under-

standing of a given subject in the explainee can be a highly individual matter [25]. In 

combination with the changing nature of expectations, this circumstance indicates that 

designing effective explanations will be an arduous task, which likely requires multiple 

design iterations and an uncertain level of individualization. Hence, in order to make 

this process more efficient and effective, a set of measurement approaches that allows 

for high levels of measurement accuracy at low levels of effort [26] for all stakeholders 

involved should be favored. In addition, physiological measures could be a complement 

to existing measurement approaches that helps to cover additional gaps in the interac-

tion between users and AI systems (e.g., to enable users to give feedback on the quality 

of a system that goes beyond behavioral interactions [27]). 

Non-physiological Measures. Based on the process depicted in Fig. 1 and its po-

tential outcomes, we can assume that multiple ways to assess or approximate explana-

tion satisfaction are imaginable. The first type of measures that could be used are self-

report measures that directly assess the level of satisfaction with an explanation in a 

standardized manner. In this group, we find instruments such as the Explanation Satis-

faction Scale by Hoffmann et al. [7] (exemplary item: “This explanation of how the 

[software, algorithm, tool] works is satisfying”) or the Systems Causability Scale by 

Holzinger et al. [8] (exemplary item: “I found that the data included all relevant known 

causal factors with sufficient precision and granularity”). Further types of self-reports 

that are common in the assessment of explanations are also an option, such as think-

 
13 The EU’s GDPR [23] mandates that transparency is added to automated decision-making as is 

the case in ML-based classifications. In particular, § 15(1), § 22(3) and Recital 71(4) are rel-

evant in this context as they lay out that individuals have the right to obtain information from 

an organization on the use of personal data about them (§ 15 (1) b), its origin if it was not 

collected by the organization (§ 15 (1) g) and whether automated decision-making is part its 

processing (§ 15 (1) h). In case of automated processing, individuals also have the right to 

obtain an explanation on how the decision was reached, can challenge the decision, and have 

the right to obtain human intervention (§ 22 (3) and Recital 71 (4)). 
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aloud tasks to examine whether the explanation solved the information need and im-

proved the understanding of the ML system by the explainee [7]. A second group of 

measures that are related to this type of assessment of the resulting improvement in 

understanding are performance measures that test the knowledge level of the explainee 

before and after the explanation. A third group of measures could be behavioral 

measures that capture how the explainee interacts with the XAI interface. 

All of these types of measures have inherent weaknesses though, which reduces their 

practical value as potential solitary measures of explanation satisfaction. For the men-

tioned self-report instruments, there are threats related to content validity or discrimi-

nant validity that can be mentioned as they also approximate explanation satisfaction 

through certain characteristics of explanation goodness (e.g., its level of detail) and its 

effects (e.g., on the achieved level of understanding of the problem). For both self-

report and performance measures, their intrusiveness (i.e., how they interfere with a 

task, [26]) also limits their usefulness in field research. For behavioral measures, we 

would require additional information on the cognitive processes of an explainee to de-

termine whether an explanation was satisfying, as additional interrogations of the XAI 

interface or seizing interactions with the XAI interface can have different reasons aside 

from actual explanation satisfaction (e.g., curiosity or time constraints). These weak-

nesses point to the need for data triangulation and also suggest that it is worthwhile to 

pursue additional insights into the formation of explanation satisfaction. 

Physiological Measures. To identify potential physiological measures that could be 

useful in this context, we conducted a structured literature review, which involved key-

words related to the concept of explanation satisfaction [7, 20] and keywords related to 

methods commonly used in NeuroIS research14. Checking title and abstract of the re-

sulting articles led to the identification of only two relevant articles. In the article by 

Polley et al. [28], eyetracking was used to gauge the attention (assessed through fixa-

tions) that individuals pay to explanations provided for the search results of a ML sys-

tem that recommends books. In the study by Karran et al. [29], pupil dilation was used 

as an indicator of cognitive load in response to variations of characteristics of visuali-

zations of XAI explanations. Though these studies are in the context of XAI explana-

tions and use NeuroIS methods, neither of them is interested in explanation satisfaction 

specifically. We therefore extended our search process in an exploratory way (i.e., 

search in Google Scholar using variations of “satisfaction” with “information need” and 

NeuroIS terms) to identify studies that investigated the neural correlates of explanation 

satisfaction more specifically. This strategy proved to be more fruitful and resulted in 

the identification of the studies by Paisalnan and colleagues [30, 31]. 

Building on previous work that highlighted the distinct temporal progression in in-

formation retrieval tasks (i.e., information need realization, relevance judgment, 

 
14 Scopus (01/17/2023): TITLE-ABS-KEY("explanation satisfaction" OR "explanation good-

ness" OR "explainability" OR "causability") AND TITLE-ABS-KEY("brain" OR "physio*" 

OR "eye*" OR "skin*" OR "heart*") – 307 hits 

Web of Science (01/17/2023): TS=("Explanation Satisfaction" OR "Explanation Goodness" OR 

"Explainability" OR "Causability") AND TS=("Brain" OR "Physio*" OR "Eye*" OR "Skin*" 

OR "Heart*") – 186 hits 
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information need satisfaction, [32–34]), the authors conducted a series of fMRI studies 

to identify the neural correlates of information need satisfaction. Particularly relevant 

is the more recently published study in which the authors explicitly compared infor-

mation need satisfaction to a baseline as well as the circumstance when obtained infor-

mation does not satisfy an information need. They found that areas related to cognitive 

processes (i.e., the inferior frontal gyrus and the superior parietal lobe, which are in-

volved in working memory and attentional control) and affective processes (i.e, the 

insula, which is involved in affective and evaluative processes) are involved in expla-

nation satisfaction. This finding also indicates that when physiological measures are 

applied in the field (e.g., eyetracking or other measures that can be used outside of a 

laboratory setting), several sources of data have to be triangulated as multiple processes 

are involved in the formation of explanation satisfaction. 

Though we find that there is a scarcity of research into the physiological measure-

ment of explanation satisfaction, we find that the initial evidence found as part of the 

conducted review indicates that constructs and related measurement approaches that 

are also popular in NeuroIS research (i.e., cognitive load, attention, affect, [35]) could 

be integrated into the further research on this topic. Though this finding also diminishes 

the possibility that one specific physiological indicator could be sufficient to detect the 

point when explainees are satisfied with an explanation, it does not rule out the possi-

bility that physiological measures can be an important addition to existing non-physio-

logical measures for related tasks such as design and evaluation cycles of XAI expla-

nations. Due to this possibility and with the goal in mind to improve practical work on 

explanation quality, we want to suggest potential physiological measures and a research 

agenda in the next section. 

Directions for Future Research 

While we find that there is initial evidence for the neural correlates of explanation 

satisfaction, there is research needed in particular to identify indicators that can be used 

to implement its measurement outside of laboratory settings. Building on the findings 

by Paisalnan et al [30], we should consider a combination of cognitive processes (at-

tentional control, working memory) and affective processes (affective state of satisfac-

tion) when selecting measures for further investigation. For the involved cognitive pro-

cesses, eyetracking techniques could prove a worthwhile measurement approach. Pupil 

dilation as a measure of cognitive load has already been applied to evaluate XAI expla-

nations [29], and eye movement behavior can be an indicator of spatial attention and 

attentional control [36]. For the affective processes involved and in particular the iden-

tified role of the insula, autonomic activity could also be used as a substitute to brain 

imaging techniques for measurement in the field. Insula activation is indicative of in-

teroception and therefore reflects changes in autonomic activity [37]. As interoception 

is also involved in the formation of emotions [37], measuring changes in autonomic 

activities that have been linked to affect such as skin conductance or the startle reflex 

[38] could therefore prove valuable for this purpose. Combinations of measures in this 
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way are viable as they have already been implemented in related fields such as the 

measurement of search satisfaction [39]. 

 

These measures in combination could help us to pinpoint the particular state that 

explainees reach when they are satisfied with an explanation. Indications for the exist-

ence of such a state can be found in the research on insight, sometimes also referred to 

as the “aha” or “Eureka” moment. In their review on the neural correlates of insight, 

Sprugnoli et al [40] show that the neural processes found to be involved in information 

need satisfaction [30] have also been shown to be involved in the formation of the spe-

cific moment when individuals find the solution to a problem. Although this specific 

state is mostly related to creative problem solving, it could also be worthwhile to ex-

plore whether it can also occur in the moment when explainees understand why ML 

system has acted in a particular way. 

If we consider the choice alternatives presented in Figure 2, we also could approach 

explanation satisfaction indirectly, in the case that we find that there is no specific state 

that can pinpoint explanation satisfaction itself. Through experiments that vary the 

characteristics of an explanation (i.e., the aforementioned goodness criteria, [7]) and 

then observe the resulting behavior, we could identify when the explainee requires fur-

ther explanations and when the point of sufficient understanding is approached (i.e., 

through exclusion of alternative explanations such as insufficient time, or simple curi-

osity, as highlight in Figure 2). Either through the direct approach (i.e., measuring when 

the explainee is satisfied) or the indirect approach (i.e., measuring indicators that could 

highlight the potential alternatives to explanation satisfaction), we could then try to 

improve the quality of explanations. Controlling also for factors that affect satisfaction 

(e.g., experience with a specific system, as is the case in the context of user satisfaction, 

[41]), we could try to identify explainee characteristics and subject characteristics (i.e., 

the subject matter that is explained to the explainee) that help us to tailor explanations 

to the needs of the explainee. The goal could then be to create practical guidance for 

the design of XAI explanations (e.g., the most important design considerations that 

should be kept in mind) and a measurement routine that allows for the fast-paced eval-

uation of the effect of design changes. 

Even outside of more practical contributions as the ones we are advocating for, there 

is still a great need for research on the evaluation of XAI systems. Investigating the 

potential physiological measures for the evaluation of XAI systems now could come at 

an opportune moment, as though there is already a host of potential measures and re-

lated taxonomies (e.g., [42, 43]), XAI evaluation is still in its early stages [44] with a 

pivotal indicator being that XAI systems are barely evaluated by researchers in general 

[19]. Hence, adding physiological indicators as an unobtrusive addition to the measure-

ment portfolio could help to foster more frequent XAI evaluation. In addition, investi-

gating explanation satisfaction physiologically could path the way for the development 

of neuroadaptive systems [45] that tailor explanations to the highly individual prefer-

ences of explainees [25]. Finally, further investigations of explanation satisfaction can 

also be of theoretical value, as it could, for example help to identify the sweet spot 

where an explanation is sufficient for an explainee, while keeping close to the accuracy 
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of the estimated model [6] or help to illuminate the complex relationship between re-

ported explanation satisfaction and actual understanding of a topic as well as related 

curiosity [46]. 

 

We consider the NeuroIS community well equipped to contribute in this area, as the 

phenomenon falls into the center of topics that are of interest to the NeuroIS community 

[35], which has also seen a trend towards measurement in the field recently (e.g., [47]). 

Measurement in the field using measures that could combine insights into the atten-

tional and affective processes involved in explanation satisfaction could prove particu-

larly worthwhile and the NeuroIS community has the necessary expertise in this regard 

(e.g., with additional techniques such as off-the-shelf EEG devices to capture cognitive 

load [48], eyetracking to capture attention [49], and Facereader to capture affect [50], 

that could easily be integrated in the workplace) [51]. 

Conclusion 

We highlighted the value that explanation satisfaction has in the interaction of an 

explainee with a ML-based system and its XAI interface, and also pointed to the im-

portance of investigation physiological indicators of explanation satisfaction. In partic-

ular, we call for research that investigates the physiological indicators that could be 

indicative of explanation satisfaction, which can also be employed in field settings to 

path the way for systems that are eventually able to tailor their explanations based on 

an individual user’s information needs. 
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Abstract.  

Learning in virtual, immersive environments must be well-designed to foster 

learning instead of overwhelming and distracting the learner. So far, learning in-

structions based on cognitive load theory recommend keeping the learning in-

structions clean and simple to reduce the extraneous cognitive load of the learner 

to foster learning performance. The advantages of immersive learning, such as 

multiple options for realistic simulation, movement and feedback, raise questions 

about the tension between an increase of excitement and flow with highly realis-

tic environments on the one hand and a reduction of cognitive load by developing 

clean and simple surroundings on the other hand. With a continuous assessment 

of cognitive load via eye-tracking, this experiment seeks insights into the 

learner’s cognitive response during learning in two degrees of immersive learn-

ing environments and to different learning content presentations. Moreover, the 

effects of the learner’s cognitive load on learning performance will be examined.  

Keywords: Eye-Tracking · Cognitive Load · Virtual Learning Environments · 

Learning Performance · Immersion ·Virtual Reality 

Introduction 

Virtual reality offers a wide range of possibilities for education and learning, espe-

cially for gaining practical (hands-on) knowledge, e.g. through context-based infor-

mation presentation and immediate transfer and application of knowledge in real-world 

simulations [1-3]. Moving through a virtual space fosters learning motivation by pre-

senting content in a real scenario, increasing fun and arousing curiosity [4-6]. Learning 

in a virtual environments also facilitates the transfer and application of the content be-

cause it is linked to real-world activities and problems. However, to benefit from the 

given advantages, the virtual learning environments (VLE) must be designed accurately 

so that the learner benefits from immersive learning technologies. With a growing body 

of research, the awareness of the downsides of being in VLE, like cybersickness and 

mental fatigue, work to the surface [7-8]. Both effects are related to adverse physical 

symptoms, like headaches, dizziness or exhaustion, caused by an overwhelming and 
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stressful use of virtual reality. Properly designed VLE intend to foster learning and 

prevent negative physiological symptoms by providing supportive conditions, includ-

ing instructional and didactical design, selection, and combination of learning material. 

One popular theory design guidelines for digital and online learning are so far based on 

is the cognitive load theory. Prominent examples are the Cognitive Load Effects [9], the 

Cognitive Theory of Multimedia Learning (CTML) [6] and the four-component instruc-

tional design (4C/ID) model [10]. The cognitive load theory is built on the assumption 

of a restricted working memory capacity that limits the processing of new information, 

which affects learning performance. For that reason, design guidelines recommend de-

signing clean and simple learning instructions and environments, which decreases ex-

traneous cognitive load, leaving enough resources for the learning [11]. However, since 

learning environments exceed new possibilities like a high virtual immersion, interac-

tion and movement and intend to display highly realistic and stimulating VLE, this has 

questioned the previously existing assumptions of the cognitive load theory [9], [12]. 

Recent recommendations face contrasting aspirations to increase the learner's feeling 

of flow, which shows a positive relationship between flow and learning in computer 

environments [13]. 

Given that contrasting ambitions, authors demand to empirically investigate the con-

nection between cognitive load theory and learning in VLE in more detail [9], [12]. 

Given this background, this experimental study examines the role of cognitive load 

(CL) during learning in VLE. It addresses the research questions:  

 

RQ 1: Do a higher degree of immersion in the VLE and a higher interactivity of the 

learning material increase the learner's cognitive load? 

 

And furthermore:  

 

RQ 2: Is there an association between immersion, interactivity of the learning material, 

and cognitive load with learning performance? 

 

A two-step analysis is applied to answer the research questions. Furthermore, eye-track-

ing is applied to assess the CL to gain insights into changes in the learner’s CL response 

over the whole learning phase, with a primary interest in changes in average pupil di-

lation and the variation of pupil dilation in response to learning in VLE [14–16].  

Before addressing the relationship between VLE immersion, CL and learning per-

formance, we first intend to give an overview of virtual reality for learning, CL and its 

measurement. The third chapter introduces the methodological procedure and the ex-

perimental approach. Finally, we provide an outlook on data analysis. 
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Theoretical Background and Hypothesis Development 

Virtual Learning Environments 

With virtual reality, it is possible to simulate a work environment in a virtual space 

using 3D models and simulations [7]. By linking abstract content, like hands-on 

knowledge, to 3D animations, knowledge gets contextualised, resulting in better learn-

ing outcomes. The simulation of dangerous actions or complex procedures in VLE en-

ables a safe space for learning without negative consequences. Besides depicting real-

istic content, virtual reality features allow the learner to move through a virtual space 

while learning self-determined [4–6]. VLE can vary in immersion from highly immer-

sive environments to low immersive environments. The degree of immersion is based 

on a technical dimension that arises from hardware features. Virtual reality cages (360-

degree virtual environments) or virtual reality via a head-mounted display (HMD) are 

defined as highly immersive environments. In contrast, desktop VR is defined as a low-

immersive environment [17]. Besides this technical dimension, a more subjective part 

of immersion depicts how realistic and involved the learner experiences the virtual en-

vironment. A high degree of immersion can positively affect the learner’s enjoyment 

and motivation to act within the environment [12], resulting in a feeling of flow. The 

flow theory, often mentioned regarding gaming and virtual spaces [13], describes a 

psychological state in which the person feels energised, focused, and enjoyable when 

performing an activity or task. However, poorly-designed environments can cause 

problems such as cybersickness, mental fatigue, and cognitive overload for the learner. 

Cybersickness [7] and mental fatigue [8] describe physiological reactions to virtual en-

vironments. Cybersickness describes physiological responses such as discomfort, diz-

ziness, nausea, headaches, or eye strain. In sum, these effects hinder learning success. 

Future research is needed to clarify the underlying associations [17] to recommend 

designing VLE that do not overload and distract the learner, preventing physiological 

problems and fostering acceptance and learning performance. Guidelines and design 

principles aim to assist in developing a conducive and supportive VLE [6], [11] based 

on the learner’s CL.  

Cognitive Load in the Design of Learning Environments 

The cognitive load theory is a largely validated principle [9] based on human cogni-

tive architecture. CL refers to the mental capacity of a human. It describes that human 

information processing is restricted due to the limited capacity of the working memory. 

Since in the learning process, the most cognitive ability should be on the learning con-

tent, unnecessary information unrelated to learning or irritating instructions should be 

reduced to avoid any source that causes overload. The latest assumptions on cognitive 

load theory distinguish three dimensions of CL: intrinsic cognitive load (ICL), germane 

cognitive load (GCL) and extraneous cognitive load (ECL) [9]. The ICL is a more in-

dividual-related, stable dimension based on existing experience and knowledge inside 

the learner, as pre-existing expertise and knowledge influence how new information is 

processed. The GCL describes the CL as necessary for a successful learning process, 
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defined as linking new content from working memory with each other and with 

knowledge from long-term memory. The ECL is mainly influenced by external stimuli 

like the instructional design [6], [9]. The ECL can be reduced by designing clear learn-

ing instructions and reducing unnecessary and redundant information. Based on that, 

design principles of learning environments aim to reduce CL since novel information 

must be learned efficiently without overstraining the learner [11], [18].  

Many studies have confirmed the link between a decrease in the learner’s ECL and 

better learning performance for analogue and digital learning [6], [9]. Options for using 

virtual reality for learning promote designing VLE that supports the learner to gain and 

apply knowledge in a new way. However, new virtual reality features have aspects be-

yond the existing features of online and digital learning, like immersion, movement and 

interactivity. A paradox arises from the desire to build realistic and highly immersive 

learning environments compared to well-established theories of CL [19].  

This experiment investigates the relationship between immersion and interactivity 

of the learning material, CL and learning performance in two steps. Therefore, a VLE 

is designed and developed in an iterative, collaborative approach.  

First, the effect of the degree of immersion of the VLE on CL is tested. For this, the 

degree of technical immersion is manipulated on two levels. In a between-subject de-

sign, two groups are compared, one learning in high immersion with virtual reality 

glasses (HMD) and one in low immersion with desktop virtual reality, hypothesising 

that:  

 

H1a): Learning in the highly immersive VLE leads to a higher cognitive load than 

learning in the low immersive VLE.  

 

Secondly, the effect of the interactivity of the learning material (on four levels) on the 

CL is tested. Learning material describes the presentation of the learning content. The 

level of interaction of the learning material is tested within-subject, meaning that one 

learner experiences all four levels from low interactive (audio and video) to high inter-

active (movement, 3D simulations), hypothesising that:  

 

H1b): Learning with a higher level of interactivity of the learning material leads to 

a higher cognitive load than learning with a lower level of interactivity.  

 

The second step addresses the subquestion of an association between the degree of im-

mersion, the CL and the learning performance.  

 

2 a) Is there an association between the degree of immersion, the learner's cognitive 

load and the learning performance?  

 

2 b) Is there an association between the four levels of interaction of the learning 

material, the learner's cognitive load and the learning performance?  
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Cognitive Load Measurement  

The CL can be measured differently (objective and subjective) and on different di-

mensions (total CL and on the three subdimensions, ICL, ECL, GCL). Objective 

measures base their assessment on behavioural and physiological data, like eye track-

ing, EEG, and electrodermal or heart activity. Techniques like EEG, fMRI and eye-

tracking can reflect CL pupil dilation, blink rate, fixation, and saccades [14–16].  

In comparison, subjective measurements refer to information from questionnaires or 

self-reports. Commonly used questionaries are the Nasa-TLX [20] that differentiate the 

cognitive demand into different subscales (mental demand, physical demand, temporal 

demand, performance, effort and frustration) and questionnaires that assess the CL in 

its three dimensions ICL, ECL, GCL, e.g. [21–23].  

For evaluating learning environments, the CL is often tested with self-report meas-

urements at the end of the learning process [24]–[26]. Using validated questionnaires 

is a suitable option. However, measuring CL at the end or at certain time points during 

learning gives one or certain general indicators of CL. This approach does not explain 

human cognition's real-time response to a specific feature or learning material during 

the learning [27]. Research shows differences among measurements [28] but also for 

different time points [29]. Since it gets easier to measure eye-tracking with virtual re-

ality or augmented reality glasses, it gets more common to use physiological assess-

ments to measure CL. 

This study uses eye-tracking to gain insights into the learner’s CL response during 

learning. The following section gives an overview of the methodology to test the effects 

of degree immersion of a VLE and different levels of interactivity of learning materials 

on the learner’s CL.  

Material and Methods 

Study Design  

A between-subject design on the factor immersion (low and high immersion) with a 

within-subject design on the level of interaction of the learning material is chosen to 

address the research questions. The participants are randomly assigned to the immer-

sion groups and perform a learning course, with four submodules presenting learning 

material in different interaction levels.  

Each submodule differs in the learning material, like videos, podcasts, 3D anima-

tions and interactive 3D animations and their combinations (see Table 1). Depending 

on the learning material, the submodules differ in their interactivity level: A shallow 

level leaves the learner only a little opportunity for interaction by clicking only one 

button to activate videos and podcasts. At a low level, podcasts are linked to a content-

relevant 3D model that supported the learning content. The learner can rotate the 3D 

model 360 degrees. At a high level of interaction, movement is added to 3D animations, 

which are also combined with podcasts. Furthermore, the learner can stop the animation 

and zoom into the content-relevant 3D model. On a very high level of interaction, the 

learner can actively control the 3D animation and podcast content and display different 
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production processing steps. They can also change the content-relevant 3D models into 

an exploded view with individual zoomable elements. Table 1 overviews the learning 

material used in each submodule. After each submodule, participants answer a 

knowledge test on the presented learning content.  

Eye-tracking data will be collected during the whole learning for CL measurement 

with a primary interest in average pupil dilation and the variation of pupil dilation.  

 

Table 1. Learning material per submodule in the VLE. 

Sub-

module 

Learning  

material 

Learning  

content 

Degree of 

interaction 
Description 

1 
3D models and 

podcast 

Definition and 

examples of ro-

tary cutter glue 

parts 

 

Low 
360 degree rotatable 

3D models 

2 
Video and pod-

cast 

How to produce 

rotary cuttet 

glue parts 

 

Very low 
One pushable button 

to start the video 

3 
3D animations 

and podcast 

The rotary cutter 

is an example 

for particular 

machine build-

ing 

 

High 

Stoppable and 

zoomable 3D ani-

mations 

4 

Interactive 3D 

animations and 

podcast 

The rotary cutter 

in action 
Very high 

Changeable, stoba-

ble and zoomable 

3D animations, ex-

ploded view 

Learning Environment and Learning Material 

The participants perform a learning course with knowledge of the tasks and activities 

of an adhesive technician, a profession from the adhesive industry. The course is de-

signed as a VLE and is subdivided into four submodules. Each submodule presents 

unique learning content and uses different learning materials on four levels of interac-

tion that are depicted in Table 1. For example, Fig. 1 shows the used 3D model of the 

rotary cutter with a high degree of interaction. 

The VLE was created by university scientists and employees of a small engineering 

company collaboratively implemented in a research project funded by The Federal 

Ministry of Education and Research Germany (BMBF) and the European Social Fund. 

The main goal was to develop a VLE that contains a self-study workshop for machine 

operators in tape-converting enterprises (converters). The didactical concept is based 

on a competence-oriented learning journey following the development process of a sin-

gle workpiece. Each submodule represents one production step of the workpiece: From 
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start to end - Rotary cutter glue parts (submodule 1), Producing rotary cutter glue parts 

(submodule 2), Special machine building – The rotary cutter (submodule 3), and The 

rotary cutter in action (submodule 4). For every submodule, specific learning units have 

been defined and fruitful learning media selected and implemented following the guide-

lines of [6] for the design of VLE: Slides, videos, sounds, and/or animated 3D models. 

The design team also created relevant learning content based on the experience and 

knowledge provided by the experts of the engineering company. An additional 

onboarding area was created and enriched with a welcoming podcast and visual guid-

ance to facilitate the learner's orientation before starting into the self-learn environment.  

 

 
Fig. 1. 3D model of the rotary cutter with buttons to start different configurations. 

Procedure 

Participants are students and employees of Potsdam University, located in Branden-

burg, Germany. The participants are recruited with advertisements during lectures and 

flyers. Participation in the experiment is voluntary and not compensated. The data ac-

quisition starts in February 2023.  

Before starting the experiment, the participants are informed and asked to agree on 

the conditions of participation. They have the option to drop out at any time. Initially, 

a questionnaire assesses demographic variables and questions on prior expertise with 

virtual learning and gaming. Afterwards, the participants start with the experiment. The 

participants are randomly assigned to one experimental condition, half participating in 

the desktop condition (low immersion) and half in the virtual reality HMD condition 

(high immersion). In the desktop condition, the participants are equipped with the eye 

tracker, calibrated before starting the experiment. In the virtual reality HMD condition, 

the participants get the HMD glasses put on and calibrated.  

Each participant has 30 minutes to move autonomously through the VLE (Fig. 2). In 

an additional onboarding area, the participants are introduced to the topic in general 

and to the structure of the VLE with a podcast and visual guidance (orientation map) to 
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facilitate the learner's orientation before starting into the self-learn environment. After 

the onboarding area, the participants enter the first submodule. At the beginning of each 

submodule, the learning goals are presented. After each submodule, a knowledge test 

in the VLE tests the knowledge gained by the participants before they get automatically 

guided into the next submodule.  

During the whole experiment, eye-tracking data is collected. After learning, a second 

questionnaire assesses the CL with a self-report questionnaire and the participants' per-

ceived immersion and usability.  

 

 
Fig. 2. The structure of the whole VLE and four learning submodules.  

Measurements 

Before and after the learning, two questionnaires are presented in German language 

and embedded online in LimeSurvey. After assessing demographic variables (age, gen-

der, years of work experience, highest qualification), the participants are asked to 

briefly explain prior expertise with a virtual learning environment, virtual reality, or 

virtual gaming.  

During the experiment, eye-tracking data is collected using the lightweight wearable 

system ETVision for measuring binocular points of gaze 180 times per second. The 

primary interest is on the parameters of average pupil dilation and variation of pupil 

dilation [14–16].  

Knowledge is measured via a knowledge test after each submodule. Due to the top-

ic's specificity, the participants are expected to have no prior experience with the learn-

ing content. For this reason, only a post-knowledge test is performed to avoid priming 

the participants for relevant content before the learning journey begins. The knowledge 

test was developed in collaboration with three individuals responsible for further edu-

cating individuals in the subject area of the learning content presented. The knowledge 

test consists of twenty multiple-choice questions covering all topics presented in the 
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learning environment (e.g. Which elements can be directly assigned to the cut-off ma-

chine? a.) Jumbo roll, b.) Cutting parts, c.) Distance box, d.)) Laminating station). The 

maximum score on the knowledge test is 20 points, with 5 points for each submodule.  

After the learning exposure, the learner's CL is also measured with a questionnaire 

using the scale of [22]. With eight items, the Cognitive Load Scale assessed the sub-

scales of ECL, ICL and GCL. As control variables, the data analysis will be enriched 

by measuring the learner's usability and perceived immersion via a questionnaire. The 

usability is measured with the SUS Scale [30], and the perceived immersion with [31]. 

Data Analysis 

RStudio (Version 2022.12.0+353) will be used for statistical analysis. Data prepara-

tion and analysis of the eye-tracking recording will be performed with ETV Vision. Data 

from both eyes will be averaged to a single indicator for further analysis with a primary 

interest in average pupil dilation and variation of pupil dilation. Calculations of descrip-

tive statistics and association will be performed for the following results: eye-tracking 

parameters (average of pupil dilation during saccade and pupil dilation during fixation 

and pupil dilation variation during saccade and pupil dilation variation during fixation 

following [16]), the results in the knowledge test, the CL via questionnaire after the 

learning phase, and usability and perceived immersion in total and for between-group 

and within-group comparison.  

To answer the hypothesis, eye-tracking data will be compared statistically between 

the groups (H1a) and within one person (H1b).  

Discussion 

The cognitive load theory states that memory capacity is limited, and learning is en-

hanced by keeping enough resources for learning. Transferred to the design of learning 

environments, this postulates to design of clean and simple instructions. Recently, au-

thors claimed that the assumptions on the relationship between CL and learning perfor-

mance remained unanswered or need to be reconfirmed for virtual or augmented learn-

ing [9], [12]. Therefore, we performed an experimental study to clarify the relationship 

between CL and learning for two degrees of immersive learning and to address research 

question one Do a higher degree of immersion in the VLE and a higher interactivity of 

the learning material increase the learner's cognitive load? Furthermore, research 

question two Is there an association between immersion, interactivity of the learning 

material, and cognitive load with learning performance?. 

To properly design VLE is highly relevant in terms of learning and education. In 

every part of daily life, the metaverse and opportunities for lifelong learning, equal 

education possibilities and borderless learning are on the rise [32]. New virtual worlds 

are being created before it is clear how they need to be designed so that employees, 

trainees, pupils and students can use them for learning. However, adverse effects such 

as cybersickness and mental fatigue make it clear that there is a need to catch up here. 

This experimental setting seeks empirical insights by focusing on the CL as one pre-

dictor for learning performance on the one hand and an indicator for cognitive overload 
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on the other hand, using an eye-tracker to assess the cognitive response to immersive 

learning continuously.  
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Abstract. Stress in the workplace and the resulting disorders present a significant 

challenge for the employee, employer, and national economy. According to the 

transactional model of stress, a possible reduction in stress can be achieved by 

reevaluating the situation. According to the social response theory, conversa-

tional agents should be very suitable for this task, as their increased persuasive-

ness leads to increased confidence of the user in their abilities. However, the per-

ception of a social agent could also present an additional source of social evalu-

ation stress, i.e., feeling observed and judged by another person. We propose a 

NeuroIS experiment utilizing EEG, ECG, and eye-tracking to resolve those op-

posing predictions. 

Keywords: conversational agents · work environment · stress · anthropomor-

phism  

Introduction 

The modern work environment is marked by increased mental stress, such as tech-

nostress [1], and the accompanying negative results for all stakeholders, including the 

employee, employer, and economy [2]. Mental health problems are cited as the second 

most prevalent cause of workplace absence, which is dominated by stress-induced dis-

orders such as depression, anxiety, or burnout [3, 4]. Stress also increases the risk for 

other illnesses, such as cardiovascular, neurological, digestive tract, and even infectious 

diseases such as influenza, by weakening the immune system [5–8]. 

According to the transactional model of stress [9], a reduction in experienced stress 

can be achieved by consciously reevaluating the current situation. For instance, instead 

of focusing on the negatives, a problem can be reframed as an opportunity for personal 

growth [10]. In the end, to achieve this destressing, the subject must be encouraged that 

they have the necessary resources to deal with the situation or that it is not a threat. 
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A conversational agent (CA) that provides the impulse to reevaluate the situation is 

a possible solution for this challenge. According to the social response theory, humans 

experience increased perceived persuasiveness when interacting with a human-like CA 

[11]. This increased persuasiveness of a human-like CA would help users reevaluate 

the situation and gain confidence in their abilities. However, this perception of the CA 

as a social entity could also be a source of stress via the social evaluation threat [12], 

i.e., users feel observed and judged by the CA. We propose the following research 

question to resolve those opposing predictions: 

How does the human-like design of a conversational agent influence the effect of 

destressing messages in a work-like environment? 

To answer this question, we propose a NeuroIS experiment combining multiple 

physiological parameters to assess the user’s reaction to a destressing CA in a work-

like environment and its effects on experienced stress level and performance. 

Theoretical Background 

Transactional stress model by Lazarus 

Stress is the body's physiological reaction to certain environmental stimuli, termed 

stressors [13]. The evolutionary function of the stress response is the activation of short 

term resources to deal with and survive threatening situations. As useful as this response 

is in the short-term, prolonged activation of the stress response carries a range of neg-

ative results, such as burnout, depression [14], anxiety [15], sleep disorders [16], in-

creased risk of heart attack [17], and a reduced immune response [16]. 

In the transactional model of stress and coping [9], stress results from a multistage 

evaluation of external stimuli. The individuum interprets the stimuli as either positive, 

irrelevant, or dangerous. While irrelevant stimuli are discarded, dangerous stimuli are 

then evaluated to determine whether the individuum perceives their resources as ade-

quate to deal with them. If that evaluation is negative, the user experiences stress. 

Based on this theory, two main ways of reducing stress exist. Either the perception 

of threat is reduced or the user is encouraged that their resources are sufficient.  

Conversational Agents and Stress 

CAs are computer interfaces that interact with the user in a conversation-like manner 

utilizing written or spoken language [18]. CAs with human-like features, such as a 

name [19], an avatar [20], dynamic response delays [21], and the use of emoticons [22], 

elicit behavior in the user that is similar to human-human interaction. This has been 

described in the social response theory [23]. According to this theory, humans subcon-

sciously perceive a CA as a social partner and act accordingly. Leading to the user 

experiencing higher enjoyment [24] and trust in the system [25]. Most importantly, it 

increases the perceived persuasiveness and leads to an increase in following behavioral 

recommendations made by the CA [11, 26, 27]. Hence, CAs exhibiting human-like de-

sign elements should provide stronger destressing by presenting messages in line with 

the transactional stress model. 
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However, increasing the perception of interacting with a social partner might lead to 

additional stress. As social beings, humans react strongly to being observed and evalu-

ated by other humans [12]. This effect is termed social evaluation threat and has been 

shown to have an impact in various studies [28, 29]. If the CA is perceived as a social 

entity, it should also be seen as a social evaluation threat. In conclusion, combining 

social response theory and the transaction stress model leads to opposing predictions. 

Hypotheses Development 

 
As described in the previous section of this paper, the considered theories lead to 

opposing predictions regarding the effect of a human-like design on a CA presenting 

destressing messages. We, therefore, postulate a unidirectional hypothesis: (H1) An in-

crease in human-like design leads to an increase or decrease in experienced stress by 

the user (social evaluation stress hypothesis or persuasive destressing hypothesis). 

An IS system, such as a CA, can be a source of technostress [1, 30–32]. We include 

a condition without a CA as a control condition and postulate that: (H1con) The presence 

of a CA leads to an increase in experienced stress by the user. 

Cognitive load describes the differences between the user’s mental capacities and 

task demands [33, 34]. Schmidhuber et al. compared the cognitive load when using a 

CA or a traditional software interface and found a reduction in cognitive load for the 

CA users [35]. Similarly, a virtual embodied assistant reduces cognitive load compared 

to an assistant using just a disembodied voice [36]. Therefore, we hypothesize: (H2) An 

increase in human-like design leads to a decrease in the cognitive load of the user. 

According to the transactional stress model, stress is caused when the subject con-

siders the task to exceed their mental resources [9]. In this context, an increase in cog-

nitive load should lead to an increase in perceived stress: (H3) Increased cognitive load 

leads to an increase in experienced stress by the user. 

We define the performance of the user as the accuracy with which the user is ful-

filling the task. The impact of excessive stress on work quality is well documented [37–

40] and should be reflected in our experiment: (H4) The experienced stress decreases 

the performance of the user. 

Cognitive load has been shown to decrease the accuracy of complex tasks such as 

math problems [41–44]. We assume the same will hold true for our task and therefore 

postulate: (H5) The experienced cognitive load decreases the performance. 

Figure 1. Research Model. Stress was manipulated by providing different stressors. 
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Method 

Participants 

We plan to collect data in an office-like setting from 90 to 100 right-handed partici-

pants recruited from students at a large German university (namely the TU Dresden). 

Task and Procedure 

Participants are instructed to label images of parked e-scooters, whether they are 

parked correctly, incorrectly, or if no scooter is depicted. We structured the experiment 

into four five-minute blocks. 

Treatments 

The experiment has a mixed between- and within-subject design. With the stressors 

manipulated within-subject and the CA design manipulated between-subject. We will 

utilize a CA that communicates in written language, also termed a chatbot [45]. 

The stressors are manipulated within-subject with a block of 5-min labeling without 

the stressors, followed by two blocks with stressors and a last block without stressors. 

We selected the following stressors: time pressure via a clock counting the 5-minute 

time backwards (similar to [46, 47]), street noise played over speakers (similar to [48]), 

and increased loading times of the images (similar to [49]). The CA will not initiate an 

interaction with the user during the image labeling but will provide a refresher of the 

task instructions upon request so as not to be a source of stress by itself. 

We manipulate the chatbot design between subjects. One-third of the users will in-

teract with a chatbot exhibiting human-like design characteristics, namely a name [19], 

self-reference [20], a dynamic typing delay [21], and utilizing emoticons in the conver-

sation [22]. A third with a non-human-like designed chatbot, and one-third fulfill the 

task without interacting with a chatbot to provide a baseline for our experiment. Here, 

all necessary information is provided via a static text display. 

Figure 2. Workstation layout with the CA on the left and image labeling task on the right. 
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Table 1. Research design 

Message Human-like chat-

bot 

Non-Human like 

chatbot 

Static Text display 

Greeting Hello, I am Amanda 

        your helpful 

work assistant.      

Hello, this is your 

helpful work assis-

tant. 

<missing> 

Destressing Message Usually, people have 

no problem labeling 

enough images.      

Usually, people have 

no problem labeling 

enough images. 

Usually, people have 

no problem labeling 

enough images. 

Measures 

For our NeuroIS experiment, we aim to complement questionnaires with physiolog-

ical measurements [50, 51]. To assess the cognitive load of the participant, we will 

collect 16-channel EEG (OpenBCI) during the experiment. The cognitive load is meas-

ured by an increase in the alpha and theta ERD/ERS index over the whole cortex com-

pared to a 5-minute fixation baseline [52]. Physiological stress will be assessed using 

vagally-mediated heart rate variability (vmHRV, [53]). Without scientifically standard-

ized state-of-the-art methodical practice for calculating vmHRV measures in NeuroIS 

[54], vmHRV will be operationalized via the mean root square of successive differences 

of RR intervals (RMSSD) calculated for each period from 2 min of continuous data. 

Additionally, we will collect eye-tracking data (GP3 HD from Gazepoint) to investigate 

how the user interacts with the presented display. Also, we will collect prior exposure 

to CAs with a modified technology exposure questionnaire [55] and demographic data 

to correct possible confounds in our experiment. 

Discussion and Conclusion 

In this research-in-progress paper, we presented an experiment investigating the ef-

fects of a destressing CA. We aim to resolve the opposing predictions arising from 

social response theory and the transaction stress model. Our study would provide valu-

able insight into the effects of CA in the digital workplace, stress prevention, and the 

overall impact of perceived humanness. Most importantly, if the social reaction to CAs 

only carries the positive effects of increased persuasiveness and work quality without 

drawback of being perceived as a social evaluator, destressing CAs could provide a 

valuable tool for workplace destressing. Theoretically, this result would show whether 

a CA with human-like design parameters is also perceived as a social evaluation threat. 

Acknowledgements: This work is supported by the Dr. Hans Riegel Foundation via 
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Abstract. Emotion regulation (ER) is a key skill since emotions play an essential 

role in personal development and in understanding social interaction. However, 

ER is unequally developed in humans and many are searching for ways to im-

prove it. Neuro-adaptive systems bear a large potential for support in this endeav-

our with adaptive ER support based on biosignal. With the widespread use of 

wrist-worn wearables, new opportunities are emerging to capture biosignals, such 

as heart rate (HR), from the wearer in everyday life. This opens up the potential 

to use wrist-worn wearables to provide adaptive ER support. In this paper, we 

present a systematic literature review to provide an overview of the state-of-the-

art in research on HR-based adaptive ER support with wrist-worn wearables. 

Specifically, we focus on the interplay between emotion recognition, wrist-worn 

wearables and adaptive ER support. Our findings show that HR-based wrist-worn 

wearable systems equally intervene via forms of feedback and external regulation 

by others and only four studies actually adapt the system. Further, many studies 

focus on response-based regulation or situation modification or selection strate-

gies. To further research, we see research gaps in the ease of application of tech-

nical implementation, including biosignal processing and the use of ER support 

in systems. 

Keywords: Emotion recognition, Emotion regulation, NeuroIS, Biosignals, 

Adaptive systems 

Introduction 

Emotion regulation (ER) is a key skill for humans since emotions play an essential role 

in personal development and in understanding social interaction [1, 2]. For example, 

emotions allow humans to assess specific situations, foster or hinder learning processes 

and memorize information [3]. Consequently, ER plays a central role in the develop-

ment of transferable skills such as empathy, leadership, or self-empowerment [4]. ER 

refers to the things we do to influence [4] which emotions we have, when we have them, 

and how we experience and express them [5]. It is executed via the application of ded-

icated ER strategies [6, 7].  Consequently, the application of ER strategies is a key skill 

for developing transferable skills and for going through life successfully in general. 
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However, ER is unequally developed in people and many are searching for ways to 

improve it and related skills as evidenced by the multitude of courses on personal de-

velopment, e.g., in mindfulness, leadership, or empathy. In this paper, we take a look 

at the perspective on how to leverage sensor technologies embedded in wearables that 

support recognizing emotions via biosignals for ER support in the field. A promising 

electrical biosignal to understand emotions leverages electrocardiogram (ECG) to com-

pute heart rate variability (HRV) [8]. Today, commercially available, affordable wear-

able devices provide the ability to capture cardiovascular activity. Specifically, smart-

watches [9] as well as other wrist-worn wearables are becoming widely used in the 

population. According to Parks Associates, in 2021 22% of American households own 

a smartwatch which is most commonly used for activity, health and fitness tracking 

[10].  As wrist-worn wearables are equipped with sensors that provide increasingly ac-

curate readings, the popularity of emotion-recognition smartwatches has also increased 

for research [11]. Although the sensor accuracy does not match other wearables [12], 

like a chest strap, wrist-worn wearables are being used in various studies and have 

shown to provide valuable data for recognizing emotions. By being non-invasive, wide-

spread and suitable for everyday use, they offer interesting possibilities for use in neu-

roadaptive systems, which is one of the research areas of the NeuroIS community and 

is expected to grow in the future [13–15]. In contrast to existing publications delivered 

by the NeuroIS community that focused on specific sensors and biosignals [12, 16–19], 

the focus of our review is the interplay between (1) emotional states derived from bi-

osignals and (2) the NeuroIS system using wrist-worn wearables. 

To obtain an overview of the possible applications of wrist-worn wearables and their 

possible integration into emotion-adaptive systems, we conducted a systematic litera-

ture review (SLR) to provide a consolidated view of research findings on ER support 

using emotion-aware smartwatches answering the following research question: What is 

the state-of-the-art in research on emotion-adaptive regulation support using wrist-

worn wearables with heart rate data? 

We analyzed the publications identified in our SLR through a morphological box based 

on a conceptual model of adaptive ER support systems which consists of the steps emo-

tion recognition, the adaptation logic, the intervention type of the adaptive ER support 

system, and the ER strategy family in place (see Section 3). Our results show that wrist-

worn wearable systems based on biosignals from the heart rate (HR) intervene to sup-

port ER via feedback and notification, through external regulation by others. Only four 

studies actually adapt the system. Further, many studies focus on response-based ER or 

situation modification or selection strategies. 

Method 

In our paper, we followed the SLR search process proposed by [20] to categorize the 

various data records. First, we defined the scope of the search in form of the search 

string. It consists of three concepts: wrist-worn wearables, the ability to recognize and 

regulate emotions, and the cardiac biosignals to recognize emotions. The detailed 

search string was: ("smart device" OR "smartwatch" OR "smart watch" OR wrist-band 
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OR "wrist band" OR "wrist bands" OR “wrist worn” OR “wrist-worn”) AND ("emo-

tion regulation" OR ( emotio* AND regulat*) OR emotion-aware OR "emotional con-

text" OR "affect regulation" OR affect-aware OR "affective context") AND (heart-rate 

OR "heart rate" OR ecg). Second, we selected the databases ACM digital library, IEEE 

Xplore, AIS eLibrary, Springer Link, and Web of Science Core Collection for our 

search. In the databases that allowed an abstract search, this was applied to the first and 

second "AND” condition of the search string. Third, we included only publications 

published later than 2014 since corresponding wearables smartwatches are a relatively 

innovative technology, e.g., the Apple Watch was introduced in 2014 [21]. Another 

inclusion criterion was that we only looked at peer-reviewed journals and conference 

papers. With our search strategy, we obtained 564 results. Through manual reviewing 

them on the SLR objective, we received 23 results in total. In a forward-backwards, we 

found additional 9 publications, whereby one publication targeted the same prototype, 

were found. In a final step, the 31 results were analyzed according to the studies con-

ducted and the Conceptual Model explained in Section 3. 

Conceptual Model 

We conceptualize emotion recognition and adaptive ER support based on wrist-worn 

wearables with a cycle consisting of four steps (see Fig. 1).  

Our conceptual model distinguishes between a human and technical system perspec-

tive. From a human perspective the central trigger for adaptation is the appearance of 

emotions. Emotions in general can either be assessed manually (e.g., through surveys) 

or automatically. We follow an automated approach to discover emotions. In step (1) 

emotion recognition, sensors (in our case mostly embedded wrist-worn wearables) are 

leveraged, raw data processing is performed and classification algorithms are applied. 

Subsequently, step (2) covers the adaptation logic. This step builds on the detected 

emotion and describes the procedure how an intervention will be triggered based on the 

recognized human’s emotion. Finally, step (3) intervention describes how the system 

responds to the recognized emotion and the defined adaptation logic in order to influ-

ence human behavior. These interventions can be, for example proposing exercises to 

be performed by the human, adjustments to an application or feedback.  

Finally, again from a human perspective, emotion regulation describes the strategy for 

regulating the human’s emotion during or after an intervention. Existing literature typ-

ically suggests grouping of strategies in 5 families: Situation Selection, Situation Mod-

ification, Attentional Deployment, Cognitive Change and Response Modulation [22], 

 

Fig. 1. Conceptual model   
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Results 

We present the results of our SLR in a morphological box (Fig. 2), the underlying data 

is captured in Table 1 in the appendix.. The dimensions of the morphological box de-

scribe the study characteristic, the emotion, the steps from the technical system, and the 

emotion regulation. 

The dimension study characteristics provides information on the type of investigation 

conducted in the studies, either for data collection (in the field and in the laboratory, 7 

in total) or for the assessment of artefacts. 15 studies were conducted in a laboratory 

setup and 10 studies in a field setup. In 6 studies, no or other types of studies were 

conducted. 

With regards to the emotional model, 13 studies followed a discrete emotional model. 

Five studies followed a continuous dimensional emotion model (i.e., valence-arousal), 

in nine studies an emotion-centric construct was classified, for example, in [23] the 

user's laughter was recognized. In four studies no model was reported.  

The dimension of the discrete emotion is differentiated from the upper dimension in 

more detail.  Anger and disgust were each chosen once as a discrete emotion, anxiety 

seven times, joy and surprise twice and sadness three times. Although stress is not an 

emotion, we added it to this dimension because the intervention for emotions is also 

partially applicable to stress; it was used in seven studies. Among others (5), we in-

cluded related states to the discrete emotions, such as laughter [23] or engagement [24].  

The dimension of sensors covers the various physiological sensors that have been used 

by wearables, mostly wrist-worn wearables, used for emotion recognition and during 

adaption. 23 prototypes have measured the HR. Electrodermal activity sensors were 

used in total of eight times. Six times the accelerator and two times the skin temperature 

sensor was used. In five studies, additional measuring devices were used, which 

 
Fig. 2. Morphological box for the SLR analysis. 
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recorded data that could not been measured with a wrist-worn wearable like for exam-

ple, [25] also used a camera to capture facial expressions. Four times there was no 

emotion recognition, such as in CoolCraig [26]. This system focuses on behaviour and 

emotions in children with ADHD in a co-regulation setting. 

For the classification of the emotion using raw sensor data, machine learning was used 

in ten studies, rule-based classification in eight studies, no indication was given in two 

studies and no emotion classification took place 11 times. This included also prototypes 

using emotion-related biosignals, for example HeartChat [27], which developed an HR 

augmented chat for emotion regulation in chats. Another example is EmotionCheck 

[28], which in their laboratory study evaluated the effectiveness of the intervention and 

the anxiety was induced by the study. 

For the following analysis, we excluded all studies (6) that did not conduct the support 

of emotion regulation but rather focused only on recognition. We continue with those 

studies that represent the whole conceptual model (25).  

The adaptation logic was based on a threshold of sensor values or features in three 

studies, in four studies the logic was based on the detected discrete emotion, and the 

remaining 18 are summarised under others. These include studies that induced the emo-

tion or that co-regulation took place.  

Different intervention types were leveraged: In four studies, an automatic adaptation 

of the system takes place, three the user received haptic rhythmic feedback on their 

wrist. Four times an exercise was suggested to the user by a notification. In seven stud-

ies, adaptation took place through external co-regulation and seven were categorised 

under other.   

Finally, the distribution among the emotion regulation strategy families were the fol-

lowing: The response modulation family was used in seven studies, the situation selec-

tion in three studies and the situation change strategy family in five studies. In ten stud-

ies we could not make an allocation. 

Discussion 

In this study we conducted a SLR to provide an overview of research on HR-based 

adaptive ER support with wrist-worn wearables. Based on the results of our SLR we 

identified two main streams in previous research.  

First, the results show that 80% of the studies conduct and investigate ER support, while 

the other studies focused on emotion recognition using wrist-worn wearables. These 

studies represent the first stream. In this stream emotion recognition is mostly con-

ducted in a multimodal approach with multiple sensors, post-processing, and classifi-

cation with machine learning. Many of these studies applied a two-dimensional va-

lence-arousal model to understand emotions. EmotionSence [29] is an example from 

this stream. In a lab study, they took data from different users in different activity states, 

such as sitting and walking, and built different models to detect emotions in a 2D model. 

The second stream includes all studies that supported ER and included either an adap-

tation or an intervention. Mostly the focus was on evaluating the regulation intervention 

or adaptation concept and not emotion recognition, which was partly induced by the 
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study and not automatically performed. Many of the prototypes in these studies were 

based on the discrete or categorical emotion models, of these a lot focused on negative 

emotions like anxiety, anger, or stress. The adaptation logic in these studies was quite 

different. About one fifth of the studies gave general feedback in the form of a message 

to users to recommend an exercise, like FOQUS [30], which includes a feature that 

helps to be focused by applying the Pomodoro time management technique. [31]. 

Four studies adapted the interaction with or the presentation of the system by adjusting 

the speed of interaction or adaption of the system interface. In seven studies a special 

form of intervention was chosen in which the emotional state or physiological data was 

communicated to a co-regulator who then decided whether to change the mode of com-

munication or recommended an exercise.  In three studies, the user receives artificial, 

heartbeat-like rhythmic feedback on the wrist to subtly calm and regulate their HR. 

Finally, when looking at the ER strategies applied in the studies, three groups stand out. 

Seven studies focused on a response-based approach by elicitation of response modu-

lation in the participants. For example, Chen et al. [23] have developed a system called 

FishBuddy that detects stress and anxiety in learners during an exercise and interrupts 

the learning process to regulate the emotion by using a simulated fish whose swimming 

rhythm reduces the HR. Second, five studies regulated emotions by modifying the sit-

uation, and three started even earlier in the ER model by supporting the application of 

situations selection strategies. Other emotion strategies were not applied in the sample. 

A reason for this might be since the ER strategy attention deployment and cognitive 

change require a deeper understanding of the situation and the context in order to sup-

port ER through a neuro-adaptive system. 

Limitations and Future Research 

Although we followed a rigorous search approach our work comes with limitations. We 

had to make decisions with regards to the databases searched, the exclusion and inclu-

sion criteria, and the analysis levels. We will address these aspects in future cycles. 

Based on our results and limitations, we have discovered potential for future research. 

Despite the prevalence of wrist-worn wearables in the population, we see a research 

gap in the area of adaptive ER support systems with an integration of all steps of our 

conceptual model such as adaptation logic, intervention, and regulation. Second, only 

three of the five ER strategy families are investigated in the studies.  

To address these gaps, we see the potential for further research to bring together the 

technical implementation and processing of biosignals and ER support strategies and 

their use cases. This requires (1) methodological contributions that conceptually de-

scribe the interplay of emotion recognition, logic and intervention. Furthermore, we 

believe that a toolkit supporting the different steps of emotion recognition and adapta-

tion through standardized software modules could be beneficial. This would make it 

possible to prototype ER support applications based on wrist-worn wearables for re-

searchers from non-technical disciplines.  
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Appendix 

Table 1. Results of the SLR 

Dimension Characteristic References # 

Study  

Characteristic 

Laboratory Study [23, 28–30, 32–42] 15 

Field Study [24, 27, 31, 43–49] 10 

No Study [25, 26, 50–53] 6 

Sensors 

Heart Rate based [23, 25, 27–37, 43–49, 51–53] 23 

electrodermal activity 
[23, 24, 29, 36, 37, 40, 42, 42, 

52] 
8 

Skin Temperature [37, 52] 2 

Accelerometer [23, 29, 38, 39, 45, 46] 6 

External device [25, 35, 37, 46, 47] 5 

No Recognition [26, 30, 41, 50] 4 

Classification 

Machine learning 
[23, 25, 29, 37, 38, 40, 45, 47, 

48, 52] 
10 

Rule-based [24, 32, 33, 35, 43, 44, 51, 53] 8 

Not specified [31, 34] 2 

No classification 
[26–28, 30, 36, 39, 41, 42, 46, 

49, 50] 
11 

Emotional 

model 

Discrete categories 
[28, 31–34, 38, 42–44, 48, 51–

53] 
13 

Dimensional model [25, 29, 35, 40, 47] 5 

Others 
[23, 24, 27, 36, 37, 39, 45, 46, 

49] 
9 

No emotion recognition [26, 30, 41, 50] 4 

Discrete 

emotions 

Anger [34] 1 

Anxiety [28, 31–34, 42, 52] 7 

Joy [38, 51] 2 

Disgust [34] 1 

Sadness [34, 38, 51] 3 

Surprise [34, 40] 2 

Stress [30–32, 43, 44, 48, 51] 7 

Others [24, 37, 44, 45] 4 
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Adaptation 

logic 

Physiological data based 

threshold 
[32, 33, 44] 3 

Emotion detection based 

threshold 
[25, 34, 41, 51] 4 

Others 
[24, 26–28, 30, 31, 35, 36, 39, 

40, 42, 43, 46, 48–50, 52, 53] 
18 

Intervention 

System adaptation [25, 32, 44, 51] 4 

Physiological feedback [28, 33, 42] 3 

Notification feedback [30, 31, 35, 46] 4 

External co-regulation [24, 27, 36, 39, 40, 49, 53] 7 

Others [26, 34, 41, 43, 48, 50, 52] 7 

Emotion  

regulation 

Response modulation [28, 31–33, 35, 41, 42] 7 

Situation selection [25, 43, 51] 3 

Situation modification [24, 30, 36, 39, 44] 5 

No identification 
[26, 27, 34, 40, 46, 48–50, 52, 

53] 
10 

References 

1. Ensor, R., Spencer, D., Hughes, C.: ‘You Feel Sad?’ Emotion Understanding Mediates 

Effects of Verbal Ability and Mother–Child Mutuality on Prosocial Behaviors: Findings 

from 2 Years to 4 Years. Social Development. 20, 93–110 (2011). 

https://doi.org/10.1111/j.1467-9507.2009.00572.x. 

2. Hall, J.A., Andrzejewski, S.A., Yopchick, J.E.: Psychosocial correlates of interpersonal 

sensitivity: A meta-analysis. Journal of Nonverbal Behavior. 33, 149–180 (2009). 

https://doi.org/10.1007/s10919-009-0070-5. 

3. Tyng, C.M., Amin, H.U., Saad, M.N.M., Malik, A.S.: The Influences of Emotion on 

Learning and Memory. Frontiers in Psychology. 8, (2017). 

4. Gross, J.J., Barrett, L.F.: Emotion Generation and Emotion Regulation: One or Two De-

pends on Your Point of View. Emot Rev. 3, 8–16 (2011). 

https://doi.org/10.1177/1754073910380974. 

5. Gross, J.J.: The emerging field of emotion regulation: An integrative review. Review of 

General Psychology. 2, 271–299 (1998). https://doi.org/10.1037/1089-2680.2.3.271. 

6. Gross, J.J.: Emotion Regulation: Current Status and Future Prospects. Psychological In-

quiry. 26, 1–26 (2015). https://doi.org/10.1080/1047840X.2014.940781. 

7. Gross, J.J.: Emotion regulation: Conceptual and empirical foundations. In: Handbook of 

emotion regulation, 2nd ed. pp. 3–20. The Guilford Press, New York, NY, US (2014). 

8. Kreibig, S.D.: Autonomic nervous system activity in emotion: a review. Biol Psychol. 

84, 394–421 (2010). https://doi.org/10.1016/j.biopsycho.2010.03.010. 

9. Wearable Technology Market Share & Trends Report, 2030, https://www.grandviewre-

search.com/industry-analysis/wearable-technology-market, last accessed 2023/02/23. 

10. Parks Associates - Smart Product Market Assessments, http://www.parksassoci-

ates.com/services/smart-product-assessments, last accessed 2023/03/10. 



345 

 

11. Schmidt, P., Reiss, A., Dürichen, R., Laerhoven, K.V.: Wearable-Based Affect Recogni-

tion—A Review. Sensors. 19, 4079 (2019). https://doi.org/10.3390/s19194079. 

12. Stangl, F.J., Riedl, R.: Measurement of Heart Rate and Heart Rate Variability with Wear-

able Devices: A Systematic Review. 

13. Fischer, T., Davis, F.D., Riedl, R.: NeuroIS: A Survey on the Status of the Field. In: Da-

vis, F.D., Riedl, R., vom Brocke, J., Léger, P.-M., and Randolph, A.B. (eds.) Information 

Systems and Neuroscience. pp. 1–10. Springer International Publishing, Cham (2019). 

https://doi.org/10.1007/978-3-030-01087-4_1. 

14. vom Brocke, J., Hevner, A., Léger, P.M., Walla, P., Riedl, R.: Advancing a NeuroIS re-

search agenda with four areas of societal contributions. European Journal of Information 

Systems. 29, 9–24 (2020). https://doi.org/10.1080/0960085X.2019.1708218. 

15. Riedl, R., Fischer, T., Léger, P.-M., Davis, F.D.: A Decade of NeuroIS Research: Pro-

gress, Challenges, and Future Directions. SIGMIS Database. 51, 13–54 (2020). 

https://doi.org/10.1145/3410977.3410980. 

16. Stangl, F.J., Riedl, R.: Measurement of Heart Rate and Heart Rate Variability: A Review 

of NeuroIS Research with a Focus on Applied Methods. In: Davis, F.D., Riedl, R., vom 

Brocke, J., Léger, P.-M., Randolph, A.B., and Müller-Putz, G.R. (eds.) Information Sys-

tems and Neuroscience. pp. 269–283. Springer International Publishing, Cham (2022). 

https://doi.org/10.1007/978-3-031-13064-9_28. 

17. Stangl, F.J., Riedl, R.: Measurement of Heart Rate and Heart Rate Variability in NeuroIS 

Research: Review of Empirical Results. In: Davis, F.D., Riedl, R., vom Brocke, J., Léger, 

P.-M., Randolph, A.B., and Müller-Putz, G.R. (eds.) Information Systems and Neurosci-

ence. pp. 285–299. Springer International Publishing, Cham (2022). 

https://doi.org/10.1007/978-3-031-13064-9_29. 

18. Seitz, J., Maedche, A.: Biosignal-Based Recognition of Cognitive Load: A Systematic 

Review of Public Datasets and Classifiers. In: Davis, F.D., Riedl, R., vom Brocke, J., 

Léger, P.-M., Randolph, A.B., and Müller-Putz, G.R. (eds.) Information Systems and 

Neuroscience. pp. 35–52. Springer International Publishing, Cham (2022). 

https://doi.org/10.1007/978-3-031-13064-9_4. 

19. Dorner, V., Uribe Ortiz, C.E.: New Measurement Analysis for Emotion Detection Using 

ECG Data. In: Davis, F.D., Riedl, R., vom Brocke, J., Léger, P.-M., Randolph, A.B., and 

Müller-Putz, G.R. (eds.) Information Systems and Neuroscience. pp. 219–227. Springer 

International Publishing, Cham (2022). https://doi.org/10.1007/978-3-031-13064-9_23. 

20. Webster, J., Watson, R.T.: Analyzing the Past to Prepare for the Future: Writing a Litera-

ture Review. MIS Quarterly. 26, xiii–xxiii (2002). 

21. Apple Unveils Apple Watch—Apple’s Most Personal Device Ever, https://www.ap-

ple.com/newsroom/2014/09/09Apple-Unveils-Apple-Watch-Apples-Most-Personal-De-

vice-Ever/, last accessed 2023/03/04. 

22. Sheppes, G., Gross, J.J.: Emotion Regulation Effectiveness: What Works When. In: 

Weiner, I. (ed.) Handbook of Psychology, Second Edition. p. hop205018. John Wiley & 

Sons, Inc., Hoboken, NJ, USA (2012). 

https://doi.org/10.1002/9781118133880.hop205018. 

23. Di Lascio, E., Gashi, S., Santini, S.: Laughter Recognition Using Non-invasive Wearable 

Devices. In: Proceedings of the 13th EAI International Conference on Pervasive 



346 

Computing Technologies for Healthcare. pp. 262–271. Association for Computing Ma-

chinery, New York, NY, USA (2019). https://doi.org/10.1145/3329189.3329216. 

24. DiSalvo, B., Bandaru, D., Wang, Q., Li, H., Plötz, T.: Reading the Room: Automated, 

Momentary Assessment of Student Engagement in the Classroom: Are We There Yet? 

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol. 6, 1–26 (2022). 

https://doi.org/10.1145/3550328. 

25. Dong, Y., Hu, H., Wen, Y., Yu, H., Miao, C.: Personalized Emotion-Aware Video 

Streaming for the Elderly. In: Social Computing and Social Media. Technologies and 

Analytics: 10th International Conference, SCSM 2018, Held as Part of HCI International 

2018, Las Vegas, NV, USA, July 15-20, 2018, Proceedings, Part II. pp. 372–382. 

Springer-Verlag, Berlin, Heidelberg (2018). https://doi.org/10.1007/978-3-319-91485-

5_28. 

26. Doan, M., Cibrian, F.L., Jang, A., Khare, N., Chang, S., Li, A., Schuck, S., Lakes, K.D., 

Hayes, G.R.: CoolCraig: A Smart Watch/Phone Application Supporting Co-Regulation 

of Children with ADHD. In: Extended Abstracts of the 2020 CHI Conference on Human 

Factors in Computing Systems. pp. 1–7. Association for Computing Machinery, New 

York, NY, USA (2020). https://doi.org/10.1145/3334480.3382991. 

27. Hassib, M., Buschek, D., Wozniak, P.W., Alt, F.: HeartChat: Heart Rate Augmented Mo-

bile Chat to Support Empathy and Awareness. In: Proceedings of the 2017 CHI Confer-

ence on Human Factors in Computing Systems. pp. 2239–2251. Association for Compu-

ting Machinery, New York, NY, USA (2017). https://doi.org/10.1145/3025453.3025758. 

28. Costa, J., Adams, A.T., Jung, M.F., Guimbretière, F., Choudhury, T.: EmotionCheck: A 

Wearable Device to Regulate Anxiety through False Heart Rate Feedback. GetMobile: 

Mobile Comp. and Comm. 21, 22–25 (2017). https://doi.org/10.1145/3131214.3131222. 

29. Wang, Z., Yu, Z., Zhao, B., Guo, B., Chen, C., Yu, Z.: EmotionSense: An Adaptive 

Emotion Recognition System Based on Wearable Smart Devices. ACM Trans. Comput. 

Healthcare. 1, 20:1-20:17 (2020). https://doi.org/10.1145/3384394. 

30. Dibia, V.: FOQUS: A Smartwatch Application for Individuals with ADHD and Mental 

Health Challenges. In: Proceedings of the 18th International ACM SIGACCESS Confer-

ence on Computers and Accessibility. pp. 311–312. Association for Computing Machin-

ery, New York, NY, USA (2016). https://doi.org/10.1145/2982142.2982207. 

31. Morris, J.T., Wallace, T.: BreatheWell Wear: Development and Testing of a Stress Man-

agement App for TBI and PTSD on Android Wear Smartwatches. In: Miesenberger, K. 

and Kouroupetroglou, G. (eds.) Computers Helping People with Special Needs. pp. 472–

478. Springer International Publishing, Cham (2018). https://doi.org/10.1007/978-3-319-

94274-2_69. 

32. Chen, J., Zhu, B., Balter, O., Xu, J., Zou, W., Hedman, A., Chen, R., Sang, M.: 

FishBuddy: Promoting Student Engagement in Self-Paced Learning through Wearable 

Sensing. In: 2017 IEEE International Conference on Smart Computing (SMARTCOMP). 

pp. 1–9 (2017). https://doi.org/10.1109/SMARTCOMP.2017.7947008. 

33. Costa, J., Guimbretière, F., Jung, M.F., Choudhury, T.: BoostMeUp: Improving Cogni-

tive Performance in the Moment by Unobtrusively Regulating Emotions with a Smart-

watch. Proc. ACM Interact. Mob. Wearable Ubiquitous Technol. 3, 1–23 (2019). 

https://doi.org/10.1145/3328911. 



347 

 

34. Vermeulen, J., MacDonald, L., Schöning, J., Beale, R., Carpendale, S.: Heartefacts: Aug-

menting Mobile Video Sharing Using Wrist-Worn Heart Rate Sensors. In: Proceedings 

of the 2016 ACM Conference on Designing Interactive Systems. pp. 712–723. ACM, 

Brisbane QLD Australia (2016). https://doi.org/10.1145/2901790.2901887. 

35. Liu, N., Zhang, Y., Mark, G., Li, Z., Rau, P.-L.P.: Mindfulness Meditation: Investigating 

Immediate Effects in an Information Multitasking Environment. In: Rau, P.-L.P. (ed.) 

Cross-Cultural Design. Methods, Tools and User Experience. pp. 531–542. Springer In-

ternational Publishing, Cham (2019). https://doi.org/10.1007/978-3-030-22577-3_38. 

36. Lee, M., Kim, K., Rho, H., Kim, S.J.: Empa talk: a physiological data incorporated hu-

man-computer interactions. In: CHI ’14 Extended Abstracts on Human Factors in Com-

puting Systems. pp. 1897–1902. Association for Computing Machinery, New York, NY, 

USA (2014). https://doi.org/10.1145/2559206.2581370. 

37. Salah, J., Abdelrahman, Y., Abdrabou, Y., Kassem, K., Abdennadher, S.: Exploring the 

Usage of Commercial Bio-Sensors for Multitasking Detection. In: Proceedings of the 

17th International Conference on Mobile and Ubiquitous Multimedia. pp. 265–277. As-

sociation for Computing Machinery, New York, NY, USA (2018). 

https://doi.org/10.1145/3282894.3282900. 

38. Quiroz, J.C., Yong, M.H., Geangu, E.: Emotion-recognition using smart watch accel-

erometer data: preliminary findings. In: Proceedings of the 2017 ACM International Joint 

Conference on Pervasive and Ubiquitous Computing and Proceedings of the 2017 ACM 

International Symposium on Wearable Computers. pp. 805–812. ACM, Maui Hawaii 

(2017). https://doi.org/10.1145/3123024.3125614. 

39. Joi, Y.R., Jeong, B.T., Kim, J.H., Park, K.H., Lee, T., Cho, J.D.: WearLove: Affective 

Communication via Wearable Device with Gamification. In: Proceedings of the 2015 

Annual Symposium on Computer-Human Interaction in Play. pp. 559–564. Association 

for Computing Machinery, New York, NY, USA (2015). 

https://doi.org/10.1145/2793107.2810337. 

40. Di Lascio, E., Gashi, S., Santini, S.: Unobtrusive Assessment of Students’ Emotional En-

gagement during Lectures Using Electrodermal Activity Sensors. Proc. ACM Interact. 

Mob. Wearable Ubiquitous Technol. 2, 103:1-103:21 (2018). 

https://doi.org/10.1145/3264913. 

41. Williams, M.A., Roseway, A., O’Dowd, C., Czerwinski, M., Morris, M.R.: SWARM: An 

Actuated Wearable for Mediating Affect. In: Proceedings of the Ninth International Con-

ference on Tangible, Embedded, and Embodied Interaction. pp. 293–300. Association for 

Computing Machinery, New York, NY, USA (2015). 

https://doi.org/10.1145/2677199.2680565. 

42. T. Azevedo, R., Bennett, N., Bilicki, A., Hooper, J., Markopoulou, F., Tsakiris, M.: The 

calming effect of a new wearable device during the anticipation of public speech. Sci 

Rep. 7, 2285 (2017). https://doi.org/10.1038/s41598-017-02274-2. 

43. Hwang, C., Pushp, S.: A Mobile System for Investigating the User’s Stress Causes in 

Daily Life. In: Proceedings of the 2018 ACM International Joint Conference and 2018 

International Symposium on Pervasive and Ubiquitous Computing and Wearable Com-

puters. pp. 66–69. ACM, Singapore Singapore (2018). 

https://doi.org/10.1145/3267305.3267668. 



348 

44. Szwoch, M., Szwoch, W.: Using Different Information Channels for Affect-Aware Video 

Games - A Case Study. In: Choraś, M. and Choraś, R.S. (eds.) Image Processing and 

Communications Challenges 10. pp. 104–113. Springer International Publishing, Cham 

(2019). https://doi.org/10.1007/978-3-030-03658-4_13. 

45. Hafiz, P., Miskowiak, K.W., Maxhuni, A., Kessing, L.V., Bardram, J.E.: Wearable Com-

puting Technology for Assessment of Cognitive Functioning of Bipolar Patients and 

Healthy Controls. Proc. ACM Interact. Mob. Wearable Ubiquitous Technol. 4, 129:1-

129:22 (2020). https://doi.org/10.1145/3432219. 

46. Cambo, S.A., Avrahami, D., Lee, M.L.: BreakSense: Combining Physiological and Loca-

tion Sensing to Promote Mobility during Work-Breaks. In: Proceedings of the 2017 CHI 

Conference on Human Factors in Computing Systems. pp. 3595–3607. Association for 

Computing Machinery, New York, NY, USA (2017). 

https://doi.org/10.1145/3025453.3026021. 

47. Exler, A., Schankin, A., Klebsattel, C., Beigl, M.: A wearable system for mood assess-

ment considering smartphone features and data from mobile ECGs. In: Proceedings of 

the 2016 ACM International Joint Conference on Pervasive and Ubiquitous Computing: 

Adjunct. pp. 1153–1161. Association for Computing Machinery, New York, NY, USA 

(2016). https://doi.org/10.1145/2968219.2968302. 

48. Boateng, G., Kotz, D.: StressAware: An app for real-time stress monitoring on the amulet 

wearable platform. In: 2016 IEEE MIT Undergraduate Research Technology Conference 

(URTC). pp. 1–4 (2016). https://doi.org/10.1109/URTC.2016.8284068. 

49. Liu, F., Esparza, M., Pavlovskaia, M., Kaufman, G., Dabbish, L., Monroy-Hernández, 

A.: Animo: Sharing Biosignals on a Smartwatch for Lightweight Social Connection. 

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol. 3, 18:1-18:19 (2019). 

https://doi.org/10.1145/3314405. 

50. Zheng, H., Genaro Motti, V.: Assisting Students with Intellectual and Developmental 

Disabilities in Inclusive Education with Smartwatches. In: Proceedings of the 2018 CHI 

Conference on Human Factors in Computing Systems. pp. 1–12. ACM, Montreal QC 

Canada (2018). https://doi.org/10.1145/3173574.3173924. 

51. Choi, J., Lee, J., Kim, H.: Extending App Pre-Launch Service with Emotion Context: 

Poster Abstract. In: Proceedings of the Second International Conference on Internet-of-

Things Design and Implementation. pp. 329–330. ACM, Pittsburgh PA USA (2017). 

https://doi.org/10.1145/3054977.3057306. 

52. Miranda Calero, J.A., Rituerto-González, E., Luis-Mingueza, C., Canabal, M.F., Bárce-

nas, A.R., Lanza-Gutiérrez, J.M., Peláez-Moreno, C., López-Ongil, C.: Bindi: Affective 

Internet of Things to Combat Gender-Based Violence. IEEE Internet of Things Journal. 

9, 21174–21193 (2022). https://doi.org/10.1109/JIOT.2022.3177256. 

53. Qin, C.Y., Choi, J.-H., Constantinides, M., Aiello, L.M., Quercia, D.: Having a Heart 

Time? A Wearable-based Biofeedback System. In: 22nd International Conference on Hu-

man-Computer Interaction with Mobile Devices and Services. pp. 1–4. Association for 

Computing Machinery, New York, NY, USA (2021). 

https://doi.org/10.1145/3406324.3410539. 

 

 



349 

 

Design of an In-Class Virtual Calm Down Space for Neurodiverse 

Students 

Jackson Ritchey1, Yaseman Dehaghani1, and Tamara Roth1, 2  

1Sam M. Walton College of Business, University of Arkansas, Fayetteville, USA 

JRitchey@walton.uark.edu, {ydehagha, tr036}@uark.edu 
2FINATRAX, Interdisciplinary Center Security, Reliability and Trust (SnT), University of Lux-

embourg, Kirchberg, Luxembourg 
tamara.roth@uni.lu  

Abstract. Infia Studios has developed virtual reality (VR) “calm down spaces” 

for use in school classrooms. While aimed at helping students on the Autism 

Spectrum, the calming effects are available for all students. Developed as a 

SmartPhone app called “Serenity,” the concept is to provide a better calming ex-

perience (vs a physical calm down space) for a distressed student while helping 

minimize disruption to learning. The data presented here is from a “proof of con-

cept” demonstration study conducted at a local elementary school with 15 partic-

ipants aged 9-11 years old. Each student experienced the Serenity VR app using 

a VR headset for three minutes, then was asked a brief series of questions. With-

out fail, all students reported a positive experience and a calming effect from the 

digital environments. 

Keywords. Neurodiversity, Virtual Reality, Calm-Down Space, Classroom Technology, Dig-

ital Environments. 

Introduction and Related Work  

Through no fault of their own, over a million U.S. school-aged children struggle with 

dysregulated emotional events, which often manifest as outbursts that disrupt classroom 

learning [1]. The problem exists in classrooms of all levels, from kindergarten through 

graduate school, and affects a significant number of of students across the country [2]. 

Dysregulated emotional outbursts are difficult for both the child experiencing it, the 

teacher in charge, as well as every other student in the classroom. Such events often 

bring learning to a halt while the teacher attends to the needs of the student [3].  

Among students on the autism spectrum, anxiety-related emotional events are most 

prevalent [4]. Between 42 and 55 percent of students show behaviors characteristic for 

at least one anxiety disorder. The disorders range from (social) phobias to generalized 

anxiety disorder, obsessive-compulsive and separation anxiety disorder. They affect the 

wellbeing of students on the ASD spectrum across all levels of classroom learning, 

including cognitive functions [5]. In the classroom, anxiety typically results from sen-

sory overload, the disruption of routines, or social interaction [4]. Teachers often 
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respond to anxiety-related emotional events by either sanctioning or overprotecting stu-

dents and avoiding triggers [6].  

One common and contemporary solution attempted in countless schools is the “calm 

down space”. A calm down space is a designated area in a home or classroom with the 

sole intent of being a quiet, safe space for a child to go to when they feel their emotions 

are running too high and they need to regain their emotional and physical control 

[7,8,9]. In schools with few resources, calm down spaces are the best-case scenario for 

students in the classroom. Anecdotally, most teachers report that calm down spaces are 

at best an inadequate half measure. Many teachers do not know much about the psy-

chological requirements of such calm down spaces [4] and provide nothing more than 

a few scattered pillows for students. Many students, thus, perceive calm down spaces 

as a punishment not a solution to their problem.  

Recent advances in technology innovation position virtual reality (VR) as an alter-

native to tackle anxiety-related emotional events. Most research focuses on the use of 

VR as a safe space for persons with anxiety disorders and phobias, where they can be 

confronted with triggers and learn how process their emotions in stressful situations 

[10]. Other research explores VR as a possibility to provide relaxation on negative and 

positive affective states. The immersive experience from auditory and visual stimuli 

may counteract negative emotional events and provide immediate relief [11],[12]. 

Building on this research, we see many opportunities for a virtual calm down spaces in 

the classroom. Thus, we ask the following the question:  

RQ: How can the use of information systems help create calm down spaces for neu-

rodiverse children in the classroom without disrupting classroom flows?  

We try to answer this question following a Design Science Research (DSR) approach 

[14]. The use of DSR helped us identify design requirements and design objectives 

relevant to creating in-class calm down spaces that regulate emotional events without 

making the student feel punished. We began our DSR with a literature review on the 

design of calm down spaces in educational and psychological literature [15] before cre-

ating the prototype. This was followed by a first evaluation workshop with students, 

who tested and provided feedback on the prototype. Based on this feedback, we aim to 

conduct at least three additional workshops to test new features with students in addi-

tion to expert interviews with education professionals and psychologists. 

Research Method 

We used DSR to inform and evaluate our prototype since DSR is a well-established 

research method used in the design and development of various socio-technical IT ar-

tifacts, such as constructs, frameworks, architectures, models, methods, and instantia-

tions or algorithms [16,17]. Based on the grounding of our research in neuroscience and 

psychology, we follow the NeuroIS design science research framework of vom Brocke 

et al. [18], which includes neurophysiological theories and tools for the building and 

evaluation phases of the DSR cycle.  
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Define the Requirements and Objectives of the Solution 

Since our goal is to create an affordable, accessible, easy-to-use, virtual environment 

(“VR app”) that acts as an immersive and calming experience, we first derive its re-

quirements and objectives from literature. Research on VR in psychology has already 

provided valuable insights into anxiety-reducing designs. Valtchanov et al. [19], for 

instance, show that natural environments have a positive effect on anxiety-related emo-

tional events. They use skin-conductance level (SCL) and heart rate variability (HRV) 

to support the results from two self-report questionnaires on anxiety and affect. Lizsui 

et al. [20] corroborated their results, adding measures of cortisol concentration. They 

follow the argumentation that immersion into the VR requires substantial cognitive re-

sources which reduces available capacities for anxiety-related mental processes. Based 

on this research, we derive two design requirements. Requirement 1: The design artifact 

must provide natural environments to have a positive effect on anxiety-related emo-

tional events. Requirement 2: The design artifact must enable a high level of immersion 

to reduce the cognitive capacity for negative emotional events.  

Research on emotion regulation offers additional insights into the design of a calm-

ing VR environment. A prominent process model in this field assumes that every emo-

tion follows an emotion generative process and can be distinguished in antecedent- and 

response-focused emotion regulation [19]. Antecedent-focused regulation typically 

emphasizes reappraisal or distraction to break the vicious circle. Response-focused reg-

ulation aims to alter and control the response to a completely developed emotion by, 

for instance, suppression [20]. In this context, breathing exercises are often suggested 

to achieve emotional regulation and break the vicious circle. Mitsea et al. [21], for in-

stance, show that mindful metacognition in virtual breathing exercises connects atten-

tion with respiration, which takes away the attention from the negative stimulus. In a 

virtual environment, breathing exercises can either be explicit or implicit, with the latter 

drawing on the effects of mirror neurons [22]. Moreover, emotional regulation is a 

highly individual process dependent on, for example, personality [22]. Thus, the virtual 

environment needs to accommodate a high level of individualization to have the desired 

effect [9]. Based on these findings, we derive two further requirements. Requirement 

3: The design artifact must include attention-commanding elements, such as movement 

or breathing exercises, to distract from the negative emotions and guide relaxation. 

Requirement 4: The design artifact must be customizable to allow for effective emo-

tional regulation.  

Since we are proposing the introduction of a piece of technology to the classroom, 

the final artifact must also meet general objectives of classroom technologies. That is, 

the VR-application must be (1) quick and easy-to-use, (2) minimally invasive for on-

going lessons, and (3) quickly deployable by the teacher. Most importantly, this solu-

tion should (4) achieve a higher order of calming for students experiencing dysregulated 

emotional events while (5) minimizing disruptions for fellow classmates. Specific ob-

jectives regarding the visual (color, saturation, light) and auditory (frequency, harmony, 

volume) design are derived from, for instance, selective attention studies in autism dis-

order or ADHD e.g., [23,24].  
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Design and Development  

Based on our four tentative design requirements and five design objectives, we have 

started developing a virtual reality-based calm down environment called “Serenity”. 

The prototype application for Serenity is developed in cooperation with Inifa Studios. 

While the first prototype is already in its final stages, the specific requirements will still 

be adapted and refined based on student feedback and feedback from professionals. 

Serenity is being built on a combination of two software platforms – the Google Card-

board Software Development Kit and Unity Software. To allow access to as many 

teachers as possible, Serenity will be downloadable on IOS and Android devices as a 

“SmartPhone all” as opposed to a more expensive virtual reality gaming platform such 

as the Meta Oculus (MSRP $400-500). Once downloaded onto a SmartPhone, the vir-

tual reality aspect of the Serenity app can be experienced using any inexpensive headset 

viewer, including Google Cardboard (MSRP $10). 

Serenity features six unique natural environments which appear to the user as a 360-

degree immersive location. Each environment was designed to be visually calming, 

with further enhancements of relaxing music and sound effects (e.g., the sound of a 

waterfall). Users (either the student or teacher) select an environment by clicking 

through a simple menu.  

The serenity app allows for the modification of many aspects of the environment, 

including toggling music and sound effects on and off; the overall color saturation of 

the scene; and the visual temperature. Modifying the saturation and color temperature 

of the scenes, in particular, is important to many students on the Autism spectrum sus-

ceptible to visual overstimulation [24]. These modifications are accessible via an intu-

itive dashboard prior to entering each environment. The teacher then places the 

smartphone into the VR headset and places the headset on the student.  

Forthcoming development of the app pertains in particular to Requirement 4. We 

aim to design an entity, be it a pulsating orb, a favorite animal or cartoon character, or 

virtual clones, i.e., other students seated nearby in the scene, to guide beathing exercises 

and to help students regulate anxiety-related negative emotions. We also intend to pro-

vide a wider selection of music and sounds. All of these components are under devel-

opment with the goal of creating a more effective solution than a physical calm down 

space. 

Demonstration 

In a first workshop, we conducted semi-structures interviews and performed a small 

survey with our “proof of concept” prototype at Parson Hills Elementary School, lo-

cated in Arkansas, USA. In this initial demonstration, a control group of 15 students 

(3rd - 5th grade; ages 9-11) were allowed to experience the Serenity app. For this study, 

all students were pulled from the general population of the school and were in no way 

experiencing emotional distress at the time of the study. Each student was allowed to 

select an environment from the menu, then wear the VR headset and experience the 

Serenity app for three minutes. Four to five minutes post-experience, students were 

asked eight questions rating their impression of the app and their overall state of calm-

ness.  
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We did not yet apply any psychological questionnaires or neurophysiological 

measures. For the demonstration and evaluation of the next design iteration, we aim to 

use three psychological questionnaires, Beck Anxiety Inventory [25], Relaxation State 

Questionnaire [26], and Zuckerman Inventory of Personal Reactions [27]. This way, 

we hope to capture the level of anxiety before and after the use of our virtual calm down 

space, and gain insights into the restorative effects of our application. Moreover, we 

will use neurophysiological measures, such as SCL and HRV to explore the effect of 

our design. For SCL, we will use the tonic instead of the phasic skin conductance com-

ponent, since it is associated with tonic states of the sympathetic nervous system 

arousal, such as stress (Valtchanov, 2010). Both SCL and HRV will be continuously 

recoded to measure how long it takes for students to relax with the help of the virtual 

calm down space. After all, the aim of this application is not to keep students immersed 

in the VR environment, but to calm them down and get them back into an emotional 

state that allows them to participate in the classroom.  

Evaluation  

There are several notable outcomes seen in the student response data. For example, 

when the students were asked if they “felt calmer after using the app”, 100% of the 

students replied affirmatively. When asked if they would like “to use the app again” in 

their classroom, 100% of the students replied affirmatively. When presented with three 

options (1: use Serenity in their classroom, 2: use the traditional, physical calm down 

space; 3: use both in combination) 0% of students wanted to use their class’ physical 

calm down space on its own. 100% of the students selected one of the first two options, 

both of which included the use of Serenity.  

An unanticipated issue arose during the trial which affected 2-3 of the 15 partici-

pants. These students expressed a fear that the VR system might contain “scary” content 

such as “monsters.” We attribute this fear to previous experiences with age-inappropri-

ate content on other VR systems or video games, perhaps with older siblings or parents.  

Beyond the survey of the 15 “general population” students in the proof-of-concept 

demonstration, the Infia team was allowed to work with two students identified as being 

on the Autism spectrum. Our goal was to test whether such students would allow for 

the physical weight of the VR headset and the strap required to hold the device in place. 

While initially more anxious than the other students, these students successfully tested 

the Serenity app and indicated that they had a positive experience. Both students took 

longer to prove that Serenity would be safe and calming, but once in the environment, 

neither student wanted to leave. 
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