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S U M M A R Y
Spectral anomalies in the seismic ambient noise are commonly observed above hydrocarbon
reservoirs at frequencies of several Hertz. If properly understood, these anomalies could be a
potential indicator for hydrocarbon reservoir exploration or monitoring. Under the assumption
that ambient noise mainly consists of surface waves, previous studies showed that the geological
structure, rather than the hydrocarbon content, could be the major cause of the observed
anomalies for purely elastic waves. This work further explores how Rayleigh waves interact
with an anticline structure, a typical geological trap for a hydrocarbon reservoir. We propose
an approximate semi-analytical surface wave approach for modelling the spectral anomalies.
It is based on the contribution of 1-D local solutions from two different models. The results
are compared with those obtained via 3-D numerical simulations using the spectral-element
approach in the case of a wavefield dominated by Rayleigh waves. Analysis of the anomalies
generated by an anticline structure is performed for different source configurations. It shows
that the semi-analytical method provides reasonable spectrum predictions for smooth layered
models and under some restrictions on the source distribution. Such a tool allows us to run a
larger number of simulations to explore the parameter space and finally provide a general law
linking the anticline geometrical parameters and the elastic properties of the medium to the
anticline-induced spectral anomaly for the case of fundamental mode Rayleigh waves.

Key words: Numerical modelling; Site effects; Surface waves and free oscillations; Wave
propagation.

1 I N T RO D U C T I O N

The origin of the seismic ambient noise is classified into two main categories: natural and human sources (Withers et al. 1996; Mcnamara &
Buland 2004; Lehujeur et al. 2015). The low frequency natural noise (f < 1 Hz), is generated by ocean activities and large-scale meteorological
conditions. Two energy peaks appear in the noise wavefield at approximately 0.07 and 0.14 Hz, corresponding to the primary and secondary
microseisms. We refer to Nishida (2017) for a detailed review on this topic. At higher frequencies (f > 1 Hz), human activities have a
significant contribution. The authors distinguish between ‘microseisms’ and ‘microtremors’, corresponding to natural and human sources,
respectively. The seismic ambient noise wavefield consists of different types of waves, that is body waves and surface waves (Rayleigh and
Love waves). Many authors have studied the composition of ambient noise wavefield on different sites in the world. Bonnefoy-Claudet et al.
(2006) compared the work of five authors and concluded that the noise is a mix of P waves and fundamental and higher modes of Rayleigh
waves. While the fundamental mode usually dominates below 1 Hz, the wavefield at higher frequencies is often more complicated. No
agreement between authors appears, and no definite conclusion is given. According to Bonnefoy-Claudet et al. (2006), the noise composition
depends on multiple factors: the location of the source (far or near source), its origin (natural or human), but also the site conditions and soil
properties.

Dangel et al. (2003) observed ambient noise spectral anomalies characterized by spectral amplification peaks on the vertical component
within a specific frequency band (1.5 to 4 Hz) above 15 hydrocarbon reservoirs at different locations in the world. An industrial application
has been developed with the so-called ‘Low Frequency Passive Seismic’ method which analyses the spectrum of the ambient seismic noise
recorded with broad-band seismometers. Useful information for locating potential hydrocarbon reservoirs is extracted from ambient noise
spectral signatures that may be indicators of hydrocarbon presence. Various spectral attributes characterizing the anomalies were proposed.
The observations motivated many researchers to study the physical origin of the observed anomalies (Hanssen & Bussat 2008; Holzner et al.
2009; Lambert et al. 2009; Saenger et al. 2009; Riahi et al. 2013). However, the studies showed different controversial explanations implying
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Figure 1. Vertical component power spectral density (PSD) recorded simultaneously above the UGS (red) and away from UGS (blue) on (a) Chémery site, (b)
Saint-Illiers site (Kazantsev 2018).

either a true fluid signature in the ambient noise spectrum or a misinterpretation of the local noise sources and/or geological site effects. We
refer to Kazantsev (2018) for a detailed literature review on this subject.

Fig. 1 shows an example of spectral anomalies observed on the vertical component at two underground gas storages (UGS) operated by
Storengy in France. Kazantsev et al. (2019) investigated two possible mechanisms under pure elastic modelling in a 2-D context: (1) an effect
of the local geological structure or (2) the presence of a hydrocarbon reservoir, leading to possible surface wave scattering and conversions.
The conclusion, derived from a 2-D analysis, was that the geological structure (anticline), and not really the fluid reservoir, could be the main
cause of the anomalies. For reasonable elastic parameters in the reservoir the predicted spectral anomaly was indeed 10 times lower than the
real data anomalies.

Indeed, lateral heterogeneity in the subsurface can cause changes in the site response to ambient vibrations. It is characterized by
altered material properties, or change in the geometry. For example, sedimentary valleys are a typical case of site amplification (2-D or 3-D
resonance). Many studies covered this topic, and general laws relating the site response to the valley geometry and elastic properties were
extracted (Bard & Bouchon 1985; Levander & Hill 1985; Steimen 2003). Opposite to U-shaped valleys, an anticline is a structural trap formed
by the folding of rock strata into an arch-like shape. It is a typical characteristic of sites hosting hydrocarbon reservoirs and can be expected
to cause changes to the site response. While it could be of primary interest for understanding the anomalies observed above hydrocarbon
reservoirs, the effect of anticline structures on the ambient wavefield has not yet been studied in the literature, to our knowledge. Our objective
is to relate the spectral anomalies observed at the surface to the geometrical characteristics of the anticline and the elastic properties of the
background medium. Our work focuses on elastic propagation of wavefields dominated by surface waves, as they carry an important fraction
of the ambient noise energy. We focus on Rayleigh waves rather than Love waves, because we aim to analyse the anomalies on the vertical
component of the wavefield.

The first part of the paper provides a description of an approximate semi-analytical approach that we developed using the standard
1-D reflection–transmission matrix approach for surface waves. It is validated using the Spectral Element Method (SPECFEM3D software;
Komatitsch & Vilotte 1998; Komatitsch et al. 1999) combined to the surface waves injection technique (Appendix A). In the second part, we
use the semi-analytical approach to run a larger number of simulations to derive general characteristics of anticline-induced anomalies, and
we perform some SEM simulations to assess the sensitivity of our results with respect to the source distribution.

2 A P P ROX I M AT E S E M I - A NA LY T I C A L S U R FA C E WAV E M O D E L L I N G I N 3 - D
L AT E R A L LY S M O O T H LY VA RY I N G M O D E L S

In this part, we first recall a semi-analytical surface wave solution for a 1-D layered model (2.1). We then extend it to smoothly varying
models. It mainly consists of combining local 1-D solutions at the source and receiver positions. The approach is validated with the Spectral
Element Method. This tool will be the basis for our further analysis of the relationships between the anticline structure and the surface wave
spectral anomalies (Section 3).

2.1 Semi-analytical surface wave 1-D modelling in laterally homogeneous media

We first indicate how to generate surface wave seismograms in a laterally homogeneous layered medium. Aki & Richards (2002) describe in
details the solution for surface waves generated by a point force buried in a vertically heterogeneous medium. In the frequency domain, the
displacement ui(ω) for the component i, at a receiver with coordinates x = (x, y, z) is given by:

ui (x, ω) =
∑

m

∑
j

Gi j (x, ω)Sj (ω), (1)
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Figure 2. Description of the main geometrical characteristics of the model, as well as the source and receiver positions.

where ω is the angular frequency, m is the index of the surface wave mode, j is the index for source component, S(ω) of the source function
and G(x, ω) is the Green’s tensor. For the case of Rayleigh waves the Green’s tensor is given by eq. (7.147) in Aki & Richards (2002)

G R = 1

8cu I1

⎛
⎜⎝ UR(z)UR(zs) cos φ2 UR(z)UR(zs) cos φ sin φ −iUR(z)UZ (zs) cos φ

UR(z)UR(zs) cos φ sin φ UR(z)UR(zs) sin φ2 −iUR(z)UZ (zs) sin φ

iUZ (z)UR(zs) cos φ iUZ (z)UR(zs) sin φ UZ (z)UZ (zs)

⎞
⎟⎠

×
√

2

πknr
exp

[
−iknr + π

4

]
, (2)

where c = c(ω) and u = u(ω) are the phase and group velocity, respectively, UR = UR(z, ω) and UZ = UZ(z, ω) are the displacement
eigenfunctions in the radial and vertical directions, respectively, zs is the source z-coordinate, φ = φ(x, y) and r = r(x, y) are respectively
the angle and the distance between the source and the receiver in the horizontal plane and kn = ω/c(ω) is the wavenumber. I1 is the energy
integral given by by eq. (7.74) in Aki & Richards (2002)

I1 = 1

2

∫ ∞

0
ρ

(
U 2

R + U 2
Z

)
dz, (3)

with ρ the medium density. All the previous quantities are specific to the mode m in the sum.
Displacement eigenfunctions UR and UZ and the phase and group velocities c and U are calculated using the CPS codes (Computer

Programs for Seismology) developed by Herrmann (2013). We call the method semi-analytical because this calculation requires a numerical
resolution of a linear system of equations.

We then compute the Green’s tensor terms and we sum over sources and modes in the frequency domain. After summation, we transform
the total output to the time domain using the inverse Fourier transform to get synthetic displacement and traction seismograms.

2.2 Approximate solution for smooth laterally heterogeneous media

For models containing smooth lateral variations, such as an anticline, we propose an extension referred to as the approximate semi-analytical
surface wave modelling. Following Woodhouse (1974), in the case of slowly varying structures, the concept of local modes is used. Local
modes are surface waves modes that propagate in a fictitious laterally homogeneous model behaving as a 1-D model at each considered
location. Gualtieri et al. (2015) use local modes to study the effect of the ocean depth on Rayleigh waves generated by sources in deep and in
shallow water. The authors generate synthetic seismograms by local mode superposition, by multiplying the eigenfunction relative to the 1-D
medium at the source location by the eigenfunction computed in the 1-D medium at the receiver location. We follow the same philosophy
here.

We consider the anticline structure as a slowly laterally varying structure if the h/l ratio is relatively small, with h the height of the
anticline and l its half-width (Fig. 2). The 1-D model at the source location is the reference laterally homogeneous model far from the anticline,
and the 1-D model at the receiver location is a section of the model passing through the anticline top (Fig. 2). The model at the receiver
location has the same layer properties and same layer thicknesses as the model at the source location except for the surface layer that has a
reduced thickness compared to the model at the source. The model at the receiver is a shifted version of the model at the source caused by the
thinning of the shallow layer. In order to obtain synthetic seismograms representing the propagation of surface waves between the two 1-D
models, we make the following modifications in the Green’s tensor (eq. 2) introduced in Section 2.1: UR(zs) → URs(zs), UZ(zs) → UZs(zs),
UR(z) → URr(z), UZ(z) → UZr(z), I1 → √

I1s I1r , c → √
cscr , U → √

usur and kn → √
knsknr . This is a simple way to consider the lateral

variability.
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Table 1. Properties of the three-layer models used for simulations.

model 1
Layers Thickness (m) ρ (kg m−3) vP (m s−1) vS (m s−1)
L1 400 1500 1800 1000
L2 320 1850 2600 1450
L3 – 2500 4000 2200

model 2
Layers Thickness (m) ρ (kg m−3) vP (m s−1) vS (m s−1)
L1 400 1400 1300 650
L2 320 2000 3000 1500
L3 – 3000 5000 2500

2.2.1 Validation

To validate the accuracy of this method, we compare the outputs with a 3-D spectral-element simulation combined with the surface waves
injection technique (Appendix A). The validation is performed for the case of Rayleigh waves and separately for each Rayleigh wave mode.
The analytical solution for Rayleigh waves in the reference 1-D model is injected in SPECFEM3D at the boundaries of a small 3-D model
containing the anticline structure. The 1-D model properties are listed in Table 1 (model 1). Source positions are distributed uniformly around
the model. Simulations are performed taking different h and l dimensions. Once the seismograms at the surface are computed, we calculate
the power spectral densities on the vertical component at a point (xi, yi) by

PSDZ (xi , yi , ω) = |FFT(vZ (xi , yi , t))|2, (4)

where we omit the normalization constant for simplicity. We then calculate an attribute p, in decibels, that can be interpreted as the
anticline-induced spectral anomaly:

p(xi , yi , ω) = 10 log10

(
PSDZ ,anticline(xi , yi , ω)

PSDZ ,plane(xi , yi , ω)

)
. (5)

PSDZ, plane is calculated in the reference model free of any lateral heterogeneity.
On the other hand, using the approximate semi-analytical approach (eqs 2 and 4), PSDZ, plane is proportional to (1/

√
csus I1s))2 and

PSDZ, anticline amplitude is proportional to (1/(
√

csus I1s)) × (1/(
√

cr ur I1r )). Thus the anomaly p can be written as:

p(ω) = 10 log10

(√
cs(ω)

cr (ω)

us(ω)

ur (ω)

I1s(ω)

I1r (ω)

)
. (6)

The p anomaly is computed for a line of stations along the X direction passing by the centre of the anticline, and maps of the attribute
p as function of in-line distance and frequency are plotted. Fig. 3 compares the anomalies resulting from the analytical and 3-D numerical
simulations, for the fundamental mode of Rayleigh waves, in models having different anticline half-widths and heights.

We observe a clear similarity in shape and amplitude of the spectral anomalies between both methods, except for small values of l
(200 m) where the approximate semi-analytical approach overestimates the anomaly amplitudes. The reason can be that the heterogeneity
became very small and acts as a diffraction point for the wave with a wavelength significantly larger than the heterogeneity, violating the 1-D
model assumption. By construction the amplification computed by the semi-analytical approach is independent of the width of the anticline.
This confirms that the method proposed here is only accurate for slowly laterally varying structures. In real cases discussed in Kazantsev
(2018), this condition is satisfied in the frequency range of interest (1 to several Hz). A first conclusion is that the amplitudes of the anomalies
are larger for larger values of h, that is more prominent anticline shape. This aspect is further generalized in Section 3.2.2.

In addition, the comparison between analytical and numerical modelling is only satisfactory for the case of a uniform azimuthal source
distribution. In the case of non-uniform azimuthal distributions, the shape of the anomaly is strongly influenced by the sources azimuths. This
limitation is illustrated in Section 3. In real data it is common to find one or several dominant azimuths of sources, usually of finite azimuthal
width.

Consequently, this method is only intended to be used as a first reference for a fast estimation of 1-D anomaly amplitudes and
characteristic frequencies above the central part of the anticline structure (Section 3.2.2). In practice and under some restrictions, the
approximate semi-analytical method is useful because it allows performing a very large number of tests with varying many parameters
within a short computational time. This would be prohibitive with full 3-D numerical simulations. A simulation that lasts six hours for a full
3-D simulation using a large SPECFEM3D model, is reduced to one hour when combined with the injection technique on a smaller model
(Appendix A2), and costs nearly 1 min using the approximate semi-analytical solution. Our method will be used in Section 3.2.2 to get the
general shape of spectral anomalies caused by an anticline structure in a model dominated by fundamental mode Rayleigh waves. We will
vary independently the prominence (height of the anticline) and the elastic properties of the surface layer.
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Figure 3. Simulated anticline-induced amplitude anomalies at a line of stations passing by the anticline (at Y = 2.4 km), compared between (a) analytical and
(b) 3-D numerical simulations using uniformly distributed sources along azimuths for different values of h and l. The dotted vertical green lines correspond
to the lateral limits of the anticline. (c) Simulated anticline-induced amplitude anomalies at the central station (X = 2.4 km, Y = 2.4 km) compared for both
methods. The dotted grey lines correspond to the frequency where the maximum positive analytical anomaly occurs.

3 M O D E L L I N G R E S U LT S : E F F E C T O F A N A N T I C L I N E S T RU C T U R E

In this part, we present the results of simulations that we conducted to study and better understand the spectral anomalies on the Rayleigh
waves vertical components generated by the presence of an anticline structure.

To generate Rayleigh waves in a 3-D model, sources must be located far from the zone of interest. In spectral-element simulations with
sources located inside the 3-D model we would be constrained to use a model of large dimensions to generate a wavefield dominated by
surface waves. A point source within the model inevitably generates a mixture of modes, so depending on the depth of the source in the
medium, we get more dominance of fundamental mode or higher modes of Rayleigh waves. By using the 1-D analytical solution for surface
waves and surface waves injection technique (Appendix A2), we were able to conduct a high number of simulations as well as to study the
effect of each Rayleigh wave mode separately.

3.1 Source wavefield from one direction

The first simulations are performed in a simplified three layer model. The 1-D analytical solution for the fundamental mode of Rayleigh
waves is injected on the boundaries of a smaller SPECFEM3D model of dimensions 4.8 km × 4.8 km × 1.04 km. The anticline structure is
modelled as a 3-D sine shaped deformation of the interfaces (Fig. 4b). The anticline height is h = 160 m and its half-width is l = 1000 m. In
the first simulation, we use one Ricker wavelet source of central frequency 1.5 Hz, located at X = −10 km and Y = 2.4 km, at the surface.
Note also that the source is located outside the small 3-D model and the wavefield is propagated analytically from the source to the model
boundaries.

Using model 2 (Table 1), vertical displacement snapshots on a vertical plane XZ crossing the anticline top and on the surface plane XY
are plotted in Fig. 4. Before reaching the heterogeneity, one wavelength dominates the wavefield. The corresponding frequency is expected to
be close to the vertical resonance frequency f0P = vP1/4h1 (Parolai & Richwalski 2004), with vP1 the P-wave velocity in the shallow layer and
h1 the thickness of the surface layer. Upon reaching the heterogeneity, we observe a divergence of the wavefield. In the XY plane snapshot
(Fig. 4a) and in the horizontal direction downstream the anticline, the amplitude is attenuated (defocusing effect) but new frequencies are
dominating, as already noticed in the XZ plane. At diagonal directions superposition of the diverging wave and the incident wave occurs,
creating higher amplitudes (focusing effect).

We used model 2 (Table 1), that presents a high contrast between the surface layer and the second layer, only for plotting the displacement
snapshots in Fig. 4, in order to better visualize the (de)focusing effect. In the following parts, we will present the results of simulations with
model 1, which has a lower contrast. For model 1, we choose elastic properties which are typical for the velocity models based on reflection
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Figure 4. Vertical displacement snapshots computed for model 2 (Table 1) at the surface (a), and along a vertical cross-section passing by the anticline (b).
The two snapshot captures are slightly delayed (∼ 1 s) in order to visually capture the important features of the wavefield in both projections.

Figure 5. Anticline-induced anomaly (attribute p) computed for model 1 maps at the surface for different frequencies, computed for (a) a single-azimuth
source by numerical 3-D simulation (R0 waves injection with sources located at X = −9 km and Y = 2.4 km), (b) uniformly distributed sources along the
azimuths.

seismic surveys and sonic logs recorded in boreholes. The width and height of the anticline are also typical for underground gas storage
reservoirs operated by Storengy.

To quantitatively illustrate the effect of the anticline structure, we calculate the PSDZ at each station of the surface (eq. 4). We compare
the results with a simulation in a laterally invariant model by calculating the attribute p (eq. 5), yielding the relative anomaly in Decibel.
Using the same source located at X = −9 km and Y = 2.4 km, we plot the attribute p for model 2 (Table 1) at different frequencies and at each
position at the surface (Fig. 5a). The source location signature is very clear: stations downstream the anticline present negative anomalies
due to the defocusing effect. On either sides of this negative anomaly, focusing is observed, creating a positive anomaly. These features were
already visible in the wavefield snapshots in Fig. 4, as previously stated. Such a 3-D effect cannot be visible in 1-D or 2-D XZ modelling
(Kazantsev et al. 2019). The station located exactly above the top of the anticline (X = 2.4 km, Y = 2.4 km), presents a negative anomaly at
low frequency followed by a positive anomaly starting approximately at 1.5 Hz.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/233/3/2067/7008495 by guest on 25 April 2024



Rayleigh waves spectral distortions 2073

3.2 Source wavefield from all directions

3.2.1 3-D simulations

The second case study is performed with sources having a uniform azimuthal distribution. In this case, individual source azimuth signatures
through (de)focusing are expected to cancel out leaving place to the pure anticline signature.

If we consider uncorrelated sources in time, the contributions of sources in terms of power spectral density can be directly summed.
Having a symmetrical 3-D model with respect to a vertical axis passing by the central station, a change in the source azimuth results in
a rotation of the PSDZ maps, so we do not need to repeat the 3-D simulation for different source azimuths. We consider here 36 sources
distributed uniformly along the azimuths (1 source every 10◦), we sum their contributions in terms of PSDZ, and we calculate the resulting
anomaly p at each station of the surface.

We plot the anomalies at the surface for different frequency values (Fig. 5b). The contribution of each individual source is similar to the
one described in the previous part. The total anomaly appears as the sum of all the contributions, as far as the sources are uncorrelated. Inside
the zone of the anticline, at f = 1.0 Hz, a negative anomaly dominates and at f > 1.0 Hz, a positive anomaly accumulates. Outside the zone
of the anticline, positive and negative zones are of equivalent size in the individual contributions, so the total anomaly becomes negligible.
We conclude that for the case of fundamental mode of Rayleigh waves, we expect to have a negative anomaly at low frequency followed by a
positive anomaly for a large frequency range at a station located on the top of the anticline. The frequency limit between the negative and the
positive anomaly (here between 1 and 1.5 Hz) varies for different models and for different shapes of the anticline. The shape of the anomaly
and its variation will be studied in the next paragraph.

In real data, sources originate from specific azimuths or range of azimuths. So a uniform distribution of sources may not be representative.
On the other hand, the (de)focusing pattern observed in the case of a single azimuth source is not clearly visible in real data and the anomaly
is mostly concentrated in the anticline zone. In Appendix B, we present results of the anticline-induced anomalies obtained with 3-D spectral
element simulations with different source combinations. For some realistic source combinations, we are able to reduce the (de)focusing
pattern outside the anticline zone.

3.2.2 1-D simulations: deriving a general anomaly shape

We study here the variation of the shape of the anomaly spectrum with respect to different geometrical and elastic parameters, for the case of
the fundamental mode of Rayleigh waves. We use the approximate semi-analytical approach (section 2.2) because we need to perform a very
large number of simulations and we are now only interested in the anomaly spectrum located at the top of the anticline. The presence of an
anticline is fully described by a decrease in the surface layer thickness. The surface layer thickness in the 1-D model at the source is h1, and
h1 − h at the receiver, h being the anticline height.

We start by studying a model containing a single layer over an infinite half-space. The parameters that we vary simultaneously are:
We will first transform eq. (10), which yields the anomaly spectrum, to a more convenient shape. Under fixed elastic parameters, there

is a dimensionless frequency f∗ = Hf/β1 for group and phase velocities, so that their shapes do not depend on the thickness of the first layer
(Mooney & Bolt 1966). The group and phase velocities can be written as u(H, f) = u∗(f∗) and c(H, f) = c∗(f∗). For the term I1, not treated by
Mooney & Bolt (1966), we introduce the dimensionless depth z∗ = z/H, so that the eigenfunctions UR and UZ have a unique shape completely
determined by f∗ and z∗. Substituting into eq. (3) we get I1(H, f ) = H I ∗

1 ( f ∗). In Fig. 6 we show that c(f)/β1, u(f)/β1 and I1(f)/(ρ1H), plotted
for different values of surface layer thickness H, collapse into one curve after converting the physical frequency in Hz into the dimensionless
frequency f∗. Substituting these dimensionless frequency functions in eq. (6), and using the dimensionless frequency of the 1-D model at the
source (f∗ = h1f/β1), the anomaly p can be written as function of γ and f∗ only:

p(γ, f ∗) = 10 log10

(
1

γ

√
c∗

s ( f ∗)

c∗
r (γ f ∗)

u∗
s ( f ∗)

u∗
r (γ f ∗)

I ∗
1s( f ∗)

I ∗
1r (γ f ∗)

)
. (7)

We plot the anomaly p as function of γ f∗ for a model M1 with elastic properties defined in Table 2 and for different anticline prominence
γ (Fig. 7a). The global shape of the anomaly presents similarities for all values of γ . By increasing γ we get higher values of anomaly, and
the positive anomaly occurs at a slightly higher f∗.

From the dimensionless eq. (7), we are going to study how the anomaly maximum value pmax and the associated frequency f ∗
max vary

with γ and the elastic parameters of the background medium. The purpose is to obtain even simpler empirical laws which do not require
the evaluation of the Rayleigh wave eigenfunctions and phase and group velocities. These dependencies are illustrated in Fig. 7(b) for four
models with different elastic properties and the full range of γ .

After exploring a large number of parameter combinations, we find that the shape of pmax as function of γ can be approximated by a
polynomial of degree 4 in γ for any value of elastic parameters. We also find that we can further impose pmax(1) = 0, p′

max(0) = 0 and
p′′

max(0) = 0 without loss of generality:

p̃max(γ, σ1, ρ1/ρ2, β1/β2) = a0 + a1γ
3 − (a0 + a1)γ 4. (8)
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Figure 6. Phase velocity, group velocity and energy integral I for different values of surface layer thickness H with respect to (a) frequency, (b) dimensionless
frequency f∗ (curves are superposed).

Table 2. Elastic properties for four two-layer
models.

Models σ 1 ρ1/ρ2 β1/β2

M1 0.22 0.9 0.5
M2 0.18 0.4 0.8
M3 0.38 0.8 0.4
M4 0.31 0.5 0.5

Figure 7. (a) Anomaly p with respect to γ f∗ for a model M1 with fixed elastic properties, for different values of the geometry factor γ . (b) Amplitudes of the
positive anomaly peaks with respect to γ for four models with different elastic properties (Table 2). (c) γ multiplied by the dimensionless frequency of the
positive anomaly peaks with respect to γ for the four models.
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Table 3. Coefficients resulting from the approximations of a0 and a1.

bijk b000 b100 b001 b002 b110 b011 b003 b102 b012 b111

a0 −5.24 −5.45 9 −3.62 6.25 −0.925 0.39 2.21 0.23 −2.1
a1 28.33 0 −45.35 19.35 0 0 −2.72 0 −2.89 0

Figure 8. RMS resulting from approximation of the maximum anomaly pmax on models with random elastic properties (not used in the model optimization).

Coefficients a0 and a1 carry the dependence in the elastic parameters. From a qualitative point of view, the elastic parameter that has
the biggest influence is the S-wave velocity contrast (β1/β2). For higher contrasts we reach higher anomaly peak values (Fig. 7b). However
we should not exclude the influence of the density ratio (ρ1/ρ2) and the Poisson ration of surface layer (σ 1). Mathematically, a0 and a1 can
be approximated as a function of the three elastic parameters by:

ãm(σ1, ρ1/ρ2, β1/β2) =
ni∑
i

n j∑
j

nk∑
k

bi, j,k,m(σ1)i (ρ1/ρ2) j (β1/β2)−k, m ∈ 0, 1, (9)

where ni, j, k are the polynomial orders of the approximation in the three elastic parameters. We perform optimization of the coefficients bi, j, k, m

based on a set of models sampled regularly in the 3-D corresponding to the three elastic parameters. The resulting optimal coefficients bi, j, k, m

are listed in Table 3, where we omit some coefficients that have negligible influence on the quality of the approximation. This approximation
seems good for fairly wide parameter validity ranges. There are few combinations of parameters for which the fit is poor, for example a model
with a large σ 1 and low β1/β2. The final validity range with acceptable fit is:

0.3 ≤ β1/β2 ≤ 0.9

0.3 ≤ ρ1/ρ2 ≤ 0.9

0.1 ≤ σ1 ≤ 0.45

σ1(β1/β2)−1 ≤ 0.7

(10)

After having determined the optimal coefficients on a regular grid, we test the optimal set of coefficients on other random models to
check the prediction capacity of our approximation. In Fig. 8 we show the final RMS error of our approximated prediction (eqs 8 and 9) with
respect to the ‘correct’ pmax computed with eq. (7). The approximation is satisfying (values of RMS mostly below 0.15) for random models
chosen within the validity range.

We are now interested by the frequency f ∗
max of the positive anomaly peak (Fig. 7c). We define C = γ f ∗

max. From the definition of
the dimensionless frequency f∗, the frequency of the true maximum anomaly in Hz can be written as fmax = Cβ1/(h1 − h). C ranges between
0.4 and 0.65 approximately and we assume that it is a linear function of γ (Fig. 7c). The values of C are mostly influenced by the velocity
contrast between first and second layer (β1/β2). An approximated equation of C is given by:

C̃ = γ f̃ ∗
max(γ, β1/β2) = 0.33 + 0.16(β1/β2) + 0.22(β1/β2)γ. (11)

Using the maximum anomaly approximation (eqs 8 and 9), we fix the values of two parameters and plot the variation of p̃max as function
of the other two parameters (Fig. 9). We confirm here that the anomalies are higher for a higher prominence of the anticline (higher γ ),
a higher Poisson ratio σ 1, a higher density contrast (lower ρ1/ρ2) and a higher S-velocity contrast (lower β1/β2). Among the three elastic
parameters, the S-velocity contrast has the highest influence on the anomaly values. In real data, the anomalies could show fluctuations of a
few decibels due to other effects not taken into account here. Thus, for fixed parameters, one can determine a threshold above which we can
relate the anomalies to anticline-induced anomalies. In our case (Fig. 9), if we consider a threshold of 2 dB and a shape ratio γ = 0.5, the
anomaly related to the anticline structure becomes visible for a S-velocity ratio below 0.7 (Fig. 9c).

By knowing the elastic properties (σ 1, ρ1/ρ2, β1/β2) and the surface layer thickness (h1) as well as the height of the anticline (h), we
were able to get a rapid estimation (before any simulation) of the amplitude and the characteristic frequency of the anomaly generated by
the presence of the anticline structure at a location directly above the anticline centre, for the case of a wavefield dominated by fundamental
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Figure 9. p̃max variation as function of two parameters: (a) σ 1 and γ , (b) ρ1/ρ2 and γ , (c) β1/β2 and γ , the two remaining elastic parameter being fixed in
each plot (σ 1 = 0.24, ρ1/ρ2 = 0.4, β1/β2 = 0.5). The black dotted lines are contour lines of p̃max and the red dashed line in (c) represents the limit of the
validity range in the p̃max approximation (eq. 10).

Figure 10. Variation of Dp, Df and Dp × Df as function of two parameters in each case. The red dot corresponds to the properties of the reference model Mref.

mode Rayleigh waves. Although a formal extension to multilayered models still needs to be developed, first results showed that the global
shape of the anomaly is preserved with small variations in amplitude due to the influence of the deep layers. Reciprocally, in real data sets,
one can extract the anomaly peak amplitude and frequency, pmax, obs and fmax, obs. Knowing two parameters among σ 1, ρ1/ρ2, β1/β2 and γ , we
can find a relationship between the two remaining parameters using eqs (8) and (11). Here we should add two additional variables, h1 and β1,
to be able to transform the physical frequency fmax into the dimensionless frequency f ∗

max. To illustrate this, we choose a model Mref having
parameters that give p̃max = pmax,obs and f̃max = fmax,obs. We calculate the density functions:

Dp = e
− 1

2
| p̃max−pmax,obs |2

s2
p (12)

D f = e
− 1

2
| f̃max− fmax,obs |2

s2
f , (13)

with sp = 0.5 and sf = 0.25. If p̃max = pmax,obs and f̃max = fmax,obs, then Dp = 1 then Df = 1.
In Fig. 10, we plot Dp, Df and Dp × Df, each time fixing two parameters and varying the others on a regular grid. The method shows good

prediction capacity especially when predicting the geometry factor or the prominence of the anticline structure γ from the shear wave velocity
contrast β1/β2, from the surface layer thickness h1, from the surface layer shear wave velocity and vice versa (Figs 10i,l,o). This makes our
method useful for applications such as the ambient noise tomography as it adds a constraint to the problem. However direct predictions from
real data sets is not yet accurate because our method is valid for a uniform azimuthal distribution of sources and for 2-layer media. We should
either extend it to multilayered media or consider an effective half-space with effective thickness of surface layer h1 and effective elastic
properties. For a multilayered model, an alternative is to calculate the phase and group velocities and the energy integral of two models (one
at the source and the other at the receiver) and to calculate the anomalies applying directly eq. (6). Then we extract the maximum anomaly
and the corresponding frequency peak without the use of approximated formulae.
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4 D I S C U S S I O N

In this work, we were able to show that the presence of an anticline could be a good candidate to explain the amplitude anomalies often
observed above hydrocarbon fields. Our results suggest that the anticline-induced anomaly shape, for the case of a wavefield dominated
by the fundamental mode of Rayleigh waves, is characterized by a negative anomaly followed by a positive anomaly in a large frequency
range.

However, in real data, the negative anomaly is usually not detected. One explanation could be that in our real data sets funda-
mental mode Rayleigh waves are not dominant in the frequency range where the negative anomaly would be expected (typically be-
tween 0.5 and 1 Hz). We plan to make a detailed study of the noise composition on real data sets in a separate paper. Another aspect
regarding the (de)focusing pattern, usually not as visible in real data sets as in our simulations (see Fig. A6), is to study if it re-
mains stable in simulations performed in a scattering medium, in particular where the coherency length is smaller than the anticline
width.

On the other hand, the analysis of the shape of anomalies computed with the approximate semi-analytical method is limited to the case of
an omnidirectional wavefield. However in real data, sources originate from specific azimuths. The wave (de)focusing caused by the interaction
with the anticline structure is not taken into account with this method in its current state. Thus the approximate semi-analytical approach
should be only used as a rule of thumb for a fast estimation.

Future studies with the approximate-analytical approach could include the case of multilayered media and the case where the anticline
shape affects deeper layers, leaving an non-deformed surface layer, with the aim of finding how the anomalies could be affected. Concerning
the Rayleigh wave first overtone, few tests were done to try to find a shape for anomalies. However, the shape of the anomalies generated by
the mode R1 is complicated and varies a lot from one model to another, mainly because the R1 eigenfunctions are not a simple uniformly
decreasing function of depth, which gives rise to a variety of possible behaviours.

5 C O N C LU S I O N

This work is part of investigating the nature of the ambient noise spectral anomalies observed above some hydrocarbon fields. We focused on
modelling the effect of an anticline structure on the vertical component spectral amplitude of seismic ambient noise. Our two basic assumptions
are that (1) the presence of an anticline is a common geological feature to many hydrocarbon fields, and (2) that the vertical component of
seismic ambient noise is mostly dominated by Rayleigh waves. We used 3-D spectral-element modelling coupled with surface wave injection
at the boundaries to account for both source distribution and anticline effects. It shows that sources located at one particular azimuth leave their
signature in the amplitude anomaly spatial distribution via (de)focusing on the anticline, which leads to relatively complex anomaly patterns.
When having sources uniformly distributed along the azimuths, the (de)focusing effect is not visible. In this case, the spectral anomaly induced
by the anticline takes a relatively simple shape for the fundamental Rayleigh mode. This shape exhibits a negative anomaly at low frequency fol-
lowed by a positive anomaly at high frequency. The positive anomaly can exceed a factor of 2. We were able to confirm this anomaly shape using
a computationally efficient semi-analytical approach based on the local-mode approximation and classical 1-D calculations for surface waves
in layered media. A large number of simulations performed for various anticline geometries and surface layer elastic properties allowed us to
derive a general law for the positive anomaly maximum amplitude as well as the associated frequency. Future works will include simulations on
realistic velocity models for real underground gas storage sites as well as a detailed analysis of real data ambient noise measurements over a long
period on such sites. The objective is to compare the measured spectral anomalies with numerical modelling to be able to conclude if the former
can be fully explained by the presence of an anticline structure, or if the ambient noise amplitude might still present some potential for reservoir
monitoring/exploration.
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A P P E N D I X A : 3 - D M O D E L L I N G T E C H N I Q U E S

A1 3-D spectral-element modelling

The method used for the numerical simulations of wave propagation is the Spectral-Element method, SEM (Komatitsch & Vilotte 1998;
Komatitsch et al. 1999; Chaljub et al. 2007). The modelling of 3-D propagation is performed using SPECFEM3D which is an open-source
code (Komatitsch et al. 1999). The spectral-element is a high order finite element method, FEM, based on the weak formulation of the
partial differential equations. Unlike the classic FEM, the mass matrix is diagonal by construction and can be easily inverted. This reduces
the computational cost and allows an efficient parallel implementation with distributed memory (Seriani & Priolo 1994; Komatitsch &
Vilotte 1998). The method is shown to work accurately with a low number of grid points per Rayleigh minimum wavelength (five points
per wavelength compared to 15 in the finite difference method (Komatitsch & Vilotte 1998). The SEM combines spectral methods accuracy
and fast convergence with FEM geometrical flexibility (Seriani & Priolo 1994). That is what motivated us to choose the SEM method in our
simulations. Parallel implementation is an important aspect to reduce the computational cost. The SEM mesh is restricted to unstructured
hexahedral elements in 3-D. In each 3-D hexahedral element of eight nodes, we have (N + 1)3 grid points with N + 1 the number of
Gauss–Lobatto–Legendre integration points. The sources used in simulations on SPECFEM3D are point forces used with Ricker wavelets as
source functions. The position and direction of the source in the 3-D model define the type of waves we get in the interest zone (where the
receivers are located). Sources located close enough to the surface generate preferably surface waves. Sources located far from the interest
zone allow us to get a well separated surface wave train. In case of a layered model, fundamental mode of surface waves is dominant when
the source is close to the surface and higher modes when the source is deeper. The boundary condition we use in SPECFEM3D is the Stacey
absorbing condition. The method was initially developed by Clayton & Engquist (1977) and improved by Stacey (1988). It relies on a simple
paraxial approximation of the wave equation. A first-order approximation close to that of Stacey (1988) is proposed by Komatitsch & Vilotte
(1998) in which the traction at the boundaries is given by:

T = VPρ[v.n]n + VSρvT, (A1)
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Figure A1. The 3-D model with limited dimensions contains the heterogeneity (central part). The source is excited in a 1-D reference model and the wavefield
is injected on the boundaries of the 3-D model. The model properties at the lateral and bottom boundaries (blue lines) of the 3-D model are the same as for the
1-D reference model.

Figure A2. Horizontal projection of the large model used for a standard SPECFEM3D simulation and the small model used with the coupling technique. This
figure shows of the source and the receiver positions relative to the X-Y axis.

where T is the traction vector on the boundary, n is the unit outward normal to the boundary surface, vT = v − [v.n]n is the tangential
component of the velocity on the boundary, VP and VS are the P and S wave velocities respectively and ρ the density. This boundary condition
is accurate for waves reaching the boundaries at angles close to the normal direction. For high angles, spurious reflections on the edges
of the model appear. The only way to prevent spurious reflections from contaminating the interest zone would be by increasing the model
dimensions, but for 3-D models this has a high computational cost. Another solution that could be more accurate are the ‘Perfectly matched
layers’ (Berenger 1994), but they are more difficult to implement and they increase the computational cost. We managed to keep working with
the Stacey boundary conditions by avoiding as much as possible the influence of the spurious reflections by coupling the spectral-element
modelling with analytical modelling at the model boundaries.

A2 Coupling of analytical and spectral-element modelling

The method described here is a combination of analytical solution of wave propagation for surface waves in a 1-D heterogeneous medium
(2.1) with SPECFEM3D numerical modelling. As a result of the wave equation, the total wavefield in a heterogeneous medium can be written
as the sum of an incident wavefield in a reference medium and a scattered wavefield in the medium with perturbations due to the heterogeneity
(Monteiller et al. 2013; Beller 2017):

u = ui + us. (A2)

In our study, the incident wavefield results from the propagation of surface waves in a reference model. This reference model is a 1-D
layered model. The full 3-D model contains a heterogeneity which causes the creation of a scattered wavefield (an anticline in our case,
Fig. A1). On the boundary between the 1-D reference model and the 3-D heterogeneous model, the incident wavefield is known: it is given by
the analytical resolution of the wave propagation equation for surface waves in a laterally homogeneous medium as described in Section 2.1.
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Figure A3. Surface waves injection method validation for Rayleigh waves in a homogeneous model: (a) UZ for a line of stations at surface, (b) UZ, UX and UY

at one station at surface.

In order to let the far incident wavefield interact with the heterogeneity, we proceed to the injection of this wavefield at the lateral and
bottom boundaries of the full 3-D model. The properties of the medium at the injection boundaries must be the same as the properties of the
1-D reference model. The velocity vi, and traction Ti resulting from the 1-D analytical solution of wave propagation for surface waves are
calculated at each point of the mesh at the lateral and bottom boundaries of the 3-D model, including all the GLL points. The traction vector
Ti is derived from the stress tensor which can be determined as function of the spacial derivatives of the displacement vector. For that, eq.
(7.28) in Aki & Richards (2002) is used.

The injection is done by using the Stacey absorbing boundary condition (eq. A1). In this equation implemented in the SPECFEM3D code,
we replace the traction and velocity vectors by the scattered tractions and velocities Ts = T − Ti and vs = v − vi. The equation becomes:

T − Ti = VPρ[(v − vi).n]n + VSρ(v − vi)T . (A3)

In this way, the absorbing boundary equation works to absorb the diffracted wavefield. When the perturbations in the 3-D model are not very
pronounced compared to the reference model, the diffracted field is well absorbed by the absorbing condition.

A2.1 Validation

The injection technique was tested for surface waves and validated by superposing two types of seismograms: one obtained with a full 1-D
analytical simulation of surface waves, and the other obtained by injecting the solution of the analytical equation at the boundaries of a on
small SPECFEM3D model of dimensions 4800 m × 4800 m × 920 m. The source is located outside the 3-D model, at X = −9000 m, Y
= −6000 m, Z = 80 m (Fig. A2). Fig. A3 shows a comparison between the two approaches in the case of a homogeneous model for the
fundamental Rayleigh wave mode. The seismograms fit perfectly. A complementary validation is illustrated in Fig. A4 but it will be explained
in the next paragraph because it is also a confirmation of the advantages of the coupling method.
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Figure A4. Vertical displacement outputs of (a) a standard SPECFEM3D simulation using a large model, (b,c,d) a simulation with the coupling technique on
a small 3-D model using R0, R1 and R2 modes. (e) Superposition of the standard simulation output and the sum of the injection output with R0, R1 and R2
modes.

Figure A5. Different source distributions used for studying the anticline effect. From left to right: two single azimuth sources (S1 and S2), two source
combinations of 30◦ azimuth range with a normal distribution of weights around the central source (S1, comb and S2, comb), (c) uniform distribution of sources
along the azimuths (Sunif). The grey square represents the 3-D model XY surface plane and the green dotted circle represents the anticline projection.
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Figure A6. Anticline-induced anomaly (attribute p) maps at the surface for different frequencies, computed for different source combinations illustrated in
Fig. A5.

A2.2 Advantages

This method is very efficient because it only requires the knowledge of the incident wavefield at the boundaries of a small 3-D model. The
biggest advantage is that it allows us to reduce the 3-D model size, restricting it to a small domain including the heterogeneity, without
being influenced by reflections on boundaries. The reduction of model size reached a factor around 4.2 in each horizontal direction and a
factor of 2 in the vertical direction. This implies 4.2×4.2×2 ≈ 35 times less computational time. However, we should not forget the time
needed to compute the analytical solution on each GLL point of the model boundaries. In addition, using this method we were able to inject
specific Rayleigh wave modes, without contamination from body waves or overtones that are detected when doing a standard simulation on
SPECFEM3D with point sources embedded in the 3-D model.

As an example, we consider a small 3-D model of dimensions 4.8 km × 4.8 km × 1.04 km and a large 3-D model with the same layer
properties and with dimensions 20 km × 20 km × 2 km. The source is located at the surface outside the small model and inside the large
model (X = −9.2 km, Y = 2400 km, Z = 0 relative to the small model coordinate axis, Fig. A2). For the sake of comparison, a standard
SPECFEM3D is performed on the large model and the vertical displacement output is plotted as a function of time at a receiver located at
the surface and at the centre of the small model (Fig. A4a). On the other hand, simulations using the coupling technique are performed with
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a single Rayleigh wave mode (modes R0, R1 and R2, Figs A4b,c,d). The coupling technique reduces the total computational time by a factor
12 compared to the standard simulation. In Fig. A4(e), we overlay the standard simulation output to the sum of the injection outputs with R0,
R1 and R2 modes. In the standard simulation, parts of the signal are body waves direct arrivals and reflections on the model edges. These
unwanted signals are not present with the coupling technique on a small model.

A P P E N D I X B : 3 - D S I M U L AT I O N S W I T H D I F F E R E N T S O U RC E C O M B I NAT I O N S

In this part, we present the results of anticline-induced anomalies obtained when combining different source distributions (Figs A5, A6). In
real data, we usually have sources originating from one or more specific azimuths or ranges of azimuths. With a symmetrical 3-D model with
respect to a vertical axis passing by the central station, a rotation of the source results in a rotation of the PSDZ maps, so we do not need
to repeat the 3-D simulation for different source azimuths. Under the assumption of uncorrelated sources from different azimuths, the final
PSDZ can be obtained as a linear average of the different contributions. Thus we are able to rotate the source, combine different sources and
add specific weights to each source.
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