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Countably additive path space measures are constructed; in two space-time dimensions, to give rigorous path integral formulas representing the fundamental solution of the Cauchy problem for the Dirac equation as well as the retarded and advanced propagators for the Dirac particle. The theory also applies to a free particle, a particle in a central electric field and a particle in parallel electric and uniform magnetic fields in four-dimensional space-time.
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## § 1. Introduction

The fundamental physical and mathematical concepts which underlie path integral were first developed by Feynman ${ }^{1,2)}$ in nonrelativistic quantum mechanics, with a suggestion of Dirac's remarks. ${ }^{3)}$ In pure-imaginary-time quantum mechanics Kac ${ }^{4)}$ has given a mathematical realization of it in terms of the Wiener measure. ${ }^{5)}$ Namely he established a rigorous path integral formula representing the solution of the heat equation for the quantum Hamiltonian of a nonrelativistic spinless particle in a scalar potential, which is called the Feynman-Kac formula. ${ }^{5)}$ Its further extension to the Hamiltonian with both scalar and vector potentials is the Feynman-Kac-Itô formula, ${ }^{5)}$ which involves the Itô integral. ${ }^{5)}$ The Laplace transform of this formula for the

Schrödinger operator in four-dimensional space with respect to a fifth variable as the fictitious time gives rise to a path integral representation of the Euclidean propagator for a Klein-Gordon particle in an external electromagnetic field.

In Refs. 11)~13), we have made a path integral approach to relativistic quantum mechanics and established rigorous path integral formulas for the two-space-timedimensional Dirac equation. We have constructed countably additive measures, on the space of the continuous paths, which differs from the Wiener measure. In our treatment the time variable is real. It makes a contrast with Kac's approach regarding the heat equation as the Schrödinger equation in pure-imaginary-time quantum mechanics. The aim of this article is to present the full story in a coherent way, recapitulating the basic physical and mathematical ideas. We also include some recent result ${ }^{34), 35)}$ which improves on the support property of the path space measures constructed in the previous work.

Our construction of these countably additive path space measures follows Nelson's method ${ }^{10)}$ of construction of the Wiener measure. The crucial step is to prove continuity of a certain linear functional defined, on the Banach space of the continuous functions on the path space, through the fundamental solution for the free Dirac equation. The problem is connected with the $L^{\infty}$ well-posedness of the Cauchy problem for a hyperbolic system of the first order with two independent variables. Then the Riesz-type representation theorem assures this linear functional to bring forth a countably additive measure on the path space.

The path space measures constructed turn out to be concentrated on the set of the Lipschitz continuous paths which have differential coefficients of magnitude equal to the light velocity in every finite time interval with the possible exception of finite instants of time. So the trajectory of the particle shuttles back and forth in onedimensional space with slopes of the light velocity; it is a zigzag of a finite number of straight segments in each finite time interval. At the end points of the segments the particle changes its direction of motion. This property may remind us of the "Zitterbewegung",7) of the Dirac particle.

These path space measures are then used to represent by path integral the fundamental solution of the Cauchy problem for the Dirac equation with vector and scalar potentials as well as the retarded and advanced propagators, both in two space-time dimensions. The path integral formulas established show a close analogy with the Feynman-Kac formula and the Feynman-Kac-Itô formula for the heat equation.

The theory can be extended to a certain hyperbolic system of the first order, ${ }^{11)}$ but does not apply to the Dirac equation in four space-time dimensions except for three special cases. These are the free Dirac equation, the Dirac equation for a central electric field and the Dirac equation for parallel electric and uniform magnetic fields, for they are reduced to equations with two independent variables by use of, respectively, the Radon transform, the spherical coordinates and the Fourier transform in one variable together with an Hermite function expansion in another variable. Nor it applies to the pure-imaginary-time or Euclidean Dirac equation.

Finally we add here brief mention of path integral for a relativistic spinless particle in an electromagnetic field. A path integral formula is obtained ${ }^{36), 37)}$ for the
solution of the pure-imaginary-time Schrödinger equation with its Weyl quantized Hamiltonian.

We begin § 2 with a heuristic argument deriving the path integral for the Dirac equation, in order to get an intuitive understanding of the subject of this article. Section 3 is devoted to path integral representations for the fundamental solutions of two Cauchy problems for the Dirac equation and for the retarded and advanced propagators, in two space-time dimensions. The proof is given in §4. Section 5 is concerned with the path integral for the Dirac equation in four space-time dimensions.

The natural units are used in which both the light velocity $c$ and the constant $\hbar$ $=h / 2 \pi$ with Planck's constant $h$ equal 1 .
$\boldsymbol{C}^{d}$ is the vector space of complex $d$-column-vectors and ( $\left.\boldsymbol{C}^{d}\right)^{\prime}$ that of complex $d$-row-vectors. $\quad M_{d}(\boldsymbol{C})$ is the vector space of complex $d \times d$ matrices. The norm of a $d \times d$ matrix $N=\left(N_{j k}\right)$ is defined by $|N|=\max _{1 \leq j \leq d} \sum_{k=1}^{d}\left|N_{j k}\right|$. $\langle\cdot, \cdot\rangle$ is the bilinear inner product and $(\cdot, \cdot)$ the physicist's inner product.

## § 2. Heuristic derivation of path integral for the Dirac equation

In this section we shall heuristically see what should be the path integral for the fundamental solution of the Cauchy problem for the $d+1$-dimensional Dirac equation

$$
\begin{gather*}
\partial_{t} \phi(t, \boldsymbol{x})=[-\boldsymbol{\alpha}(\partial-i \boldsymbol{A}(t, \boldsymbol{x}))-i m \beta-i e \boldsymbol{\Phi}(t, \boldsymbol{x})] \phi(t, \boldsymbol{x}), \\
t \in \boldsymbol{R}, x \in \boldsymbol{R}^{d}
\end{gather*}
$$

for a particle of mass $m$ and charge $e$ in an external electromagnetic field. Here $\alpha$ $=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{d}\right)$, and $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{d}$ and $\beta$ are the Dirac matrices. $\boldsymbol{\Phi}(t, \boldsymbol{x})$ and $\boldsymbol{A}(t, \boldsymbol{x})$ are, respectively, the scalar and vector potentials of the field. Our strategy is to exploit the method of phase space path integral ${ }^{8)}$ or Hamiltonian path integral. ${ }^{9)}$

We begin with presuming that the action for a Dirac particle in an electromagnetic field is given by

$$
\begin{align*}
S(s, r ; \boldsymbol{P}, \boldsymbol{X})=\int_{r}^{s} & {[\boldsymbol{P}(t) \dot{\boldsymbol{X}}(t)-\boldsymbol{\alpha}(\boldsymbol{P}(t)-e \boldsymbol{A}(t, \boldsymbol{X}(t)))} \\
& -m \beta-e \Phi(t, \boldsymbol{X}(t))] d t
\end{align*}
$$

Here $\boldsymbol{X}(t)$ and $\boldsymbol{P}(t)$ are the position and momentum. A reasonable ground for this is that $(2 \cdot 2)$ is what results, by application of Dirac's prescription

$$
\pm \sqrt{(\boldsymbol{P}(t)-e \boldsymbol{A}(t, \boldsymbol{X}(t)))^{2}+m^{2}}=\boldsymbol{\alpha}(\boldsymbol{P}(t)-e \boldsymbol{A}(t, \boldsymbol{X}(t)))+m \beta
$$

from the action ${ }^{33)}$

$$
\int_{r}^{s}\left\{\boldsymbol{P}(t) \dot{\boldsymbol{X}}(t)-\left[ \pm \sqrt{(\boldsymbol{P}(t)-e \boldsymbol{A}(t, \boldsymbol{X}(t)))^{2}+m^{2}}+e \Phi(t, \boldsymbol{X}(t))\right]\right\} d t
$$

for a relativistic spinless, positive-energy ( + ) [resp., negative-energy ( - )] particle of mass $m$ and charge $e$ in an electromagnetic field. We assume $s>r$ for definiteness.

The method of phase space path integral or Hamiltonian path integral assumes that the fundamental solution $K(s, \boldsymbol{x} ; \boldsymbol{r}, \boldsymbol{y})$ of the Cauchy problem for the Dirac equation $(2 \cdot 1)$, which is the probability amplitude that a quantized particle at position $\boldsymbol{y}$ at time $r$ will be at position $\boldsymbol{x}$ at time $s$, is given by the formal "integral"

$$
\int_{\mathscr{P}_{s, r ;} ;, \boldsymbol{v}} e^{i S(s, r ; \boldsymbol{P}, \boldsymbol{X})} \mathscr{D}(\boldsymbol{P}) \mathscr{D}(\boldsymbol{X})
$$

Here $\mathscr{D}(\boldsymbol{P}) \mathscr{D}(\boldsymbol{X})$ is a formal "measure" $\prod_{t \in[r, s]}(2 \pi)^{-d} d \boldsymbol{P}(t) d \boldsymbol{X}(t)$ on the space $\mathscr{P}_{s, x ; r, y}$ of the phase space paths $(\boldsymbol{P}(t), \boldsymbol{X}(t))$ satisfying $\boldsymbol{X}(r)=\boldsymbol{y}$ and $\boldsymbol{X}(s)=\boldsymbol{x}$ with $\boldsymbol{P}(t)$ unrestricted. In this formal phase space path "integral" we make the change of variables: $\boldsymbol{X}^{\prime}(t)=\boldsymbol{X}(t), \boldsymbol{P}^{\prime}(t)=\boldsymbol{P}(t)-e \boldsymbol{A}(t, \boldsymbol{X}(t))$. Then we have, writing $(\boldsymbol{P}(t)$, $\boldsymbol{X}(t))$ again instead of $\left(\boldsymbol{P}^{\prime}(t), \boldsymbol{X}^{\prime}(t)\right)$,

$$
\begin{align*}
K\left(s, \boldsymbol{x} ; r_{r}, \boldsymbol{y}\right)=\int_{\mathscr{P}_{s, x ; r, y}} T \exp \{ & \left\{\int_{r}^{s}[(\boldsymbol{P}(t)+e \boldsymbol{A}(t, \boldsymbol{X}(t))) \dot{\boldsymbol{X}}(t)-(\boldsymbol{\alpha} \boldsymbol{P}(t)+m \beta)\right. \\
& -e \boldsymbol{\Phi}(t, \boldsymbol{X}(t))] d t\}_{t \in[r, s]}(2 \pi)^{-d} d \boldsymbol{P}(t) d \boldsymbol{X}(t)
\end{align*}
$$

where $T$ stands for the time-ordering symbol. We understand $(2 \cdot 4)$ to be defined with a time division procedure, i.e.,

$$
\begin{align*}
& K(s, \boldsymbol{x} ; r, \boldsymbol{y})=\lim \int_{\boldsymbol{R}^{d}} \overbrace{\boldsymbol{R}^{2 d}} \cdots \int_{\boldsymbol{R}^{2 d} \prod_{j=1}}^{n} \\
& \quad \quad \times \exp \{i
\end{aligned} \begin{aligned}
& {\left[\left(\boldsymbol{p}_{j-1}+e \boldsymbol{A}\left(t_{j-1}, \boldsymbol{x}_{j-1}\right)\right) \frac{\boldsymbol{x}_{j}-\boldsymbol{x}_{j-1}}{t_{j}-t_{j-1}}\right.} \\
& \\
& \left.\left.\quad-\left(\boldsymbol{\alpha} \boldsymbol{p}_{j-1}+m \beta\right)-e \Phi\left(t_{j-1}, \boldsymbol{x}_{j-1}\right)\right]\left(t_{j}-t_{j-1}\right)\right\} \\
& \\
& \\
& \times(2 \pi)^{-d} d \boldsymbol{p}_{0}(2 \pi)^{-d}\left(d \boldsymbol{p}_{1} d \boldsymbol{x}_{1}\right) \cdots(2 \pi)^{-d}\left(d \mathbf{p}_{n-1} d \boldsymbol{x}_{n-1}\right) .
\end{align*}
$$

Note that the integrand of the integral on the right-hand side of $(2 \cdot 5)$ is rewritten as

$$
\begin{aligned}
& \prod_{j=1}^{n}\left\{\exp \left[i \boldsymbol{x}_{j} \boldsymbol{p}_{j-1}\right] \exp \left[-i\left(\boldsymbol{\alpha} \boldsymbol{p}_{j-1}+m \beta\right)\left(t_{j}-t_{j-1}\right)\right] \exp \left[-i \boldsymbol{x}_{j-1} \boldsymbol{p}_{j-1}\right]\right\} \\
& \quad \times \exp \left\{i \sum_{k=1}^{n}\left[e \boldsymbol{A}\left(t_{k-1}, \boldsymbol{x}_{k-1}\right)\left(\boldsymbol{x}_{k}-\boldsymbol{x}_{k-1}\right)-e \Phi\left(t_{k-1}, \boldsymbol{x}_{k-1}\right)\left(t_{k}-t_{k-1}\right)\right]\right\}
\end{aligned}
$$

Here $r=t_{0}<t_{1}<\cdots<t_{n}=s$ and $\boldsymbol{x}_{0}=\boldsymbol{y}, \boldsymbol{x}_{j}=\boldsymbol{X}\left(t_{j}\right), j=1, \cdots, n-1, \boldsymbol{x}_{n}=\boldsymbol{x}$, and the product $\Pi_{j=1}^{n}$ is time-ordered with time increasing from the right to the left. The limit is taken for $n \rightarrow \infty$ and $\max _{1 \leq j \leq n}\left(t_{j}-t_{j-1}\right) \rightarrow 0$. If $K_{0}(t, x)$ is the fundamental solution of the Cauchy problem for the free Dirac equation, i.e., $K_{0}(t, \boldsymbol{x})=\int_{\boldsymbol{R}^{d}} \exp [-i t(\boldsymbol{\alpha} \boldsymbol{p}+m \beta)$ $+i \boldsymbol{x} \boldsymbol{p}](2 \pi)^{-d} d \boldsymbol{p}$, then the $\boldsymbol{p}_{j}$ integrations on the right-hand side of $(2 \cdot 5)$ yield

$$
\begin{gathered}
K(s, \boldsymbol{x} ; r, \boldsymbol{y})=\lim \overbrace{\int_{\boldsymbol{R}^{c}} \cdots \int_{\boldsymbol{R}^{d}}}^{n-1} K_{0}\left(t_{n}-t_{n-1}, \boldsymbol{x}_{n}-\boldsymbol{x}_{n-1}\right) \cdots K_{0}\left(t_{1}-t_{0}, \boldsymbol{x}_{1}-\boldsymbol{x}_{0}\right) \\
\quad \times \exp \left\{i \sum _ { j = 1 } ^ { n } \left[e \boldsymbol{A}\left(t_{j-1}, \boldsymbol{x}_{j-1}\right)\left(\boldsymbol{x}_{j}-\boldsymbol{x}_{j-1}\right)\right.\right. \\
\left.\left.\quad-e \Phi\left(t_{j-1}, \boldsymbol{x}_{j-1}\right)\left(t_{j}-t_{j-1}\right)\right]\right\} d \boldsymbol{x}_{1} \cdots d \boldsymbol{x}_{n-1} .
\end{gathered}
$$

If a path space measure $\nu_{s, x ; r, y}$ should be constructed from the product of $K_{0}$ 's and the Lebesgue measures $d \boldsymbol{x}_{j}$, we should get

$$
\begin{align*}
K(s, \boldsymbol{x} ; r, \boldsymbol{y})= & \int_{X_{s, x ; r, \boldsymbol{y}}} d \nu_{s, \boldsymbol{x} ; r, \boldsymbol{y}}(\boldsymbol{X}) \\
& \times \exp \left[-i \int_{r}^{s} e \Phi(t, \boldsymbol{X}(t)) d t+i \int_{r}^{s} e \boldsymbol{A}(t, \boldsymbol{X}(t)) d \boldsymbol{X}(t)\right]
\end{align*}
$$

where $\mathscr{X}_{s, x ; r, \boldsymbol{y}}$ is the space of the paths $\boldsymbol{X}(t)$ satisfying $\boldsymbol{X}(r)=\boldsymbol{y}$ and $\boldsymbol{X}(s)=\boldsymbol{x}$.
What we carry out in the following sections is to justify with mathematical rigor the above heuristic argument, in two space-time dimensions or $d=1$, to establish the formula (2-6) and related ones.

## § 3. Path integral representations

In two space-time dimensions, we give path integral formulas for the fundamental solutions of two Cauchy problems with the Dirac equation. ${ }^{6)}$ One of them is further used to give path integral formulas for the retarded and advanced propagators. By $|r, s|$ is meant the closed interval $r \leq t \leq s$ or $r \geq t \geq s$ according to $r<s$ or $r>s$. We use the convention of summation over repeated Greek indices.

### 3.1. The fundamental solutions of the Cauchy problems

We consider the Dirac equation (2•1) in two-dimensional space-time,

$$
\begin{align*}
\partial_{t} \phi(t, x)= & \left.-\alpha\left(\partial_{x}-i e A(t, x)\right)-i m \beta-i e \Phi(t, x)\right] \phi(t, x), \\
& t \in \boldsymbol{R}, x \in \boldsymbol{R} .
\end{align*}
$$

Here $\alpha$ and $\beta$ are $2 \times 2$ Hermitian matrices with $\alpha^{2}=\beta^{2}=1$ and $\alpha \beta+\beta \alpha=0$. The vector and scalar potential $A(t, x)$ and $\Phi(t, x)$ are real-valued functions in space-time $\boldsymbol{R} \times \boldsymbol{R}=\boldsymbol{R}^{2}$. We assume for simplicity that they are continuous functions on $\boldsymbol{R}^{2}$. The case for somewhat more general $A$ and $\Phi$ is referred to Ref. 11). One Cauchy problem we consider is that for $(3 \cdot 1)$ with data $\phi(r, x)=g(x)$. Since Eq. (3•1) is a first-order hyperbolic system with two independent variables, this Cauchy problem can be solved ${ }^{21)}$ along the characteristics and so has a unique solution.

We write $A^{0}(t, x)=\Phi(t, x)$ and $A^{1}(t, x)=A(t, x)$. Set $A_{\rho}(t, x)=g_{\rho \sigma} A^{\sigma}(t, x)$, $\rho=0,1$, with the metric tensor

$$
\left(g_{\rho \sigma}\right)=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)
$$

By putting $x^{0}=t$ and $x^{1}=x,(3 \cdot 1)$ is rewritten as

$$
i H^{\mathrm{II}} \phi(\boldsymbol{x}) \equiv\left[\left(\partial_{0}+i e A_{0}(\boldsymbol{x})\right)+\alpha\left(\partial_{1}+i e A_{1}(\boldsymbol{x})\right)+i m \beta\right] \phi(\boldsymbol{x})=0,
$$

where $\boldsymbol{x}=\left(x^{0}, x^{1}\right) \in \boldsymbol{R}^{2}$ and $\partial_{\rho}=\partial / \partial x^{\rho}, \rho=0,1 . \quad H^{11}$ is essentially self-adjoint on $C_{o}{ }^{\infty}\left(\boldsymbol{R}^{2} ; \boldsymbol{C}^{2}\right)$, and defines ${ }^{14)}$ a self-adjoint operator in $L^{2}\left(\boldsymbol{R}^{2} ; \boldsymbol{C}^{2}\right)$.

We introduce the fictitious time $\tau$ to consider the other Cauchy problem for

$$
\partial_{\tau} \psi(\tau, \boldsymbol{x})=-i H^{\mathrm{II}} \psi(\tau, \boldsymbol{x}), \quad \tau \in \boldsymbol{R}, \quad \boldsymbol{x} \in \boldsymbol{R}^{2}
$$

with data $\psi(r, \boldsymbol{x})=g(\boldsymbol{x})$. Let $K^{1}(s, x ; r, y)$ and $K^{11}(s, \boldsymbol{x} ; r, \boldsymbol{y})$ be the fundamental solutions of the Cauchy problems for (3•1) and (3•2), respectively:

$$
\begin{align*}
& \phi(s, x)=\int_{R} K^{\mathrm{I}}(s, x ; r, y) g(y) d y \\
& \psi(s, \boldsymbol{x})=\left(e^{-i(s-r) H^{\mathrm{I}}} g\right)(\boldsymbol{x})=\int_{R^{2}} K^{\mathrm{II}}(s, \boldsymbol{x} ; r, \boldsymbol{y}) g(\boldsymbol{y}) d \boldsymbol{y}
\end{align*}
$$

Then they admit the following path integral representations. We say that a measure $\mu$ on a space $\Omega$ is concentrated on a subset $E$ of $\Omega$ if $\mu$ vanishes on $\Omega \backslash E . M_{2}(\boldsymbol{C})$ is the space of complex $2 \times 2$ matrices.

THEOREM 3.1. There exists a unique $S^{\prime}\left(\boldsymbol{R} \times \boldsymbol{R} ; M_{2}(\boldsymbol{C})\right)$-valued countably additive measure $\nu_{s ; r}^{1}$ on the Banach space $C(|r, s| ; \boldsymbol{R})$ of the one-dimensional continuous path $X:|r, s| \rightarrow \boldsymbol{R}$ such that for every continuous $A(t, x)$ and $\Phi(t, x)$,

$$
\begin{align*}
(f, \phi(s, \cdot)) & =\iint_{\boldsymbol{R} \times \boldsymbol{R}} \overline{f(x)} K^{1}(s, x ; r, y) g(y) d x d y \\
& =\int\left(f, d \nu_{s}^{1} ; r(X) g\right) \exp \left[-i \int_{r}^{s} e \Phi(t, X(t)) d t+i \int_{r}^{s} e A(t, X(t)) d X(t)\right]
\end{align*}
$$

with $(f, g)$ in $\mathcal{S}\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. The measure $\nu_{s ; r}^{1}$ is concentrated on the set of those Lipschitz continuous paths $X:|r, s| \rightarrow R$ which satisfy
for some finite partition: $r=t_{0} \lessgtr t_{1} \lessgtr \cdots \lessgtr t_{k}=s$ of $|r, s|$, depending on $X$,

$$
\begin{align*}
& X(t)-X(r)=\sum_{i=1}^{j-1}(-1)^{i}\left(t_{i}-t_{i-1}\right)+(-1)^{j}\left(t-t_{j-1}\right) \quad \text { or } \\
& X(t)-X(r)=\sum_{i=1}^{j-1}(-1)^{i-1}\left(t_{i}-t_{i-1}\right)+(-1)^{j-1}\left(t-t_{j-1}\right) \\
& \text { for } t \in\left|t_{j-1}, t_{j}\right|, \quad 1 \leq j \leq k \\
& {[|X(t)-X(r)|=|t-r| \text { for } t \in|r, s|, \text { in case } m=0]}
\end{align*}
$$

The set function $\nu_{s, f ; r, g}^{\mathrm{I}}$ defined by

$$
\nu_{s, f ; r, g}^{\mathrm{I}}(\cdot)=\left\langle\bar{f} \otimes g, \nu_{s ; r}^{\mathrm{I}}(\cdot)\right\rangle=\left(f, \nu_{s ; r}^{\mathrm{I}}(\cdot) g\right)
$$

is a complex-valued countably additive measure on the Banach space $C(|r, s| ; \boldsymbol{R})$ which is concentrated on the set of the Lipschitz continuous paths $X$ satisfying (3.7) and $X(r) \in \operatorname{supp} g, X(s) \in \operatorname{supp} f$.
THEOREM 3.2. There exists a unique $\mathcal{S}^{\prime}\left(\boldsymbol{R}^{2} \times \boldsymbol{R}^{2} ; M_{2}(\boldsymbol{C})\right)$-valued countably additive measure $\nu_{s ; r}^{\mathrm{II}}$ on the Banach space $C\left(|r, s| ; \boldsymbol{R}^{2}\right)$ of the two-dimensional continuous paths $\boldsymbol{X}:|r, s| \rightarrow \boldsymbol{R}^{2}, \boldsymbol{X}(\tau)=\left(X^{0}(\tau), X^{1}(\tau)\right)$, such that for every continuous $\boldsymbol{A}(\boldsymbol{x})$ $=\left(A_{0}(x), A_{1}(x)\right)$,

$$
\begin{align*}
\left(f, e^{-i(s-r) H^{\mathrm{H}}} g\right) & =\iint_{\boldsymbol{R}^{2} \times \boldsymbol{R}^{2}} \overline{f(\boldsymbol{x})} K^{\mathrm{I}}(s, \boldsymbol{x} ; \boldsymbol{r}, \boldsymbol{y}) d \boldsymbol{x} d \boldsymbol{y} \\
& =\int\left(f, d \nu_{s}^{\mathrm{II}}(\boldsymbol{X}) g\right) \exp \left[-i \int_{r}^{s} e A_{\rho}(\boldsymbol{X}(\tau)) d X^{\rho}(\tau)\right]
\end{align*}
$$

with $(f, g)$ in $\mathcal{S}\left(\boldsymbol{R}^{2} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \mathcal{S}\left(\boldsymbol{R}^{2} ; \boldsymbol{C}^{2}\right)$. The measure $\nu_{s, r}^{\mathrm{II}}$ is concentrated on the set of those Lipschitz continuous paths $\boldsymbol{X}:|r, s| \rightarrow \boldsymbol{R}^{2}$ which satisfy

$$
X^{0}(t)-X^{0}(r)=t-r \quad \text { for } \quad t \in|r, s|
$$

$$
\text { and, for some partition : } r=t_{0} \lessgtr t_{1} \lessgtr \cdots \lessgtr t_{k}=s \text {. of }|r, s| \text {, depending on } X \text {, }
$$

$$
\begin{aligned}
& X^{1}(t)-X^{1}(r)=\sum_{i=1}^{j-1}(-1)^{i}\left(t_{i}-t_{i-1}\right)+(-1)^{j}\left(t-t_{j-1}\right) \quad \text { or } \\
& X^{1}(t)-X^{1}(r)=\sum_{i=1}^{j-1}(-1)^{i-1}\left(t_{i}-t_{i-1}\right)+(-1)^{j-1}\left(t-t_{j-1}\right)
\end{aligned}
$$

$$
\text { for } t \in\left|t_{j-1}, t_{j}\right|, 1 \leq j \leq k
$$

$$
\left[\left|X^{1}(t)-X^{1}(r)\right|=|t-r| \quad \text { for } t \in|r, s|, \text { in case } m=0\right]
$$

The set function $\nu_{s, f ; r, g}^{\mathrm{II}}$ defined by

$$
\nu_{s, f ; r, g}^{\mathrm{II}}(\cdot)=\left\langle\bar{f} \otimes g, \nu_{s ; r}^{\mathrm{II}}(\cdot)\right\rangle=\left(f, v_{s}^{\mathrm{II}} r(\cdot) g\right)
$$

is a complex-valued countably additive measure on the Banach space $C\left(|r, s| ; \boldsymbol{R}^{2}\right)$ which is concentrated on the set of the Lipschitz continuous paths $\boldsymbol{X}$ satisfying $(3 \cdot 10)$ and $\boldsymbol{X}(r) \in \operatorname{supp} g, \boldsymbol{X}(s) \in \operatorname{supp} f$.

The proofs of Theorems 3.1 and 3.2 are given in $§ 4$.
These theorems were first shown in Refs. 11) and 13), with a somewhat weaker statement on the support property of the path space measures, to the effect that $\nu_{s ; r}^{\mathrm{I}}$ is, when $m>0$, concentrated on the set of the Lipschitz continuous paths $X:|r, s| \rightarrow \boldsymbol{R}$ satisfying $|X(b)-X(a)| \leq|b-a|$ for every $a, b$ with $r \lesseqgtr a \lessgtr b \leqq s$, and similarly for $\nu_{s ; r}^{\mathrm{II}}$. Next it was improved in Ref. 34) as follows: $\nu_{s ; r}^{\mathrm{I}}$ is, when $m>0$, concentrated on the set of the Lipschitz continuous paths $X:|r, s| \rightarrow \boldsymbol{R}$ which are differentiable, outside a closed subset $E_{X}$ of Lebesgue measure zero depending on $X$, with differential coefficients ( $d / d t$ ) X( $t$ ) equal to 1 or -1 on each (relatively) open interval in $|r, s| \backslash E_{X}$, and similarly for $\nu_{s ; r}^{\mathrm{II}}$. Finally the support property of the ultimate form, $(3 \cdot 7)$ and ( $3 \cdot 10$ ), has been shown in our recent note. ${ }^{35}$ )

Remark 1. $\nu_{s ; r}^{\mathrm{I}}$ and $\nu_{s ; r}^{\mathrm{II}}$ may be regarded as conditional path space measures (cf.
conditional Wiener measure ${ }^{57}$ ). In fact, introduce formal conditional path space measures $\nu_{s, x ; r, y}^{\mathrm{I}}$ and $\nu_{s, x ; r, y}^{\mathrm{II}}$ as

$$
\nu_{s, f ; r, g}^{\mathrm{I}}(\cdot)=\iint_{R \times \boldsymbol{R}} \overline{f(x)} \nu_{s, x ; r, y}^{\mathrm{I}}(\cdot) g(y) d x d y
$$

and

$$
\nu_{s, f ; r, g}^{\mathrm{II}}(\cdot)=\iint_{\boldsymbol{R}^{2} \times R^{2}} \overline{f(\boldsymbol{x})} \nu_{s, x ; r, \boldsymbol{y}}^{\mathrm{II}}(\cdot) g(\boldsymbol{y}) d \boldsymbol{x} d \boldsymbol{y}
$$

Then Theorems 3.1 and 3.2 look like

$$
\begin{align*}
K^{\mathrm{I}}(s, x ; r, y)= & \int d \nu_{s, x ; r, y}^{\mathrm{I}}(X) \\
& \times \exp \left[-i \int_{r}^{s} e \Phi(t, X(t)) d t+i \int_{r}^{s} e A(t, X(t)) d X(t)\right]
\end{align*}
$$

and

$$
K^{\mathrm{II}}(s, \boldsymbol{x} ; r, \boldsymbol{y})=\int d \nu_{s, x ; r, \boldsymbol{y}}^{\mathrm{II}}(\boldsymbol{X}) \exp \left[-i \int_{r}^{s} e A_{\rho}(\boldsymbol{X}(\tau)) d X^{\rho}(\tau)\right]
$$

The formal measure $\nu_{s, x ; r, y}^{\mathrm{I}}\left[\nu_{s, x ; r, y}^{\mathrm{II}}\right]$ is concentrated on the set of the Lipschitz continuous paths $X$ satisfying (3.7) [ $\boldsymbol{X}$ satisfying (3•10)] and $X(r)=y, X(s)=x$ $[\boldsymbol{X}(r)=\boldsymbol{y}, \boldsymbol{X}(s)=\boldsymbol{x}]$.

Notice that $(3 \cdot 6)^{\prime}$ is coincident with the formula (2•6) in two space-time dimensions.
Remark 2. The support property of $\nu_{s ; r}^{\mathrm{I}}$ and $\nu_{s ; r}^{\mathrm{II}}$ in Theorems 3.1 and 3.2 tells us the nature of the "Zitterbewegung"") of the Dirac particle. The motion described by a path satisfying $(3 \cdot 7)$ or $(3 \cdot 10)$ is such that the velocity is, in magnitude, equal to 1 , the light velocity, at every finite time interval except for finite instants of time where the velocity alters the sign. Here the role the mass $m$ plays is not to render the magnitude of the velocity smaller than 1 , but to change the direction of motion of the particle time after time.

Remark 3. Feynman and $\mathrm{Hibbs}^{2)}$ give briefly a cryptic description of the fundamental solution of the Cauchy problem for the free Dirac equation in two space-time dimensions. For this context we refer also to Riazanov ${ }^{15)}$ and Rosen. ${ }^{16)}$ There are some recent contributions to this problem based on Poisson process. See Gaveau et al., ${ }^{38)}$ Gaveau, ${ }^{39}$ ) Blanchard et al., ${ }^{40}$ Jacobson ${ }^{41)}$ and de Angelis et al. ${ }^{42)}$

Remark 4. Daletskii ${ }^{17)}$ dealt with related problems but did construct no countably additive path space measure.

### 3.2. The retarded and advanced propagators

The propagator ${ }^{18)}$ for a two-space-time-dimensional Dirac particle is a $2 \times 2$ matrix-valued function (distribution) which is a solution of Green's function equation

$$
\left[\gamma^{\rho}\left(-i \partial_{\rho}+e A_{\rho}(\boldsymbol{x})\right)+m\right] S(\boldsymbol{x}, \boldsymbol{y})=\delta(\boldsymbol{x}-\boldsymbol{y}) \mathbf{1}, \quad \boldsymbol{x}, \boldsymbol{y} \in \boldsymbol{R}^{2}
$$

Here $\gamma^{0}=\beta$ and $\gamma^{1}=\beta \alpha . \quad \gamma^{0}$ is Hermitian and $\gamma^{1}$ anti-Hermitian with $\gamma^{\rho} \gamma^{\sigma}+\gamma^{\sigma} \gamma^{\rho}$ $=2 \delta^{\rho \sigma} 1$, where $\rho, \sigma=0,1$. The convention of summation over repeated Greek indices is used. The left-hand side of (3•12) is nothing but $\gamma^{0} H^{\mathrm{II}} S(\boldsymbol{x}, \boldsymbol{y})$ with $H^{\mathrm{II}}$ in (3•2).

Then the retarded and advanced propagators $S_{\mathrm{ret}}(\boldsymbol{x}, \boldsymbol{y})$ and $S_{\text {adv }}(\boldsymbol{x}, \boldsymbol{y})$ have the following path integral representations.

Theorem 3.3. For $(f, g)$ in $\mathscr{D}\left(\boldsymbol{R}^{2} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \mathscr{D}\left(\boldsymbol{R}^{2} ; \boldsymbol{C}^{2}\right)$,

$$
\begin{align*}
& \iint_{\boldsymbol{R}^{2} \times \boldsymbol{R}^{2}} \overline{f(\boldsymbol{x})} S_{\mathrm{ret}}(\boldsymbol{x}, \boldsymbol{y}) g(\boldsymbol{y}) d \boldsymbol{x} d \boldsymbol{y} \\
& \quad=i \int_{0}^{\infty} d \tau \int\left(f, d \nu_{\tau ; 0}^{\mathrm{II}}(\boldsymbol{X}) \gamma^{0} g\right) \exp \left[-i \int_{0}^{\tau} e A_{\rho}(\boldsymbol{X}(s)) d X^{\rho}(s)\right]
\end{align*}
$$

and

$$
\begin{align*}
& \iint_{\boldsymbol{R}^{2} \times \boldsymbol{R}^{2}} \overline{f(\boldsymbol{x})} S_{\mathrm{adv}}(\boldsymbol{x}, \boldsymbol{y}) g(\boldsymbol{y}) d \boldsymbol{x} d \boldsymbol{y} \\
& \quad=-i \int_{-\infty}^{0} d \tau \int\left(f, d \nu_{\tau ; 0}^{\mathrm{U}}(\boldsymbol{X}) \gamma^{0} g\right) \exp \left[-i \int_{0}^{\tau} e A_{\rho}(\boldsymbol{X}(s)) d X^{\rho}(s)\right] .
\end{align*}
$$

Remark 1. With the formal conditional path space measure $\nu_{\tau, x ; 0, y}^{\mathrm{II}}$ introduced in Remark 1 to Theorems 3.1 and 3.2 , $(3 \cdot 13)$ and ( $3 \cdot 14$ ) become

$$
S_{\mathrm{ret}}(\boldsymbol{x}, \boldsymbol{y})=i \int_{0}^{\infty} d \tau \int d \nu_{\tau, \boldsymbol{x} ; 0, \boldsymbol{y}}^{\mathrm{II}}(\boldsymbol{X}) \gamma^{0} \exp \left[-i \int_{0}^{\tau} e A_{\rho}(\boldsymbol{X}(s)) d X^{\rho}(s)\right]
$$

and

$$
S_{\mathrm{adv}}(\boldsymbol{x}, \boldsymbol{y})=-i \int_{-\infty}^{0} d \tau \int d \nu_{\tau, \boldsymbol{x} ; 0, \boldsymbol{y}}^{\mathrm{II}}(\boldsymbol{X}) \gamma^{0} \exp \left[-i \int_{0}^{\tau} e A_{\rho}(\boldsymbol{X}(s)) d X^{\rho}(s)\right] .
$$

Remark 2. For the Feynman propagator $S_{F}(\boldsymbol{x}, \boldsymbol{y})$ we have not such a neat formula. Proof of Theorem 3.3. We simply write $H$ for $H^{\mathrm{II}}$. We prove only (3•13) for the retarded propagator. The proof for the advanced propagator is similar. Let $(f, g)$ be in $\mathscr{D}\left(\boldsymbol{R}^{2} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \mathscr{D}\left(\boldsymbol{R}^{2} ; \boldsymbol{C}^{2}\right)$. Note that $H$ is a self-adjoint operator in $L^{2}\left(\boldsymbol{R}^{2} ; \boldsymbol{C}^{2}\right)$ and

$$
(\varepsilon+i H)^{-1}=\int_{0}^{\infty} d \tau e^{-\varepsilon \tau} e^{-i \tau H} .
$$

Then by Theorem 3.2 we have

$$
\begin{align*}
\left(f, i(\varepsilon+i H)^{-1} \gamma^{0} g\right)= & i \int_{0}^{\infty} d \tau e^{-\varepsilon \tau} \int\left(f, d \nu_{\tau ; 0}^{\mathrm{II}}(\boldsymbol{X}) \gamma^{0} g\right) \\
& \times \exp \left[-i \int_{0}^{\tau} e A_{\rho}(\boldsymbol{X}(s)) d X^{\rho}(s)\right] .
\end{align*}
$$

Since $f$ and $g$ have compact support, the $\tau$-integral on the right-hand side of $(3 \cdot 15)$ is reduced to that over a finite interval in view of the support property of $\nu_{\tau, f ; 0, g}^{\mathrm{II}}$. Therefore, it converges to the right-hand side of $(3 \cdot 13)$ as $\varepsilon \downarrow 0$, by the Lebesgue bounded convergence theorem. On the other hand, by definition of the retarded propagator the left-hand side of (3•15) converges to that of (3•13) as $\varepsilon \downarrow 0$. This proves Theorem 3.3.

## § 4. Proofs of Theorems 3.1 and 3.2

We shall prove only Theorem 3.1. Theorem 3.2 will be shown similarly. (Proof of Theorem 3.2 with a somewhat weaker statement on the support property of $\nu_{s ; r}^{\mathrm{HI}}$ is given in Ref. 13).) Without loss of generality we may assume $r=0$ and $s>0$ to construct $\nu_{s}^{\mathrm{I}} ; 0$. The proof consists of three parts. First we construct the path space measure $\nu_{s ; 0}^{\mathrm{I}}$ on the product space $(\dot{\boldsymbol{R}})^{[0, s]}$ of the uncountably many copies of $\dot{\boldsymbol{R}}$, where $\dot{\boldsymbol{R}}=\boldsymbol{R} \bigcup\{\infty\}$ is the one-point compactification of $\boldsymbol{R}$. Next its support is determined and finally the path integral formula ( $3 \cdot 6$ ) is established. For the first and last parts we follow mainly Refs. 13), 11) and for the second, our recent result in Ref. 35).

### 4.1. Construction of the path space measure $\nu_{s ; 0}^{I}$

We construct $\nu_{s ; 0}^{\mathrm{I}}$, using Nelson's method ${ }^{10,5), 19)}$ of construction of the Wiener measure.

First consider the Cauchy problem for the free equation to $(3 \cdot 1)$,

$$
\partial_{t} \phi(t, x)=\left[-\alpha \partial_{x}-i m \beta\right] \phi(t, x), \quad t \in \boldsymbol{R}, x \in \boldsymbol{R}
$$

with initial data $\phi(0, x)=g(x)$. Let $K_{0}{ }^{1}(s, x)$ be the fundamental solution:

$$
\phi(s, x)=\left(e^{-s\left(\alpha \partial_{x}+i m \beta\right)} g\right)(x)=\int_{R} K_{0}^{\mathrm{I}}(s, x-y) g(y) d y .
$$

It is given by

$$
K_{0}{ }^{1}(s, x)=2^{-1}\left[\partial_{s}-\alpha \partial_{x}-i m \beta\right]\left(J_{0}\left(m\left(s^{2}-x^{2}\right)^{1 / 2}\right) \theta(s-|x|)\right),
$$

where $J_{0}(t)$ is the Bessel function of order zero, and $\theta(t)$ the Heaviside function $\theta(t)$ $=1$ for $t>0,=0$ for $t<0 . \quad C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ denotes the Banach space of the $\boldsymbol{C}^{2}$-valued continuous functions in $\boldsymbol{R}$ which vanish at infinity. Its dual space, denoted by $M\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right)$, is the Banach space of the $\left(\boldsymbol{C}^{2}\right)^{\prime}$-valued measures on $\boldsymbol{R}$ with bounded variation. ${ }^{20)}$

Lemma 4.1. (1) $e^{-t\left(\alpha \partial_{x}+i m \beta\right)}$ is a continuous linear operator of $C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ into itself, and satisfies

$$
\left\|N e^{-t\left(\alpha \alpha_{x}+i m \beta\right)} g\right\| \leq e^{m|t|}\|N g\|
$$

for $g$ in $C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. Here $N$ is a unitary matrix satisfying

$$
N \alpha N^{-1}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)
$$

(2) $e^{-t\left(\alpha \partial_{x}+i m \beta\right)}$ is a continuous linear operator of $\mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ into itself.

Proof These are derived by straightforward calculation using (4•2) and (4•3).
The content of Lemma 4.1 is that the Cauchy problem for ( $4 \cdot 1$ ) is $L^{\infty}$ well-posed. This holds also for the hyperbolic system of the first order with two independent variables. ${ }^{21)}$

Now we are ready to construct the path space measure $\nu_{s ; 0}^{\mathrm{I}}$. For each fixed $s>0$ let $\mathscr{X}_{s, 0}=\Pi_{[0, s]} \dot{\boldsymbol{R}}=(\dot{\boldsymbol{R}})^{[0, s]}$ be the product of the uncountably many copies of $\dot{\boldsymbol{R}}$. By the Tychonoff theorem ${ }^{22)} \mathscr{X}_{s, 0}$ is a compact Haussdorff space in the product topology. It may be regarded as the space of all paths $X:[0, s] \rightarrow \dot{\boldsymbol{R}}$, possibly discontinuous and possibly passing through the infinity $\infty$. Let $C\left(\mathscr{X}_{s, 0}\right)$ be the Banach space of the complex-valued continuous functions on $\mathscr{X}_{s, 0}$ and $C_{\text {fin }}\left(\mathscr{X}_{s, 0}\right)$ the subspace of those $\Psi$ in $C\left(\mathscr{X}_{s, 0}\right)$ for which there exist a finite partition:

$$
0=s_{0}<s_{1}<\cdots<s_{n}=s
$$

of the interval $[0, s]$ and a complex-valued bounded continuous function $F\left(x_{0}, x_{1}, \cdots\right.$, $x_{n}$ ) on $(\dot{\boldsymbol{R}})^{n+1}$ such that

$$
\Psi(X)=F\left(X\left(s_{0}\right), X\left(s_{1}\right), \cdots, X\left(s_{n}\right)\right)
$$

Define, for each fixed $s>0$, a functional $L_{s, 0}(\Phi ; \mu, g)$ which is linear in $\Psi$ $\in C_{\text {fin }}\left(\mathscr{X}_{s, 0}\right)$ and sesquilinear in $(\mu, g) \in M\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ by

$$
\begin{align*}
L_{s, 0}(\Psi ; \mu, g)= & \int_{R} d x_{0} \cdots \int_{R} d x_{n-1} \int_{R} d \overline{\mu\left(x_{n}\right)} K_{0}{ }^{1}\left(s_{n}-s_{n-1}, x_{n}-x_{n-1}\right) \\
& \times K_{0}^{1}\left(s_{n-1}-s_{n-2}, x_{n-1}-x_{n-2}\right) \cdots K_{0}^{1}\left(s_{1}-s_{0}, x_{1}-x_{0}\right) \\
& \times F\left(x_{0}, x_{1}, \cdots, x_{n}\right) g\left(x_{0}\right)
\end{align*}
$$

When stressing the sesquilinearity of $L_{s, 0}(\Psi ; \mu, g)$ we shall write it also as ( $\left.L_{s, 0} \Psi\right)(\mu, g)$.

Crucial is the following Lemma.
Lemma 4.2. (1) For each fixed $(\mu, g)$ in $M\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \boldsymbol{C}_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right), L_{s, 0}(\Psi ; \mu, g)$ is well-defined on $C_{\text {fin }}\left(\mathfrak{X}_{s, 0}\right)$; it is independent of the choice of $F$ corresponding to $\Psi$.
(2) The following inequality holds

$$
\left|L_{s, 0}(\Psi ; \mu, g)\right| \leq C e^{m \mid s}\|\Psi \cdot\|\|\mu\|\|g\|
$$

for every $\Psi$ in $C_{\text {fin }}\left(\mathscr{X}_{s, 0}\right)$ and every pair $(\mu, g)$ in $M\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ with $C$ $=|N|\left|N^{-1}\right| \leq 2$.

Proof By $C_{t}$ we denote the operator $N e^{-t\left(\alpha \partial_{x}+i m \beta\right)} N^{-1}$ on $C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. The statement (1) is a consequence of the (semi-)group property of the operator $C_{t}$. To prove (2), let $\Psi$ be in $C_{\text {fin }}\left(\mathscr{X}_{s, 0}\right)$ and represented as $(4 \cdot 6)$ with a continuous function $F\left(x_{0}, x_{1}, \cdots\right.$, $\left.x_{n}\right)$ on $(\dot{\boldsymbol{R}})^{n+1}$. We inductively define a sequence $\left\{F_{x_{l+1}, \cdots, x_{n}}^{(l)}\right\}_{l=1}^{n}$ of $\boldsymbol{C}^{2}$-valued functions $F_{x_{l+1}, \cdots, x_{n}}^{(l)}$ on $\boldsymbol{R}$ with $n-l$ parameters $x_{l+1}, \cdots, x_{n} \in \boldsymbol{R}$ as follows:

$$
\begin{aligned}
& F_{x_{1}, x_{2}, \cdots, x_{n}}^{(0)}(x) \equiv N g(x) F\left(x, x_{1}, x_{2}, \cdots, x_{n}\right), \\
& F_{x_{l+1}, \cdots, x_{n}}^{(l)}(x) \equiv\left(C_{s_{l}-s_{\iota-1}} F_{x, x_{l+1}, \cdots, x_{n}}^{(l-1)}\right)(x) \\
& F^{(n)}(x) \equiv\left(C_{s_{n-}-s_{n-1}} F_{x}^{(n-1)}\right)(x)
\end{aligned}
$$

for $l=1,2, \cdots, n$. By induction and continuity of the operator $C_{t}$ in Lemma 4.1(1), we see that for each fixed $l=1, \cdots, n, F_{x_{l+1}, \cdots, x_{n}}^{(l)}$ is in $C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ and continuous as a map of the parameter space $\boldsymbol{R}^{n-l}$ into $C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. Note that (4•7) is rewritten as

$$
L_{s, 0}(\Psi ; \mu, g)=\int_{R} d \overline{\mu\left(x_{n}\right)} N^{-1} F^{(n)}\left(x_{n}\right)
$$

Making an iterative use of the estimate (4•4), we get

$$
\begin{align*}
\left\|F^{(n)}\right\| & =\sup _{x, j=1,2}\left|\left(C_{s_{n}-s_{n-1}} F_{x}^{(n-1)}\right)_{j}(x)\right| \leq \sup _{x}\left\|C_{s_{n}-s_{n-1}} F_{x}^{(n-1)}\right\| \\
& \leq e^{m\left(s_{n}-s_{n-1}\right)} \sup _{x_{n}}\left\|F_{x_{n}}^{(n-1)}\right\| \leq \cdots \leq e^{m s} \sup _{x_{1}, \cdots, x_{n}}\left\|F_{x_{1}, \cdots, x_{n}}^{(0)}\right\| \\
& \leq e^{m s}\|N g\|\|F\| .
\end{align*}
$$

Then the estimate $(4 \cdot 8)$ is derived from (4.9) and (4•10).
The consequence of Lemma 4.2 is the following. Since $C_{\text {fin }}\left(\mathscr{X}_{s, 0}\right)$ is dense in $C\left(\mathscr{X}_{s, 0}\right)$ by the Stone-Weierstrass theorem, ${ }^{22)}$ the inequality $(4 \cdot 8)$ holds also for $\Psi$ $\in C\left(\mathscr{X}_{s, 0}\right)$. By Lemma 4.2, $L_{s, 0} \Psi$ is a continuous sesquilinear form on $M\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right)$ $\times C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$, and so on $\mathcal{S}\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$, because both linear embeddings of $\mathcal{S}\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right)$ into $M\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right)$ and of $\mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ into $C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ are continuous. Then the kernel theorem ${ }^{22)}$ enables us to regard $L_{s, 0} \Psi$ as an element in the space

$$
\mathcal{S}^{\prime}\left(\boldsymbol{R} \times \boldsymbol{R} ; M_{2}(\boldsymbol{C})\right)=\left(\mathcal{S}\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \otimes \mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)\right)^{\prime}
$$

Here note that $M_{2}(\boldsymbol{C})=\boldsymbol{C}^{2} \otimes\left(\boldsymbol{C}^{2}\right)^{\prime}$. Hence $L_{s, 0}$ is a continuous linear mapping of $C\left(\mathscr{X}_{s, 0}\right)$ into the space $(4 \cdot 11)$. Further $L_{s, 0}$ is weakly compact ${ }^{23\rangle}$ because the space is reflexive, and even compact ${ }^{24)}$ because the space ( $4 \cdot 11$ ) is a Montel space. Then the Riesz-type represetation theorem ${ }^{25)}$ yields the following representation of $L_{s, 0}$ in terms of a countably additive measure on $\mathscr{X}_{s, 0}$.

THEOREM 4.3. There exists a unique countably additive measure $\nu_{s ; 0}^{\mathrm{I}}$ defined on the Borel sets in $\mathscr{X}_{s, 0}$ and having values in $S^{\prime}\left(\boldsymbol{R} \times \boldsymbol{R} ; M_{2}(\boldsymbol{C})\right)$ such that
(a) $\nu_{s ; 0}^{\mathrm{I}}$ is of bounded $q$-variation for each continuous seminorm $q$ on $\mathcal{S}^{\prime}\left(\boldsymbol{R} \times \boldsymbol{R} ; M_{2}(\boldsymbol{C})\right)$, i.e.,

$$
q-\operatorname{Var} \nu_{s ; 0}^{\mathrm{I}} \equiv \sup q\left(\sum_{j} \nu_{s ; 0}^{\mathrm{I}}\left(E_{j}\right) c_{j}\right)<\infty
$$

where the supremum is taken over all finite partition $\left\{E_{j}\right\}$ of $\mathscr{X}_{s, 0}$ into disjoint Borel sets and all collection $\left\{c_{j}\right\}$ of complex numbers with $\left|c_{j}\right| \leq 1$;
(b) for each $(f, g)$ in $\mathcal{S}\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ the set function $\nu_{s, f ; 0, g}^{\mathrm{I}}$ defined by

$$
\nu_{s, f ; 0, g}^{\mathrm{I}}(E)=\left\langle f \times g, \nu_{s ; 0}^{\mathrm{I}}(E)\right\rangle=\left(f, \nu_{s ; 0}^{\mathrm{I}}(E) g\right)
$$

is a complex-valued countably additive regular measure on the Borel sets $E$ in $\mathscr{X}_{s, 0}$;
(c) $\left\|L_{s, 0}\right\|_{q} \equiv \sup \left\{q\left(L_{s, 0} \Psi\right) ;\|\Psi\| \leq 1, \Psi \in C\left(\mathscr{X}_{s, 0}\right)\right\}=q-\operatorname{Var} \nu_{s ; 0}^{\mathrm{I}} \leq C^{\prime} e^{m|s|}$
with a constant $C^{\prime}$ depending only on the seminorm $q$;
(d) for each $\Psi$ in $C\left(\mathfrak{X}_{s, 0}\right)$,

$$
L_{s, 0} \Psi=\int_{X_{s, 0}} d \nu_{s ; 0}^{\mathrm{I}}(X) \Psi(X)
$$

Remark 1. In terms of the formal path space measure $\nu_{s, x ; 0, y}^{\mathrm{I}}$ in Remark 1 to Theorems 3.1 and 3.2, the expression (4•12) looks like

$$
\left(L_{s, 0} \Psi\right)(x, y)=\int_{X_{s, 0}} d \nu_{s, x ; 0, y}^{\mathrm{I}}(X) \Psi(X) .
$$

Remark 2. There is another way to construct a path space measure. First note that we can define $L_{s, 0}(\Phi ; \mu, g)$ to establish Lemma 4.2 for the pair $M\left(\dot{\boldsymbol{R}} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right), C\left(\dot{\boldsymbol{R}} ; \boldsymbol{C}^{2}\right)$ in place of the pair $M\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right), C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. Here $C\left(\dot{\boldsymbol{R}} ; \boldsymbol{C}^{2}\right)$ is the Banach space of the $\boldsymbol{C}^{2}$-valued continuous functions on $\dot{\boldsymbol{R}}$. Its dual space $M\left(\dot{\boldsymbol{R}} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right)$ is the Banach space of the ( $\left.\boldsymbol{C}^{2}\right)^{\prime}$-valued measures on $\dot{\boldsymbol{R}}$ with bounded variation. ${ }^{22)}$ Define $L_{s, \mu ; 0}$ by

$$
\left(L_{s, \mu ; 0} \Psi\right)(g)=L_{s, 0}(\Psi ; \mu, g)
$$

with a fixed $\mu \in M\left(\dot{\boldsymbol{R}} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right)$, for $\Psi \in C\left(\mathscr{X}_{s, 0}\right)$ and $g \in C\left(\dot{\boldsymbol{R}} ; \boldsymbol{C}^{2}\right)$. By the Riesz representation theorem, ${ }^{22)} L_{s, \mu ; 0} \Psi$ is regarded as an element in $M\left(\dot{\boldsymbol{R}} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right)$, so that $L_{s, \mu ; 0}$ is a continuous linear operator of $C\left(\mathscr{X}_{s, 0}\right)$ into $M\left(\dot{\boldsymbol{R}} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right)$. Further it is seen ${ }^{26)}$ that $L_{s, \mu ; 0}$ is weakly compact. Then by the Riesz-type representation theorem, ${ }^{27)}$ there exists a unique countably additive measure $\nu_{s, \mu ; 0}^{\mathrm{I}}$ defined on the Borel sets in $\mathscr{X}_{s, 0}$ and having values in $M\left(\dot{\boldsymbol{R}} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right)$ such that
(a) $\nu_{s, \mu ; 0}^{\mathrm{t}}$ is of bounded variation;
(b) for each $g$ in $C\left(\dot{\boldsymbol{R}} ; \boldsymbol{C}^{2}\right)$ the set function $\nu_{s, \mu ; 0, g}^{\mathrm{I}}$ defined by

$$
\nu_{s, \mu ; 0, g}^{\mathrm{I}}(E)=\left\langle\nu_{s, \mu ; 0}^{\mathrm{I}}(E), g\right\rangle
$$

is a complex-valued countably additive regular measure on the Borel sets $E$ in $\mathfrak{X}_{s, 0}$;
(c) $\quad\left\|L_{s, \mu ; 0}\right\|=\operatorname{Var} \nu_{s, \mu ; 0}^{1} \leq C e^{m \mid s}\|\mu\| \quad$ with $\quad C=|N|\left|N^{-1}\right| \leq 2$;
(d) for each $\Psi$ in $C\left(\mathscr{X}_{s, 0}\right)$,

$$
L_{s, \mu ; 0} \Psi=\int_{X_{s, 0}} d \nu_{s, \mu ; 0}^{\mathrm{I}}(X) \Psi(X)
$$

Notice we can choose, for $\mu, \delta_{x}{ }^{1} \equiv\left[\begin{array}{c}\delta_{x} \\ 0\end{array}\right] \quad$ or $\delta_{x}{ }^{2} \equiv\left[\begin{array}{l}0 \\ \delta_{x}\end{array}\right]$, where $\delta_{x}=\delta(\cdot-x)$ is the Dirac measure at $x$, an element of $M(\dot{\boldsymbol{R}})$. Then each component of the solution $\phi(s, x)=\left[\begin{array}{c}\phi_{1}(s, x) \\ \phi_{2}(s, x)\end{array}\right] \quad$ of $(4 \cdot 1)$ with data $\phi(0, x)=g(x)$ is represented as

$$
\phi_{i}(s, x)=\int_{X_{s, 0}} d \nu_{s, \delta x^{i} ; 0}^{\mathrm{I}}(X) g(X(0)), \quad i=1,2 .
$$

4.2. Support property of the path space measure $\nu_{s ; o}^{I}$

We shall now see the measure $\nu_{s ; 0}^{\mathrm{l}}$ has the support property described in Theorem 3.1. In order to simplify the notation, we put

$$
A=-N \alpha N^{-1} \partial_{x} \quad \text { and } \quad B=-i m N \beta N^{-1},
$$

where $N$ is the unitary matrix introduced in Lemma 4.1. We may assume $r=0$ and $s>0$. We have

$$
N e^{-t\left(\alpha \partial_{x}+i m \beta\right)} N^{-1}=e^{t(A+B)}
$$

Let us make a Taylor expansion of $e^{t(A+B)}$ in $m$ by using iteratively the wellknown formula

$$
e^{t(A+B)}=e^{t A}+\int_{0}^{t} d \tau_{1} e^{\left(t-\tau_{1}\right)(A+B)} B e^{\tau_{1} A}
$$

Set

$$
C_{t}{ }^{0} \equiv e^{t A}, \quad C_{t}^{0 \rightarrow} \equiv e^{t\left(A^{\prime}+B\right)}
$$

and

$$
\begin{align*}
& C_{t}^{k} \equiv \int_{0}^{\infty} d \tau_{1} \cdots \int_{0}^{\infty} d \tau_{k} \theta\left(t-\sum_{i=1}^{k} \tau_{i}\right) \exp \left[\left(t-\sum_{i=1}^{k} \tau_{i}\right) A\right] B e^{\tau_{k} A} B e^{\tau_{k-1} A} \cdots B e^{\tau_{1} A}, \\
& C_{t}^{k \rightarrow} \equiv \int_{0}^{\infty} d \tau_{1} \cdots \int_{0}^{\infty} d \tau_{k} \theta\left(t-\sum_{i=1}^{k} \tau_{i}\right) \exp \left[\left(t-\sum_{i=1}^{k} \tau_{i}\right)(A+B)\right] B \mathrm{e}^{\tau_{k} A} \cdots B e^{\tau_{1} A}
\end{align*}
$$

for $k \geq 1$. In the proof of Lemma 4.2, $C_{t}{ }^{0 \rightarrow}$ was denoted by $C_{t}$.
Then we have
Lemma 4.4. (1) $C_{t}{ }^{0 \rightarrow}=\sum_{k=0}^{N} C_{t}^{k}+C_{t}^{N+1 \rightarrow}, \quad N=0,1,2, \cdots$.
(2) $C_{t}{ }^{k}$ and $C_{t}{ }^{k \rightarrow}, k=0,1, \cdots$, are bounded linear operators of $C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ into itself:

$$
\left\|C_{t}^{k}\right\| \leq(k!)^{-1}(m t)^{k}, \quad\left\|C_{t}^{k-}\right\| \leq(k!)^{-1}(m t)^{k} e^{m t}
$$

Proof By iteration of $(4 \cdot 14)$, we get (1). The statement (2) is a direct consequence of definition $(4 \cdot 15)$ and the estimates

$$
\left\|e^{t A}\right\| \leq 1, \quad\|B\|=m \quad \text { and } \quad\left\|e^{t(A+B)}\right\| \leq e^{m t}
$$

The estimate $\left\|e^{t(A+B)}\right\| \leq e^{m t}$ is nothing but (4•4). Since $N \beta N^{-1}$ anti-commutes with $N \alpha N^{-1}$ and $N \alpha N^{-1}$ is diagonal, we have $\left(N \beta N^{-1}\right)_{11}=\left(N \beta N^{-1}\right)_{22}=0,\left|\left(N \beta N^{-1}\right)_{12}\right|$ $=\left|\left(N \beta N^{-1}\right)_{21}\right|=1$ and hence $\|B\|=m$. Notice that $e^{t A}$ operates on $\binom{\varphi_{1}}{\varphi_{2}} \in C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ according to

$$
\left(e^{t A}\binom{\varphi_{1}}{\varphi_{2}}\right)(x)=\binom{\varphi_{1}(x-t)}{\varphi_{2}(x+t)}
$$

so that we get $\left\|e^{t A}\right\|=1$.
For $\Psi \in C_{\text {fin }}\left(\mathfrak{X}_{s, 0}\right)$ represented as (4•6) with a continuous function $F\left(x_{0}, x_{1}, \cdots, x_{n}\right)$ on $(\dot{\boldsymbol{R}})^{n+1}$, we introduce a sequence $\left\{F_{K_{1}, \cdots, K_{l} ; x_{t+1}, \ldots, x_{n}}^{(l)}\right\}_{l=1}^{n}$ of $\boldsymbol{C}^{2}$-valued functions on $\boldsymbol{R}$ with parameters, similarly to the proof of Lemma 4.2. Set

$$
F_{x_{1}, \cdots, x_{n}}^{(0)}(x) \equiv N g(x) F\left(x, x_{1}, \cdots, x_{n}\right)
$$

and with $C_{t}^{k}$ and $C_{t}^{k \rightarrow}$ in (4•15),

$$
F_{K_{1}, \cdots K_{l} ; x_{l+1}, \cdots, x_{n}}^{(l)}(x) \equiv\left(C_{s_{l}-s_{l-1}}^{K_{i}^{l}} F_{K_{1}, \cdots, K_{l-1} ; x, x_{l+1}, \cdots, x_{n}}^{(l-1)}\right)(x)
$$

for $l=1,2, \cdots, n-1$, and

$$
F_{K 1, \cdots, K_{n}}^{(n)}(x) \equiv\left(C_{s_{n}-s_{n-1}}^{K_{n}} F_{K_{1}, \cdots, K_{n-1} ; x}^{(n-1)}\right)(x) .
$$

Here $K_{l}$ is $k_{l}$ or $k_{l} \rightarrow$ with $k_{l}$ a nonnegative integer. For $1 \leq l \leq n-1$, $F_{K_{1}, \cdots, K_{t-1} ; x_{2}, x_{t+1}, \cdots, x_{n}}^{(l-1)}(y)$ in $(4 \cdot 17 \mathrm{~b})$ is in $C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ as a function of $y$.

For each $k \geq 0$, define the functionals $L_{s, 0}^{k}(\Psi ; f, g)$ and $L_{s, 0}^{k}(\Psi ; f, g)$ which are linear in $\Psi \in C_{\text {fin }}\left(\mathscr{X}_{s, 0}\right)$ and sesquilinear in $(f, g) \in \mathcal{S}\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ by

$$
\begin{align*}
& L_{s, 0}^{0}(\Psi ; f, g) \equiv \int_{R} \overline{f(x)} N^{-1} \underset{\underbrace{(n, \cdots, 0}_{n}}{(n)}(x) d x, \\
& L_{s, 0}^{0 \rightarrow}(\Psi ; f, g) \equiv \int_{R} \overline{f(x)} N^{-1}{\underset{\underbrace{}}{n}}_{F_{n}^{(n)} \ldots, 0 \rightarrow}^{(x)}(x) d x
\end{align*}
$$

and

$$
\begin{align*}
& L_{s, 0}^{k}(\Psi ; f, g) \equiv \sum_{\Sigma_{i}^{p}=1 k_{i}=k ; k_{1}, \cdots, k_{n} \geq 0} \int_{R} \overline{f(x)} N^{-1} F_{k_{1}, \ldots, k_{n}}^{(n)}(x) d x, \\
& L_{s, 0}^{k \rightarrow}(\Psi ; f, g) \equiv \sum_{p=1}^{n} \sum_{\substack{\sum_{i=1}^{p}=1, k_{i}=k \\
k_{1}, \cdots, k_{p-1}>0 ; k_{p} \geq 1}} \\
& \times \int_{\boldsymbol{R}} \overline{f(x)} N^{-1} F_{k_{1}, \cdots, k_{\rho-1}, k_{p} \rightarrow, \underbrace{(n \rightarrow \cdots, \cdots \rightarrow}_{n-p}}^{0 \rightarrow 0}(x) d x
\end{align*}
$$

for $k \geq 1$. Note that $L_{s, 0}^{0-1}(\Psi ; f, g)$ in (4•18a) is nothing but $L_{s, 0}(\Psi ; f, g)$ in (4•7).
Then the following lemma holds.
Lemma 4.5. (1) For each fixed $(f, g) \in \mathcal{S}\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ and each $k \geq 0$, $L_{s, 0}^{k}(\Psi ; f, g)$ and $L_{s, 0}^{k} \overrightarrow{0}(\Psi ; f, g)$ are well-defined on $C_{\text {fin }}\left(\mathscr{X}_{s, 0}\right)$; they are independent of the choice of $F$ corresponding to $\Psi$.
(2) The following inequalities hold:

$$
\begin{aligned}
& \left|L_{s, 0}^{k}(\Psi ; f, g)\right| \leq C(k!)^{-1}(m s)^{k}\|\Psi\|\|f\|_{1}\|g\|_{\infty}, \\
& \left|L_{s, 0}^{k \rightarrow}(\Psi ; f, g)\right| \leq C(k!)^{-1}(m s)^{k} e^{m s}\|\Psi\|\|f\|_{1}\|g\|_{\infty}
\end{aligned}
$$

with a constant $C \leq 2$. The $L^{1}$ and $L^{\infty}$ norms are denoted by $\|\cdot\|_{1}$ and $\|\cdot\|_{\infty}$, respectively.

$$
\begin{align*}
& L_{s, 0}^{0 \rightarrow}(\Psi ; f, g)=\sum_{l=0}^{k} L_{s, 0}^{l}(\Psi ; f, g)+L_{s, 0}^{k+1 \rightarrow}(\Psi ; f, g)  \tag{3}\\
& L_{s, 0}^{0 \rightarrow}(\Psi ; f, g)=\sum_{l=0}^{\infty} L_{s, 0}^{l}(\Psi ; f, g)
\end{align*}
$$

Proof The statement (1) follows from the identities

$$
\sum_{l=0}^{k} C_{\tau_{1}}^{l} C_{\tau_{2}}^{k-l}=C_{\tau_{1}+\tau_{2}}^{k}
$$

and

$$
C_{\tau_{1}}^{0 \rightarrow} C_{\tau_{2}}^{k \rightarrow}+\sum_{l=1}^{k} C_{\tau_{1}}^{l \rightarrow} C_{\tau_{2}}^{k-l}=C_{\tau_{1}+\tau_{2}}^{k \rightarrow}, \quad \tau_{1}, \tau_{2}>0
$$

which can be derived from the definition (4•15). To prove (2), we make a multiple use of Lemma 4.4(2) as in the proof of Lemma 4.2(2). The first equality in (3) in a direct consequence of Lemma 4.4(1). Note that $\left|L_{s, 0}^{k+1} \rightarrow(\Psi ; f, g)\right| \rightarrow 0$ as $k \rightarrow \infty$ by (2), then the second equality in (3) holds.

The consequence of Lemma 4.5 is the following theorem.
THEOREM 4.6. For each $k \geq 0$, there exist unique complex-valued countably additive regular measures $\nu_{s, f ; 0, g}^{k}$ and $\nu_{s, f ; 0, g}^{k}$ on the Borel sets in $\mathscr{X}_{s, 0}$ such that for each $\Psi$ in $C\left(\mathfrak{X}_{s, 0}\right)$,

$$
\begin{aligned}
& L_{s, 0}^{k}(\Psi ; f, g)=\int_{X_{s, 0}} d \nu_{s, f ; 0, g}^{k}(X) \Psi(X), \\
& L_{s, 0}^{k}(\Psi ; f, g)=\int_{X_{s, 0}} d \nu_{s, f ; ;, g}^{k \rightarrow}(X) \Psi(X) .
\end{aligned}
$$

Moreover the following equality holds for every Borel set $E$ in $\mathscr{X}_{s, 0}$ :

$$
\nu_{s, f ; 0, g}^{0 \rightarrow}(E)=\nu_{s, f ; 0, g}^{1}(E)=\sum_{k=0}^{\infty} \nu_{s, f ; 0, g}^{k}(E),
$$

where the series in the last member is absolutely convergent. Therefore if, for each $k \geq 0$, the measure $\nu_{s, f ; 0, g}^{k}$ is concentrated on a Borel subset $E_{k}$ of $\mathscr{X}_{s, 0}$, then the measure $\nu_{s, f ; 0, g}^{\mathrm{I}}$ is concentrated on the Borel subset $\cup_{k=0}^{\infty} E_{k}$.

Proof The first half of the theorem follows from Lemma 4.5(1), (2) and the Riesz representation theorem. Next this and Lemma 4.5(3) yield

$$
\nu_{s, f ; 0, g}^{\mathrm{I}}=\sum_{k=0}^{N} \nu_{s, f ; 0, g}^{k}+\nu_{s, f ; \overrightarrow{0}, g}^{N} .
$$

Further, by Lemma 4.5(2), we get

$$
\left|\nu_{s, f ; \overrightarrow{0}, g}^{N+1,}(E)\right| \leq C((N+1)!)^{-1}(m s)^{N+1} e^{m s}\|f\|_{1}\|g\|_{\infty},
$$

which converges to zero as $N \rightarrow \infty$. This proves the second half of the theorem.
Our next task is to see the support property of $\nu_{s ; 0}^{\mathrm{I}}$. We shall show in Theorem 4.8 below that, for each $k \geq 0$, the measure $\nu_{s, f ; 0, g}^{k}$ is concentrated on the set of the Lipschitz continuous paths $X:[0, s] \rightarrow \boldsymbol{R}$ satisfying, for some $k$-partition: $0=t_{0}<t_{1}<\cdots$ $<t_{k}=s$ of the interval [ $0, s$ ], depending on $X$,

$$
X(t)-X(0)=\sum_{i=1}^{j-1}(-1)^{i}\left(t_{i}-t_{i-1}\right)+(-1)^{j}\left(t-t_{j-1}\right)
$$

$$
X(t)-X(0)=\sum_{i=1}^{j-1}(-1)^{i-1}\left(t_{i}-t_{i-1}\right)+(-1)^{j-1}\left(t-t_{j-1}\right)
$$

for $t_{j-1} \leq t \leq t_{j}, 1 \leq j \leq k$.
For each $k \geq 1$, let $\Delta^{k}$ be the open $k$-simplex

$$
\Delta^{k}=\left\{\left(\tau_{1}, \cdots, \tau_{k}\right) \in \boldsymbol{R}^{k} \mid \sum_{i=1}^{k} \tau_{i}<s \text { and } \tau_{1}, \cdots \tau_{k}>0\right\},
$$

and $\varphi_{1}{ }^{k}$ and $\varphi_{2}{ }^{k}$ the maps from $\boldsymbol{R} \times \Delta^{k}$ into $\mathscr{X}_{s, 0}$ defined by

$$
\varphi_{j}^{k}\left(x, \tau_{1}, \cdots, \tau_{k}\right)(t)=x+(-1)^{j}\left[\sum_{i=1}^{N_{k}}(-1)^{t} \tau_{l}+(-1)^{N_{t+1}}\left(t-\sum_{i=1}^{N_{t}} \tau_{l}\right)\right]
$$

for $x \in \boldsymbol{R},\left(\tau_{1}, \cdots, \tau_{k}\right) \in \Delta^{k}, t \in[0, s]$ and $j=1,2$, where $N_{t}$ is the $t$-dependent integer satisfying

$$
\sum_{l=1}^{N_{t}} \tau_{l} \leq t<\sum_{l=1}^{N_{t+1}} \tau_{l} .
$$

In (4•19), the value $\varphi_{j}{ }^{k}\left(x, \tau_{1}, \cdots, \tau_{k}\right)$ is a function: $[0, s] \rightarrow \boldsymbol{R}$ and so belongs to $\mathscr{X}_{s, 0}$.
For $k=0$, we understand $\Delta^{0}$ to be the set of one point and identify $\boldsymbol{R} \times \Delta^{0}$ with $\boldsymbol{R}$.
Let $\varphi_{1}{ }^{0}$ and $\varphi_{2}{ }^{0}$ be the maps from $\boldsymbol{R}=\boldsymbol{R} \times \Delta^{0}$ to $\mathscr{X}_{s, 0}$ defined by

$$
\varphi_{j}{ }^{0}(x)(t)=x+(-1)^{j} t, \quad j=1,2 .
$$

Then the maps $\varphi_{j}{ }^{k}, k \geq 0, j=1,2$, have the following properties.
Lemma 4.7. (1) For each $k \geq 0$ and $j=1,2, \varphi_{j}{ }^{k}$ is continuous and Borel-measurable; (2) $\varphi_{j}^{k}\left(\boldsymbol{R} \times \Delta^{k}\right)$ is an $F_{\sigma}$-set.

Proof The statement (1) is obvious. (2) $\boldsymbol{R} \times \Delta^{k}$ is expressed as a countable union $\bigcup_{n=1}^{\infty} K_{n}$ of compact sets $K_{n}$. By the continuity of $\varphi_{j}{ }^{k}$, each $\varphi_{j}{ }^{k}\left(K_{n}\right)$ is compact in $\mathscr{X}_{s, 0}$ and hence closed, so $\varphi_{j}{ }^{k}\left(\boldsymbol{R} \times \Delta^{k}\right)$ is an $F_{\sigma}$-set.

For each $k \geq 0$ and $j=1,2$, define the complex-valued regular Borel measure $\mu_{s, j ; j, g}^{k, j}$ on $\boldsymbol{R} \times \Delta^{k}$ by

$$
\begin{align*}
& \mu_{s, j ; j, 0, g}^{k ;}(E) \\
& \left.=\int_{E}^{\left(f\left(x+(-1)^{j}\left[\sum_{i=1}^{k}(-1)^{l} \tau_{l}+(-1)^{k+1}\left(s-\sum_{l=1}^{k} \tau_{l}\right)\right]\right)\right.} N^{-1} B^{k}\right)_{j} \\
& \quad \times(N g(x))_{j} d x d \tau_{1} \cdots d \tau_{k},
\end{align*}
$$

where $E$ is a Borel set in $\boldsymbol{R} \times \Delta^{k}$.
Theorem 4.8. For each $(f, g) \in \mathcal{S}\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right), k \geq 0$ and $s>0$,

$$
\nu_{s, f ; 0, g}^{k}=\sum_{j=1}^{2} \mu_{s, f ; 0, g}^{k, j}\left(\varphi_{j}^{k}\right)^{-1} .
$$

Here $\mu_{s, j, j}^{k, j} ;, g\left(\varphi_{j}^{k}\right)^{-1}$ is the image measure on $\mathscr{X}_{s, 0}$ induced ${ }^{28)}$ from the measure $\mu_{s, j, j}^{k, j, j}$ on $\boldsymbol{R} \times \Delta^{k}$ by the map $\varphi_{j}{ }^{k}$.

Before showing Theorem 4.8, we see first what is a consequence of the theorem.

The measure $\mu_{s, f ; 0, g}^{k, j}\left(\varphi_{j}^{k}\right)^{-1}$ is concentrated on the set $\varphi_{j}^{k}\left(\boldsymbol{R} \times \Delta^{k}\right)$ and so the measure $\nu_{s, f ; 0, g}^{k}$ on the set $\bigcup_{j=1}^{2} \varphi_{j}^{k}\left(\boldsymbol{R} \times \Delta^{k}\right)$. It follows by Theorem 4.6 that the measure $\nu_{s, f ; 0, g}^{\mathrm{I}}$ is concentrated on the set $\bigcup_{k=0}^{\infty} \bigcup_{j=1}^{2} \varphi_{j}^{k}\left(\boldsymbol{R} \times \Delta^{k}\right)$, which is a Borel, in fact, $F_{\sigma^{-}}$, set by Lemma 4.7. Then the $\mathcal{S}^{\prime}\left(\boldsymbol{R} \times \boldsymbol{R} ; M_{2}(\boldsymbol{C})\right)$-valued measure $\nu_{s ; 0}^{\mathrm{I}}$ is also concentrated on the set $\bigcup_{k=0}^{\infty} \bigcup_{j=1}^{2} \varphi_{j}{ }^{k}\left(\boldsymbol{R} \times \Delta^{k}\right)$, for this set is independent of $(f, g)$ in $S\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right)$ $\times \mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. It is obvious that every $X$ in $\bigcup_{k=0}^{\infty} \bigcup_{j=1}^{2} \varphi_{j}{ }^{k}\left(\boldsymbol{R} \times \Delta^{k}\right)$ satisfies the condition (3.7) in Theorem 3.1. In case $m=0$, we have $\nu_{s, f ; 0, g}^{\mathrm{I}}=\nu_{s, f ; 0, g}^{0}$. By Theorem 4.8 it is concentrated on the set of the straight segments $X:[0, s] \rightarrow \boldsymbol{R}$ with $X(t)=X(0)+t$ or $X(t)=X(0)-t, 0 \leq t \leq s$, and so is $\nu_{s ; 0}^{\mathrm{I}}$, similarly. Thus we have seen Theorem 4.8 yields the desired support property of $\nu_{s ; 0}^{\mathrm{I}}$.

Proof of Theorem 4.8. It is enough to show that the equality

$$
\begin{aligned}
& \int_{X_{s, 0}} d \nu_{s, f ; 0, g}^{k}(X) \Psi(X) \\
& \quad=\sum_{j=1}^{2} \int_{\boldsymbol{R} \times \Delta^{k}} d \mu_{s, f ; 0, g}^{k, j}(\zeta) \Psi\left(\varphi_{j}^{k}(\zeta)\right), \quad \zeta=\left(x, \tau_{1}, \cdots, \tau_{k}\right),
\end{aligned}
$$

holds for every $\Psi \in C_{\text {fin }}\left(\mathscr{X}_{s, 0}\right)$. Here we only prove this equality for $k=2$. The proof will be still complicated for general $\Psi$ in $C_{\text {fin }}\left(\mathscr{X}_{s, 0}\right)$. So we only see it when $\Psi$ is represented as $\Psi(X)=F\left(X(0), X\left(s_{1}\right), X(s)\right)$ with a partition $0=s_{0}<s_{1}<s_{2}=s$ of the interval $[0, s]$ and a bounded continuous function $F$ on $(\dot{\boldsymbol{R}})^{3}$, i.e., (4•5) and (4•6) with $n=2$. We can similarly prove the general case.

Recall that

$$
e^{\tau A}=\left(\begin{array}{cc}
e^{-\tau \partial x} & 0 \\
0 & e^{-\tau \partial x}
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{cc}
0 & B_{12} \\
B_{21} & 0
\end{array}\right)
$$

with

$$
\left|B_{12}\right|=\left|B_{21}\right|=m .
$$

By Theorem 4.6 and the definition (4•18), we have

$$
\begin{align*}
\int_{X_{s, 0}} d \nu_{s, f ; 0, g}^{2}(X) \Psi(X) & =L_{s, 0}^{2}(\Psi ; f, g) \\
& =\int_{R} \overline{f(x)} N^{-1}\left\{F_{0,2}^{(2)}(x)+F_{1,2}^{(2)}(x)+F_{2,0}^{(2)}(x)\right\} d x
\end{align*}
$$

Using (4•17), (4•15) and anti-commutativity of $A$ and $B$, we get

$$
\begin{aligned}
F_{1,1}^{(2)}(x) & =\left(C_{s-s_{1}}^{1} F_{1 ; x}^{(1)}\right)(x) \\
& =B \int_{0}^{\infty} d \tau_{2} \theta\left(s-s_{1}-\tau_{2}\right)\left(e^{\left(-s+s_{1}+2 \tau_{2}\right) A} F_{1 ; x}^{(1)}\right)(x) \\
& =B \int_{0}^{\infty} d \tau_{2} \theta\left(s-s_{1}-\tau_{2}\right)\binom{\left(F_{1 ; x}^{(1)}\right)_{1}\left(x+s-s_{1}-2 \tau_{2}\right)}{\left(F_{1 ; x}^{(1)}\right)_{2}\left(x-s+s_{1}+2 \tau_{2}\right)} .
\end{aligned}
$$

Here $F_{1 ; x}^{(1)} x(y)={ }^{t}\left(\left(F_{1 ; x}^{(1)}\right)_{1}(y),\left(F_{1 ; x}^{(1)}\right)_{2}(y)\right)$. For these functions in the integrand of the
last member of the above equation, we get

$$
\begin{aligned}
& \left(F_{1 ; x}^{(1)}\right)_{1}\left(x+s-s_{1}-2 \tau_{2}\right) \\
& =\left(C_{s_{1}}^{1} F_{x+s-s_{1}-2 \tau_{2}, x}^{(0)}\right)_{1}\left(x+s-s_{1}-2 \tau_{2}\right) \\
& =B_{12} \int_{0}^{\infty} d \tau_{1} \theta\left(s_{1}-\tau_{1}\right)\left(e^{\left(-s_{1}+2 \tau_{1}\right) A} F_{x+s-s_{1}-2 \tau_{2}, x}^{(0)}\right)_{2}\left(x+s-s_{1}-2 \tau_{2}\right) \\
& =B_{12} \int_{0}^{\infty} d \tau_{1} \theta\left(s_{1}-\tau_{1}\right)(N g)_{2}\left(x+s-2 s_{1}-2 \tau_{2}+2 \tau_{1}\right) \\
& \quad \quad \times F\left(x+s-2 s_{1}-2 \tau_{2}+2 \tau_{1}, x+s-s_{1}-2 \tau_{2}, x\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(F_{1 ; x}^{(1)}\right)_{2}\left(x-s+s_{1}+2 \tau_{2}\right) \\
& =B_{21} \int_{0}^{\infty} d \tau_{1} \theta\left(s_{1}-\tau_{1}\right)(N g)_{1}\left(x-s+2 s_{1}+2 \tau_{2}-2 \tau_{1}\right) \\
& \quad \times F\left(x-s+2 s_{1}+2 \tau_{2}-2 \tau_{1}, x-s+s_{1}+2 \tau_{2}, x\right) .
\end{aligned}
$$

Hence we have

$$
\begin{align*}
F_{1,2}^{(2)} & (x) \\
= & B^{2} \int_{0}^{\infty} d \tau_{2} \int_{0}^{\infty} d \tau_{1} \theta\left(s-s_{1}-\tau_{2}\right) \theta\left(s_{1}-\tau_{1}\right) \\
& \times\binom{(N g)_{1}\left(x-s+2 s_{1}+2 \tau_{2}-2 \tau_{1}\right) F\left(x-s+2 s_{1}+2 \tau_{2}-2 \tau_{1}, x-s+s_{1}+2 \tau_{2}, x\right)}{(N g)_{2}\left(x+s-2 s_{1}-2 \tau_{2}+2 \tau_{1}\right) F\left(x+s-2 s_{1}-2 \tau_{2}+2 \tau_{1}, x+s-s_{1}-2 \tau_{2}, x\right)} \\
= & B^{2} \int_{0}^{\infty} d \tau_{2} \int_{0}^{\infty} d \tau_{1} \theta\left(s-\tau_{1}-\tau_{2}\right) \theta\left(\tau_{1}+\tau_{2}-s_{1}\right) \theta\left(s_{1}-\tau_{1}\right) \\
& \times\binom{(N g)_{1}\left(x-s+2 \tau_{2}\right) F\left(x-s+2 \tau_{2}, x-s-s_{1}+2 \tau_{2}+2 \tau_{1}, x\right)}{(N g)_{2}\left(x+s-2 \tau_{2}\right) F\left(x+s-2 \tau_{2}, x+s+s_{1}-2 \tau_{2}-2 \tau_{1}, x\right)},
\end{align*}
$$

where, in the second equality, we have first made the change of variable: $\tau_{2}{ }^{\prime}=\tau_{2}+s_{1}-\tau_{1}$ and next written $\tau_{2}$ again instead of $\tau_{2}^{\prime}$. Similarly we have

$$
\begin{align*}
F_{0,2}^{(2)}(x)= & B^{2} \int_{0}^{\infty} d \tau_{2} \int_{0}^{\infty} d \tau_{1} \theta\left(s-\tau_{1}-\tau_{2}\right) \theta\left(\tau_{1}-s_{1}\right) \\
& \times\binom{(N g)_{1}\left(x-s+2 \tau_{2}\right) F\left(x-s+2 \tau_{2}, x-s+s_{1}+2 \tau_{2}, x\right)}{(N g)_{2}\left(x+s-2 \tau_{2}\right) F\left(x+s-2 \tau_{2}, x+s-s_{1}-2 \tau_{2}, x\right)}
\end{align*}
$$

and

$$
\begin{align*}
F_{2,0}^{(2)}(x)= & B^{2} \int_{0}^{\infty} d \tau_{2} \int_{0}^{\infty} d \tau_{1} \theta\left(s_{1}-\tau_{1}-\tau_{2}\right) \\
& \times\binom{(N g)_{1}\left(x-s+2 \tau_{2}\right) F\left(x-s+2 \tau_{2}, x-s+s_{1}, x\right)}{(N g)_{2}\left(x+s-2 \tau_{2}\right) F\left(x+s-2 \tau_{2}, x+s-s_{1}, x\right)} .
\end{align*}
$$

Substituting (4•22) $\sim(4 \cdot 24)$ into (4•21), we get

$$
\begin{align*}
& \int_{\mathscr{X}_{s, 0}} d \nu_{s, f ; 0, g}^{2}(X) \Psi(X) \\
& \left.=\int_{R} d x \int_{0}^{\infty} d \tau_{1} \int_{0}^{\infty} d \tau_{2}\left(\overline{f\left(x+s-2 \tau_{2}\right.}\right) N^{-1} B^{2}\right)_{1} \theta\left(s-\tau_{1}-\tau_{2}\right) \\
& \quad \times\left[\theta\left(\tau_{1}-s_{1}\right)(N g)_{1}(x) F\left(x, x+s_{1}, x+s-2 \tau_{2}\right)\right. \\
& \quad+\theta\left(\tau_{1}+\tau_{2}-s_{1}\right) \theta\left(s_{1}-\tau_{1}\right)(N g)_{1}(x) F\left(x, x-s_{1}+2 \tau_{1}, x+s-2 \tau_{2}\right) \\
& \left.\quad+\theta\left(s_{1}-\tau_{1}-\tau_{2}\right)(N g)_{1}(x) F\left(x, x+s_{1}-2 \tau_{2}, x+s-2 \tau_{2}\right)\right] \\
& \left.\quad+\int_{R} d x \int_{0}^{\infty} d \tau_{1} \int_{0}^{\infty} d \tau_{2}\left(\overline{f\left(x-s+2 \tau_{2}\right.}\right) N^{-1} B^{2}\right)_{2} \theta\left(s-\tau_{1}-\tau_{2}\right) \\
& \quad \times \\
& \quad\left[\theta\left(\tau_{1}-s_{1}\right)(N g)_{2}(x) F\left(x, x-s_{1}, x-s+2 \tau_{2}\right)\right. \\
& \quad+\theta\left(\tau_{1}+\tau_{2}-s_{1}\right) \theta\left(s_{1}-\tau_{1}\right)(N g)_{2}(x) F\left(x, x+s_{1}-2 \tau_{1}, x-s+2 \tau_{2}\right) \\
& \left.\quad+\theta\left(s_{1}-\tau_{1}-\tau_{2}\right)(N g)_{2}(x) F\left(x, x-s_{1}+2 \tau_{2}, x-s+2 \tau_{2}\right)\right] .
\end{align*}
$$

Here, on the right-hand side, we have first made the change of variables: $x^{\prime}=x-s+2 \tau_{2}$ in the first term and $x^{\prime \prime}=x+s-2 \tau_{2}$ in the second term, and next written $x$ instead of $x^{\prime}$ and $x^{\prime \prime}$.

By the definition (4•19) of $\varphi_{j}{ }^{2}: \boldsymbol{R} \times \Delta^{2} \rightarrow \mathfrak{X}_{s, 0}, j=1,2$, we have

$$
\begin{aligned}
& \varphi_{j}{ }^{2}\left(x, \tau_{1}, \tau_{2}\right)(0)=x, \\
& \varphi_{j}^{2}\left(x, \tau_{1}, \tau_{2}\right)(s)=x-(-1)^{j}\left(s-2 \tau_{2}\right), \\
& \varphi_{j}^{2}\left(x, \tau_{1}, \tau_{2}\right)\left(s_{1}\right)=\left(\begin{array}{ll}
x-(-1)^{j} s_{1}, & \left(s_{1}<\tau_{1}\right) \\
x-(-1)^{j}\left(2 \tau_{1}-s_{1}\right), & \left(\tau_{1}<s_{1}<\tau_{1}+\tau_{2}\right) \\
x-(-1)^{j}\left(s_{1}-2 \tau_{2}\right), & \left(\tau_{1}+\tau_{2}<s_{1}\right)
\end{array}\right.
\end{aligned}
$$

so that we can get after all

$$
\begin{aligned}
\int_{X_{s, 0}} d \nu_{s, f ; 0, g}^{2}(X) \Psi(X) & \\
=\int_{R} d x \int_{\Delta^{2}} d \tau_{1} d \tau_{2} \sum_{j=1}^{2} & \left(\overline{f\left(x-(-1)^{j}\left(s-2 \tau_{2}\right)\right)} N^{-1} B^{2}\right)_{j} \\
& \times(N g)_{j} \Psi\left(\varphi_{j}^{2}\left(x, \tau_{1}, \tau_{2}\right)\right) \\
= & \sum_{j=1}^{2} \int_{R \times 4^{2}} d \mu_{s, f ; 0, g}^{2, j}\left(x, \tau_{1}, \tau_{2}\right) \Psi\left(\varphi_{j}^{2}\left(x, \tau_{1}, \tau_{2}\right)\right) .
\end{aligned}
$$

This proves Theorem 4.8 for $k=2$.

### 4.3. Proof of the path integrai formula $(3 \cdot 6)$

We prove the formula ( $3 \cdot 6$ ) with $r=0$ and $s>0$. We note the proof of the path integral formula (3.9) is analogous. $\Phi(t, x)$ and $A(t, x)$ are continuous on $\boldsymbol{R}^{2}$. In Ref. 11), it was shown for $\Phi(t, x)$ and $A(t, x)$ more general in $x$ but less general in $t$,
i.e., when both the maps $t \rightarrow \Phi(t, \cdot)$ and $t \rightarrow A(t, \cdot)$ of $\boldsymbol{R}$ into $L_{\text {loc }}^{\infty}(\boldsymbol{R} ; \boldsymbol{R})$ are continuously differentiable.

We prove (3.6) in three steps; first for $t$-independent $\Phi$ and $A$ which are in $C_{o}{ }^{\infty}(\boldsymbol{R} ; \boldsymbol{R})$, next for those which are in $C(\boldsymbol{R} ; \boldsymbol{R})$ and finally for the general $\Phi(t, x)$ and $A(t, x)$ which are in $C\left(\boldsymbol{R}^{2} ; \boldsymbol{R}\right)$.

Step 1. So suppose that $\Phi(t, x)=\Phi(x)$ and $A(t, x)=A(x)$ are $t$-independent functions in $C_{o}{ }^{\infty}(\boldsymbol{R} ; \boldsymbol{R})$. Define the operator

$$
(T(t) g)(x)=\int_{R} K_{0}^{1}(t, x-y) \exp [-i e \Phi(y) t+i e A(y)(x-y)] g(y) d y
$$

for $g$ in $C_{\infty}{ }^{1}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$, the Banach space of the $\boldsymbol{C}^{2}$-valued continuously differentiable functions in $\boldsymbol{R}$ which together with their first derivatives vanish at infinity.

We need the following lemma.
Lemma 4.9. Assume $\Phi(x)$ and $A(x)$ are in $C_{o}{ }^{\infty}(\boldsymbol{R} ; \boldsymbol{R})$. Then $T(t)$ defines a bounded linear operator of $C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ into itself and $\|T(t)\| \leq C e^{m|t|}$ with a constant $C$. Further, if $g$ is in $C_{\infty}{ }^{1}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right), \partial_{t}(T(t) g)$ converges to $-i H g$ in the norm of $L^{\infty}$ as $t \rightarrow 0$, where

$$
i H^{\mathrm{I}}=\left[\alpha\left(\partial_{x}-i e A(x)\right)+i m \beta+i e \Phi(x)\right]
$$

Proof We simply write $H$ for $H^{1}$. The first half follows from the $L^{\infty}$ well-posedness of the Cauchy problem for $(4 \cdot 1)$. To show the second half note that, for fixed $(t, x)$ $\in \boldsymbol{R} \times \boldsymbol{R}$, the support of $K_{0}{ }^{1}(t, x-y)$ is bounded in $y$, and

$$
\partial_{t} K_{0}{ }^{1}(t, x-y)=\left[\alpha \partial_{y}-i m \beta\right] K_{0}{ }^{1}(t, x-y) .
$$

Then we have

$$
\begin{gathered}
\partial_{t}(T(t) g)(x)=-\int_{R}\left[K_{0}^{\mathrm{I}}(t, x-y)\left(-\partial_{t}\right)+\alpha K_{0}^{\mathrm{I}}(t, x-y) \partial_{y}+i m \beta K_{0}^{\mathrm{I}}(t, x-y)\right] \\
\times(\exp [-i e \Phi(y) t+i e A(y)(x-y)] g(y)) d y
\end{gathered}
$$

It follows that

$$
\begin{aligned}
& \partial_{t}(T(t) g)(x)+i(H g)(x) \\
&=-\left\{\int_{R} K_{0}{ }^{1}(t, x-y) \exp [-i e \Phi(y) t+i e A(y)(x-y)] i e \Phi(y) g(y) d y\right. \\
&\quad-i e \Phi(x) g(x)\} \\
&-\alpha\left\{\int _ { R } K _ { 0 } { } ^ { 1 } ( t , x - y ) \operatorname { e x p } [ - i e \Phi ( y ) + i e A ( y ) ( x - y ) ] \left[\partial_{y}-i e A(y)\right.\right. \\
&\left.\left.\quad-i e\left(\partial_{y} \Phi(y)\right) t+i e\left(\partial_{y} A(y)\right)(x-y)\right] g(y) d y-\left(\partial_{x}-i e A(x)\right) g(x)\right\} \\
& \quad-i m \beta\left\{\int_{R} K_{0}{ }^{1}(t, x-y) \exp [-i e \Phi(y) t+i e A(y)(x-y)] g(y) d y-g(x)\right\}
\end{aligned}
$$

The right-hand side above converges to zero in the norm of $L^{\infty}$ as $t \rightarrow 0$, because $K_{0}{ }^{\mathrm{I}}(t, x-y) \rightarrow \delta(x-y) \mathbf{1}$ as $t \rightarrow 0$. Lemma 4.9 is thus proved.

Now let us prove the path integral formula (3•6) with $t$-independent $\Phi(t, x)$ $=\Phi(x)$ and $A(t, x)=A(x)$ in $C_{o}{ }^{\infty}(\boldsymbol{R} ; \boldsymbol{R}) . \quad$ By (4•7) and Theorem 4.3 we have for $(f, g)$ in $\mathcal{S}\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ with $s_{j}=j s / n$

$$
\begin{align*}
\left(f, T(s / n)^{n} g\right)= & \int\left(f, d \nu_{s ; 0}^{\mathrm{I}}(X) g\right) \\
& \times \exp \left\{-i e \sum_{j=1}^{n}\left[\Phi\left(X\left(s_{j-1}\right)\right) s / n-A\left(X\left(s_{j-1}\right)\right)\left(X\left(s_{j}\right)-X\left(s_{j-1}\right)\right)\right]\right\}
\end{align*}
$$

The integrand on the right hand of $(4 \cdot 28)$, which is a function in $C_{\text {fin }}\left(X_{s, 0}\right)$, is uniformly bounded and convergent to $\exp \left[-i \int_{0}^{s} e \Phi(X(t)) d t+i \int_{0}^{s} e A(X(t)) d X(t)\right]$ as $n \rightarrow \infty$ for every Lipschitz continuous path $X:[0, s] \rightarrow \boldsymbol{R}$, i.e., for almost every path $X$, because $\nu_{s, f ; 0, g}^{\mathrm{I}}$ has, as seen in $\S 4.2$, support on the set of the Lipschitz continuous paths. Thus by the Lebesgue bounded convergence theorem, the right-hand side of $(4 \cdot 28)$ converges to that of $(3 \cdot 6)$ with $r=0$ and with $t$-independent $\Phi$ and $A$ as $n \rightarrow \infty$.

As for the left-hand side of (4-28), we show in fact that $T(s / n)^{n} g$ converges to $e^{-i s H} g$ in the norm of $L^{\infty}$ as $n \rightarrow \infty$. By Lemma 4.9 we can see that for every $g$ in $C_{\infty}{ }^{1}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$

$$
\left\|\partial_{t}\left(T(t)-e^{-i t H}\right) g\right\| \rightarrow 0
$$

as $t \rightarrow 0$. Since

$$
\begin{aligned}
\left\|n\left(T(s / n)-e^{-i(s / n) H}\right) g\right\| & =n\left\|\int_{0}^{s / n} \partial_{t}\left(T(t)-e^{-i t H}\right) g d t\right\| \\
& \leq s \operatorname{Sup}_{t \in[0, s / n]}\left\|\partial_{t}\left(T(t)-e^{-i t H}\right) g\right\|,
\end{aligned}
$$

we have

$$
\left\|n\left(T(s / n)-e^{-i(s / n) H}\right) g\right\| \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Further $\left\{n\left(T(s / n)-e^{-i(s / n) H}\right)\right\}_{n=1}^{\infty}$ is a family of bounded operators of $C_{o \circ}{ }^{1}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ into $C_{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ and for each fixed $g$ in $C_{\infty}{ }^{1}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$,

$$
\left\|n\left(T(s / n)-e^{-i(s / n) H)}\right) g\right\|
$$

is uniformly bounded for $n$. Therefore, by the uniform boundedness principle, ${ }^{22)}$ (4•30) is uniformly bounded for both $n$ and $g$ in the unit ball of $C_{\infty}{ }^{1}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. It follows that the convergence in $(4 \cdot 29)$ is uniform on compact subsets of $C_{\infty}{ }^{1}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. Since

$$
\begin{aligned}
\left\|\left[T(s / n)^{n}-e^{-i s H}\right] g\right\| & =\left\|\sum_{j=1}^{n} T(s / n)^{j-1}\left(T(s / n)-e^{-i(s / n) H}\right) e^{-i((n-j) s / n) H} g\right\| \\
& \leq C n e^{m s} \sup _{t \in[0, s]}\left\|\left(T(s / n)-e^{-i(s / n) H}\right) e^{-i t H} g\right\|
\end{aligned}
$$

with $C=\left|N \|\left|N^{-1}\right|\right.$ by Lemma 4.1, and the set $\left\{e^{-i t h} g ; t \in[0, s]\right\}$ is a compact subset of $C_{\infty}{ }^{1}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$, the theorem is proved for $t$-independent $\Phi$ and $A$ in $C_{o}{ }^{\infty}(\boldsymbol{R} ; \boldsymbol{R})$.

Step 2. Next, suppose that $\Phi(t, x)=\Phi(x)$ and $A(t, x)=A(x)$ are $t$-independent functions in $C(\boldsymbol{R} ; \boldsymbol{R})$. Let $H^{1}$ be the operator defined by ( $4 \cdot 27$ ). Choose sequences $\left\{\Phi^{(n)}(x)\right\}_{n=1}^{\infty}$ and $\left\{A^{(n)}(x)\right\}_{n=1}^{\infty}$ of functions in $C_{o}^{\infty}(\boldsymbol{R} ; \boldsymbol{R})$ such that $\Phi^{(n)}(x)$ and $A^{(n)}(x)$ are uniformly bounded on each compact set in $\boldsymbol{R}$ and $\Phi^{(n)}(x) \rightarrow \Phi(x), A^{(n)}(x) \rightarrow A(x)$ uniformly on each compact set of $\boldsymbol{R}$ as $n \rightarrow \infty$. For each $n$ define the operator $H^{1(n)}$ by (4-27) with $\Phi^{(n)}(x)$ and $A^{(n)}(x)$ in place of $\Phi(x)$ and $A(x)$, respectively, i.e.,

$$
i H^{\mathrm{I}(n)}=\left[\alpha\left(\partial_{x}-i e A^{(n)}(x)\right)+i m \beta+i e \Phi^{(n)}(x)\right] .
$$

To simplify the notation we write again $H, H^{(n)}$ for $H^{\mathrm{I}}, H^{1(n)}$, respectively. Then for $(f, g)$ in $\mathcal{S}\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$

$$
\begin{align*}
\left(f, \exp \left[-i s H^{(n)}\right] g\right)=\int d \nu_{s, f ; 0, g}^{1} \exp [ & -i \int_{0}^{s} e \Phi^{(n)}(X(t)) d t \\
& \left.+i \int_{0}^{s} e A^{(n)}(X(t)) d X(t)\right]
\end{align*}
$$

Since $\Phi^{(n)}(X(t))$ and $A^{(n)}(X(t))$ converge to $\Phi(X(t))$ and $A(X(t))$ for every Lipschitz continuous path $X:[0, s] \rightarrow \boldsymbol{R}$ and so for almost every path $X$ because of the support property of $\nu_{s, f ;}^{\mathrm{I}} ;, g$, the right-hand side of $(4 \cdot 32)$ converges to the last member of $(3 \cdot 6)$ with $r=0$ and with $t$-independent $\Phi$ and $A$ as $n \rightarrow \infty$, by the Lebesgue bounded convergence theorem.

On the other hand, $H^{(n)}$ and $H$ are essentially self-adjoint ${ }^{14)}$ on $C_{o}{ }^{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. For $g$ in $C_{o}{ }^{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right), H^{(n)} g$ converges to $H g$ in $L^{2}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ as $n \rightarrow \infty$. It follows ${ }^{29}$ that for $g$ in $L^{2}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right), \exp \left[-i s H^{(n)}\right] g$ converges to $\exp [-i s H] g$ in the norm of $L^{2}$ as $n \rightarrow \infty$. This proves (3.6) for $t$-independent $\Phi$ and $A$ in $C(\boldsymbol{R} ; \boldsymbol{R})$.
Step 3. Finally, we show the path integral formula $(3 \cdot 6)$ in the general case where $\Phi(t, x)$ and $A(t, x)$ are in $C\left(\boldsymbol{R}^{2} ; \boldsymbol{R}\right)$. Before that, we note the following. Given sequences $\left\{\Phi^{(n)}\right\}_{n=1}^{\infty}$ and $\left\{A^{(n)}\right\}_{n=1}^{\infty}$ of $t$-independent functions in $C(\boldsymbol{R} ; \boldsymbol{R})$, let $\left\{H^{1(n)}\right\}_{n=1}^{\infty}$ be the corresponding operators defined by $(4 \cdot 31)$. We write again $H^{(n)}$ for $H^{1(n)}$. For each fixed $n \geq 1$, set

$$
\begin{array}{ll}
\tilde{\Phi}^{(n)}(t, x)=\Phi^{(l)}(x), & \tilde{A}^{(n)}(t, x)=A^{(l)}(x) \\
(l-1) s / n \leq t \leq l s / n, & 1 \leq l \leq n
\end{array}
$$

Then notice that for each $n$,

$$
e^{-i(s / n) H^{(n)}} e^{-i(s / n) H^{(n-1)}} \cdots \cdots e^{-i(s / n) H^{(1)}} g
$$

is the unique solution at $t=s$ of the Cauchy problem for $(3 \cdot 1)$ with $\widetilde{\Phi}^{(n)}$ and $\widetilde{A}^{(n)}$ in place of $\Phi$ and $A$, respectively, with initial data $g$ at $t=0$. By similar arguments used in the first step above we get for $(f, g)$ in $\mathcal{S}\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$

$$
\begin{align*}
& \left(f, e^{-i(s / n) H^{(n)}} e^{\left.-i(s / n) H^{(n-1)} \cdots e^{-i(s / n) H^{(1)}} g\right)}\right. \\
& \quad=\int\left(f, \dot{d} \nu_{s ; 0}^{\mathrm{I}}(X) g\right) \exp \left[-i \int_{0}^{s} e \widetilde{\Phi}(t, X(t)) d t+i \int_{0}^{s} e \widetilde{A}(t, X(t)) d X(t)\right]
\end{align*}
$$

We are now in a position to prove the path integral formula $(3 \cdot 6)$ with continuous
functions $\Phi$ and $A$ on $\boldsymbol{R}^{2}$. Let $\phi(t, x)$ be the solution of the Cauchy problem for ( $3 \cdot 1$ ) with initial data $\phi(0, x)=g(x)$ in $\mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. Define sequences $\left\{\tilde{\Phi}^{(n)}\right\}_{n=1}^{\infty}$ and $\left\{\tilde{A}^{(n)}\right\}_{n=1}^{\infty}$ by

$$
\begin{aligned}
& \tilde{\Phi}^{(n)}(t, x)=\Phi(l s / n, x), \quad \tilde{A}^{(n)}(t, x)=A(l s / n, x), \\
& (l-1) s / n \leq t \leq l s / n, \quad 1 \leq l \leq n
\end{aligned}
$$

Here note that $\widetilde{\Phi}^{(n)} \rightarrow \Phi$ and $\widetilde{A}^{(n)} \rightarrow A$ locally uniformly in $\boldsymbol{R}^{2}$ as $n \rightarrow \infty$, because $\Phi$ and $A$ are uniformly continuous on each compact set in $\boldsymbol{R}^{2}$. For each $n \geq 1$, let $\phi^{(n)}(t, x)$ be the solution of the Cauchy problem for ( $3 \cdot 1$ ) with $\widetilde{\Phi}^{(n)}$ and $\widetilde{A}^{(n)}$ in place of $\Phi$ and $A$, respectively, with the same initial data $\phi^{(n)}(0, x)=g(x)$. Then by (4.33) we have

$$
\begin{align*}
& \left(f, \phi^{(n)}(s, \cdot)\right) \\
& \quad=\int\left(f, d \nu_{s ; 0}^{\mathrm{I}}(X) g\right) \exp \left[-i \int_{0}^{s} e \widetilde{\Phi}^{(n)}(t, X(t)) d t+i \int_{0}^{s} e \widetilde{A}^{(n)}(t, X(t)) d X(t)\right]
\end{align*}
$$

for $(f, g)$ in $\mathcal{S}\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right) \times \mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. The right-hand side of (4-34) converges to the last member of $(3 \cdot 6)$ with $r=0$ by the Lebesgue bounded convergence theorem. To see the convergence of the left-hand side of (4•34), suppose first that $g$ is in $C_{o}{ }^{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. Then in view of $(3 \cdot 1)$ we get, denoting the $L^{2}$ norm by $\|\cdot\|_{2}$,

$$
\begin{aligned}
&\left\|\phi(s, \cdot)-\phi^{(n)}(s, \cdot)\right\|_{2}^{2}= \int_{0}^{s} d t \\
&=\frac{d}{d t}\left\|\phi(t, \cdot)-\phi^{(n)}(t, \cdot)\right\|_{2}^{2} \\
&=\int_{0}^{s} d t\left\{\left(\phi^{(n)}(t, \cdot),\left[i e\left(\Phi(t, \cdot)-\widetilde{\Phi}^{(n)}(t, \cdot)\right)\right.\right.\right. \\
&\left.\left.+i e \alpha\left(A(t, \cdot)-\tilde{A}^{(n)}(t, \cdot)\right)\right] \phi(t, \cdot)\right) \\
& \quad\left(\phi(t, \cdot),\left[i e\left(\Phi(t, \cdot)-\tilde{\Phi}^{(n)}(t, \cdot)\right)\right.\right. \\
&\left.\left.\left.+i e \alpha\left(A(t, \cdot)-\widetilde{A}^{(n)}(t, \cdot)\right)\right] \phi^{(n)}(t, \cdot)\right)\right\}
\end{aligned}
$$

We note here that $g$ has compact support and so do $\phi(t, \cdot)$ and $\phi^{(n)}(t, \cdot)$, by the finite propagation property of the solution for the Cauchy problem for the Dirac equation $(3 \cdot 1)$. The integrand of the third member of the above equation converges to zero uniformly in $t$ on $[0, s]$ as $n \rightarrow \infty$ because $\widetilde{\Phi}^{(n)}$ and $\widetilde{A}^{(n)}$ converge to $\Phi$ and $A$, respectively, locally uniformly on $[0, s] \times \boldsymbol{R}$. Thus we have $\left\|\phi(s, \cdot)-\phi^{(n)}(s, \cdot)\right\|_{2} \rightarrow 0$ and hence the left-hand side of $(4 \cdot 34)$ converges to the first member of (3•6) with $r=0$ as $n \rightarrow \infty$. This proves $(3 \cdot 6)$ when $g$ is in $C_{o}{ }^{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. Now suppose that $g$ is in $\mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. For every $\varepsilon>0$ there is a $g^{\prime}$ in $C_{o}^{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ with $\left\|g-g^{\prime}\right\|_{2}<\varepsilon$. Let $\phi(t, x)$ and $\phi^{\prime}(t, x)$ [resp., $\phi^{(n)}(t, x)$ and $\phi^{(n)}(t, x)$ ] be the solutions of the Cauchy problem for (3•1) [resp., with $\widetilde{\Phi}^{(n)}$ and $\widetilde{A}^{(n)}$ in place of $\Phi$ and $A$ ] with initial data $\phi(0, x)=g(x)$ and $\phi^{\prime}(0, x)=g^{\prime}(x)\left[\right.$ resp., $\phi^{(n)}(0, x)=g(x)$ and $\left.\phi^{\prime(n)}(0, x)=g^{\prime}(x)\right]$. Then we have by unitarity

$$
\left\|\phi(t, \cdot)-\phi^{\prime}(t, \cdot)\right\|_{2}=\left\|\phi^{(n)}(t, \cdot)-\phi^{\prime(n)}(t, \cdot)\right\|_{2}=\left\|g-g^{\prime}\right\|_{2}<\varepsilon
$$

and so

$$
\begin{aligned}
&\left\|\phi^{(n)}(t, \cdot)-\phi(t, \cdot)\right\|_{2} \\
& \leq\left\|\phi^{(n)}(t, \cdot)-\phi^{\prime(n)}(t, \cdot)\right\|_{2}+\left\|\phi^{\prime(n)}(t, \cdot)-\phi^{\prime}(t, \cdot)\right\|_{2}+\left\|\phi^{\prime}(t, \cdot)-\phi(t, \cdot)\right\|_{2} \\
& \quad \leq 2\left\|g-g^{\prime}\right\|_{2}+\left\|\phi^{\prime(n)}(t, \cdot)-\phi^{\prime}(t, \cdot)\right\|_{2} \\
& \leq 2 \varepsilon+\left\|\phi^{\prime(n)}(t, \cdot)-\phi^{\prime}(t, \cdot)\right\|_{2}
\end{aligned}
$$

The second term in the last member, as already seen above, converges to zero as $n \rightarrow \infty$, because $g^{\prime}$ is in $C_{o}{ }^{\infty}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. Since $\varepsilon$ is arbitrary, we conclude that as $n \rightarrow \infty$, $\phi^{(n)}(t, \cdot) \rightarrow \phi(t, \cdot)$ in $L^{2}$ and so the left-hand side of $(4 \cdot 34)$ converges to the first member of (3.6) with $r=0$, when $g$ is in $\mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$. This prove (3.6) in the general case, completing the proof of Theorem 3.1.

## § 5. The Dirac equation in four space-time dimensions

We consider the problem of the path integral for the four-space-time-dimensional Dirac equation (2•1) with $d=3$. The Dirac matrices $\alpha_{j}$ and $\beta$ are $4 \times 4$ Hermitian matrices satisfying $\alpha_{j}{ }^{2}=\beta^{2}=1, \alpha_{j} \beta+\beta \alpha_{j}=0,1 \leq j \leq 3$, and $\alpha_{j} \alpha_{k}+\alpha_{k} \alpha_{j}=0, j \neq k$.

Our method does not seem to establish the $L^{\infty}$ well-posedness to get Lemma 4.2 for the Cauchy problem for the free equation to $(2 \cdot 1)$ with $d=3$,

$$
\partial_{t} \phi(t, x)=\left[-\sum_{j=1}^{3} \alpha_{j} \partial_{j}-i m \beta\right] \phi(t, x)
$$

However, we can deal with three special cases, the path integral for the free Dirac equation, that for the Dirac equation with a central electric field and that for the Dirac equation with parallel electric and unifom magnetic fields, which are reduced to the problems for equations with two independent variables as considered in §3.

### 5.1. The free Dirac equation

We use the Radon transform ${ }^{30}$ to reduce the problem with four independent variables to that with two independent variables. ${ }^{31)}$

The Radon transform $\widehat{g}$ of a function $g$ defined in $\boldsymbol{R}^{3}$ is by definition

$$
\widehat{g}(\xi, \omega)=\int_{\boldsymbol{R}^{3}} g(\boldsymbol{x}) \delta(\xi-\boldsymbol{x} \boldsymbol{\omega}) d \boldsymbol{x}
$$

where $\xi \in \boldsymbol{R}$ and $\boldsymbol{\omega}=\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ is a unit vector in $\boldsymbol{R}^{3}$. The following Plancherel theorem holds:

$$
\int_{\boldsymbol{R}^{3}} \overline{f(\boldsymbol{x})} g(\boldsymbol{x}) d \boldsymbol{x}=2^{-1}(2 \pi)^{-2} \int_{|\boldsymbol{\omega}|=1} d \boldsymbol{\omega} \int_{\boldsymbol{R}} d \xi \overline{\overline{\hat{f}_{\xi}}(\xi, \boldsymbol{\omega})} \widehat{g}_{\xi}(\xi, \boldsymbol{\omega})
$$

where $\widehat{f}_{\xi}=\partial_{\xi} \widehat{f}$ and $\widehat{g}_{\xi}=\partial_{\xi} \widehat{g}$.
Then the fundamental solution $K_{0}(t, \boldsymbol{x}-\boldsymbol{y})$ of the Cauchy problem for the free Dirac equation (5•1) admits the following path integral representation. Note that there is a unitary matrix $N(\boldsymbol{\omega})$ such that $N(\boldsymbol{\omega})\left(\sum_{j=1}^{3} \alpha_{j} \omega_{j}\right) N(\boldsymbol{\omega})^{-1}=\alpha_{1}$ and $N(\boldsymbol{\omega}) \beta N(\boldsymbol{\omega})^{-1}=\beta$.

THEOREM 5.1. There exists a unique $\mathcal{S}^{\prime}\left(\boldsymbol{R} \times \boldsymbol{R} ; M_{4}(\boldsymbol{C})\right)$-valued countably additive
measure $\nu_{t ; 0}^{\mathrm{I}}$ on the Banach space $C(|0, t| ; \boldsymbol{R})$ of the one-dimensional continuous paths $\Xi:|0, t| \rightarrow \boldsymbol{R}$ such that for $(f, g)$ in $\mathcal{S}\left(\boldsymbol{R}^{3} ;\left(\boldsymbol{C}^{4}\right)^{\prime}\right) \times \mathcal{S}\left(\boldsymbol{R}^{3} ; \boldsymbol{C}^{4}\right)$

$$
\begin{align*}
(f, \phi(t, \cdot)) & =\iint_{R^{3} \times R^{3}} \overline{f(\boldsymbol{x})} K_{0}(t, \boldsymbol{x}-\boldsymbol{y}) g(\boldsymbol{y}) d \boldsymbol{x} d \boldsymbol{y} \\
& =2^{-1}(2 \pi)^{-2} \int_{|\omega|=1} d \boldsymbol{\omega} \int\left(\widehat{f}_{\xi}(\cdot, \boldsymbol{\omega}), N(\boldsymbol{\omega})^{-1} d \nu_{t ; 0}^{1}(\Xi) N(\boldsymbol{\omega}) \widehat{g}_{\xi}(\cdot, \omega)\right) .
\end{align*}
$$

The measure $\nu_{t ; 0}^{1}$ is concentrated on the set of those Lipschitz continuous paths $\Xi:|0, t| \rightarrow \boldsymbol{R}$ which satisfy
for some finite partition: $0=t_{0} \gtrless t_{1} \gtrless \cdots \gtrless t_{k}=t$
of $|0, t|$, depending on $\Xi$,

$$
\Xi(\tau)-\Xi(0)=\sum_{i=1}^{j-1}(-1)^{i}\left(t_{i}-t_{i-1}\right)+(-1)^{j}\left(\tau-t_{j-1}\right)
$$

or
$\Xi(\tau)-\Xi(0)=\sum_{i=1}^{j-1}(-1)^{i-1}\left(t_{i}-t_{i-1}\right)+(-1)^{j-1}\left(\tau-t_{j-1}\right)$,
for $\tau \in\left|t_{j-1}, t_{j}\right|, \quad 1 \leq j \leq k$
$[|\Xi(\tau)-\Xi(0)|=|\tau|$ for $\tau \in|0, t|$, in case $m=0]$.
The set function

$$
\nu_{t, \hat{f}_{\xi}(\cdot, \omega) ; 0, \hat{g}_{\xi}(\cdot, \omega)}(\cdot)=\left(\widehat{f}_{\xi}(\cdot, \boldsymbol{\omega}), N(\boldsymbol{\omega})^{-1} \nu_{t ; 0}^{\mathrm{I}}(\cdot) N(\boldsymbol{\omega}) \widehat{g}_{\xi}(\cdot, \boldsymbol{\omega})\right)
$$

is a complex-valued countably additive measure on the Banach space $C(|0, t| ; \boldsymbol{R})$ which is concentrated on the set of the Lipschitz continuous paths $\Xi$ satisfying $(5 \cdot 4)$ and $\Xi(0) \in \operatorname{supp} \widehat{g}_{\xi}(\cdot, \omega), \Xi(t) \in \operatorname{supp} \widehat{f}_{\xi}(\cdot, \omega)$.

Proof The Radon transform of (5•1) yields

$$
\partial_{t} \widehat{\phi}(t, \xi, \omega)=\left[-\left(\sum_{j=1}^{3} \alpha_{j} \omega_{j}\right) \partial_{\xi}-i m \beta\right] \widehat{\phi}(t, \xi, \omega) .
$$

Multiply $(5 \cdot 5)$ by $N(\boldsymbol{\omega})$ from the left. Then we have

$$
\partial_{t} \eta(t, \xi, \omega)=\left[-\alpha_{1} \partial_{\xi}-i m \beta\right] \eta(t, \xi, \omega)
$$

with $\eta(t, \xi, \boldsymbol{\omega})=N(\boldsymbol{\omega}) \widehat{\phi}(t, \xi, \boldsymbol{\omega})$. For $\boldsymbol{\omega}$ fixed, (5•5)' is a first-order hyperbolic system with two independent variables $t$ and $\xi$. In the same way as in the proof of Theorems 3.1 and 3.2 we can construct the path space measure $\nu_{t ; 0}^{\mathrm{I}}$ with the property mentioned in Theorem 5.1.

To get $(5 \cdot 3)$, differentiate by $\xi$ both sides of $(5 \cdot 5)$. Then if $\widehat{\phi}_{\xi}(t, \xi, \omega)$ $\equiv \partial_{\xi} \widehat{\phi}(t, \xi, \omega)$ is the solution of the Cauchy problem for (5.5) with initial data $\widehat{\phi}_{\xi}(0, \xi, \boldsymbol{\omega})=\widehat{g}_{\xi}(\xi, \omega) \equiv \partial_{\xi} \widehat{g}(\xi, \boldsymbol{\omega})$ it has the following path integral representation:

$$
\begin{aligned}
& \left(\widehat{f}_{\xi}(\cdot, \boldsymbol{\omega}), \widehat{\phi}_{\xi}(t, \cdot, \boldsymbol{\omega})\right) \\
& \quad=\int\left(\widehat{f}_{\xi}(\cdot, \boldsymbol{\omega}), N(\boldsymbol{\omega})^{-1} d \nu_{t ; 0}^{\mathrm{I}}(\Xi) N(\boldsymbol{\omega}) \widehat{g}_{\xi}(\cdot, \boldsymbol{\omega})\right)
\end{aligned}
$$

The formula $(5 \cdot 3)$ follows from this with the aid of the Plancherel formula (5•2). This proves Theorem 5.1.

Remark Formal substitution of $\delta_{\boldsymbol{x}}=\delta(\cdot-\boldsymbol{x})$ and $\delta_{\boldsymbol{y}}=\delta(\cdot-\boldsymbol{y})$ into $f$ and $g$ yields the following intuitive expression of $(5 \cdot 3)$ :

$$
\begin{aligned}
K_{0}(t, \boldsymbol{x}-\boldsymbol{y})=2^{-1}(2 \pi)^{-2} \int_{|\boldsymbol{\omega}|=1} d \boldsymbol{\omega} \int & \delta^{\prime}(\boldsymbol{\Xi}(t)-\boldsymbol{x} \boldsymbol{\omega}) \\
& \times N(\boldsymbol{\omega})^{-1} d \nu_{t ; 0}^{\mathrm{I}}(\boldsymbol{\Xi}) N(\boldsymbol{\omega}) \delta^{\prime}(\boldsymbol{\Xi}(0)-\boldsymbol{y} \boldsymbol{\omega}),
\end{aligned}
$$

where $\delta^{\prime}(s)=(d / d s) \delta(s)$.

### 5.2. The Dirac equation for a central electric field

The Dirac equation for a central electric field can be separated in spherical coordinates. ${ }^{6}$ (The radial Dirac equation is

$$
\begin{align*}
& \partial_{t} \chi(t, r)=-i H^{\kappa} \chi(t, r), \quad t \in \boldsymbol{R}, r \in(0, \infty), \\
& H^{\kappa}=H_{0}^{\kappa}+V(r), \\
& H_{0}{ }^{\kappa}=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right) \partial_{\tau}+\left(\begin{array}{ll}
m & \kappa / r \\
\kappa / r & -m
\end{array}\right)
\end{align*}
$$

with $V=e \Phi$, where $\kappa$ is a positive and negative integer. We assume that $V(r)$ is a real-valued continuous function in ( $0, \infty$ ) such that $H^{\kappa}$ is self-adjoint ${ }^{32)}$ in $L^{2}\left((0, \infty), d r ; \boldsymbol{C}^{2}\right)$. The following theorem is, though of a rather restrictive character, concerned with a path integral representation for the solution $k(t, r)$ for the Cauchy problem for $(5 \cdot 6)$ with initial data $\chi(0, r)=g(r)$.

TheOrem 5.2. Let $f$ and $g$ be in $\mathcal{S}\left(\boldsymbol{R}^{+} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right)$ and $\mathcal{S}\left(\boldsymbol{R}^{+} ; \boldsymbol{C}^{2}\right)$, the restrictions of $\mathcal{S}\left(\boldsymbol{R} ;\left(\boldsymbol{C}^{2}\right)^{\prime}\right)$ and $\mathcal{S}\left(\boldsymbol{R} ; \boldsymbol{C}^{2}\right)$ to $\boldsymbol{R}^{+}=[0, \infty)$, respectively. If, for each $s$ with $0 \leq s \leq t$ when $t>0$ or with $0 \geq s \geq t$ when $t<0$, the intersection

$$
\left\{r \in \boldsymbol{R}^{+} ;|x-r| \leq|t-s|, x \in \operatorname{supp} f\right\} \cap\left\{r \in \boldsymbol{R}^{+} ;|r-y| \leq|s|, y \in \operatorname{supp} g\right\}
$$

does not contain 0 , there exists a unique complex-valued countably additive measure $\nu_{\kappa ; t, f ; 0, g}^{+}$on the set of the one-dimensional continuous paths $R:|0, t| \rightarrow \boldsymbol{R}^{+}$such that for every continuous $V(r)$,

$$
\begin{align*}
\left(f, e^{-i t H^{\kappa}} g\right) & =\int_{R^{+}} \overline{f(r)} x(t, r) d r \\
& =\int d \nu_{\kappa ; t, f ; 0, g}^{+}(R) \exp \left[-i \int_{0}^{t} V(R(s)) d s\right]
\end{align*}
$$

The support of $\nu_{\kappa ; t, f ; 0, g}^{+}$is on the set of the Lipschitz continuous paths $R:|0, t| \rightarrow \boldsymbol{R}^{+}$ satisfying
for each $a, b$ with $0 \leq a<b \leq t$ when $t>0$
or $0 \geq a>b \geq t$ when $t<0$,
$|R(b)-R(a)| \leq|b-a|$
and $R(0) \in \operatorname{supp} g, R(t) \in \operatorname{supp} f$.
Proof We give only an outline of the proof, for it proceeds with a similar argument used in the proof of Theorem 3.1.

Let $t, f$ and $g$ be as in Theorem 5.2. We consider only the case $t>0$. The free equation to $(5 \cdot 6)$ is

$$
\partial_{s} \chi(s, r)=-i H_{0}{ }^{\kappa} \chi(s, r), \quad 0<s \leq t, \quad r \in(0, \infty)
$$

Then for the Cauchy problem for $(5 \cdot 10)$ we have the following lemma (cf. Lemma 4.1). Let $r_{0}>0$ be the minimum of the set (5•7), so that $|\kappa| / r_{0}$ is an upper bound of $|\kappa| / r$ with $r$ in the set $(5 \cdot 7)$.

Lemma 5.3. If $r$ is in $\operatorname{supp} f$ with $r \geq \min (\operatorname{supp} g)-s$, then

$$
|N \chi(s, r)| \leq e^{M s} \max \{|N \chi(0, u)| ; u \in \operatorname{supp} g, \quad r-s \leq u \leq r+s\}
$$

where $M=m+|\kappa| / r_{0}$ and $N=2^{-1 / 2}\left(\begin{array}{ll}1 & i \\ i & 1\end{array}\right)$.
Proof We only note the following. Multiplying Eq. (5•10) by $N$ from the left, we have with $\eta(t, r)=N \chi(t, r)$,

$$
\partial_{t} \eta(t, r)=\left[\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right) \partial_{r}+\left(\begin{array}{lc}
0 & -m-i \kappa / r \\
m-i \kappa / r & 0
\end{array}\right)\right] \eta(t, r) .
$$

Notice that Lemma 5.3 yields the support property of the fundamental solution $K_{0}{ }^{+}(s, r)$ of the Cauchy problem for (5•10).

To construct the path space measure let $\mathcal{R}_{t, 0}=\prod_{[0, t]} \dot{\boldsymbol{R}}^{+}$be the product of the uncountably many copies of $\dot{\boldsymbol{R}}^{+}=\boldsymbol{R}^{+} \bigcup\{\infty\}$, the one-point compactification of $\boldsymbol{R}^{+}$. Let $C\left(\mathscr{R}_{t, 0}\right)$ be the Banach space of the continuous functions on the compact Hausdorff space $\mathcal{R}_{t, 0}$, and $C_{\text {fin }}\left(\mathscr{R}_{t, 0}\right)$ its subspace of those $\Psi$ for which there exist a finite partition $0=t_{0}<t_{1}<\cdots<t_{n}=t$ of the interval [ $0, t$ ] and a complex-valued bounded continuous function $F\left(r_{0}, r_{1}, \cdots, r_{n}\right)$ on $\left(\dot{\boldsymbol{R}}^{+}\right)^{n+1}$ such that $\Psi(R)=F\left(R\left(t_{0}\right), R\left(t_{1}\right), \cdots\right.$, $R\left(t_{n}\right)$ ).

Define a linear functional $L_{\kappa ; t, f ; 0, g}$ on $C_{\text {fin }}\left(\mathscr{R}_{t, 0}\right)$ by

$$
\begin{aligned}
L_{\kappa ; t, f ; 0, g} \Psi= & \overbrace{\int_{R^{+}} \cdots \int_{R^{+}}}^{n+1} \overline{f\left(r_{n}\right)} K_{0}^{+}\left(t_{n}-t_{n-1}, r_{n}-r_{n-1}\right) \cdots \\
& \times K_{0}^{+}\left(t_{1}-t_{0}, r_{1}-r_{0}\right) F\left(r_{0}, r_{1}, \cdots, r_{n}\right) g\left(r_{0}\right) d r_{0} d r_{1} \cdots d r_{n} .
\end{aligned}
$$

Then the following lemma will be shown with use of Lemma 5.3 (cf. Lemma 4.2).
Lemma 5.4. $L_{\kappa ; t, f ; 0, g} \Psi$ is well-defined on $C_{\text {fin }}\left(\mathscr{R}_{t, 0}\right)$ and

$$
\left|L_{\kappa ; t, f ; 0, g} \Psi\right| \leq 2 e^{M t}\|\Psi\|\|f\|_{L^{1}((0, \infty), d r)}\|g\|_{L^{\infty}((0, \infty), d r)}
$$

for every $\Psi$ in $C_{\text {fin }}\left(\mathcal{R}_{t, 0}\right)$, where $M=m+|\kappa| / r_{0}$.
Since $C_{\text {fin }}\left(\mathscr{R}_{t, 0}\right)$ is dense in $C\left(\mathscr{R}_{t, 0}\right)$, it follows from Lemma 5.4 with the Riesz-type representation theorem ${ }^{27)}$ that there exists a unique complex-valued countably additive measure $\nu_{k ; t, f ; 0, g}^{+}$defined on the Borel sets in $\mathcal{R}_{t, 0}$ such that for every $\Psi$ $\in C\left(\mathscr{R}_{t, 0}\right)$,

$$
L_{\kappa ; t, f ; 0, g} \Psi=\int_{\mathscr{R}_{\iota, 0}} d \nu_{\kappa ; t, f ; 0, g}^{+}(R) \Psi(R)
$$

The support property of the measure will be seen from that of $K_{0}{ }^{+}(s, r)$. For the proof we refer to the argument used in Ref. 13), Section III B. Once the path space measure $\nu_{k ; t, f ; 0, g}^{+}$is constructed the proof of the formula ( $5 \cdot 8$ ) will be accomplished as in §4.3.

Remark 1. The restriction for $t$ and the supports of $f$ and $g$ in Theorem 5.2 means that the information which starts from $g$ at time 0 to reach $f$ at time $t$. has never passed through the center of the potential, i.e., $r=0$. We need it, for the free Dirac equation (5•10) contains the $1 / r$ singularity in $H_{0}{ }^{\kappa}$, which invalidates Lemma 5.3. As for the Cauchy problem for $(5 \cdot 6)$, the theorem gives only a short-time representation of its solution $\chi(t, r)$ with initial data $\chi(0, r)=g(r)$, a function in $\mathcal{S}\left(\boldsymbol{R}^{+} ; \boldsymbol{C}^{2}\right)$ with support not containing $r=0$.

Remark 2. Even when $m=0$, it cannot be asserted that the support of $\nu_{\kappa ; t, f ; 0, g}^{+}$is on the set of the paths $R:|0, t| \rightarrow \boldsymbol{R}^{+}$satisfying $|R(b)-R(a)|=|b-a|$ instead of (5•9) for the same $a, b$. The presence of the $i \kappa / r$ term in $H_{0}{ }^{\kappa}$ might warp the paths.

These facts may suggest that this case cannot be effectively reduced to a two-space-time-dimensional problem.

### 5.3. The Dirac equation for parallel electric and uniform magnetic fields

We consider, in 4-dimensional space-time $\boldsymbol{R} \times \boldsymbol{R}^{3}=\boldsymbol{R}^{4}$, a uniform magnetic field in the 3 -direction and a parallel electric field, which are given by the potentials

$$
\Phi\left(t, x_{3}\right), \quad A_{1}=A_{3}=0 \quad \text { and } \quad A_{2}=B x_{1}
$$

The coordinates are so chosen that $e B>0$. Then the Dirac equation becomes

$$
\begin{align*}
\partial_{t} \phi\left(t, x_{1}, x_{2}, x_{3}\right)= & {\left[-\alpha_{1} \partial_{1}-\alpha_{2}\left(\partial_{2}-i e B x_{1}\right)-\alpha_{3} \partial_{3}-i \beta m-i e \Phi\left(t, x_{3}\right)\right] } \\
& \times \phi\left(t, x_{1}, x_{2}, x_{3}\right) .
\end{align*}
$$

We first make the Fourier transform of $\phi\left(t, x_{1}, x_{2}, x_{3}\right)$ in the variable $x_{2}$, i.e.,

$$
\widetilde{\phi}\left(t, x_{1}, p, x_{3}\right)=(2 \pi)^{-1 / 2} \int_{R} \phi\left(t, x_{1}, x_{2}, x_{3}\right) e^{-i p x_{2}} d p
$$

and next expand $\widetilde{\phi}\left(t, x_{1}, p, x_{3}\right)$ in terms of the Hermite functions of the variable
$(e B)^{1 / 2}\left(x_{1}-p / e B\right)$. Then we have

$$
\phi\left(t, x_{1}, x_{2}, x_{3}\right)=(2 \pi)^{-1 / 2} \sum_{n=0}^{\infty} \int_{R} \Omega_{n}\left((e B)^{1 / 2}\left(x_{1}-\frac{p}{e B}\right)\right) \tilde{\phi}_{n}\left(t, x_{3} ; p\right) e^{i p x_{2}} d p
$$

with

$$
\widetilde{\phi}_{n}\left(t, x_{3} ; p\right)=\int_{R} \Omega_{n}\left((e B)^{1 / 2}\left(x_{1}-\frac{p}{e B}\right)\right) \widetilde{\phi}\left(t, x_{1}, p, x_{3}\right)(e B)^{1 / 2} d x_{1} .
$$

The $\Omega_{n}(\xi)$ are the normalized Hermite functions

$$
\Omega_{n}(\xi)=c_{n} H_{n}(\xi) e^{-\xi^{2} / 2}, \quad n=0,1,2, \cdots
$$

with normalization constants $c_{n}$ depending on $n$, where the functions $H_{n}(\xi)$ are the Hermite polynomials of order $n$. They are characterized by the equations

$$
\begin{aligned}
& (d / d \xi) \Omega_{n}(\xi)=\left(\frac{n}{2}\right)^{1 / 2} \Omega_{n-1}(\xi)-\left(\frac{n+1}{2}\right)^{1 / 2} \Omega_{n+1}(\xi), \\
& \xi \Omega_{n}(\xi)=\left(\frac{n}{2}\right)^{1 / 2} \Omega_{n-1}(\xi)+\left(\frac{n+1}{2}\right)^{1 / 2} \Omega_{n+1}(\xi)
\end{aligned}
$$

with $\Omega_{0}(\xi)=\pi^{-1 / 4} e^{-\xi^{2} / 2}$. Further define functions $\phi_{n}$ by

$$
\phi_{n}\left(t, x_{3} ; p\right) \equiv 2^{-1}\left(1+i \alpha_{1} \alpha_{2}\right) \tilde{\phi}_{n-1}\left(t, x_{3} ; p\right)+i 2^{-1}\left(1-i \alpha_{1} \alpha_{2}\right) \tilde{\phi}_{n}\left(t, x_{3} ; p\right)
$$

with $\widetilde{\phi}_{-1} \equiv 0$. Note that $2^{-1}\left(1 \pm i \alpha_{1} \alpha_{2}\right)$ are projections of $C^{4}$ onto two-dimensional subspaces of $\boldsymbol{C}^{4}$. Substituting (5•13) and (5•14) into the Dirac equation (5•12), we get

$$
\begin{align*}
\partial_{t} \phi_{n}\left(t, x_{3} ; p\right)= & {\left[-\alpha_{3} \partial_{3}-i\left(m^{2}+2 n e B\right)^{1 / 2} \beta_{n}-i e \Phi\left(t, x_{3}\right)\right] \phi_{n}\left(t, x_{3} ; p\right), } \\
& n=0,1, \cdots,
\end{align*}
$$

where $\beta_{n}$ is an Hermitian matrix in $M_{4}(\boldsymbol{C})$ given by

$$
\beta_{n}=\left(m^{2}+2 n e B\right)^{-1 / 2}\left(\beta m-(2 n e B)^{1 / 2} \alpha_{1}\right) .
$$

The $4 \times 4$ matrices $\alpha_{3}$ and $\beta_{n}$ satisfy $\alpha_{3}^{2}=\beta_{n}^{2}=1$ and $\alpha_{3} \beta_{n}+\beta_{n} \alpha_{3}=0$. Since Eq. (5-15) is a first-order hyperbolic system with two independent variables $t$ and $x_{3}$, the theory of the present article can be applied. We may also reduce Eq. ( $5 \cdot 15$ ) to an equation with $2 \times 2$ matrices as coefficients. In fact, there exists, for each $n$, a $4 \times 4$ matrix $N_{n}$ such that

$$
N_{n} \alpha_{3} N_{n}^{-1}=\left(\begin{array}{cc}
\sigma_{3} & 0 \\
0 & \sigma_{3}
\end{array}\right), \quad N_{n} \beta_{n} N_{n}^{-1}=\left(\begin{array}{cc}
\sigma_{1} & 0 \\
0 & \sigma_{1}
\end{array}\right)
$$

where $\sigma_{1}$ and $\sigma_{2}$ are Pauli matrices. Then it is seen that for each $n$, both $\phi_{n}{ }^{\dagger}$ $={ }^{t}\left(\left(N_{n} \phi_{n}\right)_{1},\left(N_{n} \phi_{n}\right)_{2}\right)$ and $\phi_{n}{ }^{\downarrow}={ }^{t}\left(\left(N_{n} \phi_{n}\right)_{3},\left(N_{n} \phi_{n}\right)_{4}\right)$ satisfy one and the same equation

$$
\begin{align*}
\partial_{t} \psi\left(t, x_{3}\right)= & {\left[-\sigma_{3} \partial_{3}-i\left(m^{2}+2 n e B\right)^{1 / 2} \sigma_{1}-i e \Phi\left(t, x_{3}\right)\right] \psi\left(t, x_{3}\right), } \\
& t \in \boldsymbol{R}, x_{3} \in \boldsymbol{R},
\end{align*}
$$

which is nothing but the two-dimensional Dirac equations (3•1) with mass
$\left(m^{2}+2 n e B\right)^{1 / 2}$ and $A \equiv 0$. Therefore the same statements as in Theorem 3.1 hold for Eq. (5-16).

## References

1) R. P. Feynman, Rev. Mod. Phys. 20 (1948), 367.
2) R. P. Feynman and A. P. Hibbs, Quantum Mechanics and Path Integrals (McGraw-Hill, New York, 1965).
3) P. A. M. Dirac, The Principles of Quantum Mechanics (Clarendon, Oxford, 1935), 2nd ed., sec. 33; Phys. Z. Sowjetunion 3 (1933), 64; Rev. Mod. Phys. 17 (1945), 195.
4) M. Kac, Proceedings of the Second Berkeley Symposium on Mathematical Statistics and Probability (University of California, Berkeley, 1951), p. 189.
5) See, e.g., B. Simon, Functional Integration and Quantum Physics (Academic, New York, 1979).
6) See, e.g., J. D. Bjorken and S. D. Drell, Relativistic Quantum Mechanics (McGraw-Hill, New York, 1964).
7) E. Schrödinger, Sitzungsber. Preuss. Akad. Wiss. Phys. Math. Kl. 24 (1930), 418; see also Ref. 6), p. 38.
8) Cf., M. M. Mizrahi, J. Math. Phys. 19 (1978), 298; Erratum, ibid. 21 (1980), 1965.
9) Cf., C. Garrod, Rev. Mod. Phys. 38 (1966), 483.
10) E. Nelson, J. Math. Phys. 5 (1964), 332.
11) T. Ichinose, Duke Math. J. 51 (1984), 1; Proc. Japan Acad. 58A(1982), 290.
12) T. Ichinose, Physica 124A (1984), 419.
13) T. Ichinose and H. Tamura, J. Math. Phys. 25 (1984), 1810.
14) See, e.g., P. R. Chernoff, Pacific J. Math. 72 (1977), 361, Theorem 2.1.
15) G. V. Riazanov, Zh. Eksp. Teor. Fiz. 33 (1958), 1437 [Sov. Phys.-JETP 6 (1958), 1107].
16) G. Rosen, Formulations of Classical and Quantum Dynamical Theory (Academic, New York, 1969), Appendix E, p. 118.
17) Yu. L. Daletskii, Dokl. Akad. Nauk SSSR [Soviet Math. Dokl. 2 (1961), 1634]; Uspehi Mat. Nauk. 17 (5) (1962), 3 [Russian Math. Surveys 17 (1962), 1]. See also Yu. L. Daletskii and S. V. Fomin, Theory Probab. Its Appl. 10 (1965), 304.
18) See, e.g., C. Itzykson and J. -B. Zuber, Quantum Field Theory (McGraw-Hill, New York, 1980), chap. 2.
19) See also M. Reed and B. Simon, Methods of Modern Mathematical Physics, II: Fourier Analysis, Self-Adjointness (Academic, New York, 1975), chap. X, sec. 11, p. 276.
20) See, e.g., E. Hewitt and K. A. Ross, Abstract Harmonic Analysis, I (Springer, Berlin, 1963), chap. 3, sec. 14, (14.10), p. 170.
21) See, I. G. Petrovsky, Lectures on Partial Differential Equations (Interscience, New York, 1964); R. Courant and D. Hilbert, Methods of Mathematical Physics (Wiley, New York, 1962), vol. II.
22) See, e.g., M. Reed and B. Simon, Methods of Modern Mathematical Physics, I: Functional Analysis, revised and enlarged ed. (Academic, New York, 1980).
23) See, e.g., G. Köthe, Topological Vector Spaces (Springer, Berlin, 1979), vol. II, chap. 8, sec. 42, 2 (1), p. 204.
24) Note that in the space ( $4 \cdot 11$ ) the following classes of sets coincide: the bounded sets, the weakly relatively compact sets, and the relatively compact sets. see, e.g., Ref. 23) vol. I, chap. 4, sec. 21, 5 (4), p. 263, sec. 27, 2, p. 369; and L. Schwartz, Thèorie des Distributions (Hermann, Paris, 1959), Tome II, chap. 7, sec. 4. See also I. M. Gelfand and G. E. Shilov, Generalized Functions, vol. 2; Spaces of Fundamental and Generalized Functions (Academic, New York, 1968).
25) K. Swong, Math. Ann. 155 (1964), 270, Corollary to Theorem 6.2, p. 286. Strong countable additivity follows from the fact that weak and strong sequential convergences coincide in the space ( $4 \cdot 11$ ). See, e.g., Ref. 23), vol. I, sec. 27, 2 (7), p. 371.
26) See, e.g., A. Grothendieck, Topological Vector Spaces (Gordon and Breach, New York, 1973), chap. 5, part 4, 1, exercise 6, p. 226.
27) N. Dunford and J. Schwartz, Linear Operators, Part I: General Theory (Interscience, New York, 1958), Theorem VI. 7.3, p. 493.
28) P. Billingsley, Probability and Measure (John Wiley \& Sons, New York, 1979), chap. 2, sec. 13, p. 156.
29) See, e.g., T. Kato, Perturbation Theory for Linear Operators, 2nd ed. (Springer, Berlin, 1966, 1976), chap. VIII, sec. 1, cor. 1.6 and chap. IX, sec. 2, Theorem 2.16 (Trotter-Kato), or Ref. 22), Theorem VIII. 26 and Theorem VIII. 21 (Trotter-Kato) with chap. VIII, problem 21.
30) See, e.g., I. M. Gelfand, M. I. Graev and N. Ya. Vilenkin, Generalized Functions, vol. 5; Integral Geometry and Representation Theory (Academic, New York, 1966), chap. 1, sec. 1.
31) D. Ludwig, Commun. Pure Appl. Math. 19 (1966), 49.
P. D. Lax and R. S. Phillips, Commun. Pure Appl. Math. 23 (1970), 409; Errata, ibid. 24 (1971), 279.
32) See, e.g., W. D. Evans, Proc. London Math. Soc. (3) 20 (1970), 537, Theorem 2; J. Weidmann, Math. Z. 119 (1971), 349.
33) See, e.g., L. D. Landau and E. M. Lifschitz, Course of Theoretical Physics, vol. 2: The Classical Theory of Fields, 4th revised English ed. (Pergamon, Oxford, 1975).
34) T. Ichinose and H. Tamura, A remark on path integral for the Dirac equation, in Proceedings of Summer School on Functional Integration (Sherbrooke, Canada, 1986); a special issue of the Rend. Circ. Mat. Palermo (to appear).
35) T. Ichinose and H. Tamura, The Zitterbewegung of a Dirac particle in two-dimensional space-time. Kanazawa University, Preprint 1987.
36) T. Ichinose and H. Tamura, Commun. Math. Phys. 105 (1986), 239; Proc. Japan Acad. 62A (1986), 91.
37) T. Ichinose, The nonrelativistic limit problem for a relativistic spinless particle in an electromagnetic field (to appear in J. Functional Analysis).
38) B. Gaveau, T. Jacobson, M. Kac and L. S: Schulman, Phys. Rev. Lett. 53 (1984), 419.
39) B. Gaveau, J. Functional Analysis 58 (1984), 310.
40) Ph. Blanchard, Ph. Combe, M. Sirugue and M. Sirugue-Collin, Probabilistic solution of the Dirac equation; Path integral representation for the solution of the Dirac equation in presence of an electromagnetic field, BiBoS, Universität Bielefeld, Preprints 1985.
41) T. Jacobson, J. Phys. A: Math. Gen. 17 (1984), 2433.
42) G. F. de Angelis, G. Jona-Lasinio, M. Serva and N. Zanghi, J. Phys. A: Math. Gen. 19 (1986), 865.
