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## ABOUT AES

The Advanced Electromagnetics Symposium (AES) serves as an international multidisciplinary forum for deliberations on recent advances and developments in the entire broad field of electromagnetics, Antennas and Propagation. Included in this wide-ranging subject, pertinent to both researchers and industry professionals, are all aspects of electromagnetics, and all frequency ranges from static to optics. Of special interest are :

- Electromagnetic Theory
- Antennas
- Propagation theory, modelling and simulation
- Microwave and Millimeter Circuits and Systems
- Scattering, diffraction and RCS
- Electromagnetic Compatibility
- Computational Electromagnetics
- Optimization Techniques
- Coupled Field Problems
- Optics and Photonics
- Remote Sensing, Inverse Problems, Imaging Radar
- Electromagnetic and photonic Materials
- Bioeffects of EM fields, Biological Media, Medical electromagnetics
- Techniques and tools for RF material characterisation
- EMI/EMC/PIM chambers, instrumentation and measurements
- Educational Electromagnetics

Additionally, through its unique from-Conference-to-Journal-Publication concept, AES offers a rare opportunity for authors to submit papers to Advanced Electromagnetic (AEM) journal and then be considered for journal publication.

Following a now well-established tradition AES takes place in unique locations around the world.

| Year | Organizers | Venue |
| :---: | :--- | :--- |
| 2017 | Junsuk Rho, Said Zouhdi | Incheon, Korea |
| 2016 | Enrique Márquez Segura, Eva Rajo-Iglesias, Said <br> Zouhdi <br> Lingling Sun, Ke Wu, Said Zouhdi | Torremolinos (Malaga), Spain |
| 2014 | Hangzhou, China |  |
| 2013 | Hamid M. K. Al-Naimiy, Said Zouhdi | Sharjah-Dubai, United Arab <br> Emirates |
| 2012 | Xavier Begaud, Said Zouhdi | Paris, France |
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## AES 2018 VENUE

AES 2018 will be held aboard the dream-class cruise ship Costa Diadema as a round-trip Marseille cruise from 24 June to 1st July 2018.


## GETTING TO THE CRUISE PORT/TERMINAL

The departure port is located :
Porte 4, Port de Marseille, Chemin du Littoral 13015 Marseille
France


Get driving directions and arrange for transfers from your airport or hotel ahead of time. If you are flying in, don't forget to claim your luggage at the airline's baggage claim area.

## From "'Marseille Provence" Airport

Marseille Provence Airport is located around $27 \mathrm{~km} / 17 \mathrm{ml}$ (1/2 hour drive distance) northwest of the cruise port and $9 \mathrm{~km}(5,6 \mathrm{ml})$ from the city centre.

By Taxi
The easiest way to reach the cruise port is to take a taxi straight from the airport, the price is around $€ 50$.

By Bus and Taxi
Shuttle bus lines run every 20 min from the airport to the St Charles train station daily (between 5 am -11 pm ). Drive distance is approx 30 min . A taxi from from the train station to the cruise ship terminals costs about $€ 20$. Occasionally, the port also provides a free shuttle bus line to the city.

## Travelling by Car

To reach terminal car parking, take exit 5 off the A55 if you are heading for the cruise terminal area at Porte 4 (Gate 4). You should find a large cruise passengers' car-park, or parking croisieristes, at the end of the Mole Leon Gourret near the Marseille-Provence Cruise Terminal. Be advised that the charges for this car-park are fairly steep.

## CRUISE ITINERARY

## 7 Days Mediterranean-West

Costa Diadema is setting sail on Sunday, 24 June 2018, for 7 nights departing from Marseille and visiting Palma de Mallorca; Cagliari ; Civitavecchia; Savona; Marseille.


## Embarkation Time

Embarkation time is when you should arrive at the cruise terminal. In Marseille we will procced with the conference registration before embarking (from 12 :00 to $15: 30$ ). This will give you enough time to complete your check-in at the cruise terminal before boarding.

In the other stopover ports (Barcelona, Palma de Mallorca, Cagliari, Civitavecchia and Savona) we highly encourage you to board no later than one hour prior to the departure time (gates close 30 mn before depar-
ture).

## Ports of Call

| Day | Port | Arrival | Departure |
| :--- | :--- | :--- | :--- |
| 1 | Marseille | - | $17: 00$ |
| 2 | Barcelona | $9: 00$ | $19: 00$ |
| 3 | Palma de Mallorca | $9: 00$ | - |
| 4 | Palma de Mallorca | - | $1: 00$ |
| 5 | Cagliari, Sardinia | $8: 00$ | $17: 00$ |
| 6 | Civitavecchia | $8: 00$ | $19: 00$ |
| 7 | Savona, Italy | $7: 00$ | $17: 00$ |
| 8 | Marseille | $8: 00$ | - |
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## GUIDELINES FOR PRESENTERS

## ORAL PRESENTATIONS

Each session room is equipped with a stationary computer connected to a LCD projector. Presenters must load their presentation files in advance onto the session computer. Technician personnel will be available to assist you.

Scheduled time slots for oral presentations are 15 mn for regular, 20 mn for invited presentations, 30 mn for keynote talks and 35 mn for plenary talks, including questions and discussions. Presenters are required to report to their session room and to their session Chair at least 15 minutes prior to the start of their session.

The session chair must be present in the session room at least 15 minutes before the start of the session and must strictly observe the starting time and time limit of each paper.

## POSTER PRESENTATIONS

Presenters are requested to stand by their posters during their session. One poster board, A0 size (118.9 $x 84.1 \mathrm{~cm}$ ), in portrait orientation, will be available for each poster (there are no specific templates for posters). Pins or thumbtacks are provided to mount your posters on the board. All presenters are required to mount their papers 30 mn before the session and remove them at the end of their sessions. Posters must prepared using the standard AES poster template (available on the symposium website).
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# Multi wavelength injection-seeded THz parametric generator 

Kosuke Murate ${ }^{\mathbf{1}}$, Kazuki Maeda ${ }^{\mathbf{1}}$, Guo Yunzhuo ${ }^{1}$, Kodo Kawase ${ }^{1}$<br>${ }^{1}$ Department of Electronics, Nagoya University, Nagoya, Japan<br>*corresponding author, E-mail: kodo@nagoya-u.jp


#### Abstract

In 2003, we reported the first-ever development of a spectral imaging system using THz-wave parametric oscillator (TPO) [1]. At that time, the TPO had a dynamic range below four orders of magnitude, which enables it to identify reagents only through thin $\left(0.2 \mathrm{~mm}^{\mathrm{t}}\right)$ envelopes using spectral imaging.

Recently, we have succeeded in the development of high power and high sensitivity THz wave spectral imaging system using injection-seeded THz parametric generation (is-TPG) and detection [2] as shown in Fig. 1. A dynamic range of 100 dB has been obtained, which is much higher than that of the 2003 TPO. The peak output power of is-TPG 


Fig.1. Experimental set up for THz spectrometer using is-TPG


Fig. 2 THz spectroscopic imaging of powder samples in two cardboards + four bubble wraps + two corrugated boards.
approached 50 kW by introducing a microchip YAG laser with shorter pulse width of 420 ps . In the detection section of our system, THz-wave was converted back into near infrared beam by nonlinear optical wavelength conversion. We have realized ten orders of dynamic range using commercially available near infrared photo detector. Now we can detect drugs under much thicker obstacles than before using isTPG spectroscopic imaging system as shown in Fig. 2 [3,4]. Further, our evolved multi-wavelength is-TPG system [5] has potential applications in fast spectroscopic sensing and imaging of chemicals through obstacles and non-destructive CT imaging of plastic/ceramic products. We have also compared our is-TPG spectrometer and TDS (THz Time Domain Spectroscopy) for the purpose of drug detection through thick envelopes.

The authors thank Mr. M. Yoneda of Nagoya Univ., Dr. S. Hayashi of NICT, Dr. H. Minamide, Dr. K. Nawata of RIKEN, and Prof. T. Taira of IMS for helpful discussions and advices. This work was supported by KAKENHI 25220606 and 15J04444.
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# Femtosecond Acoustics and Terahertz Ultrasonics 

Chi-Kuang Sun ${ }^{1 *}$<br>${ }^{1}$ Graduate Institute of Photonics and Optoelectronics and Department of Electrical Engineering, National Taiwan University, Taipei, Taiwan<br>*corresponding author, E-mail: sun@ntu.edu.tw


#### Abstract

Taking advantage of the slow sound velocity in materials, here we show that femtosecond-time-resolved acoustic measurement, with a terahertz bandwidth, is capable to explore the material heat transport properties and to noninvasively monitor in situ an interface and sub-surface area under atmospheric conditions with sub-atomic layer sensitivity.


## 1. Introduction

Sound wave is one of the nature-chosen tools for communication and imaging. Combined with excitation laser light, photoacoustic tomography employs ultrasounic detection to image optical absorption contrast with a micrometer to sub-micron spatial resolution deep inside tissues [1,2]. For even higher spatial resolution, picosecond ultrasonics [3] and nanoultrasonics [4] generate sub- THz to THz acoustic waves by using picosecond and femtosecond laser pulses, so as to achieve sub-surface ultrasonic imaging with a spatial resolution up to a few nanometers. It is thus highly desirable to extend the laser ultrasonic techniques even further with an atomic or even sub-atomic layer resolution, which is critical for in situ noninvasive monitoring of chemical reactioins at a solid water interface.
In this presentation, we show that femtosecond acoustics [5,6], a technique based on the time-domain analysis with femtosecond acoustic pulses, is capable to noninvasively monitor in situ the chemical reactions occurring at a solid/liquid-water interface and sub-surface area under atmospheric conditions while providing sub-atomic layer sensitivity. We will also discuss the topic of THz ultrasonics, which is to provide a tool to explore the coherent acoustic phonon spectra with a terahertz bandwidth for the first time, with the capability to resolve the un-resolved phonon mysteries like the Boson peak problem, Kapitza anamoly, and the collisionless transport in crystals.

## 2. Methods and results

By converting a femtosecond optical pulse into a femtosecond acoustic pulse, one can take advantage of the ultraslow sound velocity, which is usually on the order of $3000 \mathrm{~m} / \mathrm{s}$ and the ultrahigh temporal resolution which is usually on the order of 100 fs . It can be noted that within 100 fs , a femtosecond acoustic pulse travels only a distance
of 3 angstroms, assuming a $3000 \mathrm{~m} / \mathrm{s}$ velocity. Femtosecond time-resolved sound propagation imaging can thus provide a spatial resolution down to 1.5 angstroms assuming an acoustic round trip path. By generating femtosecond acoustic pulses using a piezoelectric nanolayer ( 3 nm InGaN in our case) under excitation of a femtosecond optical pulse ( 400 nm femtosecond optical pulse) and by femtosecond time-resolved acoustic echo imaging, this acoustic pulse then travelled towards a solid-liquid interface, got reflected by the multiple interfaces and was finally femtosecond-time-resolved by an optical probe pulse when it reached the piezo-transducer again. To study the performance of femtosecond acoustics applied on in situ monitoring a chemical reaction at a solid/liquid interface, the well-known anode-oxidation process occurring during the GaN -based photo-electro-chemical (PEC) water splitting was taken as our model. An n-GaN thin film was used as the un-protected photoanode and a platinum wire was used as the counter electrode. On top of the $\mathrm{n}-\mathrm{GaN}$ cap layer, we deposited a microfluidic channel, which allows a better control of the water thickness with much improved imaging stability during the experiments.
Figure 1 shows the resulted M-mode femtosecond acoustics image of the depth profile across the $\mathrm{n}-\mathrm{GaN}$-water interface over the accumulated PEC reaction time [6]. From this unprocessed data, a nanolayer of Gallium oxide can be observed to grow between GaN and water with time. Two echo peaks can be clearly observed starting from 21 mins. The peak to peak temporal differences for the $21-\mathrm{min}$ and the 24 -min traces are 0.57 ps and 0.60 ps , respectively, indicating a system temporal resolution better than 0.57 ps , and our acoustic pulsewidth should be shorter than 0.57 ps . With further deconvolution analysis, based on the acoustic traces before the PEC reaction as well as at a later time, our analysis shows a resolution as high as 2 angstroms, which is half of the effective atomic layer thickness of gallium oxide. Our study indicated that femtosecond acoustics can indeed noninvasively monitor the dynamic changes of physical structures at a solid/water interface and sub-surface area with an sub-atomic-level resolution, thus providing the capability to reveal key physical information on reactions occurring at solid/liquid interfaces, ideal for next generation energy conversion and electrochemical energy storage device developments as well as for the study of early-stage corrosion or oxidation processes.


Figure 1: A color-coded M-mode femtosecond acoustics Image [6] showing the depth profile across the GaN water interface over the PEC water splitting time.

## 3. Discussion \& conclusions

Solid/liquid-water interface plays a critical role in various natural phenomena, such as catalytic process, wetting of surfaces, metal corrosion, and protein folding. Having a nondestructive sub-surface imaging technique with an atomic resolution and the capability of in situ monitoring a solid/liquid interface can help to reveal the mysterious dynamics. In situ imaging a chemical reaction at a solid/liquid interface has been reported by few researchers. These previous efforts including scanning tunneling microscopy, transmission and scanning electron microscopy either provide limited spatial resolution or face experimental restrictions. In this presentation, we will show more details regarding the technique called femtosecond acoustics, a technique based on the time-domain analysis with femtosecond acoustic pulses. By generating femtosecond acoustic pulses using a piezoelectric nanolayer and by femtosecond time-resolved acoustic echo imaging, also known as nanoultrasonics scan [4], our study indicates that femtosecond acoustics can indeed noninvasively monitor the dynamic changes of physical structures longitudinally at a solid/water interface [6] and the subsurface area $[5,6]$ with an sub-atomic-level resolution, thus providing the capability to reveal key physical information on reactions occurring at solid/liquid interfaces, ideal for next generation energy conversion and electrochemical energy storage device developments as well as for the study of early-stage corrosion or oxidation processes. Furthermore, whenever the to-be-monitored layer thickness equals an integral number of the effective atomic layer thickness, the measured acoustic echo will show a higher signal-to-noise ratio [5], indicating not only the discrete quantum behavior of this coherent-phonon-based technique, but also providing justification of the applicability of the impedance-matchinglayer model even down to a single atomic layer regime. In our presentation we will also report the observation of the "speckle" noise in the quantum regime [5] and will discuss the physical meaning of non-integer atomic layer thickness for ultrasonic imaging, especially when in this study we
push the ultrasonic imaging to its ultimate resolution limitation.
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#### Abstract

We present experimental studies of the linear and nonlinear optical response of switchable terahertz metasurfaces, using terahertz ellipsometry and nonlinear transmission spectroscopy with intense THz pulses.


## 1. Introduction

In the terahertz region of the electromagnetic spectrum, there has been a long-standing interest in the development of devices and components to manipulate free-space beams. Metamaterials offer a promising strategy for enabling many capabilities that are otherwise challenging, such as filtering and modulation. In most cases, these structures are realized as two-dimensional meta-surfaces, a class of metamaterials where the scattering elements are arranged in a planar array. Because the elements are deposited on a dielectric surface, the optical properties can be modulated by actively modifying the properties of the surface. This general approach has revealed a wealth of new phenomena, opening up many possibilities for both linear and non-linear optical interactions in the terahertz range. Here, we discuss the characterization of such a switchable metasurface, using both ellipsometry and nonlinear transmission spectroscopy with intense THz pulses.

## 2. Metasurface design

Our device consists of a planar array of split-ring resonators (SRRs) fabricated on n-doped GaAs. The inset in figure 1 shows the geometry of the MM unit cell. The length of the $\operatorname{SRR}$ is $\mathrm{L}=66 \mu \mathrm{~m}$, the linewidth is $\mathrm{w}=6 \mu \mathrm{~m}$, and the capacitive gap width is $g=2 \mu \mathrm{~m}$. These dimensions are chosen such that the first transmission resonance falls at a frequency of 0.4 THz . The SRR elements are arranged in a square array with a periodicity of $88 \mu \mathrm{~m}$, composing the metasurface over a 2 cm by 2 cm area. The SRRs are connected with metallic wires to a contact pad for electrical modulation. The resonance amplitude varies with applied bias by about a factor of 2 , consistent with previous reports [1,2].

## 3. Characterization: linear response

The experimental data was obtained on a variable angle spectroscopic ellipsometry (VASE) system [3], in two frequency regions of $330-515 \mathrm{GHz}$ and $660 \mathrm{GHz}-1 \mathrm{THz}$. Spectra were collected at each angle of incidence, $\theta$, which was varied from $30^{\circ}$ to $70^{\circ}$ for each value of DC bias applied to the sample. Ellipsometry data is given in terms of the ellipsometric parameter $\rho$ which is defined as the ratio of the complex Fresnel reflection coefficients $\mathrm{R}_{\mathrm{p}} / \mathrm{R}_{\mathrm{s}}$.

To extract characteristic results from our experimental data, we must first construct a model for the metasurface. We use generalized sheet transition conditions (GSTCs) [4], which employ surface susceptibility parameters to relate the fields around the surface to the surface polarizations and magnetizations induced in the surface. The surface susceptibility parameters of a metasurface array depend on the characteristics (polarizabilities) of its constituent elements and on the layout of the array due to elementelement interaction of the metallic elements [5].

The polarizability tensors of a single eSRR element are calculated through finite element (FEM) simulations via the charges and currents excited in the element by an incident plane wave. This method has the advantage that it allows the recovery of the full polarizability matrix of scattering


Fig. 1 - A comparison of measured and simulated ellipsometry data, illustrating the good agreement. The inset shows a single element of the SRR array [5].
elements including the substrate. The polarizability matrix is in general a $6 \times 6$ matrix that contains co- and cross-coupling terms of the electric and magnetic fields along each axis. Importantly this allows for the inclusion of interesting effects such as substrate-induced-bianisotropy (SIB). The intra-planar interaction matrix which depends on the details of the array such as the element periodicities $a$, and $b$ is also in general a $6 \times 6$ matrix with co- and cross-field terms. The interaction matrix can be analytically calculated with the dyadic Green's functions as described in [5].

The final step for the characterization of the device is to solve the inverse problem of modeling the experimental data to estimate the values of the susceptibilities that produce results predicted from the model that best fit the experimental data. The voltage dependence of the susceptibilities are determined through this inverse process, by fitting to the experimental data at each value of applied bias. This procedure enables us to extract voltage-dependent surface susceptibilities which can be used for a priori predictions of the performance of metasurfaces. Our results shows that the ellipsometry data matches the simulations [6], as indicated by the comparison in figure 1. In addition, we find that the voltage dependence can be modeled as a tuning of the conductivity of the epilayer.

## 4. Characterization: nonlinear response

To experimentally characterize the metamaterial's nonlinear response at varying applied voltage, THz pulses with field strength between 20 and $50 \mathrm{kV} / \mathrm{cm}$ were generated using the tilted pulse front technique in $\mathrm{LiNbO}_{3}$ and focused onto the metasurface at normal incidence. The transmitted pulse was then used to perform time-domain spectroscopy to obtain transmission spectra for the metasurface.

The nonlinear response of the metasurface arises from two separate effects [7]. At lower fields, intervalley scattering lowers the carrier mobility, and is induced by the interaction of charge carriers with the incident THz field. At higher field strengths, impact ionization increases the carrier concentration and thus the GaAs conductivity, and results from the interaction of charge carriers with the resonant THz fields localized in the SRR capacitive gap.

Figure 2a shows the response for the metasurface with 0 V applied bias. For low fields (blue curve), the conductivity of the GaAs shorts the SRRs and no resonance is seen. For $20 \mathrm{kV} / \mathrm{cm}$ incident fields (red curve), intervalley scattering decreases the carrier mobility in the GaAs, turning on the SRR 'LC' mode at 0.4 THz . For $50 \mathrm{kV} / \mathrm{cm}$ peak fields (yellow curve), impact ionization generates carriers in the GaAs substrate, shorting the SRR capacitive gaps again, decreasing the resonance strength. Figure $2 b$ shows the effects of applying a 15 V bias to the MM array. The bias depletes carriers from the n-doped layer, and the resonance is now visible at low fields. (blue curve) The bias also allows for impact ionization at lower fields, resulting in a weaker resonance for $20 \mathrm{kV} / \mathrm{cm}$ fields (red curve). The 50 $\mathrm{kV} / \mathrm{cm}$ spectrum (yellow curve) remains largely unchanged by the applied voltage. This is because the resonance is already largely suppressed by impact ionization even at zero bias [8].


Fig. 2 - Transmission spectra at low field (blue curves) and higher fields (red and yellow curves) for two different values of the DC bias: (a) 0 volts; (b) 15 volts. These results illustrate the competing effects which determine the nonlinear response of the switchable metasurface [7].
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#### Abstract

In this presentation we discuss the recent progress in the application of terahertz pulses to industry. A common theme with these applications is that the thickness of the coating of the order of the wavelength of light and the final products have high commercial value.


## 1. Introduction

Over the past twenty years everyone in the terahertz community has been looking for the so-called "killer" application. The so-called application that will drive terahertz application into the main stream. There have been many potential applications this paper will concentrate on just one - the pharmaceutical industry.

## 2. Pharmaceutical industry



Figure 1: Photograph showing a TeraPulse 4000 in the background and a six-axis robot used to analysis pharmaceutical coatings.

After a number of years there is still considerable interest in using terahertz pulses in understanding the thickness of coating on pharmaceutical products. Figure 1 shows TeraPulse 4000 with a six-axis robotic system. The operation of this system has been well described before by Zeilter et al. (1). Unlike traditional microscopy measurements, the terahertz method provides the advantage of non-destructive assessment of coating thickness and other properties, preserving the tablet for subsequent dissolution testing. In 2008 the US FDA (Spencer et al. (2)) used terahertz pulsed imaging (TPI) to measure the coating thickness on mesalamine tablets. The tablets in this study
were later destroyed in destructive dissolution tests to provide the mean dissolution time of these tablets. Spencer et al. showed a correlation between the coating thickness and the mean dissolution time. Lo et al. $(3,4,5)$ showed in a series of papers that it was possible to correlate not only the coating thickness but also the density of the coating. In later work Lo et al. also used the raw terahertz pulse and chemometrics to predict the dissolution of substained release pharmaceutical product (5). An example of correlation between the thickness on an enteric coated tablet and the dissolution is shown in Figure 2. The outliners from the straight lines are due to imperfections in the tablet coating.


Figure 2: The coating thickness of enteric coated tablets is derived from terahertz pulsed measurements are correlated against the mean dissolution time for different coating weighs and levels of polymer (PEG). The black points have $12 \%$ PEG while the blue points have a PEG level of $9 \%$. The outliner at $x=4$ minutes was due to a crack in the coating of the tablet.

In a recent paper by May et al. the authors showed a good correlation between the refractive index measured by terahertz pulsed imaging and the crushing force measured from in compression tests was found using a set of tablets that were compacted at various compression forces and this was found to be relate to tablet hardness (6). The same group used a terahertz sensor inside a coating pan to follow the build-up of a pharmaceutical coating on a tablet (7). An example of where terahertz sensors are being used in industrial applications. One of the potential applications as process analytical tool (PAT) is the monitoring of push-pull osmotic systems (8). In this paper we will review recent progress in the osmotic systems.

### 2.1. Measurements

Osmotic tablets are being developed to control the release of an active pharmaceutical compound by coating a bilayer tablet with a semipermeable membrane. Swelling of the internal tablet core drives the discharge of active through a port in the apex of the tablet's cap. Many factors control the rate of release, with one of them being the thickness of the semipermeable membrane which can be measured using terahertz pulsed imaging. In this paper number of tablets from different development batches were measured with terahertz imaging and the coating thickness was determined. Dissolution testing was then performed on these tablets to obtain the release rate of each tablet. Subsequently, chemometric analysis was used to develop a predictive model yielding the release rate of the active as a function of coating thickness.


Figure 3: Schematic diagram of osmotic tablet.

### 2.2 Results

Figure 4 shows typical waveforms from the osmotic tablet. The first strong reflection is from the tablet surface the later reflection is from the coating core interface. The direction of this peak depends on the change in refractive index from the coating to the tablet core and the strength depends on the magnitude of that change.


As terahertz pulsed imaging is a time-of-flight technique we can calculate the thickness of coating of each of these products. Subsequent to terahertz test the tablets are destroyed in dissolution testing where the amount of drug released with respect to time is measured. These osmotic tablets have a long release time - several hours and
measuring the thickness of the semi-permeable membrane allows prediction of the dissolution properties of these products using chemometric analysis.

## 3. Conclusions

Terahertz pulsed imaging was used to measure the coating thickness of long release pharmaceutical products. The thickness of these coatings could be correlated to drug release of these products. With this correlation it maybe possible to a terahertz sensor within the coating process as a PAT tool to determine the end-point of the coating process rather than the weight gain normally employed within the industry.
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#### Abstract

Nonlinear THz experiments using a free-electron laser are presented on Landau quantized graphene as well as on intersubband transitions in a single GaAs quantum well.


## 1. Introduction

Owing to the development of powerful THz sources, both table-top and accelerator-based, highly nonlinear THz investigations of materials are possible today. Here we will present two recent examples of nonlinear spectroscopy on two-dimensional material systems: resonant four-wave mixing in graphene under a magnetic field, and nonlinear THz spectroscopy of intersubband transitions in a semiconductor quantum well.

## 2. Results

### 2.1. Four-wave mixing in Landau-quantized graphene

Graphene is predicted to be a highly nonlinear material due to its linear dispersion. Clear experimental observations are relatively scarce, however. In a magnetic field, the band structure splits up into non-equidistant Landau levels, giving rise to resonant behavior of the optical properties. We demonstrate resonantly enhanced four-wave-mixing (FWM) at a photon energy of $78 \mathrm{meV}(19 \mathrm{THz})$, resonant at a magnetic field of $\mathrm{B}=4.5 \mathrm{~T}$. The $\chi^{(3)}$ character is clearly demonstrated by the power dependence of the four-wavemixing signal and the narrower line shape as compared to the linear absorption. The FWM signal, proportional to the induced microscopic polarization, decays faster than the also measured pump-probe signal, beyond the time resolution of the experiment ( $\sim 4 \mathrm{ps}$ ) [1].

### 2.2. Dressing intersubband transitions in quantum wells

Intersubband transitions in quantum wells, due to their similarities to atomic transitions, have been a playground for many fundamental optical and quantum mechanical effects as well as for novel devices for three decades [2]. Nonlinear or quantum optical effects such as dressed states or electromagnetically induced transparency (EIT) were demonstrated, however, only in the mid-infrared range [3] or probed in the near infrared [4]. Here we employ our THz
free-electron laser in combination with THz time-domain spectroscopy to realize a true narrow-band pump - broadband probe experiment: While pumping the 2-3 intersubband transition in a single $\mathrm{GaAs} / \mathrm{AlGaAs}$ quantum well (at $3.5 \mathrm{THz}=15 \mathrm{meV}$ ), we probe the entire THz absorption up to 4 THz (including 1-2 and 2-3 transitions). The experiment allows one to extract the transmission change vs pump-probe time delay as well as the complete spectral shape of the transmission change at a specific time delay. We will discuss the observed spectra, including indications for the Autler-Townes splitting on the 1-2 transition.
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# Ultrastrong light-matter coupling beyond unity coupling strength 
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We introduce a paradigm change in the design of THz light-matter coupled systems by treating the electronic and photonic components on equal footing instead of optimizing them separately. Exploiting both cavity and electronic excitation to confine the vacuum mode, we achieve $\Omega_{\mathrm{R}} / \omega_{\mathrm{c}}=1.43$ for cyclotron resonances ultrastrongly coupled to metamaterials. Under this condition, the vacuum ground state exhibits a record population of 0.37 virtual photons per resonator, massively facilitating the envisaged detection of quantum vacuum radiation by diabatic switching of $\Omega_{\mathrm{R}} / \omega_{\mathrm{c}}$.
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#### Abstract

By canceration, there is a chemical change in DNA which is a rearrangement of 5 -methylcytidine distribution called methylation. This chemical change of methylation is directly observed with terahertz time-domain spectroscopy, showing a resonance at 1.6 THz for various types of cancer. The resonance peak is reduced or controlled by illuminating high-intensity terahertz pulses and it is proved to be resonant process by applying a filter around the frequency.


## 1. Introduction

Cancer is defined as a genetic and epigenetic disease involving the chemical and structural alteration of DNA. An epigenetic modification is the aberrant DNA methylation, which are a well-known carcinogenic mechanism [1,2] and a common chemical and structural modification of DNA that does not change the DNA sequence. Terahertz electromagnetic waves can be utilized to observe such modification to DNA because the characteristic energies of biomolecules occur in the terahertz region. We have found resonance fingerprints of methylation in cancer DNA using improved terahertz spectroscopic methods [3]. The degree of resonance is also controlled and reduced by irradiating high-intensity terahertz electromagnetic waves at the resonant frequency.

## 2. Results

The terahertz characteristics of methylated cytidine, a nucleoside, were a clue to observe the resonance fingerprints of DNA methylation (see the inset of Fig. 1). In aqueous solutions, we tracked and observed the molecular resonance of genomic DNA from two control (293T, M-293T) and five cancer (PC3; prostate cancer, A431; skin cancer, A549; lung cancer, MCF-7; breast cancer, SNU-1; gastric cancer) cell lines, using freezing technique and baseline correction, as shown in Fig. 1 [3]. The amplitudes of the resonance signals were dependent on the types of cancer cells the DNA had come from. These signals could be quantified to identify cancer cell types, and the results were similar to those of biological quantification method called ELISA-like reaction.

The resonance peak was reduced by irradiating highintensity terahertz waves from a $\mathrm{LiNbO}_{3}$ crystal driven by $1-$ kHz regenerative amplifier with a filter around 1.6 THz .


Figure 1: Resonant peaks of normal and cancer DNAs [3].

## 3. Conclusions

The result demonstrates that the molecular resonance of cancer DNAs exists in the terahertz region. This can be utilized to diagnose early cancer at the molecular level and to provide a potential cancer biomarker. The degree of resonance is also controlled and reduced which could lead to the demethylation of cancer DNA.
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#### Abstract

We present a nonlinear optical crystal (NLOC)-based terahertz (THz) microfluidic chip with a few arrays of split ring resonators (SRRs) for ultra-trace and quantitative measurements of liquid solutions. Using this chip, we have succeeded in observing the 31.8 femtomol of ion concentration in actual amount of 318 picoliter water solutions This technique opens the door to microanalysis of biological samples with THz waves and accelerates development of THz lab-on-chip devices.


## 1. Introduction

Microfluidic devices are now essential for medical diagnosis and biological analysis. Terahertz (THz) diagnostic technology has also opened a variety of possibilities in bioscience applications [1]. Thus a combination of those such as a THz micro-total analysis system (THz- $\mu \mathrm{TAS}$ ) would provide a powerful tool for future bioscience. THz time domain spectroscopy has been expected to be indispensable for such bio application, which provides the important information to clarify biological reaction dynamics such as hydrogen bonds and hydrophobic interactions. However, there still remain some major hurdles for real world application. One of the weak points is poor sensitivity of liquid samples. Since the THz beam diameter is rather large and thus THz intensity is low, which requires a large amount of the sample solution. Recently we have developed a rapid laser scanning THz near field imaging system which utilizes nonlinear crystal as a sample holding plate, emitting THz beam locally, and is proven to have excellent performance as a THz imaging system with high sensitivity, high resolution and high speed [2-5]. In the present work, we propose the sensitivity enhanced THz$\mu$ TAS with a few of arrays of meta-atoms [6,7], and demonstrate detection of trace amount of minerals in commercial water.

## 2. Experimental

Figure 1 shows a schematic drawing of the concept of the THz microfluidic chip. The chip consists of a THz radiation point source, a single microchannel and a few arrays of meta-atoms, elementary units of metamaterials. The THz radiation is generated by optical rectification in a nonlinear optical crystal (NLOC, GaAs in the present work) close underneath the microchannel, and couples to the meta-
atoms. The chip then determines the solution concentrations based on changes in the resonant frequency and peak attenuation of the THz transmission spectrum. The THz measurement system is similar to a conventional THz-TDS with a fiber-coupled fs laser source at a wavelength of 1560 nm [3].
To evaluate the sensitivity of the chip, we employed distilled water ( $0 \mathrm{mg} / \mathrm{L}$ of minerals) and commercial mineral water (Contrex, $1468 \mathrm{mg} / \mathrm{L}$ of minerals) with different hardness as liquid solutions and measured their resonance characteristics. To avoid the effect of the ion composition change, we chose 1 mineral water and prepared 5 kinds of sample solutions with different hardness by diluting with the distilled water such as $10,40,200,600$, and $1000 \mathrm{mg} / \mathrm{L}$. In the measurement, the channel was covered by a $580-\mu$ m-thick quartz plate to prevent drying of the liquid sample and the liquid solutions with $\sim 50 \mathrm{~nL}$ was dripped with a micro syringe ( $0.5 \mathrm{BR}-7 \mathrm{BV}$ : World Precision Instruments, Inc.) manually at a water storage area that is fabricated at both sides of the channel. Then it was automatically installed into the micro-fluid channel by capillarity phenomenon. Note that the actual amounts of the liquid solution that interact with the SRRs were about 318 picoliter.


Figure 1: Resonance frequency as a function of the mole number of mineral water.

## 3. Results and Discussion

Figure 2 show a plot of the frequency shift as a function of the mole number, and that the resonance frequency is shifted to higher frequency with an increase of the amount of minerals in the mineral water. Here, the mole number
was calculated by using the molar mass of CaCO 3 (100.087 $\mathrm{g} / \mathrm{mol}$ : World Health Organization standard) and the volume of the channel being in contact with SRR arrays.
The results indicate that the minute change of the minerals of $10 \mathrm{mg} / \mathrm{L}$ is sensitively detected, which corresponds to 31.8 femtomol according to the calculation as referred to above.


Figure 2: Resonance frequency as a function of the mole number of mineral water.

## 4. Conclusions

In conclusion, we fabricated and demonstrated a NLOC based THz microfluidic chip with a few arrays of metaatoms for microanalysis, high-sensitive and label-free measurements of biological samples. The microfluidic chip was evaluated by using distilled water and commercial mineral water with different hardness, and we were able to detect 31.8 femtomol of the mineral in a 318 picoliter solution.
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#### Abstract

Nonlinear optical phenomena under extremely high optical field have been studied in transition metal dichalcogenide monolayers with 60 THz excitation. High-harmonic generation is clearly observed and enhanced around the absorption band due to van Hove singularity of the joint density of states.


## 1. Introduction

Observation of higher-order harmonic generation (HHG) in solids [ $1,2,3,4,5$ ] has opened a new platform for investigating the ultrafast electron dynamics in the multi-terahertz region, because it clearly reflects the electron motion driven by the intense sub-cycle laser fields. The mechanism of HHG is fundamentally different from that in atomic gases because of the higher density of the atoms and their periodic structure. In particular, recent reports have revealed that HHG is sensitive to the orientation of the electric field relative to the crystal axis [1, 2, 3, 4]. They demonstrated that HHG is a good tool for exploring the nature of the electron systems in crystals in terms of the symmetry of the electronic band structure [2], inter-atomic bonding [3], and the material's Berry curvature [4].

While this interesting property of HHG clearly reflects the diversity of solids, it may obscure the universal nature of HHG in solids. Among these materials, a monolayer of the transition metal dichalcogenide (TMDC) is one of the simplest crystalline materials to show the origin of HHG. In Ref.[4], even orders of HHG are observed in $\mathrm{MoS}_{2}$ with the perpendicular polarization to the polarization of the excitation pulse.

In this work, we show the enhancement of the evenorders of HHG around the band-nesting frequency in various TMDCs and propose the origin of the enhancement.

## 2. Experimental

We used monolayer TMDC crystals grown by CVD method on sapphire substrates. To generate HHG, mid-infrared (MIR) femtosecond laser pulses with 0.26 eV photon energy ( 60 THz ) are generated using a differential frequency generation (DFG) from signal and idler pulses from an optical parametric amplifier (OPA) pumped by a Ti:sapphire based regenerative amplifier ( 800 nm center wavelength, 35 fs pulse duration, 1 kHz repetition rate, and 1 mJ pulse en-


Figure 1: High-harmonic generation spectrum from monolayer $\mathrm{MoS}_{2}$ under excitation of 60 THz light with 35 fs in pulse width.
ergy). The MIR pulses were focused on the sample by a ZnSe lens of 62.5 mm focal length down to a spot about $30 \mu \mathrm{~m}$ in diameter. The maximum intensity of the pump pulse at the sample was $1 \mathrm{TW} / \mathrm{cm}^{2}$. The generated HHG was measured by a grating spectrometer (iHR320, Horiba) equipped with a Peltier-cooled charge-coupled device camera (Syncerity CCD, Horiba). All spectra were corrected for the grating efficiency and the quantum efficiency of the detector.

## 3. Results and Discussions

Typical HHG spectrum in monolayer $\mathrm{MoS}_{2}$ is shown in Fig.1. We set the polarization of the MIR pulse in parallel with Mo-Mo direction. We observed the even and odd harmonic generation up to 15th harmonics in near-infrared to ultraviolet spectral region. The spectrum is almost the same as that reported in Ref.[4]. The excitation power dependence of the harmonic intensity shows the deviation from the perturbative nonlinear process, indicating a nonperturbative feature of the HHG in $\mathrm{MoS}_{2}$. We also confirmed even orders of HHG are polarized in perdendicular with the excitation light. The intensity of the 12th harmonics is larger than 8th, 10th, and 14th as shown in Fig. 2,


Figure 2: (a) Intensities of even orders of high harmonics in $\mathrm{MoS}_{2}$. (b) Absorption spectrum of monolayer $\mathrm{MoS}_{2}$ at room temperature.
while the intensity of odd orders monotonically decrease with increasing harmonic order. Interestingly, the energy position of the 12th harmonics is almost coincides with the absorption peak $\mathbf{C}$ that is the van Hove singularity in the joint density of states in the band structure (band nesting). This is not the case only in $\mathrm{MoS}_{2}$. We made the same experiments in $\mathrm{MoSe}_{2}, \mathrm{WS}_{2}$, and $\mathrm{WSe}_{2}$ and confirmed the enhancement around the band nesting as well.

In order to account for the enhancement, we carefully consider the driving process in k -space under excitation of the strong MIR pulse. With the linearly polarized excitation, electron-hole polarizations are created in $K$ and $K^{\prime}$ valleys. The polarization should be described by the sum of two valley-polarized states $\mid r>$ and $\mid l>$. The driving effects for $\mid r>$ and $\mid l>$ are different from each other under excitation with linear polarization in parallel with Mo-Mo direction: In a phase when $\mid r>$ state moves from $K$ to the $K^{\prime}$ direction, $\mid l>$ state moves from $K^{\prime}$ to the $\Gamma$ direction. In turn, as the field direction is reversed, $\mid r>$ state drives from $K$ to the $\Gamma$ direction and $\mid l>$ state drives from $K^{\prime}$ to the $K^{\prime}$ direction. Only when the wave-function moves to the $\Gamma$ direction, it reaches to the band-nesting resonance region with keeping valley polarization. It is noteworthy that $K \rightarrow \Gamma$ or $K^{\prime} \rightarrow \Gamma$ motion occurs alternately in every half cycle and should contribute to the perpendicularly polarized even orders of HHG.

## 4. Conclusions

We clearly demonstrated high-harmonic generation in in transition metal dichalcogenide monolayers with midinfrared excitation. High-harmonic generation is clearly enhanced around the band-nesting absorption band (van Hove singularity). This suggests that the driving process in k space with keeping valley-polarization should play an important role in HHG generation process.
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#### Abstract

In this paper, we report a single-chip array of THz pulse radiators with the ability to produce and radiate 5.4 psec pulses. Elements of a $2 \times 4$ array radiate the picosecond pulses coherently with a jitter of 270 fsec . Picosecond pulse radiation is achieved using a fully electronic laser-free scheme based on the technique of Direct-digital-to-Impulse (D2I) radiation. The chip is fabricated in 90 nm SiGe BiCMOS process technology.


## 1. Introduction

There is a significant demand for producing high-power THz impulses with picosecond duration and GHz repetition rate for imaging, spectroscopy, and wireless communication. Traditionally, photoconductive antennas activated by femtosecond laser pulses are used to radiate picosecond impulses in the THz regime. Unfortunately, these systems are expensive, bulky, and suffer from the low repetition rate of the laser ( 100 MHz or below). These limitations prevent the use of THz systems in applications that demand high volume and low cost. These include smart phones, handheld spectrometers, and portable 3D imaging systems.
In this article, we report a laser-free fully-electronic THz impulse radiating chip that produces high-power picosecond pulses with repetition rates up to 5 GHz . The chip consists of an array of $4 \times 2$ impulse radiators. Each radiator is equipped with a programmable delay controller that shifts the trigger signal with a resolution step of 300 fsec .

## 2. Circuit Architecture

Fig. 1 shows the architecture of a $4 \times 2$ impulse-radiating array that is based on direct digital to impulse radiation [12]. In this design, DC magnetic energy is stored on an onchip slot-bow-tie antenna by passing a DC current through the antenna. This current flows through a high-speed cascode pair of bipolar transistors, which are placed in series with the antenna. Then an external digital trigger signal with a rise-time of 150 psec is fed to the chip. This trigger signal passes through multiple edge sharpening amplifiers that reduce the rise/fall time to less than 6 psec . The new sharp signal then turns off the pair of cascode transistors and interrupts the DC current of the antenna. This procedure converts the stored DC magnetic energy to a
picosecond impulse radiation. In this method the timing of radiation is locked to the arrival time of the trigger signal at the base of the lower transistor in the cascode pair (Fig. 1).

This timing can be controlled by a programmable delay at the location of each radiator. In this chip, an array of $4 \times 2$ radiators are integrated on a single chip.
The external trigger signal is distributed by an H-Tree network and fed to the input of the programmable delay at each element. This architecture allows the chip to align the pulses radiated from 8 elements in space to maximize the peak radiated power.


Figure 1 Architecture of the $4 \times 2$ impulse-radiating array

## 3. Measurement Results

Fig. 2 shows the time-domain waveform measured by an optical sampling system. The measured FWHM of the impulse is 5.4 psec . This figure also shows that the delay generator can delay the radiated impulse by a step resolution of 300 fsec .

In order to measure peak EIRP and jitter of the radiated impulse train, a wideband custom PCB-based impulse receiver antenna with an Agilent DCA86100 with sampling head 86118A is used.

Based on a $3-\mathrm{GHz}$ repetition rate, a peak EIRP of 30 dBm is measured. The measured timing jitter of the radiated
impulse is about 270 fsec with 64 times averaging. The micrograph of the array chip as well as the zoomed photo of a single element are shown in Fig. 3. The zoomed figure shows the location of the impulse antenna, impulse matching network, edge sharpening amplifier, and the current switch. The entire $4 \times 2$ array occupies an area of 1.6 mm by 1.5 mm including the pads. The chip is fabricated in IBM 90 nm SiGe BiCMOS process technology and consumes 710 mW .


Figure 2 Time-domain measurement results


Figure 3 Micrograph of the $4 \times 2$ array Chip

## 4. Conclusions

In this paper, we reported a laser-free technique for producing and radiating high-power picosecond pulses. The
technique relies on storing a magnetic energy on a producing and radiating high-power picosecond pulses. The
technique relies on storing a magnetic energy on a broadband impulse slot-bow-tie antenna and then releasing it by an external digital trigger. This mechanism results in
radiation of a picosecond impulse. To demonstrate this it by an external digital trigger. This mechanism results in
radiation of a picosecond impulse. To demonstrate this concept, an array of $4 \times 2$ impulse radiators is designed, fabricated, and successfully tested. Acknowledgements
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#### Abstract

Terahertz spectroscopy has proven itself to be an excellent noncontact probe of charge injection and conductivity with subpicosecond time resolution. One may exploit this capability to study a variety of materials, such as transient photoconductivity of wide band gap metal oxides such as $\mathrm{TiO} 2, \mathrm{SnO}_{2}$, and $\mathrm{WO}_{3}$. Our particular interest is the characterization and dynamics of the photoinduced carriers that are required for efficient oxidation at the metal oxide/electrolyte interface, as well as in situ probing of functioning photoelectrochemical devices.


## 1. Introduction

Photoelectrochemical cells (PECs) convert solar energy into either electrical power or into a fuel, and their development is a promising pathway toward achieving a renewable energy source. Metal oxide semiconductors have been widely studied for their application in water splitting cells due to their favorable structural and electronic properties. Tungsten oxide $\left(\mathrm{WO}_{3}\right)$ is of particular interest because it possesses a relatively small band gap energy of 2.6 eV (corresponding to a wavelength of 475 nm ), enabling it to absorb light in the visible spectrum without the need for sensitizer dyes. Its electrochemical properties and spectroscopic properties, including transient absorption and time-resolved microwave spectroscopy, have been studied previously. However, the ultrafast charge dynamics on the picosecond timescale have not yet been investigated. Our particular interests lie in the characterization and dynamics of the nascent photoinduced carriers that are required for efficient oxidation at the metal oxide/electrolyte interface.

## 2. Results and Discussion

### 2.1 Tungsten oxide particles

Time-resolved THz spectroscopy and open circuit photovoltage measurements have been employed to examine the size-dependent charge carrier dynamics of $\mathrm{WO}_{3}$ particles. Specifically, films of commercially available $\mathrm{WO}_{3}$ nanoparticles (NPs) and granular particles (GPs) with diameters of $77 \pm 34 \mathrm{~nm}$ and $390 \pm 260 \mathrm{~nm}$, respectively, were examined in air and also while immersed in 0.1 M

Na2SO4 electrolyte. See Figure 1 for a SEM images of the two particle types. Examination of the frequency-dependent transient photoconductivity at short and long timescales indicates the presence of high mobility photoinduced charge carriers at early times, and in some cases low mobility ones at later times with comparable carrier densities. The presence of long-lived photoinduced charge carriers that contribute to surface chemistry are not detectable until the high-mobility carriers are trapped.


Figure 1. Comparison of GPs (left) and NPs (right).

Ultrafast optical pump - THz probe spectroscopy (OPTP) [1] was employed to determine the photoinduced mobile charge carrier lifetime in $\mathrm{WO}_{3}$ [2]. THz radiation is sensitive to the product of concentration and mobility of electrons and holes, i.e., the sample's conductivity. The arrival of the THz probe pulse is delayed with respect to the arrival of the 400 nm optical pump pulse over a range of -5 ps to 900 ps . The THz probe pulse is attenuated by mobile charge carriers in the valence and conduction bands of the $\mathrm{WO}_{3}$, which enables measurement of the rate and magnitude of carrier generation and trapping upon photoexcitation.

OPTP measurements were performed under open circuit conditions in air and $0.1 \mathrm{M} \mathrm{Na} 2 \mathrm{SO} 4(\mathrm{pH}=2)$ electrolyte used for photoelectrochemical measurements. The introduction of electrolyte allows for the determination of carrier trapping dynamics under circumstances similar to operating conditions. The overall conductivity decay dynamics due to filling of trap states at grain boundaries and the metal oxide/dielectric interface was measured and the results are shown in Figure 2. We find that long-lived charge carriers may exist in the NPs for 900 ps or longer, and these long-lived photoinduced carriers manifest as an offset in the OPTP trace. On the other hand, grain


Figure 2. OPTP measurements of $\mathrm{WO}_{3} \mathrm{NP}$ (blue) and GP (black) films. The residual conductivity at 600 ps and beyond is significantly higher for the NPs compared to the GPs.
boundaries in the polycrystalline GPs fully trap the carriers by 500 ps .

### 2.1 Probing photoelectrochemical cells

In addition, we have recently shown that it is possible to probe a fully functioning dye-sensitized solar cell by using patterned transparent conductive oxide (TCO) electrodes. [3] The standard TCO electrodes transmit visible light, but reflect THz light, and are in fact often used as dichroic mirrors in THz experiments. Our results show that it is possible to probe a DSSC while applying a bias voltage and/or under steady state illumination.


Figure 3. Schematic diagram of a functioning dyesensitized solar cell probed with THz spectroscopy.
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#### Abstract

We implement Laser Terahertz Emission Microscopy (LTEM) in a near-field microscopy configuration where we simultaneously perform THz nanoscopy. By studying the approach curves of the two methods we obtain a similar spatial confinement on the order of a few 10 s of nanometers emphasizing LTEM's potential as a nanoscale imaging technique.


## 1. Introduction

With the aim of beating the diffraction limit for optical imaging, scattering-type scanning near-field optical microscopy (s-SNOM) has been capable of providing a spatial resolution of 10s of nanometers by taking advantage the ability to scatter light off a sharp, metallic tip when it is in the proximity of a surface [1,2]. Using s-SNOM for imaging with terahertz (THz) beams enables sensing of material parameters such as the carrier concentration on a nanometer scale [3], and recently the s-SNOM technique was developed further into an optical-pump THz-probe configuration for studies of carrier dynamics in nanostructures [4].
Laser Terahertz Emission Microscopy (LTEM) is an alternative method for THz imaging with an improved resolution [5]. Relying on the fact that most semiconductors are capable of emitting THz pulses after being photoexcited by femtosecond (fs) pulses due to a build-in surface field or an externally applied bias, the spatial resolution is determined by the diffraction limit of the fs pulses rather than the THz beam. With this, it has been possible to image current flow in an integrated circuit chip with a spatial resolution of $1 \mu \mathrm{~m}$ [6]. Here, we present an implementation of LTEM in an s-SNOM configuration in order to push the spatial resolution further down to the nanoscale. In the same configuration, we also perform THz time-domain nanoscopy enabling us to compare the two methods back-to-back. We measure the approach curves from both methods and demonstrate how we observe a slightly better near-field confinement for nano-resolved LTEM than for THz nanoscopy. In relation to our recently published results where a gold nanorod was imaged with nanoscale LTEM [7], this study confirms that LTEM can provide a similar spatial resolution as for THz nanoscopy while the two techniques provide complementary information.


Figure 1: Schematic of the setup.

## 2. Experiment

The experimental setup is sketched in Figure 1. Femtosecond laser pulses (repetition rate: 80 MHz , center wavelength: 820 nm , pulse duration: 100 fs ) are used both to photo-excite the sample directly for LTEM, to generate THz pulses from a photoconductive antenna for performing THz nanoscopy and for detecting the THz pulses in the far-field with electro-optic sampling (EOS). The fs laser pulses and the THz pulses are coupled to a commercial tapping mode atomic force microscopy (AFM) based near-field microscope (neaSNOM, Neaspec) using an ITO coated beam splitter transmitting the laser beam but reflecting the THz beam. The THz field scattered off the tip of the AFM probe is detected by performing lock-in detection of the EOS signal referenced to a harmonic of the AFM probe's oscillation frequency. The inset in Fig. 1 shows the THz pulses for LTEM and THz nanoscopy measured when locking to the $1^{\text {st }}$ harmonic of the tapping frequency. It is seen that the magnitude of the LTEM signal is observed to be slightly higher than the magnitude of the THz nanoscopy signal.

## 3. Results

In order to study the spatial confinement of the THz nearfields for LTEM and THz nanoscopy, we obtain approach curves where the THz peak field is measured for varied tipsample distances (z) which are shown in Fig. 2. The sample used in this experiment is a p-doped InAs wafer which is known to be a strong THz emitter [8]. For both THz nanoscopy and LTEM we observe the expected exponential



| Harmonic | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| THz nanoscopy <br> 1/e width (nm) | 83 | 42 | 27 | 24 | - |
| LTEM <br> 1/e width (nm) | 45 | 28 | 22 | 15 | 12 |

Figure 2: Approach curves for THz nanoscopy and LTEM for signals referenced from the $1^{\text {st }}$ to the $5^{\text {th }}$ harmonic of the tapping oscillation. The solid lines are exponential fits and the dashed line indicates the $1 / \mathrm{e}$ value. The table below indicates the estimated $1 / \mathrm{e}$ widths.
decays of the THz peak field with increasing z -values and for each harmonic of the tapping oscillation, the solid lines indicate the exponential fits to the recorded data. The nearfield confinement is defined as the $1 / \mathrm{e}$-width of the exponential decay which is indicated as the dashed line on the plots and estimated in the table below. In general, it is seen that we find a better confinement for the LTEM signal in this experiment which is ranging from 45 nm to 12 nm when recording the signals referenced to the $1^{\text {st }}$ and up to the $5^{\text {th }}$ harmonic of the tip tapping frequency. We note that the confinement of the LTEM signal measured here is significantly better here than in [7] where a gold nanorod still was resolved despite the higher 1/e-width of the LTEM signal.

## 4. Conclusions and outlook

We have demonstrated a setup combining LTEM and THz nanoscopy in an s-SNOM configuration enabling a direct comparison of the two methods. We show that we achieve a slightly better confinement for LTEM with a 1/e width of the approach curve of 12 nm for the $5^{\text {th }}$ harmonic. We believe that this highly confined LTEM near-field is essential for achieving a high spatial resolution for future imaging of nanostructures and devices.
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#### Abstract

We present results of the research on generation of THz radiation in liquid like media under irradiating them with high-intensity femtosecond optical pulses: gas clusters and liquid nitrogen. We used a dual-frequency scheme when emissions of the main laser frequency and its second harmonic are mixed in the same medium. To interpret the observed effects we developed a simple theoretical model of liquid like media ionization which predicts level of ionization, electron temperature in the medium and then the THz wave properties.


## 1. Introduction

Similar to the existence of four concepts: earth, water, air and fire, the history of human induced terahertz radiation can be traced by using these forms of matter. It was first observed with the help of iron shotgun pellets. Next it was observed in fire. Later THz radiation was found in air and very recently it was obtained from water and other liquids. Time has come to extract it from cold. We present the results of research carried out for the first time, the on generation of terahertz radiation under the action of high power femtosecond laser pulses on liquid like media - gas clusters in supersonic jet and the liquid gas - liquid nitrogen (LN). Our experimental results supported by careful theoretical interpretation, showed clearly that under femtosecond laser radiation, pure liquid, cluster jet and air emit THz waves in a very different way. We assumed that the mobility of ions and electrons in these media can play an essential role, forming a quasi-static electric field by means of ambipolar diffusion mechanism. The role of the diffusion of the electrons in the THz wave generation process is also discussed. The research showed, that energy and polarization properties of THz radiation, which we observed in liquid like media, are determined by coherent superposition of contributions described both as multiwave mixing, liquid-ionization theories and the ionization dynamics. In our work we observed for the first time the nonlinear optical effect: the rotation of the polarization ellipse under the propagation of THz radiation in LN . The source of electromagnetic radiation in the THz band on the basis of laser spark was firstly presented in [1]. An experiment in which a liquid, namely,
water was used for the conversion of femtosecond radiation into the THz one is described in [2]. Water is a polar liquid which has high absorption in the THz frequency range and the authors of previously published works have to use for the experiments the very thin water films. Unlike water, considerable absorption both in THz and NIR ranges is absent in LN.

## 2. Experimental Setup

### 2.1. Setup for Terahertz Generation and Detection

In our work we made use of two types of femtosecond laser systems, which enabled the study of energy dependencies of the generated THz radiation on the laser pulse energy from 0.5 mJ up to 40 mJ per pulse and the pulse repetition rates from 10 Hz to 1 kHz .

The laser system of the first type uses laser radiation from Ti: Sapphire regenerative amplifier (Spectra Physics Spitfire) with the energy up to 2.5 mJ per pulse, minimal pulse duration 30 fs , wavelength 797 nm and 1 kHz repetition rate. Pulse duration is tuned in the range of $30 \div 300 \mathrm{fs}$ by chirping the laser pulse in internal grating compressor of the Spectra Physics Spitfire regenerative amplifier.

The laser system of the second type uses CPA laser system based on a femtosecond Ti:Sapphire laser with multipass amplifier. This laser system provides pulses with the energy up to 40 mJ at the repetition rate of $10 \mathrm{~Hz}, 810-\mathrm{nm}$ central wavelength. Pulse duration is tuned in the range of $50 \div 800 \mathrm{fs}$ by chirping the laser pulse in an external vacuum grating compressor.

### 2.2. LN materials and the cluster preparation

LN used in our experiments was obtained by the use of an ordinary membrane system of nitrogen separation from compressed air. The system provides nitrogen purity of around $98 \%$ of the feed compressed air.

For cluster production we applied well-known technique of adiabatic expansion of the gas flow into vacuum through a special nozzle. We used a supersonic conical nozzle with input diameter $d_{i n}=0.7 \mathrm{~mm}$, output diameter $d_{\text {out }}=4.7 \mathrm{~mm}$, half opening angle $\alpha=5 \circ$, and 24.7 mm length. The nozzle is connected to a high-pressure cham-


Figure 1: Dependence of THz pulse energy on the lens focus position regarding the surface level of the liquid nitrogen. "black squares" indicate THz signal with 2.5 mJ pumping energy; "open squares" indicate THz signal with 20 mJ pumping energy.
ber with a pulsed electromagnetic valve, which operates at repetition rate of 1.25 Hz and synchronized with the laser pulses. Time delay between laser pulse and moment of the valve opening is controlled with timing module to provide ability to manage and optimize the process of clusters formation. Pure argon gas was used for clusters production. Maximum value of the gas backing pressure that we used was 2 MPa and working pressure in the vacuum chamber did not exceed 5 mTorr

## 3. Experimental results

### 3.1. THz wave generation in LN

First of all, we obtained the THz radiation with the use of a dual frequency scheme in an experimental set-up without liquid nitrogen, from a routine optical air breakout. After that, the laser beams on the fundamental and the second harmonic was focused into LN and the THz radiation was also observed. Figure 1 shows the dependences of the THz pulse energy on the lens focus position regarding the surface of liquid nitrogen (the laser beam waist is located inside the liquid if $\mathrm{z}<0$ and in the air if $\mathrm{z}>0$ ). The intensity of the generation changes exponentially as the beam-waist position varies and a and a leap in the level is observed when the level of the surface is passed.

Also we have studied how THz yield scales with laser pulse duration and its energy, angle of rotation of the BBO crystal and measured spectra of the THz radiation.

## 3.2. $\mathbf{T H z}$ wave generation in gas cluster medium

We have found that yield of THz and X-Ray radiation from argon cluster beam, excited by high-intensity femtosecond laser pulses, differently depends on the laser pulse duration. THz yield strongly decreases when laser pulse duration is the shortest whereas X-Ray yield is maximal under these
conditions.
The difference in the optimal laser pulse duration for efficient generation of X-ray and THz radiation can be explained by the different times required for formation of electron subsystems in argon cluster. The population of outer electrons rises quickly during the first 50 femtoseconds and they are responsible for the generation of X-ray, that explains the maximal X-ray yield at the minimal pulse duration in our experiments. Whereas the inner electrons of the cluster are responsible for the generation of THz radiation. The inner electrons multiply slowly and their population reachs maximum at the time scale of about hundreds femtosecond, that can be attributed to the enhancement of THz yield at $\tau \approx 250$ fs in our experiments. At the later stages the population of outer electrons begins to rise again that may cause the decrease in THz signal. Usage of twocolor excitation scheme results in enhancement of the THz yield and does not change yield of the X-Ray radiation.

## 4. Conclusions

With respect to the case of THz wave generation from airplasma, the bandwidth of THz wave generated from water film was somewhat narrower, but the intensity was more than one or two orders of magnitude stronger. In contrast to THz generation from air-plasma, for the single beam laser excitation of the water film, THz generation was more efficient for longer pulse duration. The experimental data from [2] supports the dipole approximation interpretation for normal incident and for the large angles of incident. For thin films of water after laser ionization such effect can be described by the model of micro-plasma for the case of deep focusing of radiation, which leads to formation of very small volume of highly ionized plasma. It is this volume that has to emit THz radiation under large conical angles. At the same time, under the one-color laser excitation forward radiation is also possible, if the volume of highly dense plasma has clear boundaries. Such mechanism was predicted theoretically earlier, however, it has not yet been proved experimentally.
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#### Abstract

The talk will provide an overview of our recent technological developments of miniaturized Terahertz quantum cascade lasers (QCLs) operating in continuous wave (CW) with state of the art performances, controlled and directional beam profiles and fine control of the spectral bandwidth.


## 1. Introduction

Quantum cascade lasers (QCLs) operating at THz frequencies have undergone rapid development since their first demonstration. ${ }^{1}$ Typically, continuous-wave (CW) operation is required to target application needs, combined with a low divergent spatial profile in the far-field, and a fine spectral control of the emitted radiation. ${ }^{2}$ This, however, is very difficult to achieve in practice both when single-mode emission and multimode emission are required. Here we report on the development of THz QCLs exploiting a novel lithographic configurations to address simultaneously the need for: i) low divergence; ii) singlemode emission; iii) high power; iv) high wall-plug efficiency; v) continuous wave operation. ${ }^{3}$
We devised a set of in-plane emitting 1D-wire lasers exploiting a corrugated wire laser cavities, employing a feedback grating provided by the sinusoidal lateral corrugation, weakly coupled into free-space. In this latter case, holes with diameters ( $10 \mu \mathrm{~m}$ ), significantly smaller than the emitted radiation wavelength, have been periodically patterned onto the top surface with a periodicity equal to the extraction wave-vector $\mathrm{k}_{\mathrm{ex}}$, to allow efficient point-like isotropic vertical extraction (Figs.1a,b). This new architecture overcomes all the present technological limits in optimizing the performance of THz QCLs, and has led to the achievement of low-divergent beams ( $10^{\circ}$ ) (Fig.1c), singlemode emission, very high slope-efficiencies ( $250 \mathrm{~mW} / \mathrm{A}$ ), and stable CW operation. ${ }^{3}$
Simultaneously, we also devised novel broadband coherent light sources: quasi crystal ${ }^{4,5}$ or random ${ }^{6} \mathrm{THz}$ laser embedding a QCL heterostructure (Fig. 1d) capable to produce coherent broadband radiation with up to 10 spectral lines around a central frequency of 3.1 THz combined with an almost diffraction limited far-field emission profile and ~ 80 mW of optical power (Fig.1e).
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#### Abstract

The propagation of monochromatic electromagnetic waves in a cylindrical waveguide filled with nonlinear inhomogeneous media is considered. The physical problem is reduced to solving a transmission eigenvalue problem for a system of ordinary differential equations. Spectral parameters of the problem are propagation constants of the waveguide. For the numerical solution, a method is proposed based on solving an auxiliary Cauchy problem (a version of the shooting method). As a result of comprehensive numerical modeling, new propagation regimes are discovered.


## 1. Introduction

Theory of propagation of electromagnetic waves in circular dielectric waveguide is well elaborated in the linear case, i.e. when the waveguide is filled with linear isotropic homogeneous medium [1, 2]. It is well-known that there are two types of azimuthal-symmetric electromagnetic polarized waves: TE- and TM-waves.

In this work we consider a circular metal-dielectric waveguide filled with nonlinear isotropic inhomogeneous medium. We will assume that medium in the waveguide is described by the Kerr law. In this case two types of azimuthally-symmetric electromagnetic polarized TE- and TM-waves also exist (see [3] for TE-waves and [4] for TMwaves).

A numerical method proposed for the determination of the propagation constants for TE and TM cases (see [5, 6, 7]) can be applied for numerical study of the propagation of hybrid waves.

## 2. Statement of the problem

Consider three-dimensional space $\mathbb{R}^{3}$ with the cylindrical coordinate system $O \rho \varphi z$. A circular cylindrical waveguide placed in $\mathbb{R}^{3}$ along $O z$-axis is filled with isotropic nonmagnetic medium and has the cross section $\Sigma:=$ $\left\{(\rho, \varphi, z): r_{0} \leq \rho<r, 0 \leq \varphi<2 \pi\right\}$. We assume $\mu=\mu_{0}$, where $\mu_{0}>0$ is the permeability of vacuum. The waveguide is unlimitedly continued in the $z$ direction.

We assume that the fields $\tilde{\mathbf{E}}, \tilde{\mathbf{H}}$ depend harmonically on time [8]. It is obvious that $\left|\mathbf{E} e^{-i \omega t}\right|=|\mathbf{E}|$. This allows us to rewrite Maxwells equations for the complex ampli-
tudes $\mathbf{E}, \mathbf{H}$ :

$$
\left\{\begin{align*}
\operatorname{rot} \mathbf{H} & =-i \omega \varepsilon \mathbf{E}  \tag{1}\\
\operatorname{rot} \mathbf{E} & =i \omega \mu_{0} \mathbf{H}
\end{align*}\right.
$$

Complex amplitudes of electromagnetic field $\mathbf{E}, \mathbf{H}$ satisfy the Maxwell equations (1); the tangential components of the electric field vanish on the perfectly conducting surfaces $\rho=r_{0}$ and $\rho=r$.

Waves propagating along the boundary depend on $z$ as $e^{i \gamma z}$, where $\gamma$ is unknown spectral parameter (propagation constant). We will assume that $\gamma$ is real. Obviously, $\left|\mathbf{E} e^{i \gamma z}\right|=|\mathbf{E}|$ does not depend on $z$. Thus, the components $E_{\rho}, E_{\varphi}, E_{z}, H_{\rho}, H_{\varphi}, H_{z}$ have the following form:

$$
\begin{array}{lll}
\widetilde{E}_{\rho} \equiv E_{\rho}(\rho) e^{i \gamma z}, & \widetilde{E}_{\varphi} \equiv E_{\varphi}(\rho) e^{i \gamma z}, & \widetilde{E}_{z} \equiv E_{z}(\rho) e^{i \gamma z} \\
\widetilde{H}_{\rho} \equiv H_{\rho}(\rho) e^{i \gamma z}, & \widetilde{H}_{\varphi} \equiv H_{\varphi}(\rho) e^{i \gamma z}, & \widetilde{H}_{z} \equiv H_{z}(\rho) e^{i \gamma z}
\end{array}
$$

and fields $\tilde{\mathbf{E}}, \tilde{\mathbf{H}}$ can be represented as

$$
\begin{aligned}
& \tilde{\mathbf{E}}=\operatorname{Re}\left\{\left(E_{\rho} e^{i(\gamma z-\omega t)}, E_{\varphi} e^{i(\gamma z-\omega t)}, E_{z} e^{i(\gamma z-\omega t)}\right)^{T}\right\} \\
& \tilde{\mathbf{H}}=\operatorname{Re}\left\{\left(H_{\rho} e^{i(\gamma z-\omega t)}, H_{\varphi} e^{i(\gamma z-\omega t)}, H_{z} e^{i(\gamma z-\omega t)}\right)^{T}\right\} .
\end{aligned}
$$

We suppose that permittivity inside the waveguide $\Sigma$ has the form

$$
\begin{equation*}
\varepsilon=\varepsilon_{0}\left(\varepsilon(\rho)+\alpha\left(\left|\mathrm{E}_{\rho}\right|^{2}+\left|\mathrm{E}_{\varphi}\right|^{2}+\left|\mathrm{E}_{z}\right|^{2}\right)\right) \tag{2}
\end{equation*}
$$

where $\varepsilon(\rho)$ is a smooth function and $\alpha>0$ is a real constant.

Rewrite system (1) in the expanded form and after simple transformations we get

$$
\left\{\begin{array}{l}
\gamma^{2} u_{1}+\gamma u_{3}^{\prime}=k_{0}^{2} \varepsilon u_{1}  \tag{3}\\
\left(\rho^{-1}\left(\rho u_{2}\right)^{\prime}\right)^{\prime}-\gamma^{2} u_{2}=-k_{0}^{2} \varepsilon u_{2} \\
\gamma \rho^{-1}\left(\rho u_{1}\right)^{\prime}+\rho^{-1}\left(\rho u_{3}^{\prime}\right)^{\prime}=-k_{0}^{2} \varepsilon u_{3}
\end{array}\right.
$$

where $k_{0}^{2}=\omega^{2} \mu_{0} \varepsilon_{0}>0, k_{0}$ is the wavenumber of free space, and

$$
u_{1}(\rho):=E_{\rho}(\rho), u_{2}(\rho):=E_{\varphi}(\rho), u_{3}(\rho):=i E_{z}(\rho) .
$$

Formulate Problem $P_{H}$ : find real values $\gamma$ such that there are functions $u_{1}, u_{2}$, and $u_{3}$ such that: $|\mathbf{u}|^{2} \not \equiv 0, u_{1}$, $u_{2}$, and $u_{3}$ are the solutions of equations (3) and functions $u_{2}$ and $u_{3}$ vanish at $\rho=r_{0}$ and $\rho=r$.

## 3. Numerical method and results

The method under consideration makes it possible to find (normalized) propagation constant $\gamma$. Consider the Cauchy problem for the system of equations (3) with the following initial conditions

$$
u_{1}(r):=C_{1}, u_{2}(r):=0, u_{2}^{\prime}(r):=C_{2}, u_{3}(r):=0
$$

Represent functions $u_{2}$ and $u_{3}$ on the boundary $\rho=r$ as the following expression

$$
\begin{equation*}
u_{1}(r)=C \cos \theta, u_{2}^{\prime}(r)=C \sin \theta \tag{4}
\end{equation*}
$$

where constant $C>0$ (value of field on the boundary) is supposed to be known and parameter $\theta \in[0,2 \pi]$. We choose condition (4) to relate the constants $C_{1}$ and $C_{2}$.

Using the transmission condition on the boundary $r_{0}$ we obtain the following system of dispersion equations

$$
\left\{\begin{array}{r}
\Delta_{E}(\gamma):=u_{2}\left(r_{0} ; \gamma, \theta\right)=0,  \tag{5}\\
\Delta_{M}(\gamma):=u_{3}\left(r_{0} ; \gamma, \theta\right)=0,
\end{array}\right.
$$

where quantities $u_{2}\left(r_{0}\right)$ and $u_{3}\left(r_{0}\right)$ are obtained from the solution to the Cauchy problem.

Choosing the value of constant $C$ and variate the values of angular parameter $\theta$, we can determine (numerically) the solutions of the equations $\Delta_{E}=0$ and $\Delta_{M}=0$.

For the numerical solution of Problem $P_{H}$ a method based on the solution to the auxiliary Cauchy problem is proposed (see [9]). The following values of parameters are used for calculations: $C=1, r_{0}=$ $2, r=5, \varepsilon=4, \alpha=0.1$.

In Fig. 1 the dependence $\gamma(\omega)$ is plotted. We call $\gamma(\omega)$ the dispersion curve (DC). Red line corresponds to the nonlinear hybrid wave, green and blue curves correspond to the linear TE- and TM-waves, respectively. A grey dashed angle is the domain where the linear problems have a solution. The vertical dotted black line corresponds to the circular frequency $\omega=1$. Eigenvalues of a particular problem are points of intersections of this dotted line with the DCs;


Figure 1: DCs for linear TE, TM and nonlinear hybrid waves. Marked eigenvalues: linear TE eigenvalue $\gamma \approx$ 1.674 (green dot); linear TM eigenvalue $\gamma \approx 1.719$ (blue dot); nonlinear hybrid eigenvalue $\gamma \approx 2.761$ (red dot).

## 4. Conclusion

Numerical results which predict the existence of nonpolarized azimuthal-symmetric waves in a metal-dielectric waveguide are presented. An interesting fact is that these waves do not correspond to nonlinear TE and TM polarized waves. Natural question that arises is to check experimentally existence of nonlinear hybrid waves.
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#### Abstract

Proceeding from the discovery of complex singularities of the scattering matrix of a multi-layered parallel-plane dielectric inclusion in a waveguide of rectangular cross section, a method is proposed for justifying unique reconstruction of the layer permittivities. The technique is extended to the analysis of more complicated dielectric inclusions placed in waveguides of arbitrary cross section.


## 1. Introduction

Consider the scattering of a normal waveguide mode by a multi-layered parallel-plane dielectric inclusion placed in a waveguide of rectangular cross section (Fig. 1). Recent discovery [1] of complex singularities of the transmission coefficient for this structure significantly impacts upon the methodology of solving the inverse problem of reconstructing layer permittivities. The case of one layer constitutes here an in-demand inverse waveguide problem that finds applications in many standard devices and experimental setups (see e.g. [2] and references therein). Construction of techniques that guarantee non-ambiguous reconstruction of the layer permittivity from the measured transmission/reflection coefficients is an urgent task. In this study we develop an approach [3] aimed at justification of a reconstruction technique that employs information about singularities and extrema of the scattering matrix elements in the complex domain.


Figure 1: Multi-layered parallel-plane dielectric inclusion in a waveguide of rectangular cross section.

## 2. Singularities of the transmission coefficient

### 2.1. Single-layer case

The case of one layer constitutes a canonical setting. For the established time-harmonic ( $\sim e^{-i \omega t}$ ) solution of the Maxwell's equation in the waveguide with a one-layer
inclusion, the transmission coefficient acquires an explicit form [4]
$F=F(z)=\frac{\exp (i s t)}{g(z)}, \quad g(z)=\cos t z+i Z(z) \sin t z$,
$Z(z)=\frac{1}{2}\left(\frac{z}{s}+\frac{s}{z}\right), \quad z=z\left(\varepsilon_{1} ; f\right)=\left(\varepsilon_{1}-\pi^{2} /\left(k_{0} a\right)^{2}\right)^{1 / 2}$, $s=s(f)=\left(1-\pi^{2} /\left(k_{0} a\right)^{2}\right)^{1 / 2}, t=k_{0} d_{1}, \varepsilon_{1}$ is the inclusion permittivity, $a$ is the waveguide width, $k_{0}=\frac{\omega}{c}$ is the freespace wavenumber, $\omega=2 \pi f, c$ is the speed of light in vacuum, and $f$ is the frequency. For the functions in (1), the following statements are valid [1, 4]:

- $|g(z)| \geq 1,|F(z)| \leq 1$ for $\operatorname{Im} z \leq 0, \operatorname{Im} t=0$;
- $\left|g\left(z_{m}^{*(i)}\right)\right|^{\prime}=0, \quad z_{m}^{*(1)}=\pi m / t, \quad z_{m}^{*(2)} \in\left(z_{m}^{*(1)}, z_{m+1}^{*(1)}\right)$, $m=1,2, \ldots$;
- $|F(z)|$ has alternating minima at $z_{m}^{*(2)}$ and maxima at $z_{m}^{*(1)}$ where $\left|g\left(z_{m}^{*(1)}\right)\right|=\left|F\left(z_{m}^{*(1)}\right)\right|=1$

These properties of the transmission coefficient follow from the statements partially proved in [2, 3]: functions $g(z)$ and $g^{\prime}(z)$ have each infinitely many complex zeros, all with nonzero imaginary part, forming infinite countable sets

$$
S^{(j)}=S^{(j)+} \bigcup S^{(j)-}, S^{(1) \pm}=\left\{\xi_{m}^{ \pm}\right\}_{m=1,2}
$$

where $S^{(j)+}, S^{(j)-}$ are situated in the first and third quadrants of the complex $z$-plane, $j=1,2$ correspond, respectively, to $g(z)$ and $g^{\prime}(z)$, and $\operatorname{Re} \xi_{m}^{ \pm}$ asymptotically approach $\pm \pi m$ as $m \rightarrow \infty$ (see Fig. 2). Consequently, $F(z)$ is a meromorphic function with a set of poles $S^{(1)}$ having neither zeros nor real singularities.

### 2.2. Multi-layered inclusions

Using perturbation theory and small-parameter method, one can generalize the results of Section 2 and show [1, 3] that for any number $n$ of layers in a multi-layered dielectric inclusion (diaphragm) the transmission coefficient considered w.r.t. longitudinal wavenumber of each particular layer (denoted by $z$ in the single-layer case) has infinitely many complex poles. In view of this, one can state that in a multi-layer diaphragm each layer $L_{p}$ generates [4] its own
singularity set which forms a hypersurface $S_{p}{ }^{(j)}$ continuous w.r.t. the problem parameters such as frequency $f$ and layer


Figure 2: Typical hyperbola-like distribution on the complex plane $z$ of the first 20 poles of the transmission coefficient for a single-layer parallel-plane dielectric inclusion in a waveguide of rectangular cross section at five values of $t=k_{0} d_{1}=1,0.8,0.6,0.4,0.2$ (upper curve: $t=0.2$ ).
widths $d_{p}, p=1,2, \ldots, n$, the total singularity set being a union of all sets $S_{p}{ }^{(j)}$.

## 3. Analysis of unique solvability

### 3.1. Permittivity reconstruction for one layer of a multilayered diaphragm

Permittivity $\varepsilon_{p}$ of a $p$ th layer of an $n$-layer diaphragm is obtained by solving the equation

$$
\begin{equation*}
F\left(z_{p}\left(\varepsilon_{p}\right) ; f ; \mathrm{P}\right)=T, z_{p}=\left(\varepsilon_{p}-\pi^{2} /\left(k_{0} a\right)^{2}\right)^{1 / 2}, \tag{2}
\end{equation*}
$$

w.r.t. $z_{p}$, where $T$ is the (measured) transmission data, P is a vector comprising all problem parameters (given in measurements), and $F$ is determined explicitly using a recursion [4]; equation (2) defines $\varepsilon_{p}=\varepsilon_{p}(f ; \mathrm{P})$ as an implicit function. For a single-layer case $F$ is given by (1). The information about the location of singularity and 'extremal' sets of $F$ allows one to justify correct determination of real or complex permittivity by specifying domains in the complex $\varepsilon_{p}{ }^{-}$or $z_{p}$-plane where $F$ is one-to-one; that is, the domains free from the singularities of $F$.

### 3.2. The case of real permittivity

Finding real permittivity from (2) is incorrect [3] (already for the exact data $T$ ) because for a specified frequency interval, $T$ must belong to the range of $F\left(z_{p}\left(\varepsilon_{p}\right) ; f ; \mathrm{P}\right)$ considered on the given interval $I_{\text {apr }}=\left(\varepsilon_{a p r}^{*}<\varepsilon_{p}<\varepsilon_{a p r}^{* *}\right)$ of the a-priori known permittivity values; this range forms a curve on the complex plane $F$ (a set of measure zero); equation (2) becomes overdetermined, so that additional conditions must be imposed on its righthand side to guarantee the solvability; and small perturbation of data $T$ (occurring when the data is noisy) removes it from the 'permitted' set (a signature curve) so that the frequency interval must be changed and adjusted in
order to provide unique solvability of (2). It can be shown, following [3, 5], that in the single-layer case, $F\left(z\left(\varepsilon_{1}\right) ; f ; \mathrm{P}\right)$ is one-to-one w.r.t. real permittivity on the frequencydependent intervals

$$
\begin{gather*}
I_{k}^{*}=\left(\varepsilon_{2 k}^{*}(f), \varepsilon_{2 k+2}^{*}(f)\right)  \tag{3}\\
\varepsilon_{n}^{*}(f)=(c / 2)^{2}\left(1 / a^{2}+n^{2} / d_{1}^{2}\right) / f, n=0,1, \ldots
\end{gather*}
$$

where unique permittivity reconstruction is possible, and for complex permittivities belonging to the rectangles $D_{F, n}=\left\{\varepsilon_{2 n}^{*}<\operatorname{Re} \varepsilon_{1}<\varepsilon_{2 n+2}^{*},-\infty<\operatorname{Im} \varepsilon_{1}<\varepsilon_{i m}^{* \max }\right\}, \quad n=0,1, \ldots$ for a certain $\varepsilon_{\max }^{* i m}>0$.

### 3.3. Generalization to the $\boldsymbol{n}$-layer structure

The results of Section 3 concerning unique solvability are generalized to the case of $n$-layer diaphragms in terms of the analysis of corresponding equation (2). The generalization employs the multi-parameter setting [3] when the sought permittivities of one or several layers of an $n$-layer inclusion are determined from (2) as implicit vector-functions of several complex variables. The singularity sets are obtained in the form of hypersurfaces using a version of the Cauchy-Kowalevski theorem.

## 4. Conclusions

A justification is proposed for the unique reconstruction of permittivities of multi-layered parallel-plane dielectric inclusion in a rectangular waveguide from the measured transmission data which may be noisy. The justification technique employs the knowledge about the location of complex singularities of the transmission coefficient and can be extended to more complicated dielectric inclusions and waveguides of arbitrary cross section.
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#### Abstract

We consider iteration methods which can be used for numerical solution of volume singular integral equations (VSIEs) describing many classes of 3D electromagnetic scattering problems.


## 1. Introduction

To solve the integral equation numerically, one reduce it to a system of linear algebraic equations (SLAE). It is clear that we must apply only iteration methods [1]. Number $T$ of arithmetic operations that guarantees the required accuracy of solution and memory volume $M$ required for the implementation of the algorithm are the main efficiency criteria for any numerical algorithm. Multiplication of matrix SLAE by vector is the most laborious operation of the iteration method. Therefore, the number of multiplications for the implementation of a particular algorithm will be called the number of iterations.

## 2. Iteration methods

We consider two classes of iteration methods. Usually, the integral equations under study are solved by the iteration algorithm called generalized minimal residual algorithm (GMRES) and its various modifications. When this method is applied the iteration parameters are determined in the course of calculations and depend on the current iteration index. Such methods may be called nonstationary iteration algorithms. There is another family of iteration methods called stationary iteration algorithms for which the iteration parameters are determined before the iteration procedure.

### 2.1. Nonstationary algorithms

By using Poynting theorem, we prove that GMRES algorithms may be applied for numerical solution considered VSIEs [1, 2]. However, their implementation requires comparatively large amount of computer memory. We also present other nonstationary algorithm - iteration method of gradient descent. Unlike the majority of iteration techniques, the proposed iteration procedure does not require any additional conditions, apart from the requirement that the initial SLAE is uniquely solvable for any right-hand side, i.e. the system determinant is nonzero.

However, the convergence of iterations is not so high as for GMRES algorithms.

### 2.2. Stationary algorithms

We present two stationary algorithms - generalized method of simple iteration and generalized Chebyshev iteration method [3]. These techniques demand knowledge of the spectrum localization on the complex plane. It is not possible to obtain this information for the majority of considered problems. However, one can do it a number of important particular cases. For low-frequency problems we show the spectrum localization on the complex plane in general case [3, 4]. Therefore, above-mentioned stationary methods can be effectively used for numerical solution of VSIEs in low-frequency case.

## 3. Conclusions

We present iteration methods which can be used for numerical solution of VSIEs of electromagnetics. We also demonstrate some numerical results concerning convergence iterations to solution for the considered methods.
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#### Abstract

By using integral equations, we consider the problems of electromagnetic scattering on 3D inhomogeneous dielectric objects in presence of perfectly conducting surfaces. We also present method for the numerical solution of these problems.


## 1. Introduction

We consider the following class of 3D electromagnetic scattering problems. The medium in a finite domain $Q$ is characterized the permittivity tensor-function. Outside the domain $Q$, the medium parameters are constant and isotropic. There is a bounded perfectly conducting surface (or a system of surfaces) $S$ outside $Q$. The problem is to determine the electromagnetic field excited in the medium by a given external field.

## 2. Analysis of the problems

We formally reduce (with unknown Green tensor function) these problems to the volume singular integral equations (VSIEs) with respect of electric field in domain $Q$ [1]. Then, we see that the singular part of considered VSIEs is the same as for VSIEs describing the electromagnetic scattering problems without perfectly conducting surface $S[2,4,5]$. By using the theory of singular integral equations [3] and taking into account the above-mentioned assertion, we obtain the statements relating to uniqueness and solvability considered problems.

## 3. Numerical results

To construct a method for solving our problems we reduce the problems to the system of integral equations: VSIEs in the domain $Q$ and hypersingular integral equations on the surface $S$ [1]. The unknown functions in the equations are the electric field in the domain $Q$ and the electric current on the surface $S$. We introduce functional space $W$ consisting of square integrable functions for the electric field and functions for the current satisfying the conditions: currents belong to square integrable functions; divergence of the currents also belong to square integrable functions. We use the Galerkin method to solve system of integral equations numerically. Let $H$ belonging to $W$ be a finite-dimensional
space describing the solution of our system with sufficient accuracy. We define a basis of this space and seek an approximate solution of the system of integral equations as superposition of the basis functions with unknown coefficients. By using Galerkin method, we obtain the system of linear algebraic equations (SLAE) with respect of unknown coefficients. We prove that for any real parameters of the medium in $Q$ and nonclosed surface (or surfaces) $S$ there exists a unique solution of SLAE [1].

## 4. Conclusions

We reduce problems on scattering of electromagnetic waves on 3D dielectric structures in presence of bounded perfectly conducting surfaces to system of integral equations. We use results of theory of singular integral equations to study these problems mathematically and suggest numerical method.
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#### Abstract

Solved the problem of synthesis of an inhomogeneous anisotropic impedance plane, on which two uniform plane waves of orthogonal polarizations fall from different directions. The synthesized plane reflects these waves in a given direction with the required transformation of the plane of polarization. Obtained the reflection coefficients. Formulated the limitations on the class of scattering diagrams implemented using a dense array of orthogonal reactant strips. Numerical results are presented.


## 1. Introduction

In systems of communication, telemetry data transfer, radio astronomy [1], [2] it is often necessary to have a reflector antenna radiating an electromagnetic wave in one direction by means of two spaced apart irradiators. In this case, the isolation between the irradiators should be maximized, for example, due to their work on orthogonal polarizations. The mirror in this case must sum up the incident irradiator fields in a given direction with the corresponding polarization transformation (acting as a polarizer). For example, for incidence of two waves of orthogonal linear polarizations, they are transformed into a linear polarized wave rotated by a given angle or into a wave of rotating polarization. The coefficient of use of the aperture of the antenna reflector should be at the maximum. It is possible to implement such a reflector by means of an impedance non-specular reflecting surface with inhomogeneous anisotropic impedance. The effectiveness of controlling the characteristics of scattering and radiation was demonstrated in papers [3] $\div[6]$.
The design of reflectors that provide simultaneous reflection in a given direction with transformation of the plane of polarization requires the solution of the problem of synthesis of an anisotropic inhomogeneous electrodynamic structure. For highly directional antennas with reflectors of large electrical dimensions, the solution of such problems can be obtained approximately, for example, by the method of physical optics. In this case, it is necessary to know the reflection coefficients of an anisotropic inhomogeneous plane.

At present, the papers $[3] \div[6]$ are known in which the synthesis problems of inhomogeneous isotropic and anisotropic scatterers have been solved in a given direction of the reflected beam on the coherent [7], [9]:[13] and cross [14], [15] polarizations. There are also known papers [16], [17], devoted to the development of polarization converters of the reflective type. In [18], the two-dimensional problem of synthesis of an isotropic impedance surface of an arbitrary normal cross section, excited by a finite number of irradiators located at given points of space, is solved for the required direction of maximum radiation. With two separate irradiators, at each point of the impedance plane, there are two incident beams, which it must reflect in the given direction with a polarization transformation. The reflection coefficients for such cases are unknown in the literature.
Therefore, the goal of this paper is: the solution of the problem of synthesis of an inhomogeneous anisotropic plane onto which two plane waves of orthogonal polarizations incident from different directions; search for the distribution law of a purely reactive impedance over a given direction of wave reflection with the required transformation of the plane of polarization; determination of reflection coefficients and constraints on the class of implemented scattering diagrams.

## 2. Formulation of inverse problem

Suppose that on the surface S ( $\mathrm{y}=0$ ) (fig. 1,a,b) the impedance boundary conditions of Leontovich are met:

$$
\begin{equation*}
[\mathbf{n}, \mathbf{E}]=-\hat{Z}[\mathbf{n}[\mathbf{n}, \mathbf{H}]] . \tag{1}
\end{equation*}
$$

Surface impedance is implemented using a dense array of orthogonal bands oriented at an angle $\alpha$ to the axis $z$ (fig. 1,b) with a diagonal tensor $\hat{Z}$ :

$$
\hat{Z}=\left|\begin{array}{cc}
Z_{E} & 0  \tag{2}\\
0 & Z_{M}
\end{array}\right|,
$$

where

$$
\begin{equation*}
E_{u}=-Z_{E} H_{v} ; \quad E_{\mathrm{v}}=Z_{M} H_{u} . \tag{3}
\end{equation*}
$$


a)

b)

Figure 1: For the statement of the problem.
Along the z axis, the system is homogeneous - the problem is two-dimensional.
Plane E-polarized wave incidents onto the surface S (fig.1) from the direction $\varphi_{\mathrm{i}, \mathrm{e}}$

$$
\begin{equation*}
E_{z}^{i}=E_{0}^{i} e^{i k x \cos \varphi_{i, e}} ; H_{x}^{i}=-\sin \varphi_{i, \mathrm{e}} E_{z}^{i}, \tag{4}
\end{equation*}
$$

and from the direction $\varphi_{\mathrm{ih}}$ - plane H-polarized wave

$$
\begin{equation*}
H_{z}^{i}=H_{0}^{i} e^{i k x \cos \varphi_{i, h}} ; \quad E_{x}^{i}=\sin \varphi_{i, h} H_{z}^{i}, \tag{5}
\end{equation*}
$$

where $\mathrm{k}=2 \pi / \lambda ; \lambda$ is the incident wave's length.
Let's find the components

$$
\begin{gather*}
\mathrm{Z}_{\mathrm{E}}(\mathrm{x})=\mathrm{iX}_{\mathrm{E}}(\mathrm{x})\left(\operatorname{ReZ}_{\mathrm{E}}=0\right) ; \\
\mathrm{Z}_{\mathrm{M}}(\mathrm{x})=\mathrm{iX}_{\mathrm{M}}(\mathrm{x})\left(\operatorname{ReZ}_{\mathrm{M}}=0\right) \tag{6}
\end{gather*}
$$

of the tensor (2) of reactant structure and the orientation of the strips of the system $\alpha(\mathrm{x})$, providing reflection of the wave $\mathrm{E}^{\mathrm{s}}, \mathrm{H}^{\mathrm{s}}$ from the plane $\mathrm{y}=0$ in the given direction $\varphi_{0}$ with the required polarization:

$$
\begin{equation*}
H_{z}^{S}=H_{0} \mathrm{e}^{\mathrm{i} \Psi_{0}} \mathrm{e}^{-\mathrm{i} k x \cos \varphi_{0}} ; \quad \mathrm{E}_{\mathrm{Z}}^{\mathrm{S}}=\mathrm{E}_{0} \mathrm{e}^{\mathrm{i} \Phi_{0}} \mathrm{e}^{-\mathrm{ikx} \cos \varphi_{0}} \tag{7}
\end{equation*}
$$

where $E_{0}=\Upsilon H_{0}$ and $\Phi_{0}, \Psi_{0}$ are given amplitudes and phases of the orthogonal components of the reflected field, which determine the polarization of the reflected wave.

The components of the impedance tensor and the electric field strength vector are normalized to the characteristic impedance of the free space $\mathrm{W}=120 \pi \mathrm{Ohm}$.

## 3. Basic layout features Reflection coefficients of an inhomogeneous impedance plane

We introduce the reflection coefficients as follows:

$$
\begin{equation*}
E_{z}^{s}=P_{11} E_{z}^{i}+P_{12} H_{z}^{i} ; \quad H_{z}^{s}=P_{21} E_{z}^{i}+P_{22} H_{z}^{i} \tag{8}
\end{equation*}
$$

Expressions for reflection coefficients for a plane with a system of orthogonal strips $\mathrm{Z}_{\mathrm{M}}, \mathrm{Z}_{\mathrm{E}}$ (see fig.1b) we obtain, using the impedance boundary conditions (3) and relations (4), (5), (7):

$$
\begin{gather*}
\mathrm{P}_{11}=\frac{\sin \varphi_{i, \mathrm{e}} \mathrm{Z}_{\mathrm{E}} \mathrm{Z}_{\mathrm{M}}-\sin \varphi_{0}+\sin \varphi_{0} \sin \varphi_{\mathrm{i}, \mathrm{e}} \mathrm{Z}_{22}-\mathrm{Z}_{11}}{\Delta} ; \\
\mathrm{P}_{22}=\frac{\sin \varphi_{i, \mathrm{~h}}-\sin \varphi_{0} Z_{\mathrm{M}} \mathrm{Z}_{\mathrm{E}}+\sin \varphi_{0} \sin \varphi_{\mathrm{i}, \mathrm{~h}} \mathrm{Z}_{22}-\mathrm{Z}_{11}}{\Delta} ; \\
\mathrm{P}_{12}=\sin \alpha \cos \alpha \frac{\left(\sin \varphi_{0}+\sin \varphi_{\mathrm{i}, \mathrm{~h}}\right)\left(\mathrm{Z}_{\mathrm{M}}-\mathrm{Z}_{\mathrm{E}}\right)}{\Delta} ; \\
\mathrm{P}_{21}=\sin \alpha \cos \alpha \frac{\left(\sin \varphi_{0}+\sin \varphi_{\mathrm{i}, \mathrm{e}}\right)\left(\mathrm{Z}_{\mathrm{E}}-\mathrm{Z}_{\mathrm{M}}\right)}{\Delta} \tag{9}
\end{gather*}
$$

where $\mathrm{Z}_{11}=\cos ^{2} \alpha \mathrm{Z}_{\mathrm{E}}+\sin ^{2} \alpha \mathrm{Z}_{\mathrm{M}} \quad ; \quad \mathrm{Z}_{22}=\sin ^{2} \alpha \mathrm{Z}_{\mathrm{E}}+$ $\cos ^{2} \alpha \mathrm{Z}_{\mathrm{M}} ; \quad \Delta=\left\{\cos ^{2} \alpha\left(\sin \varphi_{0}+\mathrm{Z}_{\mathrm{E}}\right)\left(\sin \varphi_{0} \mathrm{Z}_{\mathrm{M}}+1\right)+\right.$ $\left.\sin ^{2} \alpha\left(\sin \varphi_{0}+\mathrm{Z}_{\mathrm{M}}\right)\left(1+\sin \varphi_{0} \mathrm{Z}_{\mathrm{E}}\right)\right\} ;$
Formulas (8) for a homogeneous impedance plane $\left(\mathrm{Z}_{\mathrm{E}}(\mathrm{x})=\right.$ cons и $Z_{M}(x)=$ const $)$, when $\varphi_{0}=\pi-\varphi_{i}$, turn into wellknown ones [6]. The resulting reflection coefficients (9) allow us to find the scattered fields of anisotropic impedance structures, including those of arbitrary shapes and large electrical dimensions, by the method of physical optics.

## 4. Scattering diagrams

Expressions for scattering diagrams in E- and H-planes $\left(\mathrm{F}_{\mathrm{E}}(\varphi)\right.$ and $\mathrm{F}_{\mathrm{H}}(\varphi)$ ) taking into account (4), (5), (7) and (8) will take form:

$$
\mathrm{E}_{\mathrm{Z}}^{\mathrm{s}}(\mathrm{p})=\mathrm{H}_{0}^{(2)}(\mathrm{kr}) \mathrm{F}_{\mathrm{e}}(\varphi) ; \mathrm{H}_{\mathrm{z}}^{\mathrm{s}}(\mathrm{p})=\mathrm{H}_{0}^{(2)}(\mathrm{kr}) \mathrm{F}_{\mathrm{h}}(\varphi)
$$

where
$\mathrm{F}_{\mathrm{e}}(\varphi)=\frac{\mathrm{k}}{4} \int_{\mathrm{x}^{\prime}=-\infty}^{\infty}\left\{\left(\sin \varphi-\sin \varphi_{\mathrm{i}, \mathrm{e}}+\left(\sin \varphi_{0}+\right.\right.\right.$
$\left.\left.\sin \varphi) \mathrm{P}_{11}\right) \mathrm{E}_{\mathrm{z}}^{\mathrm{i}}+\left(\sin \varphi_{0}+\sin \varphi\right) \mathrm{P}_{12} \mathrm{H}_{\mathrm{z}}^{\mathrm{i}}\right\} \mathrm{e}^{\mathrm{ikx} x^{\prime} \cos \varphi} \mathrm{dx}^{\prime} ;$
$\mathrm{F}_{\mathrm{h}}(\varphi)=\frac{\mathrm{k}}{4} \int_{\mathrm{x}^{\prime}=-\infty}^{\infty}\left\{\left(\sin \varphi-\sin \varphi_{\mathrm{i}, \mathrm{h}}+\left(\sin \varphi_{0}+\right.\right.\right.$
$\left.\left.\sin \varphi) \mathrm{P}_{22}\right) \mathrm{H}_{\mathrm{z}}^{\mathrm{i}}+\left(\sin \varphi_{0}+\sin \varphi\right) \mathrm{P}_{21} \mathrm{E}_{\mathrm{z}}^{\mathrm{i}}\right\} \mathrm{e}^{\mathrm{ikx}} \cos \varphi \mathrm{dx}^{\prime}$
The first summands in the integrands (10) and (11) determine the shadow scattered field, which is equal to the scattering field of the «black» body model according to Kirchhoff [19]. When calculating the scattering fields of the reflector in the frontal hemisphere, they can be neglected.

## 5. Synthesis of the reactant plane

The required laws for the distribution of impedance or reactance can be obtained directly from (10) and (11) by setting:

$$
\left\{\begin{array}{l}
\left\{P_{22} H_{Z}^{i}+P_{21} E_{Z}^{i}\right\} e^{i k x^{\prime} \cos \varphi_{0}}=H_{0} e^{i \Psi_{0}} \\
\left\{P_{11} E_{Z}^{i}+P_{12} H_{Z}^{i}\right\} e^{i k x^{\prime} \cos \varphi \varphi_{0}}=E_{0} e^{i \Phi_{0}}
\end{array}\right.
$$

However, knowing the analytical representation of the incident and given reflected fields (4) $\div$ (7), the required impedance distribution law is easier to obtain directly from the boundary conditions (2).
Taking into account (3) for the components of the impedance tensor $Z_{E}(x), Z_{M}(x)$ we get:

$$
\begin{equation*}
Z_{E}=\frac{E_{X} \cos \alpha-E_{Z} \sin \alpha}{H_{x} \sin \alpha+H_{z} \cos \alpha} ; \quad Z_{M}=\frac{E_{x} \sin \alpha+E_{Z} \cos \alpha}{-H_{x} \cos \alpha+H_{Z} \sin \alpha} . \tag{12}
\end{equation*}
$$

Separating (12) into real and imaginary parts, we obtain conditions

$$
\begin{equation*}
\operatorname{Re}\left\{\dot{H}_{z} E_{x}-\dot{H}_{x} E_{z}\right\}=0 ; \quad \tan 2 \alpha=\frac{\operatorname{Re}\left[\dot{H}_{z} E_{x}+\dot{H}_{x} E_{z}\right]}{\operatorname{Re}\left[\dot{H}_{z} E_{z}-\dot{H}_{x} E_{x}\right]} \tag{13}
\end{equation*}
$$

which are constraints on the class of realized scattering diagrams with the help of the reactant structure (6) and determine the achievable values of the given reflection directions $\varphi_{0}$ of a wave and the possibility of transforming its polarization $\mathrm{E}_{0}, \mathrm{H}_{0}$ and $\Phi_{0}, \Psi_{0}$. Studies show that the
reactance plane, in addition to the given one in the direction of $\varphi_{0}$ invariably produces beams [15]:

$$
H_{z}^{Z}=H_{0}^{Z} e^{i k x \cos \varphi_{i, h}, E_{z}^{z}=E_{0}^{Z} e^{i k x \cos \varphi_{i, e}}, ~}
$$

specular to the incident ones.
As a result, it is possible to obtain amplitudes of the reflected fields $H_{0}, H_{0}^{Z}$ and $E_{0}^{Z}$ from (13) through the incident and given type of polarization of the main beam:

$$
\begin{gather*}
H_{0}^{Z}=-\frac{\sin \varphi_{0}-\sin \varphi_{i, h}}{\sin \varphi_{0}+\sin \varphi_{i, h}} H_{0}^{i} ; E_{0}^{z}=-\frac{\sin \varphi_{0}-\sin \varphi_{i, e}}{\sin \varphi_{0}+\sin \varphi_{i, e}} E_{0}^{i} \\
H_{0}=\sqrt{\frac{\left(\frac{2 \sin \varphi_{i, h}}{\sin \varphi_{0}+\sin \varphi_{i, h}} H_{0}^{i}\right)^{2}+\left(\frac{2 \sin \varphi_{i, e}}{\sin \varphi_{0}+\sin \varphi_{i, e}} E_{0}^{i}\right)^{2}}{1+\Upsilon^{2}}} . \tag{14}
\end{gather*}
$$

Angle of strip orientation $\alpha(x)$ turns out also to be (as shown in [13] $\div[17]$ ) a variable, the behavior of which is determined by the ratio of the angles $\varphi_{i, h}, \varphi_{i, e}, \varphi_{0}$ and the polarization of the reflected wave - $\mathrm{E}_{0}, \mathrm{H}_{0}$ and $\Phi_{0}, \Psi_{0}$.

## 6. Calculation results

As an example, consider the incidence of E - and H-polarized plane waves from directions $\varphi_{i, e}=30^{\circ}$ and $\varphi_{i, h}=60^{\circ}$ onto the reactant structure. The synthesized reactance (12) reflects them in the direction $\varphi_{0}=90^{\circ}$, transforming into a circularly polarized wave $\left(\Upsilon=1, \Delta \Psi=\Phi_{0}-\Psi_{0}=90^{\circ}\right)$. The distribution of reactances and the orientation of the strips are shown in fig. 2 and fig. 3 Scattering diagrams for a fragment of a plane $L=6 \lambda$ with such structure (see fig.1) are shown in fig.4. Here the red curve corresponds to the diagram $F h(\varphi)$, and blue one - to $F e(\varphi)$.


Figure 2: Law of distribution of reactances of strips .


Figure 3: The law of changing the orientation angle of reactant.


Figure 4: Scattering diagrams of a structure with parameters $\varphi_{i, e}=30^{\circ}, \varphi_{i, h}=60^{\circ}, \varphi_{0}=90^{\circ}$ and $\Upsilon=$ $1, \Delta \Psi=90^{\circ}$.

Figures 5-8 show the results of the synthesis of the fragment of the plane $\mathrm{L}=6 \lambda$ with given angles $\varphi_{i, e}=30^{\circ}$ and $\varphi_{i, h}=60^{\circ}$, creating in the direction $\varphi_{0}=45^{\circ}$ circular polarization field $\left(\Upsilon=1, \Delta \Psi=\Phi_{0}-\Psi_{0}=90^{\circ}\right)$.


Figure 5: Law of distribution of reactances of strips .


Figure 6: The law of changing the orientation angle of reactant.


Figure 7: Scattering diagrams of a structure with parameters $\varphi_{i, e}=30^{\circ}, \varphi_{i, h}=60^{\circ}, \varphi_{0}=45^{\circ}$ and $\Upsilon=$ $1, \Delta \Psi=90^{\circ}$.

Numerical studies have shown that in all the cases considered, the orientation of the reactance bands is of a significantly variable nature (see fig. 3 and fig.6). Fixing the angle $\alpha=$ const leads to a substantial distortion of the scattering diagrams.
And only for $\varphi_{0}=90^{\circ}$ and symmetric with respect to the angle of maximum scattering, the orientation angle of the reactant structure is a constant $\alpha=45^{\circ}$.

To illustrate what has been said, Fig. 8 and Fig. 9 show the results of synthesis of the fragment of the reactant plane $\mathrm{L}=6 \lambda$ of fixed orientation $\alpha=45^{\circ}$ with given angles $\varphi_{i, e}=30^{\circ}$ and $\varphi_{i, h}=120^{\circ}$, creating in the direction $\varphi_{0}=90^{\circ}$ circular polarization field $\left(\Upsilon=1, \Delta \Psi=\Phi_{0}-\Psi_{0}=90^{\circ}\right)$.


Figure 8: Law of distribution of reactances of strips


Figure 9: Scattering diagrams of a structure with parameters $\varphi_{i, e}=30^{\circ}, \varphi_{i, h}=120^{\circ}, \varphi_{0}=90^{\circ}$ and $\Upsilon=1, \Delta \Psi=90^{\circ}$.

Scattering diagrams (see fig. 4, fig. 7 and fig. 9) were calculated strictly, by solving integral equations on a fragment of an anisotropic reactant strip with width $L=6 \lambda$ relative to the orthogonal components of the total fields $E_{z}$ and $H_{z}$. In all the considered cases, as expected, the scattering diagrams of synthesized structures have specular lobes, and, the more the angles $\varphi_{i, e}$, and $\varphi_{i, h}$, differ from $\varphi_{0}$, the higher is their level, which corresponds to formulas (14).

## 7. Conclusions

Thus, in this paper we solve the problem of synthesis of an anisotropic reactant structure that reflects the incident plane waves of orthogonal linear polarizations in a given direction with the required polarization. Expressions for the reflection coefficients were obtained. Expressions for the reactances of orthogonal bands Z_E (x),Z_M (x) of anisotropic impedance and angle of their orientation (x) were obtained explicitly. Found the class of scattering diagrams implemented using the reactant structure. The results of explicit numerical calculations confirmed the validity of the obtained formulas.
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#### Abstract

Inverse problem for homogeneous anisotropic cylindrical impedance metasurface (MS) as substrate of conformal cylindrical antenna array is formulated and solved. Cylindrical phased antenna array model made of ribbons with traveling waves of longitudinal electric and magnetic currents. On MS, an input anisotropic thin-layered covering is placed. Radiation fields of an antenna array for linear copolarizations and cross-polarizations are found with eigen function method. The impedance tensor of MS is found, which ensures a given polarization of the radiation field of the antenna array for all observation angles.


## 1. Introduction

To construct of conformal phased antenna arrays (PAAs), impedance substrates, coverings and metasurfaces (MSs) are used [1-5]. Such impedance structures allow broadening functional capability of PAA and improving radiation characteristics, allow reducing return losses and radar cross section, allow improving weight and size characteristics (to create low profile, conformal arrays). In [2], the flat anisotropic impedance metasurface was suggested to control the polarization of the radiated field. Conformal input covers located on the external surface of the antennas can be used to control the scattering characteristics of antennas in higher frequency ranges.
In many cases, carriers of PAAs are objects of cylindrical form. Therefore, solutions of direct and inverse problems of wave excitation by antenna arrays located near impedance cylindrical MSs with input coatings are timely. The anisotropy of a cylindrical metasurface is also used to control the polarization characteristics of a phased array. The PAA itself can consist of simpler elements with linear polarization of radiation in free space. This can simplify the design and feed network of lattice elements.
In [3], the two-dimensional problem of controlling the radiation pattern of a current filament is considered using a homogeneous isotropic cylindrical metasurface by changing the surface impedance of the MS. In $[6,7]$, the synthesis
problems of an anisotropic impedance cylindrical surface were solved for a given polarization of the scattered field. In the paper, the inverse problem of impedance cylindrical metasurface as substrate of conformal cylindrical antenna array is considered. A PAA model is given in the form of ribbons of longitudinal electric and magnetic currents. A homogeneous impedance tensor MS from the deviator class, which provides a given polarization of the radiation field of the antenna array for all observation angles is found.

## 2. Formulation of inverse problem

Let the cylindrical MS infinite in the $z$-axis has a radius $r=a$ (Fig. 1) and is described by a normalized tensor (on $120 \pi$ Ohm) of equivalent surface impedance with the components $Z_{p q} ; p, q=1,2$.


Figure 1: The model of a cylindrical antenna array in the form of ribbons of currents near a metasurface with a coating.

On the external surface of the MS there is an input anisotropic thin-layered piecewise homogeneous coating. It has a total thickness $\delta$ and consists of $N$ layers, each layer is of thickness $\delta_{n}, n=1, \ldots, N$. Each coating layer is described by tensors of permittivity and permeability:

$$
\begin{equation*}
\hat{\varepsilon}^{(n)}=\left\|\varepsilon_{i j}^{(n)}\right\|, \quad \hat{\mu}^{(n)}=\left\|\mu_{i j}^{(n)}\right\|, \quad i, j=1,2,3 . \tag{1}
\end{equation*}
$$

The effect of the coating is taken into account approximately by means of two-sided boundary conditions [8] at the outer boundary $r=a+\delta=a_{N}$ of the metasurface with a coating:

$$
\begin{gather*}
E_{\varphi}=\frac{1}{i k(a+\delta)} \frac{\partial}{\partial \varphi}\left(D_{0} E_{r}-D_{1} E_{\varphi}-D_{2} E_{z}\right)+ \\
W_{0}\left[\left(Z_{12}-M_{21}\right) H_{\varphi}-\left(Z_{11}+M_{22}\right) H_{z}-M_{2} H_{r}\right] ; \\
E_{z}=\frac{1}{i k} \frac{\partial}{\partial z}\left(D_{0} E_{r}-D_{1} E_{\varphi}-D_{2} E_{z}\right)+  \tag{2}\\
W_{0}\left[\left(Z_{22}+M_{11}\right) H_{\varphi}-\left(Z_{21}-M_{12}\right) H_{z}+M_{1} H_{r}\right],
\end{gather*}
$$

where $k=2 \pi / \lambda$ is the wave number of free space; $D_{\mathrm{o}}, D_{p}$, $M_{p}, M_{p q}$ are the averaged parameters of the thin-layer coating:

$$
\begin{gather*}
D_{0}=i k \sum_{n=1}^{N} \delta_{n} / \varepsilon_{33}^{(n)} ; D_{p}=i k \sum_{n=1}^{N} \delta_{n} \varepsilon_{3 p}^{(n)} / \varepsilon_{33}^{(n)} \\
M_{p}=i k \sum_{n=1}^{N} \delta_{n} \mu_{p 3}^{(n)} / \mu_{33}^{(n)} ; \\
M_{p q}=i k \sum_{n=1}^{N} \delta_{n}\left(\mu_{p q}^{(n)}-\mu_{p 3}^{(n)} \mu_{3 q}^{(n)} / \mu_{33}^{(n)}\right) . \tag{3}
\end{gather*}
$$

The model of a circular antenna array of infinite ribbons of electric and magnetic longitudinal currents is located on a circle of radius $r_{0} \geq a_{N}$ and is given by the angular coordinates of the midpoints of the ribbons $\varphi_{q}$ and the angular width of the ribbons $\Delta \varphi_{q}, q=1, \ldots, Q$ (Fig. 1).
The current densities vary along the ribbons according to the traveling wave law with the phase coefficient $h_{1}=k \cos \theta_{0}$. The angle $0<\theta_{0}<\pi$ characterizes the direction of the beam phasing and is reckoned from the longitudinal axis $z$ of the lattice. In the transverse azimuth direction (along the width of the ribbons), the current densities can vary according to known laws [5]:

$$
\begin{align*}
& \vec{j}^{e(m)}=\vec{i}_{z} \delta\left(r^{\prime}-r_{0}\right) e^{-i h_{1} z^{\prime}} \sum_{q=1}^{Q} J_{0 z}^{e(m)} f_{z q}\left(\varphi^{\prime}\right),  \tag{4}\\
& f_{z q}\left(\varphi^{\prime}\right)=\left\{\begin{array}{cc}
f_{z q}\left(\varphi^{\prime}\right), & \varphi^{\prime} \in\left[\varphi_{q}-\Delta \varphi_{q} / 2 ; \varphi_{q}+\Delta \varphi_{q} / 2\right] ; \\
0, & \varphi^{\prime} \notin\left[\varphi_{q}-\Delta \varphi_{q} / 2 ; \varphi_{q}+\Delta \varphi_{q} / 2\right],
\end{array}\right. \tag{5}
\end{align*}
$$

where $f_{z q}\left(\varphi^{\prime}\right)$ is the amplitude-phase angular distribution of the current density along the width of the $q$-th ribbon, normalized to complex current amplitudes $J_{0 z}^{e(m)}$.
Let us find the MS impedance tensor providing a predetermined PAA radiation field polarization which the same for all angles of observation in the far zone. We will seek the solution of the inverse problem for homogeneous impedance MSs from the deviators' class [6, 7]:

$$
\begin{gather*}
Z_{11}=Z_{22}=0, Z_{12}=-Z_{21}{ }^{*}=D \exp (i \psi), \\
|D| \in[0, \infty], \psi \in(-\pi, \pi] . \tag{6}
\end{gather*}
$$

## 3. Far field of the spatial wave of the PAA model

The solution of the problem of exciting of the metasurface and covering by currents (4) is obtained by the method of eigenfunctions [9]. The required field must satisfy the Maxwell equations for $r>a_{N}$, the boundary conditions (2) for $r=a_{N}$ and the radiation conditions at infinity for $r \rightarrow \infty$. At the observation point of the total far field for $r>r r^{\prime}$ we introduce a linearly orthogonal left (with respect to the direction on the MS) polarization base. We direct the base unit vectors perpendicular to the direction of the phasing of the beam (Fig. 1):

$$
\begin{equation*}
\vec{i}_{1}=\vec{i}_{\varphi}, \quad \vec{i}_{2}=\vec{i}_{\tau}=\vec{i}_{z} \sin \theta_{0}-\vec{i}_{r} \cos \theta_{0} . \tag{7}
\end{equation*}
$$

The solution of the problem gives the following expressions for the projections of the total field of the PAA to the base vectors in the spherical coordinate system $\left(\theta \neq 0^{\circ}\right)$ in the matrix form:

$$
\left\|\begin{array}{l}
E_{\varphi}  \tag{8}\\
E_{\tau}
\end{array}\right\|=\sqrt{\frac{2 i}{\pi v_{1} r}} \frac{v_{1} r_{0}}{4} e^{-i v_{1} r-i h_{1} z}\left\|\begin{array}{ll}
g_{11}(\varphi) & g_{12}(\varphi) \\
g_{21}(\varphi) & g_{22}(\varphi)
\end{array}\right\|\left\|\begin{array}{l}
J_{0 z}^{m} \\
J_{0 z}^{e} W_{0}
\end{array}\right\|,
$$

where the matrix $\hat{G}(\varphi)=\left\|g_{p q}(\varphi)\right\|, p, q=1 ; 2$ is equal to

$$
\begin{align*}
& \hat{G}(\varphi)=\sum_{n=-\infty}^{\infty} i^{n} \zeta_{z n} e^{-i n \varphi} \times \\
& \times\left\|\begin{array}{ll}
J_{n}\left(v_{1} r_{0}\right)+f_{11} H_{n}^{(2)}\left(v_{1} r_{0}\right) & f_{12} H_{n}^{(2)}\left(v_{1} r_{0}\right) \\
-f_{21} H_{n}^{(2)}\left(v_{1} r_{0}\right) & -J_{n}\left(v_{1} r_{0}\right)-f_{22} H_{n}^{(2)}\left(v_{1} r_{0}\right)
\end{array}\right\| . \tag{9}
\end{align*}
$$

Here $J_{n}\left(v_{1} r_{0}\right)$ are the Bessel functions of order $n$; $H_{n}^{(2)}\left(v_{1} r\right)$ are the Hankel functions of order $n$ of the second kind; $v_{1}=k \sin \theta_{0}$.
Elements of the matrix $\hat{G}(\varphi)$ in expression (9) determine radiation patterns of the antenna array in the azimuthal plane on linear co- and cross-polarizations taking into account the effect of MS and the input coating. Functions $g_{11}(\varphi)$ and $g_{21}(\varphi)$ determine radiation patterns of the magnetic ribbon array in E-plane for linear co- and crosspolarization, respectively. Radiation patterns of electric ribbon array in the H-plane on linear co- and cross-
polarizations are described by the functions $g_{22}(\varphi)$ and $g_{12}(\varphi)$, respectively. Here the cross-polarizations as well as the E- and H-planes are indicated relative to the polarization of the primary field of the PAA. The complex coefficients in formula (9) take into account the angular distributions of the current densities on the ribbons and are equal [10]:

$$
\begin{equation*}
\zeta_{z n}=\sum_{q=1}^{Q} \int_{\varphi_{q}-\Delta \varphi_{q} / 2}^{\varphi_{q}+\Delta \varphi_{q} / 2} f_{z q}\left(\varphi^{\prime}\right) \exp \left(i n \varphi^{\prime}\right) d \varphi^{\prime} \tag{10}
\end{equation*}
$$

In the case when $f_{z q}\left(\varphi^{\prime}\right)=f_{z q}=$ const:

$$
\begin{equation*}
\zeta_{z n}=\sum_{q=1}^{Q} \frac{2}{n} \sin \left(\frac{n \Delta \varphi_{q}}{2}\right) f_{z q} e^{i n \varphi_{q}} \tag{11}
\end{equation*}
$$

For a model of PAA elements in the form of lattices of filaments, when $\Delta \varphi_{q} \rightarrow 0$, the surface currents in the formula (4) are replaced by linear currents [10]:

$$
\begin{equation*}
J_{0 z}^{e(m)} r_{0} \Delta \varphi_{q} \rightarrow I_{0 z}^{e(m)}, \quad \zeta_{z n}=\sum_{q=1}^{Q} f_{z q} e^{i n \varphi_{q}} \tag{12}
\end{equation*}
$$

Matrix $\hat{F}=\left\|f_{p q}\right\|$ of the scattering coefficients of E- and Hwaves on the metasurface in formula (9) is determined in an explicit form:

$$
\begin{gather*}
\hat{F}=\left[\hat{X} H_{n}^{(2)}\left(v_{1} a_{N}\right)+\hat{Y} H_{n}^{\prime(2)}\left(v_{1} a_{N}\right)\right]^{-1} \times \\
{\left[-\hat{X} J_{n}\left(v_{1} a_{N}\right)-\hat{Y} J_{n}^{\prime}\left(v_{1} a_{N}\right)\right],} \tag{13}
\end{gather*}
$$

where the prime (') at the Bessel and Hankel functions indicates a derivative;

$$
\begin{gathered}
\hat{X}=\left\|x_{p q}\right\| ; \quad \hat{Y}=\left\|y_{p q}\right\| ; \\
x_{11}=i\left[n^{2} a_{N}^{-2} D_{0}-n h a_{N}^{-1}\left(Z_{12}-M_{21}\right)-v^{2}\left(Z_{11}+M_{22}\right)\right] / k^{2} ; \\
x_{12}=i n\left[h-n h D_{1} /\left(k a_{N}\right)+v^{2} D_{2} / k-k M_{2}\right] /\left(k^{2} a_{N}\right) ; \\
x_{21}=\left[-n h a_{N}^{-1} D_{0}+n h a_{N}^{-1}\left(Z_{22}+M_{11}\right)+v^{2}\left(Z_{21}-M_{12}\right)\right] / k^{2} ; \\
x_{22}=\left[v^{2}+n h^{2} D_{1} /\left(k a_{N}\right)-h v^{2} D_{2} / k-n k M_{1} / a_{N}\right] / k^{2} ; \\
y_{11}=v\left(k-n a_{N}^{-1} D_{1}-h M_{2}\right) / k^{2} ; \\
y_{12}=v\left[-n h k^{-2} a_{N}^{-1} D_{0}+\left(Z_{12}-M_{21}\right)\right] / k ; \\
y_{21}=i h v\left(-D_{1}+M_{1}\right) / k^{2} ; \\
y_{22}=i v\left[-k^{-2} h^{2} D_{0}+\left(Z_{22}+M_{11}\right)\right] / k ; \\
v=v_{1}=k \sin \theta_{0} ; \quad h=h_{1}=k \cos \theta_{0} .
\end{gathered}
$$

## 4. The solution of the problem of synthesis of the impedance tensor of an MS

Let's use the representation (8), (9), (13) spatial wave field of PAA to solve the inverse problem. Let's find the impedance MS, which provides a given polarization of the
radiation field of the phased array for all observation angles in the far zone.
The specified polarization of the radiation field of the PAA is described on the complete complex plane by means of a phasor

$$
\begin{equation*}
p^{r}=E_{\tau} / E_{\varphi}=p_{0} e^{i \xi_{0}} 0 \tag{15}
\end{equation*}
$$

We represent the phasor (15) with allowance for the expression (8):

$$
\begin{equation*}
p^{r}(\varphi)=\frac{g_{21}(\varphi) J_{0 z}^{m}+g_{22}(\varphi) J_{0 z}^{e} W_{0}}{g_{11}(\varphi) J_{0 z}^{m}+g_{12}(\varphi) J_{0 z}^{e} W_{0}} \tag{16}
\end{equation*}
$$

Analysis of expression (16) shows that the condition for the independence of the phasor $p^{r}$ from the angles of observation of the far field can be satisfied for $r_{0}=a$. The ribbons of the currents should be located on the metasurface. The electrical thickness of the input coating in the operating frequency range of the PAA should be negligible.
Then we can prove the following polarization property of the radiation field of the model of the PAA, which is conformally located on a cylindrical anisotropic metasurface with impedance (6).
The phasor $p^{r}$ of the radiation field of a phased array in the form of ribbons with traveling waves of longitudinal electric and magnetic currents on a cylindrical metasurface is determined only by the impedance of the metasurface

$$
\begin{equation*}
p^{r}=-D \exp (-i \psi) \tag{17}
\end{equation*}
$$

The phasor (17) does not depend on the angles of observation of the radiation field and the conditions for exciting the PAA.
Finally, it follows from (15), (17) that the given PAA polarization, which is the same for all observation angles, is realized for the following parameters $D, \psi$ of the MS impedance tensor:

$$
\begin{equation*}
D=p_{0} ; \quad \psi=\pi-\xi_{0} \tag{18}
\end{equation*}
$$

Let us consider a special case of realization of the circular polarization of the PAA radiation field $p_{0}=1, \xi_{0}= \pm \pi / 2$ for all observation angles. It follows from (18) that right or left circular polarization is realized for PAA substrates in the form of mutual metasurfaces with a normalized impedance tensor (6), when:
$D=1, \quad \psi=+\pi / 2$ for right circular polarization,
$D=1, \quad \psi=-\pi / 2$ for left circular polarization.

## 5. Conclusions

In the work with help of the eigenfunction method, the inverse problem of wave excitation by the PAA model in the presence of cylindrical anisotropic impedance metasurface with a thin-layered anisotropic coating has been solved. The model of a cylindrical PAA from ribbons with traveling waves of longitudinal electric and magnetic
currents was considered. The MS impedance tensor was found that provides a predetermined polarization of the radiation field of the PAA model on the cylindrical MS provided that the polarization does not depend on the angles of observation.
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#### Abstract

We consider the control problems for the 3D model of magnetic scattering by a permeable isotropic obstacle having the form of a spherical bilayer. These problems arise while developing the design technologies of magnetic cloaking devices using the optimization method for solving the corresponding inverse problems. The solvability of direct and optimization problems for the magnetic scattering model under study is proved. The optimality system which describes the necessary conditions of extremum is derived. Based on its analysis the sufficient conditions to the data are established which provide local uniqueness and stability of optimal solutions. Also numerical aspects of applying the optimization approach for solving problems of designing magnetic cloaking devices are discussed.


## 1. Introduction

In the last few years, devices for cloaking material objects have attracted the rapid attention in the research fields of invisibility and metamaterials. The first works in the mentioned fields were the articles $[1,2,3,4]$. These were the start of development of different methods, schemes and techniques of solving problems when cloaking electromagnetic waves, acoustic waves $[5,6]$, magnetic, electric, thermal and other static fields $[7,8,9,10,11,12,13]$. It should be noted that the solutions obtained in these papers possess several drawbacks. In particular, some components of spatially dependent parameter tensors of ideal cloak are required to have infinite or zero values at the inner boundary of the cloak [2] which are very difficult to implement.

One of approaches of overcoming these difficulties consists of replacing "exact" singular solutions of cloaking problems under study by approximate non-singular solutions and designing cloaking devices based on these approximations (see., e.g., $[14,15,16,17]$ ). Alternative approach is based on using the optimization method of solving inverse problems. This method is based on replacing initial cloaking problem by minimization problem of a suitable tracking-type cost functional which corresponds to inverse problem under consideration. The method to which one should referred to as inverse design method [18, 19] was applied in $[20,21,22]$ devoted to the numerical analysis of 2 D problems of designing layered cloaking shells. Also, it was applied in [23]-[29] when studying theoretically electromagnetic or acoustic cloaking problems. Pa-
pers $[30,31]$ are devoted to studying invisibility problem in X-ray tomography.

The goal of this paper is theoretical analysis of the cloaking problem for the 3D model of magnetic scattering by a layer shell using the optimization method. The plan of our paper is as follows. Firstly, the unique solvability of the direct problem of magnetic scattering by a permeable isotropic obstacle having the form of a spherical layer $a<r<b$ surrounded by another spherical layer $a<r<c$ with different variable permeabilities $\mu_{k}, k=1,2$ in every layer is proved. Then control problems are formulated. These problems arise while using optimization method for solving corresponding inverse problems for the magnetic scattering model under study. The solvability of these control problems is proved, the optimality system is derived which describes the necessary conditions of the extremum. Based on analysis of the optimality system the local uniqueness and stability of optimal solutions are established. Also numerical aspects of applying the optimization approach for solving the magnetic cloaking problems under study are discussed.

## 2. Statement and analysis of direct magnetic scattering problem

We consider the domain $\Omega$ in the space $\mathbb{R}^{3}$ having in spherical coordinates $(r, \theta, \varphi)$ the form of spherical layer $\Omega_{1}=$ $\left\{\mathbf{x} \in \mathbb{R}^{3}: a<r=|\mathbf{x}|<b\right\}$ surrounded by another spherical layer $\Omega_{2}=\left\{\mathbf{x} \in \mathbb{R}^{3}: b<r=|\mathbf{x}|<c\right\}$, where $a, b$ and $c$ are positive constants. Denote by $\Omega_{i}$ and $\Omega_{e}^{\infty}$ the interior and exterior of the domain $\Omega$. We will assume that the domains $\Omega_{i}$ and $\Omega_{e}^{\infty}$ are filled by homogeneous isotropic media with permeabilities $\mu_{i}$ and $\mu_{e}$, respectively, while $\Omega_{1}$ and $\Omega_{2}$ are filled by inhomogeneous isotropic media with permeabilities $\mu_{1}$ and $\mu_{2}$, respectively.

Denote by $B_{R}$ the ball $|\mathbf{x}|<R$, where $R>c$, containing domains $\Omega_{i}, \Omega_{1}$ and $\Omega_{2}$. We will assume that there are sources outside $B_{R}$, which generate externally applied magnetic field $\mathbf{H}_{a}=-\operatorname{grad} \Phi_{a}$ corresponding to potential $\Phi_{a}$ (see Fig. 1). Due to the absence of free currents in cloaking shell, magnetic field in the space $\mathbb{R}^{3}$ can be expressed by means of a magnetic scalar potential $\Phi$ in the form $\mathbf{H}=-\operatorname{grad} \Phi$, where the potential $\Phi$ is a solution of equation

$$
-\operatorname{div}(\tilde{\mu} \mathbf{H})=\operatorname{div}(\tilde{\mu} \operatorname{grad} \Phi)=0
$$



Figure 1: Layout of external sources and spherical bilayer cloak

Here $\tilde{\mu}$ is a given function satisfying the conditions $\tilde{\mu}=\mu_{i}$ in $\Omega_{i}, \tilde{\mu}=\mu_{k}$ in $\Omega_{k}, k=1,2$ and $\tilde{\mu}=\mu_{e}$ in $\Omega_{e}^{\infty}$. Denote by $\Phi_{i}, \Phi_{1}, \Phi_{2}, \Phi_{e}$ the restrictions of potential $\Phi$ to the domains $\Omega_{i}, \Omega_{1}, \Omega_{2}$ and $\Omega_{e}^{\infty}$, respectively. We set $\Phi_{s}=\Phi_{e}-\Phi_{a}$ and note that the fields $\Phi_{i}, \Phi_{1}, \Phi_{2}$ and $\Phi_{e}=\Phi_{a}+\Phi_{s}$ are the solution of the following magnetic scattering problem [19, Ch. 3]:

$$
\begin{gather*}
\mu_{i} \Delta \Phi_{i}=0 \text { in } \Omega_{i}, \operatorname{div}\left(\mu_{1} \nabla \Phi_{1}\right)=0 \text { in } \Omega_{1} \\
\operatorname{div}\left(\mu_{2} \nabla \Phi_{2}\right)=0 \text { in } \Omega_{2}, \mu_{e} \Delta \Phi_{e}=0 \text { in } \Omega_{e}^{\infty}  \tag{1}\\
\Phi_{i}=\Phi_{1}, \quad \mu_{i} \frac{\partial \Phi_{i}}{\partial r}=\mu_{1} \frac{\partial \Phi_{1}}{\partial r} \text { at } r=a \\
\Phi_{1}=\Phi_{2}, \quad \mu_{1} \frac{\partial \Phi_{1}}{\partial r}=\mu_{2} \frac{\partial \Phi_{2}}{\partial r} \text { at } r=b \\
\Phi_{2}=\Phi_{a}+\Phi_{s}, \quad \mu_{2} \frac{\partial \Phi_{2}}{\partial r}=\mu_{e} \frac{\partial\left(\Phi_{a}+\Phi_{s}\right)}{\partial r} \text { at } r=c  \tag{2}\\
\Phi_{s}(\mathbf{x})=o(1) \text { as } r=|\mathbf{x}| \rightarrow \infty \tag{3}
\end{gather*}
$$

In the particular case, when $\mu_{1}$ and $\mu_{2}$ are nonnegative constants and, besides, the field $\mathbf{H}_{a}$ is uniform, the direct problem (1)-(3) admits an exact solution which can be found using Fourier's method (see [15, 16]).

Now, consider the case when the external field $\mathbf{H}_{a}$ is inhomogeneous and therefore it is not possible to apply Fourier's method for finding an exact solution of the problem (1)-(3). A number of functional spaces will be used while studying the direct problem (1)-(3) and respective control problems. Let $\Omega_{e}=\Omega_{e}^{\infty} \cap B_{R}$. We will use the space $H^{1}(D)$, where $D$ is one of domains $B_{R}, \Omega_{i}, \Omega_{1}, \Omega_{2}$, $\Omega_{e}$, and also spaces $L^{\infty}\left(\Omega_{k}\right), H^{s}\left(\Omega_{k}\right), s>0, k=1,2$, $L^{2}(Q), H^{1 / 2}\left(\Gamma_{R}\right)$ and $H^{-1 / 2}\left(\Gamma_{R}\right)$. Here $Q \subset B_{R}$ is an arbitrary open subset of $B_{R}, \Gamma_{R}$ is a boundary of $B_{R}$ (see Fig. 2). The norms and scalar products in $H^{1}(D), H^{s}\left(\Omega_{k}\right)$, $L^{2}(Q), H^{1 / 2}\left(\Gamma_{R}\right)$ and $H^{-1 / 2}\left(\Gamma_{R}\right)$ will be denoted by $\|\cdot\|_{1, D},(\cdot, \cdot)_{1, D},\|\cdot\|_{s, \Omega_{k}},(\cdot, \cdot)_{s, \Omega_{k}},\|\cdot\|_{Q},(\cdot, \cdot)_{Q},\|\cdot\|_{1 / 2, \Gamma_{R}}$ and $\|\cdot\|_{-1 / 2, \Gamma_{R}}$. We set $L_{\lambda_{0}}^{\infty}\left(\Omega_{k}\right)=\left\{\lambda \in L^{\infty}\left(\Omega_{k}\right)\right.$ : $\left.\lambda(\mathbf{x}) \geq \lambda_{0}\right\}, H_{\lambda_{0}}^{s}\left(\Omega_{k}\right)=\left\{\lambda \in H^{s}\left(\Omega_{k}\right): \lambda(\mathbf{x}) \geq \lambda_{0}\right\}$,
$\lambda_{0}=$ const $>0, k=1,2$. It is well known by the embedding theorem that the continuous and compact embedding $H^{s}\left(\Omega_{k}\right) \subset L^{\infty}\left(\Omega_{k}\right)$ at $s>3 / 2, k=1,2$, holds and the following estimate takes place:

$$
\begin{equation*}
\|\lambda\|_{L^{\infty}\left(\Omega_{k}\right)} \leq C_{s}\|\lambda\|_{s, \Omega_{k}} \forall \lambda \in H^{s}\left(\Omega_{k}\right), s>3 / 2, k=1,2 . \tag{4}
\end{equation*}
$$

Here $C_{s}$ is a constant depending on $s>3 / 2$ and $\Omega_{1}, \Omega_{2}$. We need also a subspace $H\left(\Omega_{e}\right)=\left\{\Phi \in H^{1}\left(\Omega_{e}\right): \Delta \Phi=0\right.$ in $\left.\Omega_{e}\right\}$, equipped with the norm $\|\cdot\|_{1, \Omega_{e}} \equiv\|\cdot\|_{H^{1}\left(\Omega_{e}\right)}$. The space $H\left(\Omega_{e}\right)$ will be served for describing restrictions of externally applied field $\Phi_{a}$ to the domain $\Omega_{e}$.


Figure 2: Schematic layout of artificial boundary $\Gamma_{R}$
It should be noted that by the trace theorem there exists a trace $\left.\Phi\right|_{\Gamma_{R}} \in H^{1 / 2}\left(\Gamma_{R}\right)$ for any function $\Phi \in H^{1}\left(B_{R}\right)$ while for any function $\Phi^{e} \in H\left(\Omega_{e}\right)$ there exists a normal trace $\partial \Phi^{e} /\left.\partial n\right|_{\Gamma_{R}} \in H^{-1 / 2}\left(\Gamma_{R}\right)$ and the following estimates hold:

$$
\begin{gather*}
\|\Phi\|_{1 / 2, \Gamma_{R}} \leq C_{R}\|\Phi\|_{X} \quad \forall \Phi \in H^{1}\left(B_{R}\right)  \tag{5}\\
\left\|\partial \Phi^{e} / \partial n\right\|_{-1 / 2, \Gamma_{R}} \leq C_{R}^{\prime}\left\|\Phi^{e}\right\|_{1, \Omega_{e}} \forall \Phi^{e} \in H\left(\Omega_{e}\right) \tag{6}
\end{gather*}
$$

Here $C_{R}, C_{R}^{\prime}$ are constants depending on $\Omega_{e}$ and $R$ but are independent of $\Phi \in X$ and $\Phi^{e} \in H\left(\Omega_{e}\right)$.

We assume below that the following conditions take place:
(i) $\mu_{1} \in L_{\mu_{1}^{0}}^{\infty}\left(\Omega_{1}\right), \mu_{2} \in L_{\mu_{2}^{0}}^{\infty}\left(\Omega_{2}\right), \mu_{1} \geq \mu_{1}^{0}, \mu_{2} \geq \mu_{2}^{0}$, $\mu_{1}^{0}=$ const $>0, \mu_{2}^{0}=$ const $>0$;
(ii) $\left.\Phi^{e} \equiv \Phi_{a}\right|_{\Omega_{e}} \in H\left(\Omega_{e}\right)$.

As the potential $\Phi$ is determined up to an additive constant we will not distinguish functions of the space $H^{1}\left(B_{R}\right)$ which differ from each other by an additive constant. Thus the main role below will be played by the following quotient-space $X=H^{1}\left(B_{R}\right) \backslash \mathbb{R}$ with the norm:

$$
\begin{equation*}
\|\Phi\|_{X}^{2}=\|\nabla \Phi\|_{\Omega_{i}}^{2}+\|\nabla \Phi\|_{\Omega_{1}}^{2}+\|\nabla \Phi\|_{\Omega_{2}}^{2}+\|\nabla \Phi\|_{\Omega_{e}}^{2} . \tag{7}
\end{equation*}
$$

One can show that the space $X=H^{1}\left(B_{R}\right) \backslash \mathbb{R}$ is Hilbert for this norm and, besides, the following analogue of PoincaréFriedrichs inequality holds:

$$
\begin{equation*}
\|\Phi\|_{B_{R}} \leq C_{P}\|\Phi\|_{X} \quad \forall \Phi \in X \tag{8}
\end{equation*}
$$

Here $C_{P}$ is a constant which is independent of $\Phi \in X$.
We begin our analysis with defining weak formulation and weak solution of direct problem (1)-(3). Preliminarily we reduce problem (1)-(3) to an equivalent boundary problem considered in the bounded domain (ball) $B_{R}$.To this end we introduce as in [27] the Dirichlet-to-Neumann operator $T: H^{1 / 2}\left(\Gamma_{R}\right) \rightarrow H^{-1 / 2}\left(\Gamma_{R}\right)$ which maps every function $h \in H^{1 / 2}\left(\Gamma_{R}\right)$ to the function $\partial \tilde{\Phi} / \partial \nu \in H^{-1 / 2}\left(\Gamma_{R}\right)$. Here $\tilde{\Phi}$ is a solution of the external Dirichlet problem for equation $\Delta \tilde{\Phi}=0$ in $\Omega_{e}^{\infty} \backslash B_{R}$ with the boundary condition $\left.\tilde{\Phi}\right|_{\Gamma_{R}}=h$ satisfying the condition $\tilde{\Phi}(\mathbf{x})=o(1)$ as $r=|\mathbf{x}| \rightarrow \infty$. We note that problem (1)-(3) considered in $\mathbb{R}^{3}$ is equivalent to boundary value problem (1), (2) considered in the ball $B_{R}$ under the following additional condition for $\Phi_{s}$ on $\Gamma_{R}$ :

$$
\begin{equation*}
\partial \Phi_{s} / \partial n=T \Phi_{s} \text { on } \Gamma_{R} \tag{9}
\end{equation*}
$$

For brevity we will refer below to the problem (1), (2), (9) as Problem 1.

Based on the space $X$ we derive now the weak formulation of Problem 1. Let $S \in X$ be a test function. We multiply every of equations in (1) considered in domains $\Omega_{i}, \Omega_{1}, \Omega_{2}$ and $\Omega_{e}$ by $S$, integrate over $\Omega_{i}, \Omega_{1}, \Omega_{2}$ or $\Omega_{e}$, respectively, and apply Green formulae. Adding the obtained identities and using the boundary conditions in (2) and (9) we arrive at the following identity for the quadruple $\Phi=\left(\Phi_{i}, \Phi_{1}, \Phi_{2}, \Phi_{e}\right) \in X:$
$a_{\mu}(\Phi, S) \equiv a_{0}(\Phi, S)+a\left(\mu_{1}, \mu_{2} ; \Phi, S\right)=\langle F, S\rangle \forall S \in X$.
Here and below $\mu$ denotes the pair $\left(\mu_{1}, \mu_{2}\right)$ while $a_{0}(\cdot, \cdot), a\left(\mu_{1}, \mu_{2} ; \cdot, \cdot\right)$ and $F$ are bilinear and linear forms defined by

$$
\begin{gather*}
a_{0}(\Phi, S)=\mu_{i} \int_{\Omega_{i}} \nabla \Phi \cdot \nabla S d \mathbf{x}+\mu_{e} \int_{\Omega_{e}} \nabla \Phi \cdot \nabla S d \mathbf{x}- \\
-\int_{\Gamma_{R}}(T \Phi) S d \sigma,  \tag{11}\\
a\left(\mu_{1}, \mu_{2} ; \Phi, S\right)=a_{1}\left(\mu_{1} ; \Phi, S\right)+a_{2}\left(\mu_{2} ; \Phi, S\right),  \tag{12}\\
a_{1}\left(\mu_{1} ; \Phi, S\right)=\int_{\Omega_{1}} \mu_{1} \nabla \Phi \cdot \nabla S d \mathbf{x},  \tag{13}\\
a_{2}\left(\mu_{2} ; \Phi, S\right)=\int_{\Omega_{2}} \mu_{2} \nabla \Phi \cdot \nabla S d \mathbf{x},  \tag{14}\\
\langle F, S\rangle=-\int_{\Gamma_{R}} T \Phi^{e} S d \sigma+\int_{\Gamma_{R}}\left(\partial \Phi^{e} / \partial n\right) S d \sigma . \tag{15}
\end{gather*}
$$

Identity (10) represents the weak formulation of problem (1), (2), (9) and its solution $\Phi=\left(\Phi_{i}, \Phi_{1}, \Phi_{2}, \Phi_{e}\right) \in X$ will be called a weak solution of Problem 1. Arguing as in [27], on can easily show, that the introducing of the weak solution is admissible in the following sense: it satisfies all equations in (1) in the distribution sense, and also boundary conditions in (2) and (9) in the trace sense.

Using Hölder inequality and definition (7) for the norm $\|\cdot\|_{X}$ and (9), (10) we have

$$
\begin{gathered}
\left|\int_{\Omega_{1}} \mu_{1} \nabla \Phi \cdot \nabla S d \mathbf{x}\right| \leq\left\|\mu_{1}\right\|_{L^{\infty}\left(\Omega_{1}\right)}\|\nabla \Phi\|_{\Omega_{1}}\|\nabla S\|_{\Omega_{1}} \leq \\
\leq\left\|\mu_{1}\right\|_{L^{\infty}\left(\Omega_{1}\right)}\|\Phi\|_{X}\|S\|_{X}, \\
\int_{\Omega_{2}} \mu_{2} \nabla \Phi \cdot \nabla S d \mathbf{x} \leq\left\|\mu_{2}\right\|_{L^{\infty}\left(\Omega_{2}\right)}\|\nabla \Phi\|_{\Omega_{2}}\|\nabla S\|_{\Omega_{2}} \leq \\
\leq\left\|\mu_{2}\right\|_{L^{\infty}\left(\Omega_{2}\right)}\|\Phi\|_{X}\|S\|_{X} .
\end{gathered}
$$

Besides, using (5), (6), we derive from (11), (12) and (15)

$$
\begin{align*}
& \text { that } \\
& \qquad \begin{array}{l}
\left|\mu_{i} \int_{\Omega_{i}} \nabla \Phi \cdot \nabla S d \mathbf{x}\right| \leq \mu_{i}\|\Phi\|_{X}\|S\|_{X} \\
\left|\mu_{e} \int_{\Omega_{e}} \nabla \Phi \cdot \nabla S d \mathbf{x}\right| \leq \mu_{e}\|\Phi\|_{X}\|S\|_{X} \\
\left|\int_{\Gamma_{R}}(T \Phi) S d \sigma\right| \leq\|T \Phi\|_{-1 / 2, \Gamma_{R}}\|S\|_{1 / 2, \Gamma_{r}} \leq \\
\leq C_{T} C_{R}^{2}\|\Phi\|_{X}\|S\|_{X} \\
\left|a_{0}(\Phi, S)\right| \leq\left(\mu_{0}+C_{T} C_{R}^{2}\right)\|\Phi\|_{X}\|S\|_{X} \\
\mu_{0}=\max \left(\mu_{i}, \mu_{e}\right)
\end{array} \\
& |\langle F, S\rangle| \leq\left(\|T\|\left\|\Phi^{e}\right\|_{1 / 2, \Gamma_{R}}+\left\|\partial \Phi^{e} / \partial n\right\|_{-1 / 2, \Gamma_{R}}\right)\|S\|_{1 / 2, \Gamma_{R}}  \tag{16}\\
& \leq\left(C_{T} C_{R}+C_{R}^{\prime}\right) C_{R}\left\|\Phi^{e}\right\|_{1, \Omega_{e}}\|S\|_{X}
\end{align*}
$$

It follows from these estimates and (12) that forms $a\left(\mu_{1}, \mu_{2} ; \cdot, \cdot\right), a_{0}$ and $F$ are continuous on $X$, and the following estimates hold:

$$
\begin{gather*}
\left|a\left(\mu_{1}, \mu_{2} ; \Phi, S\right)\right| \leq\left(\left\|\mu_{1}\right\|_{L^{\infty}\left(\Omega_{1}\right)}+\left\|\mu_{2}\right\|_{L^{\infty}\left(\Omega_{2}\right)}\right)\|\Phi\|_{X}\|S\|_{X}  \tag{20}\\
\left\|a_{0}\right\| \leq C_{0},\|F\|_{X^{*}} \leq C_{0}\left\|\Phi^{e}\right\|_{1, \Omega_{e}}, \\
\left.C_{0}=\max \left[\mu_{0}+C_{T} C_{R}^{2},\left(C_{T} C_{R}+C_{R}^{\prime}\right) C_{R}\right)\right] . \tag{21}
\end{gather*}
$$

Here $X^{*}$ is a dual of $X$ with respect to space $L_{0}^{2}\left(B_{R}\right)$.
If, moreover, the condition (i) takes place then we have

$$
\begin{gathered}
\int_{\Omega_{1}} \mu_{1} \nabla \Phi \cdot \nabla \Phi d \mathbf{x} \geq \mu_{1}^{0}\|\nabla \Phi\|_{\Omega_{1}}^{2} \\
\int_{\Omega_{2}} \mu_{2} \nabla \Phi \cdot \nabla \Phi d \mathbf{x} \geq \mu_{2}^{0}\|\nabla \Phi\|_{\Omega_{2}}^{2} \\
a_{0}(\Phi, \Phi)=\mu_{i} \int_{\Omega_{i}}|\nabla \Phi|^{2} d \mathbf{x}+\mu_{e} \int_{\Omega_{e}}|\nabla \Phi|^{2} d \mathbf{x}- \\
-\int_{\Gamma_{R}}(T \Phi) \Phi d \sigma \geq \mu_{0} \int_{\Omega_{0} \cup \Omega_{e}}|\nabla \Phi|^{2} d \mathbf{x} \forall \Phi \in X \\
\mu_{0}=\min \left(\mu_{i}, \mu_{e}\right)
\end{gathered}
$$

It follows from these estimates and the definition of the norm (7) in space $X$ that the bilinear form $a_{\mu}$ defined in (10) is coercive in $X$ under condition (i) and, besides,

$$
\begin{gather*}
a_{\mu}(\Phi, \Phi) \geq \mu_{*}\|\Phi\|_{X}^{2} \forall \Phi \in X, \\
\mu_{*}=\min \left(\mu_{i}, \mu_{e}, \mu_{1}^{0}, \mu_{2}^{0}\right) . \tag{22}
\end{gather*}
$$

We note that the bilinear form $a_{\mu}$ introduced in (10) defines a linear operator $A_{\mu}: X \rightarrow X^{*}$ acting by

$$
\begin{equation*}
\left\langle A_{\mu} \Phi, S\right\rangle=a_{\mu}(\Phi, S) \equiv a_{0}(\Phi, S)+a\left(\mu_{1}, \mu_{2} ; \Phi, S\right) \tag{23}
\end{equation*}
$$

while problem (10) is equivalent to operator equation

$$
\begin{equation*}
A_{\mu} \Phi=F \tag{24}
\end{equation*}
$$

As the bilinear form $a_{\mu}$ is continuous and coercive on $X$ under condition (i), then from the Lax-Milgram theorem follows that the operator $A_{\mu}: X \rightarrow X^{*}$ is an isomorphism and the inverse $A_{\mu}^{-1}: X^{*} \rightarrow X$ to operator $A_{\mu}$ is also isomorphism. Let $C_{\mu}=\left\|A_{\mu}^{-1}\right\|$. It is clear by the LaxMilgram theorem that $C_{\mu} \leq C_{1}=\left(1 / \mu_{*}\right)$. Using this estimate we derive that operator equation (24) has for any element $F \in X^{*}$ a unique solution $\Phi_{\mu}=A_{\mu}^{-1}(F) \in X$, for which the estimate $\left\|\Phi_{\mu}\right\|_{X} \leq C_{1}\|F\|_{X^{*}}$ holds. Using this fact and the second estimate in (21) we conclude that for any field $\Phi^{e} \in H\left(\Omega_{e}\right)$ problem (10) has a unique solution $\Phi_{\mu} \in X$, and the following estimate holds:

$$
\begin{equation*}
\left\|\Phi_{\mu}\right\|_{X} \leq C_{2}\left\|\Phi^{e}\right\|_{1, \Omega_{e}}, \quad C_{2}=C_{0} C_{1} \tag{25}
\end{equation*}
$$

We emphasize that constants $C_{1}$ and $C_{2}$ in (25) depend on $\mu_{i}, \mu_{e}, \mu_{1}^{0}, \mu_{2}^{0}$ and $R$ but do not depend on functions $\mu_{1}$ and $\mu_{2}$ satisfying condition (i). Let us formulate the results obtained as the following theorem.

Theorem 1. Let conditions (i), (ii) take place. Then for any pair $\mu=\left(\mu_{1}, \mu_{2}\right)$ we have:

1) the operator $A_{\mu}: X \rightarrow X^{*}$ defined in (23) is an isomorphism and for the inverse operator $A_{\mu}^{-1}: X^{*} \rightarrow X$ the estimate $\left\|A_{\mu}^{-1}\right\| \leq C_{1} \equiv\left(1 / \mu_{*}\right)$ holds where constant $\mu_{*}$ is defined in (22);
2) for any external field $\Phi^{e} \in H\left(\Omega_{e}\right)$ problem (10) has a unique solution $\Phi_{\mu} \in X$, and the estimate (25) holds where the constant $C_{2}$ depends on $\mu_{i}, \mu_{e}, \mu_{1}^{0}, \mu_{2}^{0}$ and $R$ but is independent of $\left(\mu_{1}, \mu_{2}\right)$.

## 3. Formulation of the inverse problem. <br> Applying the optimization method. Derivation of the optimality system

The main goal of this paper is analysis of the inverse problem arising while developing the design technologies of magnetic cloaking devices. This problem consists of finding unknown permeabilities $\mu_{1}$ and $\mu_{2}$ of inhomogeneous media filling $\Omega_{1}$ and $\Omega_{2}$ using given information about magnetic potential $\Phi$ in some subset $Q \subset B_{R}$. To achieve this goal we apply the optimization method. This approach is based on minimization of a cost functional which corresponds to the initial problem of designing approximate cloaking device. As a result the initial cloaking problem is reduced to studying corresponding control problem using the well-known methods of solving extremum problems. As a cost functional we choose one of the following:

$$
I_{1}(\Phi)=\left\|\Phi-\Phi^{d}\right\|_{Q}^{2}=\int_{Q}\left(\Phi-\Phi^{d}\right)^{2} d x
$$

$$
\begin{equation*}
I_{2}(\Phi)=\left\|\nabla \Phi+\mathbf{H}^{d}\right\|_{Q}^{2} \tag{26}
\end{equation*}
$$

Here $Q \subset \Omega_{i} \cup \Omega_{e}$ is a bounded open subset, $\Phi^{d}\left(\right.$ or $\left.\mathbf{H}^{d}\right)$ is a given in $Q$ function (or vector-function). As controls we choose variable permeabilities $\mu_{1}$ and $\mu_{2}$. We will assume that the controls $\mu_{1}$ and $\mu_{2}$ are changed over certain sets $K_{1}$ and $K_{2}$. It is assumed that the following conditions hold.
(j) $K_{1} \subset H_{\mu_{1}^{0}}^{s}\left(\Omega_{1}\right), \mu_{1}^{0}=\mathrm{const}>0, K_{2} \subset H_{\mu_{2}^{0}}^{s}\left(\Omega_{2}\right)$, $\mu_{2}^{0}=$ const $>0, s>3 / 2 ; \alpha_{0}>0$.

Setting $K=K_{1} \times K_{2}, \mu=\left(\mu_{1}, \mu_{2}\right)$ we define the operator $G: X \times K \rightarrow X^{*}$ by

$$
\begin{gather*}
\langle G(\Phi, \mu), S\rangle=\left\langle A_{\mu} \Phi, S\right\rangle-\langle F, S\rangle \equiv \\
a_{0}(\Phi, S)+a\left(\mu_{1}, \mu_{2} ; \Phi, S\right)-\langle F, S\rangle \forall S \in X \tag{27}
\end{gather*}
$$

and rewrite the weak formulation (10) of problem 1 as $G(\Phi, \mu)=0$. Let $I$ is a weakly lower semicontinuous functional. Consider the following control problem:

$$
\begin{gather*}
J(\Phi, \mu) \equiv \frac{\alpha_{0}}{2} I(\Phi)+\frac{\alpha_{1}}{2}\left\|\mu_{1}\right\|_{s, \Omega_{1}}^{2}+\frac{\alpha_{2}}{2}\left\|\mu_{2}\right\|_{s, \Omega_{2}}^{2} \rightarrow \inf \\
G(\Phi, \mu)=0,(\Phi, \mu) \in X \times K \tag{28}
\end{gather*}
$$

Here $\alpha_{0}, \alpha_{1}, \alpha_{2}$ are non-negative parameters which are used to control the relative importance of terms in (28). Setting $Z_{\text {ad }}=\{(\Phi, \mu) \in X \times K: G(\Phi, \mu)=0, J(\Phi, \mu)<$ $\infty\}$ we begin our analysis of problem (28) with proof of its solvability.

Theorem 2. Let, under assumptions (ii) and (j), $\alpha_{1}>$ $0, \alpha_{2}>0$ or $\alpha_{1} \geq 0, \alpha_{2} \geq 0$ and $K_{1}, K_{2}$ be bounded sets. Let $I: X \rightarrow \mathbb{R}$ be a weakly lower semicontinuous functional and a set $Z_{\text {ad }}$ is not empty. Then control problem (28) has at least one solution $\left(\Phi, \mu_{1}, \mu_{2}\right) \in X \times K_{1} \times K_{2}$.

Proof. Denote by $\left(\Phi^{m}, \mu^{m}\right) \in Z_{\text {ad }}, \mu^{m}=\left(\mu_{1}^{m}, \mu_{2}^{m}\right)$, $m \in \mathbb{N} \equiv\{1,2, \ldots\}$ a minimizing sequence for the functional $J$ for which the following relations hold:

$$
\begin{array}{r}
a_{0}\left(\Phi^{m}, S\right)+a\left(\mu_{1}^{m}, \mu_{2}^{m} ; \Phi^{m}, S\right)=\langle F, S\rangle \forall S \in X,  \tag{29}\\
\lim _{m \rightarrow \infty} J\left(\Phi^{m}, \mu_{m}\right)=\inf _{(\Phi, \mu) \in Z_{a d}} J(\Phi, \mu) \equiv J^{*} .
\end{array}
$$

By conditions of Theorem 2 we have

$$
\begin{equation*}
\left\|\mu_{1}^{m}\right\|_{s, \Omega_{1}} \leq c_{1}, \quad\left\|\mu_{2}^{m}\right\|_{s, \Omega_{2}} \leq c_{2} \forall m \in \mathbb{N} \tag{30}
\end{equation*}
$$

Here and below $c_{1}, c_{2}, c_{3}$ are some constants which do not depend on $m$. It follows from (30) and Theorem 1 that $\left\|\Phi^{m}\right\|_{X} \leq c_{3}$. From this estimate and (30) we derive that there are weak limits $\mu_{1}^{*} \in K_{1}, \mu_{2}^{*} \in K_{2}, \Phi^{*} \in X$ of some subsequences of sequences $\left\{\mu_{1}^{m}\right\},\left\{\mu_{2}^{m}\right\},\left\{\Phi^{m}\right\}$. Using this fact and compactness of embedding $H^{s}\left(\Omega_{k}\right) \subset L^{\infty}\left(\Omega_{k}\right)$ at $s>3 / 2, k=1,2$ we conclude that $\mu_{1}^{m} \rightarrow \mu_{1}^{*}$ strongly in $L^{\infty}\left(\Omega_{1}\right), \mu_{2}^{m} \rightarrow \mu_{2}^{*}$ strongly in $L^{\infty}\left(\Omega_{1}\right)$, while $\Phi^{m} \rightarrow \Phi^{*}$ weakly in $X$.

Let us prove that $G\left(\Phi^{*}, \mu_{1}^{*}, \mu_{2}^{*}\right)=0$, i.e. that

$$
\begin{equation*}
a_{0}\left(\Phi^{*}, S\right)+a\left(\mu_{1}^{*}, \mu_{2}^{*} ; \Phi^{*}, S\right)=\langle F, S\rangle \forall S \in X \tag{31}
\end{equation*}
$$

To this end we pass to the limit in (29) as $m \rightarrow$ $\infty$. It is clear that linear term $a_{0}\left(\Phi^{m}, S\right)$ passes to the
term $a_{0}\left(\Phi^{*}, S\right)$ as $m \rightarrow \infty$ while for the difference $a\left(\mu_{1}^{m}, \mu_{2}^{m} ; \Phi^{m}, S\right)-a\left(\mu_{1}^{*}, \mu_{2}^{*} ; \Phi^{*}, S\right)$ we have by (12)

$$
\begin{align*}
& \left|a\left(\mu_{1}^{m}, \mu_{2}^{m} ; \Phi^{m}, S\right)-a\left(\mu_{1}^{*}, \mu_{2}^{*} ; \Phi^{*}, S\right)\right| \leq \mid a_{1}\left(\mu_{1}^{m} ; \Phi^{m}, S\right)- \\
& \quad-a_{1}\left(\mu_{1}^{*} ; \Phi^{*}, S\right)\left|+\left|a_{2}\left(\mu_{2}^{m} ; \Phi^{m}, S\right)-a_{2}\left(\mu_{2}^{*} ; \Phi^{*}, S\right)\right| .\right. \tag{32}
\end{align*}
$$

Let us show that every of terms in the right-hand side of (32) vanishes as $m \rightarrow \infty$. In fact, taking into consideration (13), we have for the first term in (32):

$$
\begin{array}{r}
\left|a_{1}\left(\mu_{1}^{m} ; \Phi^{m}, S\right)-a_{1}\left(\mu_{1}^{*} ; \Phi^{*}, S\right)\right| \leq \\
\leq\left|\int_{\Omega_{1}} \mu_{1}^{*}\left(\nabla \Phi^{m}-\nabla \Phi^{*}\right) \cdot \nabla S d \mathbf{x}\right|+ \\
+\left|\int_{\Omega_{1}}\left(\mu_{1}^{m}-\mu_{1}^{*}\right) \nabla \Phi^{m} \cdot \nabla S d \mathbf{x}\right| \forall S \in X . \tag{33}
\end{array}
$$

As $\Phi^{m} \rightarrow \Phi^{*}$ weakly in $X$ then the first integral in the right-hand side of (33) tends to zero as $m \rightarrow \infty$ for any $S \in X$. Besides, it follows from the strong convergence $\mu_{1}^{m} \rightarrow \mu_{1}^{*}$ in $L^{\infty}\left(\Omega_{1}\right)$ that the second integral in (33) also tends to zero as $m \rightarrow \infty$. This means that the first term in the right-hand side of (32) tends to zero as $m \rightarrow \infty$. In a similar way one can show using (14) that the second term in the right-hand side of (32) tends to zero as $m \rightarrow \infty$. Therefore passing to the limit in (29) as $m \rightarrow \infty$ we arrive at (31). This means that $G\left(\Phi^{*}, \mu^{*}\right)=0$ where $\mu^{*}=\left(\mu_{1}^{*}, \mu_{2}^{*}\right)$. As the functional $J(\Phi)$ is a weakly lower semicontinuous functional on $X \times K$ we derive that $J\left(\Phi^{*}, \mu^{*}\right)=J^{*}$. This proves the theorem.

At the second stage of the analysis of extremum problem (28) we derive an optimality system describing necessary conditions of extremum. For this purpose we make use of the extremum principle in smoothly-convex extremum problems [32]. Preliminarily we find the Fréchet derivative with respect to $\Phi$ of the operator $G: X \times K \rightarrow X^{*}$ defined in (27). It follows from linearity of the operator $G$ with respect to $\Phi$ that the Fréchet derivative $G_{\Phi}^{\prime}(\hat{\Phi}, \hat{\mu})$ at every point $(\hat{\Phi}, \hat{\mu}) \in X \times K$ where $\hat{\mu}=\left(\hat{\mu}_{1}, \hat{\mu}_{2}\right)$ is defined by $G_{\Phi}^{\prime}(\hat{\Phi}, \hat{\mu})=\hat{A} \equiv A_{\hat{\mu}}$. Here operator $A_{\hat{\mu}}$ is defined by (23) at $\mu=\hat{\mu}$. Besides, it follows from (26) that

$$
\begin{align*}
& \left\langle\left(I^{\prime}\right)_{\Phi}(\hat{\Phi}), S\right\rangle=2\left(\hat{\Phi}-\Phi^{d}, S\right)_{Q}=2 \int_{Q}\left(\hat{\Phi}-\Phi^{d}\right) S d \mathbf{x} \\
& \left\langle\left(I_{2}\right)_{\Phi}^{\prime}(\hat{\Phi}), S\right\rangle=2\left(\nabla \hat{\Phi}+\mathbf{H}^{d}, \nabla S\right)_{Q} \forall S \in X \tag{34}
\end{align*}
$$

Following [32] we introduce a Lagrange multiplier $\Psi \in$ $X$ which will be referred to as an adjoint stage and consider the Lagrangian $\mathcal{L}: X \times K \times X \rightarrow R$ defined by the formula $L(\Phi, \mu, \Psi) \equiv J(\Phi, \mu)+\langle G(\Phi, \mu), \Psi\rangle_{X^{*} \times X}$. Denote by $\hat{A}^{*} \equiv G_{\Phi}^{\prime}(\hat{\Phi}, \hat{\mu})^{*}: X \rightarrow X^{*}$ the operator adjoint for operator $\hat{A}=G_{\Phi}^{\prime}(\hat{\Phi}, \hat{\mu}): X \rightarrow X^{*}$ defined by

$$
\begin{gather*}
\left\langle\hat{A}^{*} \Psi, S\right\rangle_{X^{*} \times X} \equiv\left\langle G_{\Phi}^{\prime}(\hat{\Phi}, \hat{\mu})^{*} \Psi, S\right\rangle_{X^{*} \times X}= \\
\left\langle G_{\Phi}^{\prime}(\hat{\Phi}, \hat{\mu}) S, \Psi\right\rangle_{X^{*} \times X}=\langle\hat{A} S, \Psi\rangle_{X^{*} \times X} \quad \forall \Psi, S \in X . \tag{35}
\end{gather*}
$$

It follows from linearity of operator $G$ with respect to $\mu_{1}$, $\mu_{2}$ and from convexity of the set $K=K_{1} \times K_{2}$ that the set $G(\Phi, K)=\left\{\mathbf{x}^{*}=G(\Phi, \mu) \in X^{*}, \mu \in K\right\}$ is a convex subset of $X^{*}$ for any function $\Phi \in X$. As the operator $G_{\Phi}^{\prime}(\hat{\Phi}, \hat{\mu}) \equiv \hat{A}$ is an isomorphism by Theorem 1, then from results of [32] the next theorem follows.

Theorem 3. Let under assumptions (ii) and ( $j$ ) the pair $(\hat{\Phi}, \hat{\mu}) \in X \times K$ where $\hat{\mu}=\left(\hat{\mu}_{1}, \hat{\mu}_{2}\right)$ be a solution of problem (28) and let functional $I(\Phi)$ be continuously differentiable with respect to state $\Phi$ in point $\hat{\Phi}$. Then there exists a unique Lagrange multiplier $\Psi \in X$ that satisfies the Euler-Lagrange equation

$$
\begin{align*}
& a_{\hat{\mu}}(S, \Psi) \equiv a_{0}(S, \hat{\Psi})+a\left(\hat{\mu}_{1}, \hat{\mu}_{2} ; S, \hat{\Psi}\right)= \\
& \quad=-\left(\alpha_{0} / 2\right)\left\langle I_{\Phi}^{\prime}(\hat{\Phi}), S\right\rangle \forall S \in X \tag{36}
\end{align*}
$$

and the minimum principle holds, which is equivalent to the following variational inequalities:
$\alpha_{1}\left(\hat{\mu}_{1}, \mu_{1}-\hat{\mu}_{1}\right)_{s, \Omega_{1}}+a_{1}\left(\mu_{1}-\hat{\mu}_{1}, \hat{\Phi}, \hat{\Psi}\right) \geq 0 \forall \mu_{1} \in K_{1}$,
$\alpha_{2}\left(\hat{\mu}_{2}, \mu_{2}-\hat{\mu}_{2}\right)_{s, \Omega_{2}}+a_{2}\left(\mu_{2}-\hat{\mu}_{2}, \hat{\Phi}, \hat{\Psi}\right) \geq 0 \forall \mu_{2} \in K_{2}$.
Direct problem (10), identity (36) which has the meaning of an adjoint problem for the adjoint state $\hat{\Psi} \in X$ and variational inequalities (37) and (38) constitute the optimality system. It describes the necessary conditions of an extremum for control problem (28). In particular case when $I=I_{1}(\Phi)$ we have by (34) that the Euler-Lagrange equation (36) has the form

$$
\begin{gather*}
a_{\hat{\mu}}(S, \Psi) \equiv a_{0}(S, \hat{\Psi})+a\left(\hat{\mu}_{1}, \hat{\mu}_{2} ; S, \hat{\Psi}\right)= \\
=-\alpha_{0}\left(\hat{\Phi}-\Phi^{d}, S\right)_{Q} \quad \forall S \in X . \tag{39}
\end{gather*}
$$

Based on analysis of the optimality system we establish below sufficient conditions for the data which provide uniqueness and stability of solutions of problem (28) in particular case when $I(\Phi)=I_{1}(\Phi)$ (or $I(\Phi)=I_{2}(\Phi)$ ) with respect to small disturbances of function $\Phi^{d} \in L^{2}(Q)$ (or $\left.\mathbf{H}^{d} \in L^{2}(Q)\right)$ entering the cost functionals in (26).

## 4. Uniqueness and stability of optimal solutions

Denote by $\left(\Phi_{1}, \mu^{(1)}\right)=\left(\Phi_{1}, \mu_{1}^{(1)}, \mu_{2}^{(1)}\right)$ a solution of problem (28) corresponding to given function $I(\Phi)$. By $\left(\Phi_{2}, \mu^{(2)}\right)=\left(\Phi_{2}, \mu_{1}^{(2)}, \mu_{2}^{(2)}\right)$ we denote a solution of problem

$$
\begin{gather*}
J(\Phi, \mu) \equiv \frac{\alpha_{0}}{2} \tilde{I}(\Phi)+\frac{\alpha_{1}}{2}\left\|\mu_{1}\right\|_{s, \Omega_{1}}^{2}+\frac{\alpha_{2}}{2}\left\|\mu_{2}\right\|_{s, \Omega_{2}}^{2} \rightarrow \inf \\
G(\Phi, \mu)=0, \quad(\Phi, \mu) \in X \times K \tag{40}
\end{gather*}
$$

It is obtained from (28) by replacing functional $I(\Phi)$ with a perturbed functional $\tilde{I}(\Phi)$. We note that by Theorem 1 the following estimate holds for $\Phi_{l}, l=1,2$ :

$$
\begin{equation*}
\left\|\Phi_{l}\right\|_{X} \leq M_{\Phi} \equiv C_{2}\left\|\Phi^{e}\right\|_{1, \Omega_{e}} \tag{41}
\end{equation*}
$$

where $C_{2}$ is the constant defined in (25). Denote by $\Psi_{l} \in$ $X, l=1,2$ Lagrange multipliers corresponding to solutions $\left(\Phi_{l}, \mu^{(l)}\right)$. By Theorem 3 they satisfy

$$
\begin{align*}
& a_{\mu^{(l)}}\left(S, \Psi_{l}\right) \equiv a_{0}\left(S, \Psi_{l}\right)+a\left(\mu_{1}^{(l)}, \mu_{2}^{(l)} ; S, \Psi_{l}\right)= \\
& =-\left(\alpha_{0} / 2\right)\left\langle I_{\Phi}^{\prime}\left(\Phi_{l}\right), S\right\rangle \forall S \in X, l=1,2 . \tag{42}
\end{align*}
$$

We set $\mu=\mu^{(1)}-\mu^{(2)}$,

$$
\begin{gather*}
\mu_{1}=\mu_{1}^{(1)}-\mu_{1}^{(2)}, \mu_{2}=\mu_{2}^{(1)}-\mu_{2}^{(2)}, \Phi=\Phi_{1}-\Phi_{2}, \\
\Psi=\Psi_{1}-\Psi_{2}, \Phi^{d}=\Phi_{1}^{d}-\Phi_{2}^{d} . \tag{43}
\end{gather*}
$$

The following Lemma holds.
Lemma 1. Let in addition to conditions (ii), (j) the triples $\left(\Phi_{1}, \mu_{1}^{(1)}, \mu_{2}^{(1)}\right)$ and $\left(\Phi_{2}, \mu_{1}^{(2)}, \mu_{2}^{(2)}\right)$ be solutions of problems (28) and (40), respectively. Let $\Psi_{l} \in X, l=$ 1,2 be the Lagrange multipliers corresponding to solutions $\left(\Phi_{l}, \mu_{1}^{(l)}, \mu_{2}^{(l)}\right)$ and let the functionals I and $\tilde{I}$ be continuously differentiable with respect to the state $\Phi$. Then the following estimate and inequality hold:

$$
\begin{gather*}
\|\Phi\|_{X} \leq C_{1} C_{s}\left(\left\|\mu_{1}\right\|_{s, \Omega_{1}}+\left\|\mu_{2}\right\|_{s, \Omega_{2}}\right) M_{\Phi}  \tag{44}\\
\left(\alpha_{0} / 2\right)\left\langle I_{\Phi}^{\prime}\left(\Phi_{1}\right)-\tilde{I}_{\Phi}^{\prime}\left(\Phi_{2}\right), S\right\rangle \leq-a\left(\mu_{1}, \mu_{2} ; \Phi, \Psi_{1}+\Psi_{2}\right)- \\
-\alpha_{1}\left\|\mu_{1}\right\|_{s, \Omega_{1}}^{2}-\alpha_{2}\left\|\mu_{2}\right\|_{s, \Omega_{2}}^{2} . \tag{45}
\end{gather*}
$$

Proof. We subtract identity (10) written for $\left(\Phi_{2}, \mu_{1}^{(2)}, \mu_{2}^{(2)}\right)$ from (10) written for $\left(\Phi_{1}, \mu_{1}^{(1)}, \mu_{2}^{(1)}\right)$. Using notation (43) we obtain the following identity for the difference $\Phi=\Phi_{1}-\Phi_{2}$ :
$a_{0}(\Phi, S)+a\left(\mu_{1}^{(2)}, \mu_{2}^{(2)} ; \Phi, S\right)=-a\left(\mu_{1}, \mu_{2} ; \Phi_{1}, S\right) \quad \forall S \in X$.
Using estimates (4), (20) and (41) we have
$\left|a\left(\mu_{1}, \mu_{2} ; \Phi_{1}, S\right)\right| \leq C_{s}\left(\left\|\mu_{1}\right\|_{s, \Omega_{1}}+\left\|\mu_{2}\right\|_{s, \Omega_{2}}\right)\left\|\Phi_{1}\right\|_{X}\|S\|_{X} \leq$
$\leq C_{s}\left(\left\|\mu_{1}\right\|_{s, \Omega_{1}}+\left\|\mu_{2}\right\|_{s, \Omega_{2}}\right) M_{\Phi}\|S\|_{X} \quad \forall S \in X$.
Taking into account estimates (47) it follows from Theorem 1 applied to the linear with respect to the difference $\Phi=$ $\Phi_{1}-\Phi_{2}$ problem (46) that the estimate (44) holds for the solution $\Phi$.

Now, we prove (45). Firstly, we set $\mu_{1}=\mu_{1}^{(1)}$ in inequality (37) written for $\hat{\mu}_{1}=\mu_{1}^{(2)}, \hat{\Phi}=\Phi_{2}, \hat{\Psi}=\Psi_{2}$ and then we set $\mu_{1}=\mu_{1}^{(2)}$ in (37) written for $\hat{\mu}_{1}=\mu_{1}^{(1)}$, $\hat{\Phi}=\Phi_{1}, \hat{\Psi}=\Psi_{1}$. Using (43) we obtain the inequalities

$$
\begin{gather*}
\alpha_{1}\left(\mu_{1}^{(2)}, \mu_{1}\right)_{s, \Omega_{1}}+a_{1}\left(\mu_{1} ; \Phi_{2}, \Psi_{2}\right) \geq 0, \\
-\alpha_{1}\left(\mu_{1}^{(1)}, \mu_{1}\right)_{s, \Omega_{1}}-a_{1}\left(\mu_{1} ; \Phi_{1}, \Psi_{1}\right) \geq 0 . \tag{48}
\end{gather*}
$$

Summing these inequalities we arrive at the following relation for the difference $\mu_{1} \equiv \mu_{1}^{(1)}-\mu_{1}^{(2)}$ :

$$
\begin{equation*}
a_{1}\left(\mu_{1} ; \Phi_{1}, \Psi_{1}\right)-a_{1}\left(\mu_{1} ; \Phi_{2}, \Psi_{2}\right) \leq-\alpha_{1}\left\|\mu_{1}\right\|_{s, \Omega_{1}}^{2} . \tag{49}
\end{equation*}
$$

In the same manner, we obtain the second inequality for the difference $\mu_{2} \equiv \mu_{2}^{(1)}-\mu_{2}^{(2)}$ :

$$
\begin{equation*}
a_{2}\left(\mu_{2} ; \Phi_{1}, \Psi_{1}\right)-a_{2}\left(\mu_{2} ; \Phi_{2}, \Psi_{2}\right) \leq-\alpha_{2}\left\|\mu_{2}\right\|_{s, \Omega_{2}}^{2} \tag{50}
\end{equation*}
$$

We subtract identity (42) for $l=2$ from (42) for $l=1$ and set $S=\Phi$. We obtain

$$
\begin{align*}
a_{0}(\Phi, \Psi) & +a\left(\mu_{1}^{(2)}, \mu_{2}^{(2)} ; \Phi, \Psi\right)+a\left(\mu_{1}, \mu_{2} ; \Phi, \Psi_{1}\right)= \\
& =-\left(\alpha_{0} / 2\right)\left\langle I_{\Phi}^{\prime}\left(\Phi_{1}\right)-\tilde{I}_{\Phi}^{\prime}\left(\Phi_{2}\right), S\right\rangle \tag{51}
\end{align*}
$$

Then we subtract identity (46) for $S=\Phi$ from (51) and obtain

$$
\begin{gather*}
a\left(\mu_{1}, \mu_{2} ; \Phi, \Psi_{1}\right)-a\left(\mu_{1}, \mu_{2} ; \Phi_{1}, \Psi\right)= \\
=-\left(\alpha_{0} / 2\right)\left\langle I_{\Phi}^{\prime}\left(\Phi_{1}\right)-\tilde{I}_{\Phi}^{\prime}\left(\Phi_{2}\right), S\right\rangle . \tag{52}
\end{gather*}
$$

Summing (52) with (49) and (50) we arrive at the desired inequality (45). The lemma is proved.

Relying on Theorem 4, we now establish sufficient conditions for the uniqueness and stability of the solution ( $\hat{\Phi}, \hat{\mu}$ ) to the following control problem corresponding to the cost functional $I_{1}(\Phi)=\left\|\Phi-\Phi^{d}\right\|_{Q}^{2}$ :
$J(\Phi, \mu) \equiv \frac{\alpha_{0}}{2} I_{1}(\Phi)+\frac{\alpha_{1}}{2}\left\|\mu_{1}\right\|_{s, \Omega_{1}}^{2}+\frac{\alpha_{2}}{2}\left\|\mu_{2}\right\|_{s, \Omega_{2}}^{2} \rightarrow \inf$,

$$
\begin{equation*}
G(\Phi, \mu)=0, \quad(\Phi, \mu) \in X \times K \tag{53}
\end{equation*}
$$

Setting $\Phi^{d}=\Phi_{1}^{d}-\Phi_{2}^{d}$ in addition to (43) we find in view of (34), that

$$
\begin{equation*}
\left\langle I_{1}^{\prime}\left(\Phi_{1}\right)-\tilde{I}_{1}^{\prime}\left(\Phi_{2}\right), \Phi\right\rangle=2\left(\|\Phi\|_{Q}^{2}-\left(\Phi^{d}, \Phi\right)_{Q}\right) . \tag{54}
\end{equation*}
$$

By virtue of (34) and (54), identity (39) for Lagrange multiplyers $\Psi_{l}$, corresponding to the solutions ( $\Phi_{l}, \mu_{l}$ ) and inequality (45) (for the differences $\Phi, \mu_{1}, \mu_{2}, \Psi$ entering into (43)) take the form

$$
\begin{gather*}
a_{\mu^{(l)}}\left(S, \Psi_{l}\right) \equiv a_{0}\left(S, \Psi_{l}\right)+a\left(\mu_{1}^{(l)}, \mu_{2}^{(l)} ; S, \Psi_{l}\right)= \\
=-\alpha_{0}\left(\Phi_{l}-\Phi_{l}^{d}, S\right)_{Q} \forall S \in X, l=1,2  \tag{55}\\
\alpha_{0}\left(\|\Phi\|_{Q}^{2}-\left(\Phi^{d}, \Phi\right)_{Q}\right) \leq-a\left(\mu_{1}, \mu_{2} ; \Phi, \Psi_{1}+\Psi_{2}\right)- \\
-\alpha_{1}\left\|\mu_{1}\right\|_{s, \Omega_{1}}^{2}-\alpha_{2}\left\|\mu_{2}\right\|_{s, \Omega_{2}}^{2} . \tag{56}
\end{gather*}
$$

Set

$$
\begin{equation*}
M_{\Phi}^{0}=C_{P} M_{\Phi}+\max \left(\left\|\Phi_{1}^{d}\right\|_{Q},\left\|\Phi_{2}^{d}\right\|_{Q}\right) \tag{57}
\end{equation*}
$$

where $C_{P}$ is a constant entering into Poincaré-Friedrichs inequality (8). The following main theorem is valid.

Theorem 4. Let, in addition to assumptions (ii), ( $j$ ), $K=K_{1} \times K_{2} \subset H_{\mu_{1}^{0}}^{s_{0}}\left(\Omega_{1}\right) \times H_{\mu_{2}^{0}}^{s}\left(\Omega_{2}\right)$ be a bounded set and let a triple $\left(\Phi_{l}, \mu_{1}^{(l)}, \mu_{2}^{(l)}\right)$ be a solution of control problem (53) corresponding to a given function $\Phi_{l}^{d}=\Phi^{d} \in L^{2}(Q)$, $l=1,2$, where $Q \subset \Omega_{i} \cup \Omega_{e}$ is a nonempty open subset. We assume that the following conditions are satisfied:

$$
\begin{align*}
& \alpha_{1}(1-\varepsilon)>4 \alpha_{0} C_{1}^{2} C_{s}^{2} M_{\Phi} M_{\Phi}^{0}, \\
& \alpha_{2}(1-\varepsilon)>4 \alpha_{0} C_{1}^{2} C_{s}^{2} M_{\Phi} M_{\Phi}^{0} \tag{58}
\end{align*}
$$

where $\varepsilon \in(0,1)$ is an arbitrary constant. Then the following stability estimates hold:

$$
\begin{equation*}
\left\|\mu_{1}^{(1)}-\mu_{1}^{(2)}\right\|_{s, \Omega_{1}} \leq(1 / 2) \sqrt{\alpha_{0} / \varepsilon \alpha_{1}}\left\|\Phi_{1}^{d}-\Phi_{2}^{d}\right\|_{Q} \tag{59}
\end{equation*}
$$

$$
\begin{gather*}
\left\|\mu_{2}^{(1)}-\mu_{2}^{(2)}\right\|_{s, \Omega_{2}} \leq(1 / 2) \sqrt{\alpha_{0} / \varepsilon \alpha_{2}}\left\|\Phi_{1}^{d}-\Phi_{2}^{d}\right\|_{Q}  \tag{60}\\
\left\|\Phi_{1}-\Phi_{2}\right\|_{Q} \leq\left\|\Phi_{1}^{d}-\Phi_{2}^{d}\right\|_{Q}  \tag{61}\\
\left\|\Phi_{1}-\Phi_{2}\right\|_{X} \leq(1 / 2) C_{1} C_{s}\left(\sqrt{\alpha_{0} / \varepsilon \alpha_{1}}+\right. \\
\left.+\sqrt{\alpha_{0} / \varepsilon \alpha_{2}}\right)\left\|\Phi_{1}^{d}-\Phi_{2}^{d}\right\|_{Q} \tag{62}
\end{gather*}
$$

Proof. First, we derive the estimate of the Lagrange multiplier $\Psi_{l}$ corresponding to the triple $\left(\Phi_{l}, \mu_{1}^{(l)}, \mu_{2}^{(l)}\right)$, $l=1,2$. For this purpose, we turn to the problem (42) for $I(\Phi)=I_{1}(\Phi)$ which is equivalent to the following operator equation for the multiplier $\Psi_{l}$ :
$A_{\mu^{(l)}}^{*} \Psi_{l}=\alpha_{0} f_{l} \in X^{*},\left\langle f_{l}, S\right\rangle=-\left(\Phi_{l}-\Phi_{l}^{d}, S\right)_{Q}, l=1,2$.
Here $A_{\mu^{(l)}}^{*}$ is the adjoint for the operator $A_{\mu^{(l)}}$ defined by $\left\langle A_{\mu^{(l)}}^{*} \Psi, \Phi\right\rangle=a_{\mu^{(l)}}(\Phi, \Psi)=\left\langle A_{\mu^{(l)}} \Phi, \Psi\right\rangle$ for all $\Phi, \Psi \in$ $X$. We emphasize that $A_{\mu^{(l)}}^{*}$ is an isomorphism and for his inverse $\left(A_{\mu^{(l)}}^{*}\right)^{-1}$ the following estimate holds

$$
\begin{equation*}
\left\|\left(A_{\mu(l)}^{*}\right)^{-1}\right\| \leq C_{1} \tag{64}
\end{equation*}
$$

It is easy to see using (57) and (8) that for all $S \in X$

$$
\begin{aligned}
& \left|\left(\Phi_{l}-\Phi_{l}^{d}, S\right)_{Q}\right| \leq\left[\left\|\Phi_{l}\right\|_{Q}+\max \left(\left\|\Phi_{1}^{d}\right\|_{Q},\left\|\Phi_{2}^{d}\right\|_{Q}\right)\right]\|S\|_{X} \leq \\
& \leq\left[C_{P}\left\|\Phi_{l}\right\|_{X}+\max \left(\left\|\Phi_{1}^{d}\right\|_{Q},\left\|\Phi_{2}^{d}\right\|_{Q}\right)\right]\|S\|_{X}=M_{\Phi}^{0}\|S\|_{X} .
\end{aligned}
$$

From this fact it follows that $\left\|f_{l}\right\|_{X^{*}} \leq M_{\Phi}^{0}$, and by estimate (64) applied to problem (63) with respect to $\Psi_{l}$, the following estimate holds for $\Psi_{l}$ :

$$
\begin{equation*}
\left\|\Psi_{l}\right\|_{X} \leq C_{1} \alpha_{0}\left\|f_{l}\right\|_{X^{*}} \leq C_{1} \alpha_{0} M_{\Phi}^{0} \tag{65}
\end{equation*}
$$

Combining estimates (4), (20), (44), (65) and the Young inequality $2 c d \leq \varepsilon c^{2}+(1 / \varepsilon) d^{2} \forall c \geq 0, d \geq 0, \varepsilon>0$ at $\varepsilon=1$, we derive using conditions (58) that

$$
\begin{gather*}
\left|a\left(\mu_{1}, \mu_{2} ; \Phi, \Psi_{1}+\Psi_{2}\right)\right| \leq \\
C_{s}\left(\left\|\mu_{1}\right\|_{s, \Omega_{1}}+\left\|\mu_{2}\right\|_{s, \Omega_{2}}\right)\|\Phi\|_{X}\left(\left\|\Psi_{1}\right\|_{X}+\left\|\Psi_{2}\right\|_{X}\right) \leq \\
\leq 2 C_{1} \alpha_{0} M_{\Phi}^{0} C_{s}\left(\left\|\mu_{1}\right\|_{s, \Omega_{1}}+\left\|\mu_{2}\right\|_{s, \Omega_{2}}\right)\left[C _ { 1 } C _ { s } \left(\left\|\mu_{1}\right\|_{s, \Omega_{1}}+\right.\right. \\
\left.\left.+\left\|\mu_{2}\right\|_{s, \Omega_{2}}\right) M_{\Phi}\right] \leq \\
\leq 4 \alpha_{0} C_{1}^{2} C_{s}^{2} M_{\Phi} M_{\Phi}^{0}\left(\left\|\mu_{1}\right\|_{s, \Omega_{1}}^{2}+\left\|\mu_{2}\right\|_{s, \Omega_{2}}^{2}\right) \leq \\
\leq \alpha_{1}(1-\varepsilon)\left\|\mu_{1}\right\|_{s, \Omega_{1}}^{2}+\alpha_{2}(1-\varepsilon)\left\|\mu_{2}\right\|_{s, \Omega_{2}}^{2} . \tag{66}
\end{gather*}
$$

Using estimate (66) we deduce from (56) that
$\alpha_{0}\|\Phi\|_{Q}^{2} \leq \alpha_{0}\left\|\Phi^{d}\right\|_{Q}\|\Phi\|_{Q}-\varepsilon \alpha_{1}\left\|\mu_{1}\right\|_{s, \Omega_{1}}^{2}-\varepsilon \alpha_{2}\left\|\mu_{2}\right\|_{s, \Omega_{2}}^{2}$.
From inequality (67) we obtain the estimate $\|\Phi\|_{Q} \leq$ $\left\|\Phi^{d}\right\|_{Q}$, which is equivalent by (43) to estimate (61). Next, using given estimate and the inequality $\left\|\Phi^{d}\right\|_{Q}\|\Phi\|_{Q} \leq$ $\|\Phi\|_{Q}^{2}+(1 / 4)\left\|\Phi^{d}\right\|_{Q}^{2}$, which follows from the Young inequality at $\varepsilon=1 / 2$, we derive from (67) that

$$
\begin{gather*}
\varepsilon \alpha_{1}\left\|\mu_{1}\right\|_{s, \Omega_{1}}^{2}+\varepsilon \alpha_{2}\left\|\mu_{2}\right\|_{s, \Omega_{2}}^{2} \leq \\
\leq \alpha_{0}\left\|\Phi^{d}\right\|_{Q}\|\Phi\|_{Q}-\alpha_{0}\|\Phi\|_{Q}^{2} \leq \frac{\alpha_{0}}{4}\left\|\Phi^{d}\right\|_{Q}^{2} \tag{68}
\end{gather*}
$$

From inequality (68) we obtain estimates (59), (60) for norms $\left\|\mu_{1}^{(1)}-\mu_{1}^{(2)}\right\|_{s, \Omega_{1}}$ and $\left\|\mu_{2}^{(1)}-\mu_{2}^{(2)}\right\|_{s, \Omega_{2}}$, while the estimate (62) follows from estimates (44), (59) and (60). The theorem is proved.

In a similar way one can prove the stability of solutions of control problem

$$
\begin{gather*}
J(\Phi, \mu) \equiv \frac{\alpha_{0}}{2}\left\|\nabla \Phi+\mathbf{H}^{d}\right\|_{Q}^{2}+\frac{\alpha_{1}}{2}\left\|\mu_{1}\right\|_{s, \Omega_{1}}^{2}+ \\
+\frac{\alpha_{2}}{2}\left\|\mu_{2}\right\|_{s, \Omega_{2}}^{2} \rightarrow \inf , \quad G(\Phi, \mu)=0, \quad(\Phi, \mu) \in X \times K \tag{69}
\end{gather*}
$$

corresponding to the second functional $I_{2}(\Phi)$ in (26).
Theorem 5. Let, in addition to assumptions (ii), (j), $K=K_{1} \times K_{2}$ be a bounded set and let a triple $\left(\Phi_{l}, \mu_{1}^{(l)}, \mu_{2}^{(l)}\right)$ be a solution of control problem (69) corresponding to a given function $\mathbf{H}^{d}=\mathbf{H}_{l}^{d} \in L^{2}(Q), l=1,2$, where $Q \subset \Omega_{0} \cup \Omega_{e}$ is a nonempty open subset. Let $M_{\Phi}^{0}=M_{\Phi}+\max \left(\left\|\mathbf{H}_{1}^{d}\right\|_{Q},\left\|\mathbf{H}_{2}^{d}\right\|_{Q}\right)$ where $M_{\Phi}$ is defined in (41) and assume that conditions (58) take place. Then the following stability estimates hold:

$$
\begin{gather*}
\left\|\mu_{1}^{(1)}-\mu_{1}^{(2)}\right\|_{s, \Omega_{1}} \leq(1 / 2) \sqrt{\alpha_{0} / \varepsilon \alpha_{1}}\left\|\mathbf{H}_{1}^{d}-\mathbf{H}_{2}^{d}\right\|_{Q}  \tag{70}\\
\left\|\mu_{2}^{(1)}-\mu_{2}^{(2)}\right\|_{s, \Omega_{2}} \leq(1 / 2) \sqrt{\alpha_{0} / \varepsilon \alpha_{2}}\left\|\mathbf{H}_{1}^{d}-\mathbf{H}_{2}^{d}\right\|_{Q}  \tag{71}\\
\left\|\Phi_{1}-\Phi_{2}\right\|_{Q} \leq\left\|\mathbf{H}_{1}^{d}-\mathbf{H}_{2}^{d}\right\|_{Q}  \tag{72}\\
\left\|\Phi_{1}-\Phi_{2}\right\|_{X} \leq(1 / 2) C_{1} C_{s}\left(\sqrt{\alpha_{0} / \varepsilon \alpha_{1}}+\right. \\
\left.+\sqrt{\alpha_{0} / \varepsilon \alpha_{2}}\right)\left\|\mathbf{H}_{1}^{d}-\mathbf{H}_{2}^{d}\right\|_{Q} \tag{73}
\end{gather*}
$$

Note that the stability of the solution of extremum problems (53) and (69) has been proved assuming that the parameters $\alpha_{1}$ and $\alpha_{2}$ are positive and satisfy (58). This means that the terms $\left(\alpha_{1} / 2\right)\left\|\mu_{1}\right\|_{s, \Omega_{1}}^{2}$ and $\left(\alpha_{2} / 2\right)\left\|\mu_{2}\right\|_{s, \Omega_{2}}^{2}$ in the expressions for the functional $I_{1}$ in (53) and $I_{2}$ in (69) have a regularizing effect.

## 5. Numerical algorithms

Optimality system (10), (36), (37), (38) derived above can be used to design efficient numerical algorithms for solving control problem (53) or (69). The simplest one (Algorithm 1) for the functional $I_{1}(\Phi)$ can be obtained by applying the fixed-point iteration method for solving the optimality system. The $m$-th iteration of this algorithm consists of finding unknown values $\Phi^{m}, \Psi^{m}, \mu_{1}^{m+1}$ and $\mu_{2}^{m+1}$ for given $\mu_{1}^{m}$ and $\mu_{2}^{m}$ where $m=0,1,2 \ldots$ by sequentially solving following problems:

$$
\begin{gather*}
a_{0}\left(\Phi^{m}, S\right)+a\left(\mu_{1}^{m}, \mu_{2}^{m} ; \Phi^{m}, S\right)= \\
=\langle F, S\rangle \forall S \in X,  \tag{74}\\
a_{0}\left(S, \Psi^{m}\right)+a\left(\mu_{1}^{m}, \mu_{2}^{m} ; S, \Psi^{m}\right)= \\
=-\alpha_{0}\left(S, \Phi^{m}-\Phi^{d}\right)_{Q} \forall S \in X,  \tag{75}\\
\alpha_{1}\left(\mu_{1}^{m+1}, \mu_{1}-\mu_{1}^{m}\right)_{s, \Omega_{1}}+a_{1}\left(\left(\mu_{1}-\mu_{1}^{m+1}\right) \Phi^{m}, \Psi^{m}\right) \geq 0 \\
\forall \mu_{1} \in K_{1}, \tag{76}
\end{gather*}
$$

$$
\begin{gather*}
\alpha_{2}\left(\mu_{2}^{m+1}, \mu_{2}-\mu_{2}^{m}\right)_{s, \Omega_{2}}+a_{2}\left(\left(\mu_{2}-\mu_{2}^{m+1}\right) \Phi^{m}, \Psi^{m}\right) \geq 0 \\
\forall \mu_{2} \in K_{2} . \tag{77}
\end{gather*}
$$

For discretization and solving problems (74), (75) one can use open source software FreeFem++ (www.freefem.org) based on using finite element method. For discretization of (76), (77) it is comfortable to look for controls $\mu_{1}$ and $\mu_{2}$ as
$\mu_{1}(\mathbf{x})=\sum_{j=1}^{N} \lambda_{j} \varphi_{j}^{(1)}(\mathbf{x}), \mu_{2}(\mathbf{x})=\sum_{j=1}^{N} \mu_{j} \varphi_{j}^{(2)}(\mathbf{x}), \mathbf{x} \in \Omega_{k}$.
Here $\varphi_{j}^{(1)}(\mathbf{x}) \in H^{s}\left(\Omega_{1}\right)$ and $\varphi_{j}^{(2)}(\mathbf{x}) \in H^{s}\left(\Omega_{2}\right)$ are nonnegative basis functions, $\lambda_{j} \geq 0$ and $\mu_{j} \geq 0$ are unknown coefficients. In the particular case when $\Omega_{1}$ and $\Omega_{2}$ are divided into $2 N$ sub-layers $\Omega_{1}^{(1)}, \ldots, \Omega_{1}^{(N)}$ and $\Omega_{2}^{(1)}, \ldots, \Omega_{2}^{(N)}$, and, besides, functions $\phi_{j}^{(1)}$ and $\phi_{j}^{(2)}$ are characteristic functions of sub-layers $\Omega_{1}^{(j)}$ and $\Omega_{2}^{(j)}, j=$ $1, \ldots, N$, respectively, the presentation (78) corresponds physically to replacing initial "continuous" magnetic shell by layered cloak. The letter consists of $2 N$ sub-layers $\left(\Omega_{1}^{(j)}, \lambda_{j}\right)$ and $\left(\Omega_{2}^{(j)}, \mu_{j}\right), j=1, \ldots, N$, every of which is filled by homogeneous medium with constant permeability $\lambda_{j}$ (or $\mu_{j}$ ), $j=1, \ldots, N$. Similar algorithm which is based on the strategy "optimize-then-discretize" (see [34]) can be used and for functional $I_{2}(\Phi)$.

Now we discuss another algorithm (Algorithm 2) which is based on the opposite strategy: "discretize-thenoptimize". The idea of this algorithm consists of seeking unknown controls - permeabilities $\mu_{1}$ and $\mu_{2}$ in the form (78). There $\lambda_{j}$ and $\mu_{j}$ are unknown coefficients which one should determine from the condition of minimum of the discrete analogue of functional $I_{1}(\Phi)$ (or $I_{2}(\Phi)$ ) in (26) which has the form

$$
\begin{gather*}
I_{1}\left(\lambda_{1}, \ldots, \lambda_{N}, \mu_{1}, \ldots, \mu_{N}\right)= \\
=\int_{Q}\left|\Phi\left(\lambda_{1}, \ldots, \lambda_{N}, \mu_{1}, \ldots, \mu_{N}\right)-\Phi^{d}\right|^{2} d \mathbf{x} . \tag{79}
\end{gather*}
$$

Here $\Phi\left(\lambda_{1}, \ldots, \lambda_{N}, \mu_{1}, \ldots, \mu_{N}\right)$ is a solution of the direct problem (10) for the case when parameters $\mu_{1}(\mathbf{x})$ and $\mu_{2}(\mathbf{x})$ have the form (78). In such a case the discrete analogue of problem (53) takes the form

$$
\begin{align*}
& \frac{\alpha_{0}}{2} I_{1}\left(\lambda_{1}, \ldots, \lambda_{N}, \mu_{1}, \ldots, \mu_{N}\right)+\frac{\alpha_{1}}{2} \sum_{j=1}^{N} \lambda_{j}^{2}+ \\
& \quad+\frac{\alpha_{2}}{2} \sum_{j=1}^{N} \mu_{j}^{2} \rightarrow \inf \tag{80}
\end{align*}
$$

where $\lambda_{j} \geq 0, \mu_{j} \geq 0, j=1, \ldots, N$ are sought for controls.

Problem (80) represents the finite-dimensional problem of conditional minimization which can be solved numerically using known methods of solution of discrete extremum problems. We note that for solving (80) it is comfortable to use the particle swarm optimization method (see


Figure 3: Geometry of $2 N$-layered cloak
[33]) according to the scheme proposed in [34, 35, 36, 37] for the numerical solution of thermal cloaking problems for cylindrical and spherical bodies. The formal comparison of both algorithms shows that Algorithm 1 is more complicated and more expensive in terms of CPU time and memory space. This is due to the fact that Algorithm 1 is based on solving the optimality system (10), (36)-(38) which involves a coupled system of state and adjoint equations (10) and (36) together with two variational inequalities (37) and (38) for sought for controls.

## 6. Conclusion

In conclusion, we studied control problems for magnetic scattering model (1)-(3). These problems arise when optimization method is applied for solving cloaking problems for respective scattering model. The magnetic permeabilities $\mu_{1}$ and $\mu_{2}$ of the inhomogeneous media filling the layers $\Omega_{1}$ and $\Omega_{2}$ of the cloak play the role of controls. We studied some new properties of solutions of direct magnetic scattering problem, proved the correctness of this problem and solvability of general control problem (28). Besides, we derived the optimality system (10), (36)-(38) describing the necessary conditions of extremum. Based on analysis of the optimality system, we have established sufficient conditions for the initial data which provide the uniqueness and stability of optimal solutions for problems (53) and (69) with respect to small perturbations of functions $\Phi^{d} \in L^{2}(Q)$ or $\mathbf{H}^{d} \in L^{2}(Q)$ included in the respective cost functionals in (28). In the same manner, the stability of optimal solutions with respect to small perturbations of the external field $\Phi^{e}$ can be investigated.

Besides, we proposed two numerical algorithms for solving our cloaking problems. The first of them, based on the strategy "optimize-then-discretize", is obtained when the fixed-point iteration method is used for solving the
optimality system (10), (36)-(38) for the control problem under study. The second one which is based on strategy "discretize-then-optimize" consists of solving finitedimensional problem (80). The particle swam optimization method can be used for this purpose.

Authors plan to devote a forthcoming paper to developing and studying the properties of the algorithms and to comparative analysis of results of numerical experiments performed using these algorithms.
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#### Abstract

Inverse problems associated with designing axisymmetric material shells for DC currents manipulating are studied. Applying the optimization method these inverse problems are reduced to corresponding control problems. A numerical algorithm based on the particle swarm optimization is proposed and the results of numerical experiments are discussed.


## 1. Introduction

In 2006 the transformation optics approach was proposed in $[1,2]$ to solve electromagnetic cloaking problems. Then this method has been firstly extended to acoustic cloaking $[3,4]$ and to cloaking thermal, magnetic, electric and another static fields $[5,6,7,8,9,10,11,12,13]$. This allowed to design metamaterial devices for manipulating DC currents such as invisibility cloaks, illusion devices and concentrators. But these devices usually adopted the analogue of transformation optics using complicated resistor networks to mimic inhomogeneous and anisotropic conductivities. Another and more general principle for DC currents manipulating based on the direct solution of electrical conduction equations using Fourier method has been proposed in [14]. However, the corresponding theory is valid under the strict limitations on the initial data which ensure the existence of an exact solution.

In this work we consider the problem of manipulating the dc currents in the general case when the theory developed in [14] is not applicable. To solve this problem we apply the optimization method described in detail in [15]. This approach is based on introducing the cost functional under minimization which adequately corresponds to the inverse problem of designing a device for manipulating DC currents. Beginning with the fundamental works by A.N. Tikhonov [16], this method is widely used when studying inverse problems of electromagnetism and heat and mass transfer (see [15] and references therein). As applied to cloaking problems, the optimization approach has given rise to a new cloaking strategy known as the inverse design strategy [17]. We mentioned the fist papers [18, 19] where cloaking problems were solved using numerical optimization methods (an iterative gradient method in [18] and a genetic algorithm in [19]). It should be mention papers $[20,21,22,23,24,25,26,27]$ where electromagnetic or acoustic cloaking problems are analyzed theoretically by
applying an optimization method. Works [28,29] are devoted to studying invisibility problem in X-ray tomography. Finally we note papers [30, 31, 32, 33] devoted to thermal cloaking problems. Optimization method for designing thermal cloaking shells was proposed and analyzed in [30, 33]. Numerical method based on particle swarm optimization was suggested for solving a thermal cloaking problems in [31, 32].

The purpose of this paper is the theoretical and numerical analysis of design problems of functional structures in the form of spherical shells to cloak material bodies in a stationary electric field. Keeping this goal in mind, the plan of our article is as follows. Based on the technical implementation conditions, the desired axisymmetric shell is divided into a finite number of layers, each of which is filled with a homogeneous isotropic material. As a result the manipulation problem under study is reduced to solving of respective finite-dimensional control problems. Constant conductivities of each layer play the role of controls in this control problem.

## 2. Mathematical model

Let us start with the statement of the general problem, considered in a three-dimensional cylindrical domain $D=$ $\left\{\mathbf{x} \equiv(x, y, z):-z_{0}<z<z_{0}, \quad x^{2}+y^{2}<c^{2}\right\}$ with specified numbers $z_{0}>0$ and $c>0$ (see Fig. 1). Let an external electric potential $U^{e}$ be formed by two horizontal bases $z= \pm z_{0}$ with different values $u_{1}$ and $u_{2}$, and the lateral surface $\Gamma$ of cylinder $D$ be insulated. We assume that there is a material shell $(\Omega, \sigma)$ inside $D$. Here, $\Omega$ is a spherical layer $a<|\mathbf{x}|<b\}, b<c$ and $\sigma$ is the electrical conductivity tensor of the inhomogeneous anisotropic medium filling the domain $\Omega$. We assume also that the interior $\Omega_{i}:|\mathbf{x}|<a$ and exterior $\Omega_{e}:|\mathbf{x}|>b$ of $\Omega$ are filled with homogeneous media having (generally different) constant electrical conductivities: $\sigma_{i}>0$ and $\sigma_{e}>0$.

In this case, the direct conduction problem implies determination of a triad $U$ of functions: $u_{i}$ in $\Omega_{i}, u$ in $\Omega$, and $u_{e}$ in $\Omega_{e}$, which satisfy the equations

$$
\begin{gather*}
\sigma_{i} \Delta u_{i}=0 \text { in } \Omega_{i},  \tag{1}\\
\operatorname{div}(\sigma \operatorname{grad} u)=0 \text { in } \Omega,  \tag{2}\\
\sigma_{e} \Delta u_{e}=0 \text { in } \Omega_{e}, \tag{3}
\end{gather*}
$$

and the boundary conditions

$$
\begin{equation*}
\left.U\right|_{z=-z_{0}}=u_{1},\left.\quad U\right|_{z=z_{0}}=u_{2},\left.\quad \frac{\partial U}{\partial n}\right|_{\Gamma}=0 \tag{4}
\end{equation*}
$$

The matching conditions are fulfilled at boundaries $\Gamma_{i}$ and $\Gamma_{e}$ of layer $\Omega$, which have the form

$$
\begin{align*}
& u_{i}=u, \quad \sigma_{i} \frac{\partial u_{i}}{\partial n}=(\sigma \nabla u) \cdot \mathbf{n} \text { on } \Gamma_{i}  \tag{5}\\
& u_{e}=u, \quad \sigma_{e} \frac{\partial u_{e}}{\partial n}=(\sigma \nabla u) \cdot \mathbf{n} \text { on } \Gamma_{e} . \tag{6}
\end{align*}
$$

As already mentioned, our goal is to analyze the cloaking problem for the model (1)-(6). Let us remain that inverse cloaking problem in the exact formulation consists in finding electrical conductivity tensor $\sigma$ providing the following cloaking conditions [15]:

$$
u_{e}=U^{e} \text { in } \Omega_{e}, \quad \nabla u_{i}=0 \text { in } \Omega_{i} .
$$

These conditions imply that electrical potential $U$ must be equal to the external field $U^{e}$ in $\Omega_{e}$ and its gradient $\nabla U$ must be equal to zero in $\Omega_{i}$.

Firstly we will study some properties of solutions to direct problem (1)-(6). In spite of the different geometries (cylindrical and spherical) of the above-introduced domains $D$ and $\Omega \subset D$, their common important property is that they are both axisymmetric. This property will be essentially used below, along with the following assumptions:
(i) tensor $\sigma$ is diagonal in spherical coordinates $r, \theta, \varphi$, and its diagonal components (radial, polar, and azimuthal conductivities) $\sigma_{r}, \sigma_{\theta}$ and $\sigma_{\varphi}$ are independent of $\varphi$ and satisfy the assumptions

$$
\begin{gathered}
\sigma_{r} \in L^{\infty}(\Omega), \sigma_{r}>\sigma_{r}^{0}=\text { const }>0, \\
\sigma_{\theta} \in L^{\infty}(\Omega), \sigma_{\theta}>\sigma_{\theta}^{0}=\mathrm{const}>0, \sigma_{\varphi}=\sigma_{\theta} .
\end{gathered}
$$

The condition $\sigma_{\varphi}=\sigma_{\theta}$ is widely used when analyzing three-dimensional problems of designing spherical functional devices. Moreover, in the particular case where the parameters $\sigma_{r}, \sigma_{\theta}, u_{1}$ and $u_{2}$ are constant, $\sigma_{i}=\sigma_{e}=\sigma_{0}=$ const) and the condition $2 \sigma_{r} \sigma_{\theta}=\sigma_{0}^{2}+\sigma_{0} \sigma_{r}$ is satisfied, problem (1)-(6) has an exact solution independent of $\varphi$ :

$$
\begin{gather*}
u_{i}(r, \theta)=\frac{u_{0}}{z_{0}}\left(\frac{a}{b}\right)^{q(s)-1} r \cos \theta+\frac{u_{1}+u_{2}}{2} \text { in } \Omega_{i} \\
u(r, \theta)=\frac{u_{0}}{z_{0}}\left(\frac{r}{b}\right)^{q(s)-1} r \cos \theta+\frac{u_{1}+u_{2}}{2} \text { in } \Omega \\
u_{e}(r, \theta)=\frac{u_{0}}{z_{0}} r \cos \theta+\frac{u_{1}+u_{2}}{2} \text { in } \Omega_{e} \tag{7}
\end{gather*}
$$

where

$$
q(s) \equiv \frac{-1+\sqrt{1+8 s}}{2}, \quad s=\frac{\sigma_{\theta}}{\sigma_{r}}, \quad u_{0}=\frac{u_{2}-u_{1}}{2} .
$$

The parameter $s=\sigma_{\theta} / \sigma_{r}$ characterizes the degree of anisotropy of the shell $\left(\Omega, \sigma_{r}, \sigma_{\theta}\right)$. In the particular case where $s=1$ (provided that $\sigma_{r}=\sigma_{\theta}=\sigma_{0}$ so that the
entire medium filling the domain $D$ is homogeneous and isotropic), formula (7) is transformed into the unified formula

$$
\begin{equation*}
U^{e}(z)=\frac{u_{0}}{z_{0}} r \cos \theta+\frac{u_{1}+u_{2}}{2}=u_{0} \frac{z}{z_{0}}+\frac{u_{1}+u_{2}}{2}, \tag{8}
\end{equation*}
$$

which describes the external applied field $U^{e}(z)$, used to detect objects located in domain $D$. It follows from (7) and (8) that

$$
\begin{gather*}
u_{e}=U^{e},\left|\nabla u_{e}\right|=\left|\nabla U^{e}\right|=\frac{\left|u_{0}\right|}{z_{0}} \text { in } \Omega_{e}, \\
\left|\nabla u_{i}\right|=\frac{\left|u_{0}\right|}{z_{0}} \mathcal{K}(s) \text { in } \Omega_{i}, \quad \mathcal{K}(s) \equiv\left(\frac{a}{b}\right)^{q(s)-1} . \tag{9}
\end{gather*}
$$

Then we introduce the quantity $\mathcal{M}(s)=1-\mathcal{K}(s)$, which was referred to as the cloaking efficiency of shell $\left(\Omega, \sigma_{r}, \sigma_{\theta}\right)$ at $s>1$ in [15]. Obviously, $0 \leq \mathcal{K}(s) \leq 1$, $0 \leq \mathcal{M}(s) \leq 1$ at $s \geq 1$; and

$$
\left.\begin{array}{rl}
q(s) & \rightarrow 1, \mathcal{K}(s) \\
q(s) & \rightarrow \infty, \mathcal{M}(s) \rightarrow 0 \text { at } s(s)
\end{array}\right) 0, \mathcal{M}(s) \rightarrow 1 \text { at } s \rightarrow \infty .
$$

Thus, the cloaking efficiency of the homogeneous anisotropic shell ( $\Omega, \sigma_{r}, \sigma_{\theta}$ ) described by formulas (7), increases with an increase in the anisotropy parameter $s=$ $\sigma_{\theta} / \sigma_{r}$. In the limit at $s \rightarrow \infty$, we obtain an exact cloaking shell with maximum cloaking efficiency $\mathcal{M}=1$. However, in the limit at $s \rightarrow 1$, we have a shell $\left(\Omega, \sigma_{r}, \sigma_{\theta}\right)$ with $\mathcal{M}=0$.


Figure 1: Geometry of the problem.

## 3. Optimization problems for layered shell

Let us now complicate the structure of the shell under consideration, assuming that $\left(\Omega, \sigma_{r}, \sigma_{\theta}\right)$ is a layered shell consisting of $M$ concentric spherical layers $\Omega_{j}, j=$
$1,2, \ldots, M$. Each of these layers is filled with a homogeneous and (generally) anisotropic medium, described by constant conductivities $\sigma_{r j}>0$ and $\sigma_{\theta j}>0, j=$ $1,2, \ldots, M$. The parameters $\sigma_{r}$ and $\sigma_{\theta}$ of this shell are given by the formulas

$$
\begin{equation*}
\sigma_{r}(\mathbf{x})=\sum_{j=1}^{M} \sigma_{r j} \chi_{j}(\mathbf{x}), \quad \sigma_{\theta}(\mathbf{x})=\sum_{j=1}^{M} \sigma_{\theta j} \chi_{j}(\mathbf{x}) \tag{10}
\end{equation*}
$$

Here, $\chi_{j}(\mathbf{x})$ is a characteristic function of layer $\Omega_{j}$, which is equal to 1 inside of $\Omega_{j}$ and 0 outside of $\Omega_{j}$.

We should emphasize that in the case of a layered shell, the inverse problems considered here become finite-dimensional, because they are reduced to determination of unknown coefficients $\sigma_{r j}$ and $\sigma_{\theta j}$ (entering formula (10)), which form a $2 M$-dimensional vector $\mathbf{s} \equiv$ $\left(\sigma_{r 1}, \sigma_{\theta 1}, \ldots, \sigma_{r M}, \sigma_{\theta M}\right)$ having the sense of conductivity vector for respective $M$-layered shell. In the particular case of an isotropic shell, when $\sigma_{r j}=\sigma_{\theta j}=\sigma_{j}$, conductivities of layers will be described by a vector $\mathbf{s}=$ $\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{M}\right)$.

Using the optimization method, one can reduce inverse problems under study to the minimization of a certain quality functional $J$. To find the explicit form of functional $J$, we denote the solution to the direct problem corresponding to parameters $\left(\sigma_{r 1}, \sigma_{\theta 1}, \ldots, \sigma_{r M}, \sigma_{\theta M}\right)$ in $\Omega$ and to coefficients $\sigma_{i}$ in $\Omega_{i}$ and $\sigma_{e}$ in $\Omega_{e}$ by $U[\mathbf{s}] \equiv$ $U\left(\sigma_{r 1}, \sigma_{\theta 1}, \ldots, \sigma_{r M}, \sigma_{\theta M}\right)$. It is assumed below that the vector $\mathbf{s}=\left(\sigma_{r 1}, \sigma_{\theta 1}, \ldots, \sigma_{r M}, \sigma_{\theta M}\right)$ belongs to the bounded set

$$
S=\left\{\mathbf{s}: m_{r} \leq \sigma_{r j} \leq M_{r}, m_{\theta} \leq \sigma_{\theta j} \leq M_{\theta}, j=1, \ldots, M\right\}
$$

for specified positive constants $m_{r}, M_{r}, m_{\theta}, M_{\theta}, j=$ $1,2, \ldots, M$. Let our cost functions $J_{e}, J_{i}$ and $J$ are defined by

$$
\begin{gather*}
J_{e}(\mathbf{s})=\frac{\left\|U[\mathbf{s}]-U^{e}\right\|_{L^{2}\left(\Omega_{e}\right)}}{\left\|U^{e}\right\|_{L^{2}\left(\Omega_{e}\right)}}, \\
J_{i}(\mathbf{s})=\frac{\|\nabla U[\mathbf{s}]\|_{L^{2}\left(\Omega_{i}\right)}}{\left\|\nabla U^{e}\right\|_{L^{2}\left(\Omega_{i}\right)}} \\
J(\mathbf{s})=\frac{J_{e}(\mathbf{s})+J_{i}(\mathbf{s})}{2} \tag{11}
\end{gather*}
$$

Below we will consider the following two problems:

$$
\begin{gather*}
J_{e}(\mathbf{s}) \rightarrow \mathrm{inf}, \mathbf{s} \in S,  \tag{12}\\
J(\mathbf{s})=\frac{J_{e}(\mathbf{s})+J_{i}(\mathbf{s})}{2} \rightarrow \inf , \quad \mathbf{s} \in S . \tag{13}
\end{gather*}
$$

We refer to problem (12) as an external cloaking problem while problem (13) is a full cloaking problem.

Consider a particular case of a single-layer shell with constant parameters $\sigma_{r}^{*}, \sigma_{\theta}^{*}$ satisfying the condition

$$
2 \sigma_{r}^{*} \sigma_{\theta}^{*}=\sigma_{0}^{2}+\sigma_{0} \sigma_{r}^{*} .
$$

A simple analysis in view of (9) shows that in this case the following relations hold:

$$
J_{e}\left(\sigma_{r}^{*}, \sigma_{\theta}^{*}\right)=0, \quad J_{i}\left(\sigma_{r}^{*}, \sigma_{\theta}^{*}\right)=\mathcal{K}\left(s^{*}\right),
$$

$$
\begin{equation*}
J\left(\sigma_{r}^{*}, \sigma_{\theta}^{*}\right)=0.5 \mathcal{K}\left(s^{*}\right), s^{*}=\sigma_{\theta}^{*} / \sigma_{r}^{*} . \tag{14}
\end{equation*}
$$

Here $\mathcal{K}\left(s^{*}\right)$ is the measure of visibility connected with the cloaking efficiency by the relation $\mathcal{K}\left(s^{*}\right)=1-$ $\mathcal{M}\left(s^{*}\right)$. From here and from (14) follows that value $J_{i}\left(\sigma_{r}^{*}, \sigma_{\theta}^{*}\right)$ of the functional $J_{i}$ as well as value $J\left(\sigma_{r}^{*}, \sigma_{\theta}^{*}\right)$ of the functional $J$ characterizes the cloaking efficiency of the corresponding shell $\left(\Omega, \sigma_{r}^{*}, \sigma_{\theta}^{*}\right)$. The smaller values $J\left(\sigma_{r}^{*}, \sigma_{\theta}^{*}\right)$ correspond to higher cloaking efficiency of the shell $\left(\Omega, \sigma_{r}^{*}, \sigma_{\theta}^{*}\right)$ and vice versa. This fact is also true in the general case of $M$-layered shell with conductivity vector $\mathbf{s} \equiv\left(\sigma_{r 1}, \sigma_{\theta 1}, \ldots, \sigma_{r M}, \sigma_{\theta M}\right)$.

To solve problems (12), (13) we use an algorithm based on the particle swarm optimization (PSO) [34]. Within this method, the desired parameters determining the value of minimized functional $J$ are presented in the form of the coordinates of the radius vector $\mathbf{s} \equiv$ $\left(\sigma_{r 1}, \sigma_{\theta 1}, \ldots, \sigma_{r M}, \sigma_{\theta M}\right)$ of some abstract particle. A particle swarm is considered to be any finite set of particles $\mathbf{s}_{1}, \ldots, \mathbf{s}_{N}$. Within the particle swarm optimization, one sets the initial swarm position $\mathbf{s}_{0}^{j}, j=1,2, \ldots, N$, and the iterative displacement procedure $\mathbf{s}_{j}^{i+1}=\mathbf{s}_{j}^{i}+\mathbf{v}_{j}^{i+1}$ for all particles $\mathbf{s}_{j}$, which is described by the formulas (see [31])

$$
\begin{equation*}
\mathbf{v}_{j}^{i+1}=w \mathbf{v}_{j}^{i}+c_{1} d_{1}\left(\mathbf{p}_{j}^{i}-\mathbf{s}_{j}^{i}\right)+c_{2} d_{2}\left(\mathbf{p}_{g}-\mathbf{s}_{j}^{i}\right) \tag{15}
\end{equation*}
$$

After each displacement we calculate the value $J\left(\mathbf{s}_{j}^{i+1}\right)$ of the functional $J$ for the new position $\mathbf{s}_{j}^{i+1}$, compare it to the current minimum value and, if necessary, update the personal and global best positions $\mathbf{p}_{j}$ and $\mathbf{p}_{g}$. In the end of this iteration process, all particles have to come at the global minimum point.

Here, $\mathbf{v}_{j}$ is the displacement vector; $w, c_{1}$ and $c_{2}$ are constant parameters; and $d_{1}$ and $d_{2}$ are random variables, which are uniformly distributed over the interval $(0,1)$. Their choice was considered in more detail in [31, 34]. The subscript $j \in\{1,2, \ldots, N\}$ in (15) denotes the particle number, and the superscript $i \in\{0,1, \ldots, L\}$ indicates the iteration number.

## 4. Numerical results

In this section we discuss the results of using the proposed algorithm for designing single-layer and multilayer cloaking shells. The most time-consuming part is the calculation of the values $J\left(\mathbf{s}_{j}^{i}\right)$ of the functional $J$ for the particle position $\mathbf{s}_{j}^{i+1}$ at different $i$ and $j$ values. This procedure includes two stages. At the first stage, the solution $U\left[\mathbf{s}_{j}^{i}\right]$ to direct problem (1)-(6) is calculated. To this end, we used the FreeFEM++ software package (www.freefem.org), designed for numerical solution of two- and three-dimensional boundary value problems by the finite-element method. After determining $U\left[\mathbf{s}_{j}^{i}\right]$, at the second stage we calculate the mean squared integral norms entering the definition of functionals $J_{e}$ or $J_{i}$ in (11).

In numerical experiments we assume that domain $D$ and shell $\Omega$ are determined by the values

$$
z_{0}=4 \mathrm{~cm}, a=1 \mathrm{~cm}, b=1.5 \mathrm{~cm}, c=4 \mathrm{~cm} .
$$



Figure 2: Equipotential lines for the external field $U^{e}$.

The role of the external field was played by the field $U^{e}$ in (7) at $u_{1}=0 \mathrm{~V}, u_{2}=100 \mathrm{~V}$, which is characterized by straight equipotential lines $U^{e}=$ const, oriented perpendicular to the $z$ axis (see Fig. 2). In view of the axial symmetry of the direct boundary value problem, its solution in spherical coordinates is independent of the angle $\varphi$. Therefore, an approximate solution was calculated in the cross section $D_{2}$ of the three-dimensional domain $D$ by the $y=0$ plane.

Let us note that field $U^{e}$ in Fig. 2 corresponds to a homogeneous medium that fills the entire domain $D$. Placing an object with a different conductivity into this medium causes perturbation of the field $U^{e}$. To show this effect we assume that $\Omega_{i}$ is the aluminum ball with the electrical conductivity $\sigma_{i}=3.8 \times 10^{7} \mathrm{~S} / \mathrm{m}$ while the rest of the domain $D$ is filled with the stainless steel ( $\sigma_{0}=1.45 \times 10^{6} \mathrm{~S} / \mathrm{m}$ ). Solving the direct problem (1)-(6) we obtain the electrical potential $U$ with equipotential lines shown in Fig. 3. Perturbation of the external field $U^{e}$ indicates the presence of body $\left(\Omega_{i}, \sigma_{i}\right)$ in $D$. In order to suppress this perturbation we need to design a cloaking shell.

Firstly, we solve the design problem for a single-layer anisotropic shell $\left(\Omega, \sigma_{r}, \sigma_{\theta}\right)$ assuming that the background material in $\Omega_{i}$ and $\Omega_{e}$ is the stainless steel ( $\sigma_{i}=\sigma_{e}=$ $1.45 \times 10^{6} \mathrm{~S} / \mathrm{m}$ ) while lower and upper bounds of the control set $S$ are determined by

$$
\begin{aligned}
& m_{r}=1.0 \times 10^{2} \mathrm{~S} / \mathrm{m}, \quad M_{r}=1.25 \times 10^{5} \mathrm{~S} / \mathrm{m} \\
& m_{\theta}=1.25 \times 10^{5} \mathrm{~S} / \mathrm{m}, \quad M_{\theta}=3.8 \times 10^{7} \mathrm{~S} / \mathrm{m}
\end{aligned}
$$

Numerical solution of the minimization problem (12) with the help of PSO method gives after 50 iterations the following results:

$$
\sigma_{r}^{o p t}=61725 \mathrm{~S} / \mathrm{m}, \sigma_{\theta}^{o p t}=1.77 \times 10^{7} \mathrm{~S} / \mathrm{m},
$$

$J_{e}^{o p t}=2.5 \times 10^{-5}, J_{i}^{o p t}=1.1 \times 10^{-4}, J^{o p t}=6.8 \times 10^{-4}$.
If we solve the problem (13) then we obtain the following optimal values of control parameters and cost functionals:

$$
\begin{gathered}
\sigma_{r}^{o p t}=57562 \mathrm{~S} / \mathrm{m}, \sigma_{\theta}^{o p t}=1.89 \times 10^{7} \mathrm{~S} / \mathrm{m} \\
J_{e}^{o p t}=4.0 \times 10^{-5}, J_{i}^{o p t}=5.5 \times 10^{-5}, J^{o p t}=2.5 \times 10^{-5}
\end{gathered}
$$

Equipotential lines for corresponding field $U\left[s^{o p t}\right]$ are shown in Fig. 4. It can be seen that the electric potential $U\left[\mathbf{s}^{o p t}\right]$ in $\Omega_{e}$ is close to the external field $U^{e}$, and it creates the illusion of the absence of the shell $\Omega$ for an external observer. It should be noted however that this high cloaking efficiency is achieved in both cases due to the high anisotropy of respective cloak $\left(\Omega, \sigma_{r}^{o p t}, \sigma_{\theta}^{o p t}\right)$. It is characterized by anisotropy parameter $s^{o p t}=\sigma_{\theta}^{o p t} / \sigma_{r}^{o p t}$ which is equal to 26 in the first case and to 85 in the second case.

Therefore our second group of tests concerns with designing multilayer cloak with isotropic layers. Let an even integer $M$ denotes the number of layers of our cloak and $\sigma_{j}$ is the electrical conductivity of the $j$-th layer, $j=$ $1, \ldots, M$. Setting $\mathbf{s}=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{M}\right)$ we define the set $S$ as follows

$$
S=\left\{\mathbf{s}: \sigma_{\min } \leq \sigma_{j} \leq \sigma_{\max }, j=1, \ldots, M\right\} .
$$

In our first test the lower bound corresponds to carbon ( $\sigma_{\text {min }}=1.0 \times 10^{4} \mathrm{~S} / \mathrm{m}$ ) and the upper bound corresponds to aluminum $\left(\sigma_{\max }=3.8 \times 10^{7} \mathrm{~S} / \mathrm{m}\right)$. As in the previous case, the background material in domains $\Omega_{i}$ and $\Omega_{e}$ is the stainless steel ( $\left.\sigma_{i}=\sigma_{e}=1.45 \times 10^{6} \mathrm{~S} / \mathrm{m}\right)$.

Optimal values $\sigma_{1}^{o p t}, \sigma_{2}^{o p t}, \sigma_{M}^{o p t}$ and corresponding values Jopt of the cost functional $J$ which were obtained by


Figure 3: Equipotential lines for an aluminum ball without a shell.


Figure 4: Equipotential lines for cloaking shell with a single anisotropic layer.

Table 1: Computational results for multilayer shells $\left(\sigma_{\min }=1.0 \times 10^{4} \mathrm{~S} / \mathrm{m}, \sigma_{\max }=3.8 \times 10^{7} \mathrm{~S} / \mathrm{m}\right)$.

| $M$ | $\sigma_{1}^{\text {opt }}[\mathrm{S} / \mathrm{m}]$ | $\sigma_{2}^{\text {opt }}[\mathrm{S} / \mathrm{m}]$ | $\sigma_{M}^{\text {opt }}[\mathrm{S} / \mathrm{m}]$ | $J\left(\mathbf{s}^{\text {opt }}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $1.0 \times 10^{4}$ | $4.3 \times 10^{6}$ | $4.3 \times 10^{6}$ | $2.4 \times 10^{-2}$ |
| 4 | $1.0 \times 10^{4}$ | $3.8 \times 10^{7}$ | $8.1 \times 10^{6}$ | $7.5 \times 10^{-4}$ |
| 6 | $1.0 \times 10^{4}$ | $3.8 \times 10^{7}$ | $1.1 \times 10^{7}$ | $9.6 \times 10^{-5}$ |
| 8 | $1.0 \times 10^{4}$ | $3.8 \times 10^{7}$ | $1.5 \times 10^{7}$ | $3.3 \times 10^{-5}$ |
| 10 | $1.0 \times 10^{4}$ | $3.8 \times 10^{7}$ | $1.7 \times 10^{7}$ | $2.9 \times 10^{-5}$ |

solving problem (13) using PSO are presented in Table 1 for five different scenarios corresponding to $M=2,4,6,8,10$.

Analysis of numerical results for multilayer shell with isotropic layers showed very interesting fact, namely: the optimal values of all control parameters with odd indices coincide with $\sigma_{1}^{o p t}=\sigma_{\min }$, i.e. they equal to the lower bound:

$$
\sigma_{1}^{o p t}=\sigma_{3}^{o p t}=\ldots=\sigma_{M-1}^{o p t}=\sigma_{\min }=1.0 \times 10^{4} \mathrm{~S} / \mathrm{m}
$$

while all even controls except the last one coincide with $\sigma_{2}^{o p t}$, i.e. they equal to the upper boundary $\sigma_{2}^{o p t}=\sigma_{\max }$ :

$$
\sigma_{2}^{o p t}=\sigma_{4}^{o p t}=\ldots=\sigma_{M-2}^{o p t}=\sigma_{\max }=3.8 \times 10^{7} \mathrm{~S} / \mathrm{m}
$$

Equipotential lines of corresponding field $U\left[s^{o p t}\right]$ for twolayer and four-layer shells are shown in Fig. 5 and Fig. 6, respectively. In both cases the electric potential $U\left[\mathbf{s}^{o p t}\right]$ in $\Omega_{e}$ is close to the external field $U^{e}$ shown in Fig. 4.

Analysis of Table 1 shows that the optimal value of functional $J$ decreases with increasing the number of layers $M$ and takes the value $J^{\text {opt }}=2.9 \times 10^{-5}$ at $M=10$. It corresponds to very high cloaking efficiency of the respective cloak $\left(\Omega, \mathbf{s}^{o p t}\right)$.


Figure 5: Equipotential lines for shell with two isotropic layers.

It should be noted that the results essentially depend on the bounds $\sigma_{\min }$ and $\sigma_{\max }$ of the control set $S$. In our second test the lower bound of the control set $S$ corresponds to graphite ( $\sigma_{\text {min }}=1.2 \times 10^{5} \mathrm{~S} / \mathrm{m}$ ) and the upper bound corresponds to copper $\left(\sigma_{\max }=5.9 \times 10^{7} \mathrm{~S} / \mathrm{m}\right)$. The background material in domains $\Omega_{i}$ and $\Omega_{e}$ is again the stainless steel ( $\sigma_{i}=\sigma_{e}=1.45 \times 10^{6} \mathrm{~S} / \mathrm{m}$ ). Computational results for second test are presented in Table 2.

As in the previous test the optimal values of all control parameters with an odd index coincide and equal to the


Figure 6: Equipotential lines for shell with four isotropic layers.

Table 2: Computational results for multilayer shells $\left(\sigma_{\min }=1.2 \times 10^{5} \mathrm{~S} / \mathrm{m}, \sigma_{\max }=5.9 \times 10^{7} \mathrm{~S} / \mathrm{m}\right)$.

| $M$ | $\sigma_{1}^{o p t}[\mathrm{~S} / \mathrm{m}]$ | $\sigma_{2}^{o p t}[\mathrm{~S} / \mathrm{m}]$ | $\sigma_{M}^{o p t}[\mathrm{~S} / \mathrm{m}]$ | $J\left(\mathbf{s}^{\text {opt }}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $1.2 \times 10^{5}$ | $5.9 \times 10^{7}$ | $5.9 \times 10^{7}$ | $1.1 \times 10^{-1}$ |
| 4 | $1.2 \times 10^{5}$ | $5.9 \times 10^{7}$ | $2.3 \times 10^{6}$ | $3.4 \times 10^{-2}$ |
| 6 | $1.2 \times 10^{5}$ | $5.9 \times 10^{7}$ | $5.8 \times 10^{5}$ | $1.3 \times 10^{-2}$ |
| 8 | $1.2 \times 10^{5}$ | $5.9 \times 10^{7}$ | $2.2 \times 10^{5}$ | $7.9 \times 10^{-3}$ |
| 10 | $1.2 \times 10^{5}$ | $5.9 \times 10^{7}$ | $1.2 \times 10^{5}$ | $5.1 \times 10^{-3}$ |

lower bound $\sigma_{\min }$ while all even controls except the last one take the maximum possible value which equal to upper bound $\sigma_{\text {max }}$. It is clearly seen that in this case the optimal values $J\left(\mathbf{s}^{o p t}\right)$ of the functional $J$ for all $M$ are greater than in Table 1. Thus for second choice of bounds $\sigma_{\min }$ and $\sigma_{\max }$ we obtained shell with a substantially lower cloaking efficiency.

In our third test the lower bound corresponds to carbon ( $\sigma_{\text {min }}=1.0 \times 10^{4} \mathrm{~S} / \mathrm{m}$ ) and the upper bound corresponds to copper ( $\sigma_{\max }=5.9 \times 10^{7} \mathrm{~S} / \mathrm{m}$ ). The background material in domains $\Omega_{i}$ and $\Omega_{e}$ is again the stainless steel ( $\sigma_{i}=$ $\sigma_{e}=1.45 \times 10^{6} \mathrm{~S} / \mathrm{m}$ ). Computational results for third test are presented in Table 3.

Table 3: Computational results for multilayer shells $\left(\sigma_{\min }=1.0 \times 10^{4} \mathrm{~S} / \mathrm{m}, \sigma_{\max }=5.9 \times 10^{7} \mathrm{~S} / \mathrm{m}\right)$.

| $M$ | $\sigma_{1}^{o p t}[\mathrm{~S} / \mathrm{m}]$ | $\sigma_{2}^{o p t}[\mathrm{~S} / \mathrm{m}]$ | $\sigma_{M}^{o p t}[\mathrm{~S} / \mathrm{m}]$ | $J\left(\mathbf{s}^{\text {opt }}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $1.0 \times 10^{4}$ | $4.3 \times 10^{6}$ | $4.3 \times 10^{6}$ | $2.4 \times 10^{-2}$ |
| 4 | $1.0 \times 10^{4}$ | $5.9 \times 10^{7}$ | $8.1 \times 10^{6}$ | $4.9 \times 10^{-4}$ |
| 6 | $1.0 \times 10^{4}$ | $5.9 \times 10^{7}$ | $1.1 \times 10^{7}$ | $6.1 \times 10^{-5}$ |
| 8 | $1.0 \times 10^{4}$ | $5.9 \times 10^{7}$ | $1.4 \times 10^{7}$ | $1.8 \times 10^{-5}$ |
| 10 | $1.0 \times 10^{4}$ | $5.9 \times 10^{7}$ | $1.8 \times 10^{7}$ | $1.6 \times 10^{-6}$ |

Analysis of Tables 1, 2 and 3 shows that the last choice of the bounds $\sigma_{\min }$ and $\sigma_{\max }$ gives the least optimal values $J^{o p t}$ of the functional $J$. Thus to obtain a shell with the highest cloaking efficiency it is necessary to choose the smallest possible value of the lower bound $\sigma_{\min }$ and the largest value of the upper bound $\sigma_{\min }$.

Since the optimal values of all control parameters except the last one $\sigma_{M}^{o p t}$ are equal to the lower or upper bounds of the control set $S$, the designing a multilayer shell can be reduced to the one-parameter minimization problem for $\sigma_{M}$. As a result, we can use only three isotropic materials to construct a multilayer shell. Let us note that cloaking efficiency depends significantly on the materials of the shell. If the choice of materials is limited but we want to increase cloaking efficiency then we can use the geometric parameters of the shell (e.g. the thickness of the last sublayer) as additional controls.

## 5. Conclusions

In this paper we studied inverse problems arising when designing axisymmetric DC cloaking shells. Using the op-
timization method these inverse problems were reduced to corresponding control problems in which the electric conductivities play the role of controls. We proposed numerical algorithm based on the particle swarm optimization and discussed results of computational experiments. Optimization analysis showed that high cloaking efficiency of the shell can be achieved using either a highly anisotropic singlelayer shell or a multilayer shell with isotropic layers. In the latter case the optimal values of all control parameters with odd indices coincide and equal to the lower bound of the control set while all even controls except the last one take the maximum possible value corresponding to upper bound. Using these results simplifies substantially technical realization of cloaks designed with the help of optimization method. In fact, it is enough to use three or only two different materials for obtaining high performance cloaks.
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#### Abstract

There is an increasing interest in harvesting photoejected hot-electrons. However, the metallic nanostructures that excite surface plasmons to enhance photoemission of hotelectrons are complex with a high fabrication challenge. Here, we present two purely planar hot-electron photodetectors based on Tamm plasmons and microcavity, respectively. On resonance, the electric field is strongly increased in metal, leading to a high hot electron generation efficiency, a strong and unidirectional photocurrent and a photoresponsivity higher than that of the conventional nanostructured system. KEY WORDS: Tamm plasmons; surface plasmons; microcavity; hot electrons


## 1. Introduction

Recently, there are vast attention on harvesting the energy carried by hot electron for various applications, e.g., photodetection, photovoltaics, etc. [1-3] The hot-electron photoconversion systems show a variety of benefits compared to the conventional semiconductor-based systems, including the high tunability on the resonance (into infrared band), the high energy concentration, the compatibility, and so on. Normally, the high-performance hot-electron photodetection relies strongly on the excitation of surface plasmons (SPs) from metallic nanostructures, which however are usually complex and challenging in fabrication. Planar systems which show a high compatibility with the current optoelectronic platforms and the ease of large-scale fabrication are highly desired. However planar systems without a delicate design always show the weak lighttrapping capability. Advanced strategies which can substantially improve the optical performance of the planar systems are of great necessity for the application of hotelectron photoconversion devices.

In this study, we show two planar hot electron photodetector systems based on Tamm plasmons and microcavity, respectively $[4,5]$. The former one integrates a distributed Bragg reflector with a metal/semiconductor/metal junction to strongly localize the incident light at the top metal and
adjacent dielectric layers by exciting the Tamm plasmons. As a result, the top metal absorbs more than $87 \%$ of the incident light. The latter one sandwiches the transparent conductive oxide/ semiconductor/metal junction into two asymmetric Bragg reflectors and a transparent buffer layer. At the resonance, the electric field increases sharply and the absorption in metal reaches $92 \%$, which is 21 times higher than that without the microcavity. In the two systems, the asymmetric absorption leads to a large unidirectional photocurrent with a photoresponsivity higher than the traditional systems based on surface plasmons. In addition, both of the planar systems show a narrow-band resonance with a high tunability, good resistance against the change of the incident angle, and the possibility for multiband photodetection.
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#### Abstract

Both benefits and suffers from the large index contrast between Si and $\mathrm{SiO}_{2}$, silicon photonics shows as a promising platform for next generation optical interconnections. By integrated a broadband silicon polarization-splitters and rotators (PSR) with arrayed-waveguide-gratings (AWG) and Germanium photodetectors (PDs, an integrated 8 -channel silicon DWDM receiver is fabricated and polarization-insensitive operations at 10 Gbps per channels is demonstrated.


## 1. Introduction

As a promising platform for next generation optical interconnection, silicon photonics has attracted a lot of attention because of the large index contrast between $\mathrm{SiO}_{2}$ and Si layer which enables strong optical confinement and thus small device footprints, high integration density and low power consumption ${ }^{\text {Erreur ! Source du renvoi introuvable.Erreur } \text { ! }}$ Source du renvoi introuvable. However, the large birefringence lies in waveguides with strong optical confinement also poses great challenges to many applications, particularly for receivers. A polarization-diversity scheme has been proposed to address this issue ${ }^{\text {Erreur }}$ : Source du renvoi introuvable. One of the key components in this scheme is polarization beam splitters (PBSs) and rotators (PSRs) ${ }^{\text {Erreur ! Source du renvoi }}$ introuvable. Tremendous efforts have been done in this field ${ }^{\text {Erreur }}$ ! Source du renvoi introuvable.,Erreur ! Source du renvoi introuvable. In this paper, an integrated silicon DWDM receiver is realized by combining a broadband PSR with silicon arrayed waveguide gratings(AWG) and Germanium photodetectors(PDs). Polarization insensitive operations at 10 Gbps at all channels is demonstrated.

## 2. Device Structure and Operation Principle

Fig. 1 shows the microscope picture of the integrated silicon DWDM receiver. Input optical signal with random polarization states is coupled into the chip first with an inverse coupler, and then is split by a broadband silicon PSR into two TE modes. Two identical AWGs follow the PSR to realize the wavelength de-multiplexing, following with germanium photodetectors to realize optical-electrical
conversion. The two polarization components are combined at PDs with waveguide-inputs from opposite directions. By combining the two output components from the PSR, polarization insensitive operations are realized.
Fig. 2 shows the schematic of the broadband silicon PSR which comprise an adiabatic bi-level taper and a mode evolution coupler. The design is based on our previous work Erreur ! Source du renvoi introuvable. The $\mathrm{TE}_{0}$ mode passes through the device directly and outputs from the through port. For the TM0 mode, it will be converted to the $\mathrm{TE}_{1}$ mode first by the bi-level taper, and then coupled to the $\mathrm{TE}_{0}$ mode in the cross port after passing through the counter-tapered coupler. To obtain a broad operation bandwidth, both the bi-level taper and mode-evolution counter-tapered coupler are optimized carefully.


Figure 1: Microscope image of the integrated silicon DWDM receiver.


Figure 2: Schematic of the proposed PSR.
The 8 -channel AWG is designed with a channel spacing of 3.2 nm . $90 \mathrm{~nm} / 220 \mathrm{~nm}$ bi-level tapers with its width linearly tapering from $0.45 \mu \mathrm{~m}$ to $2.5 \mu \mathrm{~m}$ were designed at the interface between arrayed waveguides and FPR region to reduce the modes mismatch loss. To reduce phase noises and sensitivity to fabrication errors, arrayed waveguides with a width of 1 um are used in the array waveguide area. Arrayed waveguides with widths of 450 nm were used at bends in order to maintain a small bending radius of $5 \mu \mathrm{~m}$.
The proposed device was fabricated through IME CMOS integrated silicon nano photonics process in

Singapore. SOI wafers with a top-silicon thickness(H) of 220 nm are used and a slab height(Hslab) of 90 nm is selected to be compatible with the standard fabrication process in the silicon photonic foundry.

## 3. Experiment Results

The measurement setup for the broadband PSR is shown in Fig. 3Erreur ! Source du renvoi introuvable.. The input polarization state was first set using a polarization-splitting prism with polarization controller (PC). After that, a straight silicon waveguide was used as a sample to align the output polarization plane with the input polarization. The output polarization state was set by tuning the linear polarizer system in the dashed box. For real samples, the polarization components of the output light were selected by rotating the polarizer correspondingly.


Figure 3: Experimental setup for on-chip PSR


Figure 4: (a)The measured spectra of the fabricated AWG;(b) The measured receiver photo response as a function of input wavelength for different input light polarizations.
Fig.4(a) shows the tested spectral for AWG. An insertion loss as low as 2.6 dB and a crosstalk less than 18 dB are obtained with the designed AWG. Fig.4(b) shows the tested results of the integrated DWDM receiver. Photocurrent responses of 8 -channels with different input light polarization states including TE , TM and random polarization state were tested at wavelengths from 1540 nm to 1565 nm . A polarization-dependent loss between 1.2 and 1.8 dB can be found. The responsivity of PDs is about $0.318 \mathrm{~A} / \mathrm{W}$, including insertion losses from PSR and AWG. The dark current of PD is about $1.7 \mu \mathrm{~A}$.
Eye diagrams of eight de-multiplexed channels were finally measured with pseudorandom binary sequence (PRBS) signal at 10 Gbps under the reverse bias of 2 V . Input light with random polarization state was used in the test. The wavelength of each channel is also shown in Fig. 5.


Figure 5: The measured 10 Gbps electrical eye diagrams of integrated DWDM receiver with random input polarization state.

## 4. Conclusions

A polarization-insensitive silicon DWDM receiver is demonstrated with 8 -wavelength channels at 3.2 nm spacing. The device includes a broadband silicon PSR based on bilevel taper and counter-tapered coupler, a 8-channel AWG and eight Germanium PDs. Operations at 10 Gbps per channels is demonstrated.

## Acknowledgements

This work is supported by the National Key Research and Development Program of China (No. 2017YFA0206403, No.2016YFE0130000), National Natural Science Foundation of China (No. 61475180), the Science Foundation of Shanghai (Outstanding Academic Leaders plan; Grant No. 16ZR1442600), "Strategic Priority Research Program" of Chinese Academy of Sciences (Grant No. XDB24020000).

## References

[1] T. Baehr-Jones et al., Nature Photonics 6(4): 206-208, 2012.
[2] T. Tsuchizawa et al., IEEE IEEE Journal of Selected Topics in Quantum Electronics, 11:232-240, 2005.
[3] L. Chen, p. OW1C. 1,2013.
[4] Y. Ding et al., Opt. letters 38(8):1227-1229, 2013.
[5] J. Wang et al., Opt. Express, 22(23):27869-27879, 2014.
[6] X. Chen et al., Chinese Optics Letters, 2016.
[7] L. Liu et al. Opt. letters, 36:1059-1061, 2011.
[8] J. Wang et al., Opt. Express, 22(8):9395-9403, 2014.

# Silicon Photonic Integrated Circuits for High-speed Modulation and Polarization-independent Bandwidth-variable Filtering 

Lei Zhang ${ }^{1,2}$, Sizhu Shao ${ }^{1,2}$, Haoyan Wang ${ }^{1,2}$, Linchen Zheng ${ }^{1,2}$, Hao Jia ${ }^{1,2}$, Jincheng Dai ${ }^{1,2}$, Jianfeng Ding ${ }^{1,2}$, Xin Fu ${ }^{1,2}$, and Lin Yang ${ }^{1,2}$<br>${ }^{1}$ State Key Laboratory on Integrated Optoelectronics, Institute of Semiconductors, Chinese Academy of Sciences, Beijing 100083, China<br>${ }^{2}$ College of Materials Science and Opto-Electronic Technology, University of Chinese Academy of Sciences, Beijing China<br>*corresponding author, E-mail: zhanglei@semi.ac.cn


#### Abstract

We report the design and experimental results of silicon optical modulators and filters. The optical modulators are based on Mach-Zehnder interferometers. We demonstrate 100 Gbps on-off keying (OOK) and 50Gbaud 4-level pulse amplitude modulation (PAM-4) modulations. The optical filters are based on asymmetrical directional couplers and 2 nd-order microring resonators. We show polarizationindependent optical bandpass filtering with the 3 dB bandwidth varying from 37.5 to 100 GHz .


## 1. Introduction

Silicon photonics has been considered as one of the most promising candidates for the next 400 GbE optical transmission platform. Silicon optical modulator and tunable filter are two key components enabling the manipulation of field information of a light beam and improving spectral efficiency of the network. Here we report silicon optical modulators based on Mach-Zehnder interferometers for OOK and PAM-4 modulation. We also demonstrate a silicon optical filter based on asymmetrical directional coupler (ADC) and microring resonators (MRRs) to enable polarization-independent and bandwidth-variable filtering.

## 2. Silicon optical modulators

Carrier-depletion silicon modulators are widely employed because the carriers in the diode move by the drift effect, resulting high intrinsic electro-optic bandwidth. Figure 1(a) shows the schematic of the silicon Mach-Zehnder optical modulator [1-6]. The multi-mode interference (MMI) couplers are employed for light splitting and combining. Thermal tuning region is integrated on the phase shifter to compensate the fabrication error and to set the working condition. Figure 1(b) shows the cross section of the phase shifter. The height and width of the waveguide is 220 nm and 400 nm , and the slab thickness is 70 nm . The p - and n doping concentrations are $1 \times 10^{18} / \mathrm{cm}^{3}$ and $8 \times 10^{17} / \mathrm{cm}^{3}$, respectively. The p-type region is to the right of the middle of the core with an offset of 40 nm . Figure 1(c) shows the microscope images of the modulators.


Figure 1: (a) Schematic of the silicon Mach-Zehnder optical modulator. (b) Cross section of the doped phase shifter. (c) Microscope images of the silicon optical modulators.
We drive the modulators to generate the optical OOK and PAM-4 signals. Figure 2 shows the eye diagrams of optical signals generated by the modulator with doped phase shifter length of 1 mm and 0.5 mm . The OOK and PAM-4 optical signals generated by the 0.5 mm modulators are measured to be up to 100 Gbps and 50 Gbaud , respectively.
(a)


70Gbps OOK


80Gbps OOK


40Gbaud PAM-4
(b)


90Gbps OOK


100 Gbps OOK


50Gbaud PAM-4

Figure 2: Eye diagrams of the silicon optical modulators with doped phase shifter of (a) 1 mm and (b) 0.5 mm .

## 3. Silicon optical bandpass filters

Optical bandpass filters with tunable central wavelength and adjustable bandwidth are essential to implement agile optical networks. Large free spectral range (FSR) is also desirable to allocate more WDM channels. Here we propose and demonstrate such an optical bandpass filter. As shown in Fig. 3(a), we employ polarization splitter and rotator (PSR) at both ends of the circuit to obtain polarization independence [7]. The PSR is based on asymmetrical directional coupler (ADC). For each optical filter in the two branches, we use two stages of 2 nd -order MRRs with different radii to expand the FSR. We rely on the thermo-optic effect of silicon to tune the MRR. Each stage of the 2nd-order MRR is designed to have a flat-top response. The two flat-top responses of the two stages are intentionally slightly misaligned to adjust the bandwidth of the overall spectral response (Fig. 3(c)).


Figure 3: (a) Schematic of the optical filter. (b) Polarization splitter and rotator based on an asymmetrical directional coupler. (c) Optical bandpass filter based on cascading 2ndorder microring resonators.

As shown in Fig. 3(b), two orthogonal modes $\left(\mathrm{TE}_{00}, \mathrm{TM}_{00}\right)$ are input at a narrow waveguide $\left(W_{1}\right)$ and transformed to a wide waveguide $\left(W_{2}\right)$. The width of the input waveguide and that of the narrow waveguide in the $\mathrm{ADC}\left(W_{1}\right)$ are both chosen to be 400 nm . The phase-matching condition is required to efficiently transform the optical energy of a mode in one waveguide to that of another mode in the adjacent waveguide [7]. Due to the width difference, the $\mathrm{TE}_{00}$ modes in the two waveguides of an ADC have significantly different $n_{\text {eff. }}$. Thus the $\mathrm{TE}_{00}$ mode in the wide waveguide will keep propagating in it. In order to efficiently transfer the energy of $\mathrm{TM}_{00}$ mode in the wide waveguide to the $\mathrm{TE}_{00}$ mode in the narrow waveguide, $W_{2}$ is chosen to be 906 nm . We find the optimum the coupling length ( $L \mathrm{c}$ ) to be $38 \mu \mathrm{~m}$ using the finite-difference timedomain (FDTD) simulations.
Figure 3(c) shows the schematic of the proposed tunable optical filter based on 2nd-order MRRs. Ring cavities in the 1 st and 2 nd stages have different radii of $7 \mu \mathrm{~m}$ and $10 \mu \mathrm{~m}$, respectively. The output of the first stage acts as the input of the second stage. The gap spacing between the ring cavity and the straight waveguide $G_{0}$ is 200 nm for both stages. We
use the FDTD method to find the optimal value of the gap spacings between the two ring cavities ( $G_{1}$ and $G_{2}$ ) to meet the maximally flat condition of second-order MRR [8]. The $G_{1}$ and $G_{2}$ are found to be 375 nm and 350 nm , respectively, for the two stages. All the four microring resonators have independent titanium nitride (TiN) heaters.


Figure 4: (a) Microscope image of the fabricated device. (b) Polarization-independent filtering responses. (c) The adjustment of the 3 dB bandwidth.

The device is fabricated on an 8 -inch silicon-on-insulator (SOI) wafer. The experimental results are shown in Fig. 4. We adjust the polarization states of the input light randomly and find negligible penalty on the transmission and low polarization-dependent loss (PDL) (Fig. 4(b)). The FSR is larger than 40 nm . Figure 4(c) shows the results of 3 dB bandwidth adjustment from 37.5 GHz to 100 GHz with a step of 12.5 GHz via intentional misalignment of the two stages. The insertion loss varies from -5.44 dB for 37.5 GHz bandwidth to -7.89 dB for 100 GHz bandwidth.

## 4. Conclusion

We report high-speed traveling-wave silicon Mach-Zehnder modulators showing 100Gbps OOK and 50Gbaud PAM-4 modulations. We propose and demonstrate a polarizationindependent optical bandpass filter with variable bandwidth ( 37.5 GHz to 100 GHz ) and large FSR ( $>40 \mathrm{~nm}$ ).
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#### Abstract

Magneto-optical surface plasmon resonance (MOSPR) biosensors based on ferromagnetic metals such as $\mathrm{Ni}, \mathrm{Fe}$, Co show high sensing performance. However, the high optical loss of ferromagnetic metals compromise the performance of the device. In this presentation, we propose a MOSPR sensor based on low loss magnetism oxide thin films. The device is composed of $\mathrm{Au} / \mathrm{Ce}: \mathrm{YIG} / \mathrm{YIG} / \mathrm{SiO}_{2} / \mathrm{TiN}$ multilayer thin films grown on silica substrates. Simultaneous transverse magneto-optical Kerr effect (TMOKE) and index sensitivity enhancement have been obtained, originated from the hybridization of waveguide mode in dielectric layer and SPR mode on gold surface. We experimentally demonstrate a high figure of merit (FOM) $964 \pm 150 \mathrm{RIU}^{-1}$ and low limit of detection (LOD) $4.13 \times 10^{-6}$ RIU at wavelength 650 nm , which is 17.8 folds and 16 folds higher compared to standard Au SPR, respectively


## 1. Introduction

MOSPR devices, where are ferromagnetic material is incorporated to the near field of a plasmonic nanostructure, has been widely studied due to their high figure of merit, low limit of detection for biosensing applications Ferromagnetic metals such as Fe [1], Ni [2], and Co [3] are widely used for MOSPR sensors due to the strong magnetooptical effect and simplicity of fabrication. However, the high free electron concentration of the ferromagnetic metals brings about high optical loss, which compromises the device sensing performance. Compared to the ferromagnetic metals, dielectric magnetism oxides such as Bi or Ce doped $\mathrm{Y}_{3} \mathrm{Fe}_{5} \mathrm{O}_{12}$ show strong magneto-optical effect and low optical loss in the visible to near infrared wavelength Furthermore, the dielectric can support waveguide mode, which provide more design ideas for high FOM MOSPR biosensors. Here, we experimentally and theoretically demonstrate a high FOM magnetoplasmonic biosensor based on low loss magnetism oxide. Through properly design the structure parameters of the metal-insulator-metal (MIM) sandwich structure, we can achieve the coupling of MIM mode and SPR mode in our device. The strong
coupling leads to simultaneous TMOKE and surface sensitivity enhancement, which achieve a high theoretical FOM $39600 \mathrm{RIU}^{-1}$ at wavelength of 650 nm . We also experimentally demonstrate a high FOM $964 \pm 150 \mathrm{RIU}^{-1}$ at the same wavelength, which is about 17.8 folds higher than standard Au SPR sensors. Another key property, limit of detection (LOD), is also measured by our home-made setup which reaches $4.13 \times 10^{-6}$ RIU. The LOD of our MOSPR sensor is 16 folds lower compared to Au SPR sensor measured on the same setup.

## 2. Simulation and experiment results

The schematic of our device is shown in Fig. 1a. The device stack is $\mathrm{Au} / \mathrm{Ce}: \mathrm{YIG} / \mathrm{YIG} / \mathrm{SiO}_{2} / \mathrm{TiN}$ thin films grown on both-side-polished silica substrates. A silica prism with index-matching oil ( $\mathrm{n}=1.45$ ) is used to excite MIM or SPR modes in the device. The magnetic field is perpendicular to the incident plane with p polarized incident light, i.e. the TMOKE geometry. In order to confirm the thickness of each layer, we measure the scanning tunneling electron microscope (STEM) of the cross section of our device, shown in Fig. 1b. The thickness of each layers are TiN 43 $\mathrm{nm}, \mathrm{SiO}_{2} 8 \mathrm{~nm}$, YIG 53 nm , Ce:YIG 45 nm , and Au 14 nm , respectively. A prism coupling system has been used to measure the bulk sensing of the MIM device. The sensing solutions with index from 1.33 to 1.37 are the mixture of water and glycerinum with mass ratios of $0 \%, 7 \%, 15 \%$, $22 \%$ and $30 \%$. From Fig. 1c, a maximum FOM $964 \pm 150$ $\mathrm{RIU}^{-1}$ is obtained with index 1.33. Compare to the theoretical FOM of SPR sensor, the MIM MOSPR sensor shows a 17.8 folds enhancement. Next, in Fig. 1d, we measure the signal to noise ratio, which can extract the LOD of our device. The LOD of the MIM MOSPR and SPR devices are $4.13 \times 10^{-6}$ RIU and $6.79 \times 10^{-5}$, respectively. The MOSPR device shows 16 times enhancement of the LOD compared to the SPR device. In theory, we optimize the thickness of Au and $\mathrm{Ce}:$ YIG to obtain the maximum FOM, as shown in Fig. 1e. The optimized thickness of Au and Ce:YIG are 10 nm and 48 nm with a large FOM of $39600 \mathrm{RIU}^{-1}$. We simulate the dispersion relation of the device, show in Fig. 1f. We clearly see two coupled modes
with large Rabi splitting as the deep blue area shows. The two black dash lines are the dispersion curve for independent MIM and SPR modes, which have a cross over, corresponding to the mode hybridization. Hence, the high FOM is result from the hybridization of MIM and SPR modes, which improves the TMOKE and sensitivity simultaneously.

## 3. Conclusions

In summary, we have designed and fabricated a novel MOSPR biosensor based on low loss magnetism oxides. A high FOM of $964 \pm 150 \mathrm{RIU}^{-1}$ is experimentally obtained at wavelength 650 nm . The high FOMs is originated from the WG-SPR hybrid mode excited by the prism coupling. Our work provides the new ideas for high performance magentoplasmonic biomedical sensing based on low loss magnetism oxides.
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Figure 1: (a) Schematic of the MOSPR device. (b) The cross section STEM image of the fabricated device. (c) Experimental FOM as function of the sensing solution indices. (d) Measured signal to noise ratio as function of sensing medium index variation for both the MOSPR and SPR devices. The inset shows the real time SNR variation as changing the sensing medium index by $1 \times 10^{-4}$. (e) Optimized structure parameters of Au and Ce:YIG thickness with a maximum FOM of $39600 \mathrm{RIU}^{-1}$ is obtained at Au 10 nm and CeYIG 48 nm , respectively. (f) Calculated dispersion relation of the MOSPR device, showing the hybridization of MIM and SPR modes.
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#### Abstract

This paper reports the recent work in our group about the silicon-organic hybrid waveguide for improving the performance of silicon photonic integrated devices. The athermal silicon-on-isolator (SOI) based microring resonator and arrayed waveguide grating are realized by overlaying organic polymer with negative thermal-optic coefficient on the SOI waveguide. The electro-optic modulator with wide bandwidth and low half-wave voltage is implemented by filling organic polymer with high electro-optic coefficient in the slot of SOI waveguide.


Key Words: Silicon-organic Hybrid Integration, Microring Resonator, AWG, Electro-optic Modulator.

## 1. Introduction

Photonic integration is becoming the main stream of photonic technology and has many applications in nextgeneration optical networks, optical interconnects, coherent transceivers, and microwave photonic signal processing system, etc. Silicon photonics is currently the most promising technology to realize large scale photonic integration, leveraging mature high-yield CMOS fabrication and offering the poetential of photonic-electronic cointegration on the same chip [1].

A lot of silicon-on-isolator (SOI) based photonic integrated devices have been demonstrated, such as microring resonstor (MRR), arrayed waveguide grating (AWG), optical true time delay line, polarization rotator, etc. However, since silicon has a quite large thermo-optic (TO) coefficient ( $\mathrm{dn} / \mathrm{dT}=1.8 \times 10^{-4} /{ }^{\circ} \mathrm{C}$ ), external heaters or coolers have to be employed to stabilize the chip temperature. This element takes extra space and consumes extra power. Organic polymer, as a promising photonic material with molecule-level designable property, has a large negative TO coefficient, which can be utilized to counterbalance the SOI waveguide core's positive TO coefficient [2,3].

On the other hand, the electro-optic modulator (EOM) with wide bandwidth and low half-wave voltage is desired for optical fiber communication system, optical controlled phase array antenna system and photonic based satellite payload. However, second-order nonlinearities are absent in
bulk silicon due to inversion symmetry of the crystal lattice. Hence, current silicon-based modulators have to rely on free-carrier depletion or injection in $\mathrm{p}-\mathrm{n}, \mathrm{p}-\mathrm{i}-\mathrm{n}$ or metal-oxide-semiconductor structures. This leads to various tradeoffs when realizing fast and energy-efficient devices with small footprint. The organic polymer can achieve a very high electro-optic (EO) coefficient by dispersing EO chromophore in a polymer matrix[4]. By filling EO polymer material in the slot of SOI waveguide, the EOM with high bandwidth and low half-wave voltage can be realized.

In this paper, the recent work in our group about the silicon-organic hybrid ( SOH ) waveguide for improving the performance of silicon photonic integrated devices is addressed. In Section 2, the athermal SOI based MRR and AWG is presented. In Section 3, the work of the EOM by filling EO polymer in the silicon slot waveguide is described. Finally, a conclusion is given in Section 4.

## 2. Athermal SOI waveguide devices

MRR, with the multiple function and compact size, is a key unit for the large scale integration photonic circuits. However, the resonant wavelength of MRR based devices is sensitive to the temperature, which is a great obstacle in real applications. By overlaying a polymer cladding on SOI waveguides, the athermal MRR can be realized [2]. The operational principle can be explained as follows.
The temperature dependence of the resonant wavelength of MRR can be expressed as

$$
\begin{equation*}
\frac{d \lambda_{m}}{d T}=\left(\frac{1}{L} \cdot \frac{d S}{d T}\right) \frac{\lambda_{m}}{n_{e f f}}=\left(n_{e f f} \cdot \alpha_{s u b}+\frac{d n_{e f f}}{d T}\right) \frac{\lambda_{m}}{n_{g}}, \tag{1}
\end{equation*}
$$

where $\lambda_{m}$ is the resonant wavelength, $n_{\text {eff }}$ is the effective index of waveguide, $S$ is the optical length defined as $S=$ $n_{\text {eff }} L, \alpha_{\text {sub }}$ is the substrate expansion coefficient, $n_{g}$ is the group index of waveguide. The athermal condition is achieved when Eq. (1) equals to zero. Normally silicon is used as substrate and the thermal expansion coefficient of Si is on the order of $10^{-6}\left(\alpha_{\text {sub }}=2.6 \times 10^{-6} /{ }^{\circ} \mathrm{C}\right) ; \mathrm{d} n_{\text {eff }} / \mathrm{d} T$ depends on the TO coefficient of the core material and cladding material. According to the TO coefficient of the core silicon of $1.8 \times 10^{-4} /{ }^{\circ} \mathrm{C}$ and the cladding polymer of $-(1 \sim 3) \times 10^{-4} /{ }^{\circ} \mathrm{C}$, athermal SOI waveguides can be achieved by optimizing the
waveguide structures.
The standard SOI structure with a height of 220 nm is used for designing the athermal waveguides. Polymer PSQ-LH with a large TO coefficient of $-2.4 \times 10^{-4} /{ }^{\circ} \mathrm{C}$ and low loss at 1550 nm is chosen as the cladding material. The narrow SOI waveguides as shown in Fig. 1 (a) are fabricated by deep UV lithography with standard CMOS fabrication technology. Fig. 1 (b) shows the measured transmission spectra of a MRR for temperatures from $10^{\circ} \mathrm{C}$ to $50^{\circ} \mathrm{C}$. By linear fitting of one resonant wavelength at different temperatures, the wavelength temperature dependence $\mathrm{d} \lambda / \mathrm{d} T$ is extracted. As shown in Fig. 1 (c), the wavelength temperature dependence of the 350 nm -width MRR is reduced from $54.2 \mathrm{pm} /{ }^{\circ} \mathrm{C}$ to $4.9 \mathrm{pm} /{ }^{\circ} \mathrm{C}$ after overlaying a polymer PSQ-LH.


Figure 1: (a) SEM pictures of fabricated SOI MRR. Transmission spectra of MRR at different temperatures (b) before and (c) after overlaying a polymer.


Figure 2: (a) SEM pictures of critical parts of fabricated SOI AWG. (b) Temperature dependence of the peak wavelength after polymer overlay for different waveguide widths.

The athermal SOI based AWG with polymer PSQ-LH as cladding is also designed and fabricated[3]. Considering the fabrication of SOI waveguide by the deep UV lithography and inductively coupled plasma-reactive ion etching, the trapezoidal waveguide model is chosen to design the athermal AWG. Fig. 2 (a) shows the SEM pictures of the critical parts of the AWG. Fig. 2(b) shows the temperature dependence of the peak wavelength of one of the AWG central channels with narrowed arrayed waveguide overlaid with polymer PSQ-LH. The lowest temperature dependence was obtained for a waveguide width of 358.8 nm , where the temperature dependence of the filter peak wavelength was
successfully reduced from above $65.4 \mathrm{pm} /{ }^{\circ} \mathrm{C}$ to $-1.5 \mathrm{pm} /{ }^{\circ} \mathrm{C}$, i.e., more than 1 order of magnitude lower than that of the normal SOI AWGs.

## 3. Silicon-organic hybrid electro-optic modulator

SOH waveguide combines the advantage of CMOS compatible fabrication of silicon waveguide and the high EO coefficient and low dielectric constant of organic polymer [4]. Fig. 3 (a) shows the slot waveguide cross section of EOM filled with EO polymer. From the simulated results, it can be seen that the optical field and the microwave field are both confined in the slot region, which can enhance the electro-optic modulation effect and improve the performance of bandwidth and $V_{\pi} \cdot$ L. Fig. 3(b) and (c) give the confinement factor of optical field with different slot widths and different waveguide widths.


Figure 3: SOH waveguide based EOM. (a) Cross section of slot waveguide filled with polymer and simulated optical and microwave fields; Confinement factor of optical field with (b) different slot widths and (c) different waveguide widths.

## 4. Conclusions

SOH waveguides for athermal SOI devices and EOM have been presented, which shows the potential to improve the performance of silicon based photonic integrated circuit.
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#### Abstract

A pneumatically levitated azimuthally rotating split ring resonator system is proposed to provide dynamic tunability. A single split ring resonator is placed on a levitation platform controlled by pneumatic force. Changes in orientation of the split ring due to the continuous spinning motion relative to a second static split ring forms a broadside coupled resonator with dynamically swept resonant frequency. The speed and acceleration of the frequency sweep can be controlled by the applied pneumatic pressure and the interchangeable platform design. The contactless pneumatic levitation concept and corresponding dynamically tunable resonant frequency results are validated by both simulations and measurements.


## 1. Introduction

The implementation of a split ring resonator (SRR) as a key electromagnetic (EM) component in microwave devices, transmission line structures, metamaterials and metasurfaces has seen rapid expansion over the past few years. The SRR consists of a conductive wire loop with a small gap between each end. The position of the gap, and hence the mutual orientation of the SRR in the incident EM field causes variance in its resonant frequency. This property can be utilized to design tunable RF components such as a frequency configurable antenna [1, 2]. However in this technique the tunability of the RF component is limited by the static orientation of the printed split rings. Dynamically changing the orientation of the SRR will provide a swept resonant frequency akin to scanning systems such as radar and sensors. Traditional methods of frequency tuning involve adding active components into the SRR gap (e.g. [3]), requiring extra electronic components and bias line not native to the structure of SRR, causing potential interference to operation. Pneumatic structure have also been proposed, however may be susceptible to alignment tolerances [4, 5]. A contactless platform controlled by pneumatic force is proposed to change the orientation of an SRR relative to an incident EM wave. This approach is designed to encounter less EM interference than traditional tuning methods as the SRR is manipulated solely by air and no metallic bias/control line are required. The levitation platform restricts the movement of the SRR to azimuthal rotation only, therefore the resonant frequency sweep results from the orientation of the spinning SRR in the incident EM wave relative to a static broadside coupled SRR.


Figure 1: (a) Pneumatic levitation platform schematic cross section (b) Three levitation platforms designs (c) Split ring resonator configuration.

## 2. Pneumatic levitation concept

Fig. 1(a) shows a cross-section of the pneumatic levitation platform. Air is delivered from a tube at the base of the structure and is temporarily stored in the air chamber. The retarded air is well distributed in the cone-shaped chamber, and air flows through eighteen evenly spaced 0.65 mm diameter air orifices on the air floor layer of the structure in a circular geometry. This enables the levitation platform to be lifted by uniform air pressure across its bottom surface. Fig. 1(b) depicts the underside of three levitation platform designs. The skirt is designed to trap air and create an air pressure difference above and below the platform. The air escaping from underneath the levitation platform flows through the small gap between the side of the platform and wall of the outside confinement structure in Fig. 1(a). This creates a laminar flow, securing the platform axially in the center. A rotational momentum is created by an even number of angular slots were symmetrically cut on the skirt to provide new paths for air flow, and spin the platform on its axis. The slots are cut at 45 degrees to the tangent of the circle. Polymethyl methacrylate (PMMA) is used as the building material for the levitation structure due to its optical transparency (to observe operation) and easy machinability. Fabrication of the pneumatic levitation platform was performed with a micro-miller (CPM 4030Isel) to ensure precision.
The SRR is secured on to the top surface of the levitation platform, hence the orientation/location of the gap will be
synchronized with the platform. A schematic of the SRR is given in Fig. 1(c). A 0.508 mm thick Rogers RT/duriod 5880 substrate with relative permittivity $\varepsilon_{r}=2.2$ and loss tangent $\delta=0.0009$ was used, and the SRR trace is chemically etched in $17 \mu \mathrm{~m}$ thick copper cladding.

## 3. Experimental results and discussions

An experimental set-up used to quantify the dynamic transmission response of the pneumatically levitated SRR with different applied air pressures. An air pump is used to create the initial air pressure, which is connected to a tank large enough to convert the pulsed air generated by pistol based pump to smooth, linear air pressure. A valve attached on top of the tank controls the pressure level contained in the tank. A pressure meter detects the static pressure parallel to the outlet of the tank as the air is delivered via a tube to a small hole in a WR-284 rectangular waveguide located directly below the levitation structure. Exhaust holes are placed above the levitation module to regulate the pressure inside the waveguide. By controlling both the air pump and valve on the tank, levitation of the platform can be achieved and the spinning speed can be controlled and the dynamic transmission response is recorded by the vector network analyzer.
The spinning speed of the different levitation platforms was determined by analyzing the experimental transmission results. According to the Bernoulli's principle:

$$
\begin{equation*}
\frac{v^{2}}{z}+g z+\frac{p}{\rho}=\text { constant } \tag{1}
\end{equation*}
$$

where $\mathrm{v}=$ fluid flow speed at the chosen point, $\mathrm{g}=$ acceleration of gravity, $\mathrm{z}=$ elevation, $\mathrm{p}=$ static pressure, and $\rho=$ density of the fluid, the total pressure applied to the levitation platform is the sum of the static and dynamic pressure. By injecting more air from the tank, the total pressure applied to the levitation platform increases, and the static pressure counter-balances the weight of the platform. The extra pressure converts to rotational momentum as it escapes through the open angular slots around the skirt. The more pressure that is applied to the system, the more angular momentum it produces; therefore the faster the platform rotates. All three levitation platforms rotate faster as the pressure increases and decelerate when the pressure is further increased due to variable air curtain accumulated. The structures require a different minimum pressure in order to commence rotation and have a distinct sensitivity to the applied pressure.
ANSYS HFSS was used to predict the resonant response of the coupled SRRs as a result of the pneumatically induced spinning motion. Static simulations and dynamic measurements are shown in Fig. 2(a) and (b) respectively and show good congruence. Experimentally, the resonance of the coupled SRR can be dynamically tuned over 2.68 GHz to 2.38 GHz as the top ring rotates from $0^{\circ}$ to $180^{\circ}$, with the results reversing from $180^{\circ}$ to $360^{\circ}$.

(b)

Fig. 2. $\left|S_{21}\right|$ of the coupled SRRs at a different rotation angle $\theta$ from $0^{\circ}$ to $180^{\circ}$ (a) simulation (b) measurement.

## 4. Conclusions

A novel pneumatic levitation system is presented as a means of dynamically controlling the relative rotation of broadside coupled SRRs. A frequency sweep due to the orientation change of SRRs is demonstrated, with control over the spinning speed using pneumatic force and platform design. This contactless air controlled system can minimize the EM interference introduced by traditional frequency tuning methods requiring metallic structures or bias lines in frequency scanning systems like radar/sensing applications.

## References

[1] S. Sam, L. Sungjoon, Electrically Small Eighth-Mode Substrate-Integrated Waveguide (EMSIW) Antenna With Different Resonant Frequencies Depending on Rotation of Complementary Split Ring Resonator, IEEE Trans. on Ant. \& Prop. 61: 4933-4939, 2013.
[2] C. Guclu, J. Perruisseau-Carrier, O. Civi, Proof of Concept of a Dual-Band Circularly-Polarized RF MEMS Beam-Switching Reflectarray, IEEE Trans. on Ant. \& Prop. 60: 5451-5455, 2012.
[3] I. V. Shadrivov, S. K. Morrison, Y. S. Kivshar, Tunable split-ring resonators for nonlinear negative-index metamaterials, Optics Express 14: 9344-9349, 2006.
[4] I. E. Khodasevych, I. V. Shadrivov, D. A. Powell, W. S. T. Rowe, A. Mitchell, Pneumatically switchable graded index metamaterial lens, Applied Physics Letters 102: 31904, 2013.
[5] I. E. Khodasevych, W. S. T. Rowe, A. Mitchell, Reconfigurable fishnet metamaterial using pneumatic actuation, Progress In Electromagnetics Research B 38: 57-70, 2012.

# Accurate Bi-static RCS Measurement for Scaled Object using Noise Illuminated W-band Radiometer 

Ki In Kim ${ }^{\mathbf{1}}$, Ji Mi Jeong ${ }^{\mathbf{2}}$, Yong Hoon Kim ${ }^{1,2^{*}}$,<br>${ }^{1}$ School of Mechanical Engineering, Gwangju Institute of Science and Technology, Gwangju, Korea<br>${ }^{2}$ millisys Inc., Gwangju, Korea<br>*Corresponding author, E-mail: yhkim@gist.ac.kr


#### Abstract

This paper is proposed the new type of RCS measuring method and system for scaled objects. Unlike any other conventional radar-based RCS measuring system using wideband transmitter-receiver i.e network analyzer, in the large RF chamber, the proposed method uses W-band radiometer receiver with noise illumination and $\mathrm{X}-\mathrm{Y}$ scanner which is compact and easy operation in small size room. The measured RCS accuracy for reference metal object of rectangular plate, cylinder and sphere is smaller than 1.0 dB in the azimuth scan angle of $+/-5$ degrees.


## 1. Introduction

The RCS (Radar Cross Section) is the fictional area produced by an echo of the incident radar signal from the target and this reflection and scattering quantity is very important for the "stealth" platform design like fighter, battle ship and armored moving vehicle. In this paper, we have proposed new type RCS measuring method and system using millimeter-wave radiometer for scaled targets. The advantage of this proposed system shows high sensitivity and visualization for the measurement of scattering from the platform, therefore, one can not only identify the reflection signal as RCS, but also measure the very weak interference signal between complex geometry structure, and easy operation at small laboratory room.

## 2. RCS measurement using microwave radiometer

Microwave radiometer [1] measures the brightness temperature $T_{B}$ including emissivity of the target and reflectivity from illumination source as following equation (1) and (2). The radiometer converts the received noise like signal $P_{\text {target }}$ to voltage as "brightness temperature" i.e radiometer measures the brightness temperature for the target and this is the proportional with the echo signal, can be determined the RCS of the target considering emissivity and conductivity of target.

$$
\begin{align*}
& P_{t \text { target }}=K T_{B} B,  \tag{1}\\
& T_{B}=\varepsilon T_{o b}+\rho T_{\text {source }}, \tag{2}
\end{align*}
$$

where $P_{\text {target }}$ is the received thermal power, $K$ is Boltzmann's constant, $B$ is radiometer bandwidth, $T$ is
temperature of object and illumination source, respectively. $\varepsilon$ is emissivity, $\rho$ is the conductivity. The RCS of target $\sigma_{\text {target }}$ can be define as followings;

$$
\begin{equation*}
\sigma_{t \text { targtt }}=\frac{P_{\text {target }}}{C_{f}} \tag{3}
\end{equation*}
$$

where $C_{f}$ is the calibration factor and it is the function of wavelength, and geometric factor

## 3. W-band radiometer for RCS measurement

### 3.1.1. RCS measuring system

The RCS measuring system is bi-static type with illumination source and high gain radiometer receiver. The receiver part consist of lens, metallic reflector, feed antenna, low noise amplifier, bandpass filter, square law detector and DC amplifier [2][3] as shown in Fig. 1 and Fig.2.


Figure 1: Geometry of bi-static RCS measuring system


Figure 2: Photo of RCS measuring system with noise illumination. (by courtesy millisys Inc.)[4]

### 3.1.2. Noise source for illumination

The noise source is built using a high gain amplifier, with waveguide terminator at input port and connected an isolator for good output matching. To adjust the illuminated power level, a variable attenuator of 30 dB is mounted on output port of noise source.

### 3.2. RCS for reference targets

To verify the proposed concept of RCS measurement, first, we have measured the RCS for reference targets with sphere, cylinder, and rectangular plane plate of $30 \mathrm{~mm}, 60 \mathrm{~mm}$, respectively. The reference targets can be simulated accurately based on the theory and this result is compared with the measurement result. The simulation and measurement RCS results are shown in Fig. 3 for 30 mm , and 60 mm size case, respectively. The accuracy of RCS is smaller than 1.0 dB in azimuth scan angle $+/-5$ degrees.


Figure 3: Measured and simulated RCS of metallic spheres, cylinders, and plane squares plate with noise illumination.

### 3.3. RCS for model airplane

After verify the RCS with the reference targets, the scaled target of model airplane is measured. The model is made by plastic, but we have painted over the surface with good conductive metal spray. The RCS image for differential view angle for model airplane are shown in Fig. 4. The RCS result of model airplane is also good compare with the simulation.


Figure 4: Photo of RCS measuring system.

## 4. Discussion and Conclusions

The RCS accuracy is very important in the measuring system and through our experiments, we have understand that is depended on the accuracy for the modeling of simulation target and precise experiment, especially, exact alignment between target and electrical center of lens antenna in vertical, horizontal position, and in target height.

## 5. Conclusions

We have propose first time, as authors know, new type of bi-static RCS measuring system using microwave radiometer for scaled target. This proposed system can be used for quick stealth platform design in small size space.
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#### Abstract

Abstract: This paper develops an equivalent Kron-Branin (KB) model for the SMA connector and multilayer interconnect structure. The structure under study consists of SMA combined with two port terminations on a six-layer PCB structure. The KB equivalent graph is established to compute S-parameters, the results are compared to a full wave 3D simulation tool.


## 1. Introduction

With the increase of signal data rate, the interconnect discontinuity effects are playing a key role on the printed circuit board (PCB) performance [1]. Interconnect discontinuity needs to be analyzed during the PCB design phase. The discontinuities between, vias, SMA connector and PCB traces can affect the signal integrity (SI) in high speed signal transmission [1-2]. In this paper, the feasibility study of the unfamiliar Kron-Branin (KB) modelling [3] to multilayer PCB with SMA connector is elaborated.

## 2. Kron-Branin (KB) modelling methodology

### 2.1. Structure description

The structure under study shown in Fig. 1, inspired from [2], consists of two SMAs mounted vertically on a 6-layer PCB Cu-metallized and with dielectric relative permittivity $\varepsilon_{r}=4.4$ and height $h=3.8 \mathrm{~mm}$. The two interconnects with metallization thickness $t=35 \mu \mathrm{~m}$ and width $w=0.5 \mathrm{~mm}$ are connected by a blind via. The interconnects are placed on layer 3 and 4. Layers 1, 2, 3, 4 and 6 are signals layers. Layer 5 is a ground plane. Ports 1 and 2 are terminated by $50 \Omega$ resistive impedance.


Figure 1: (a) Geometry of SMA connector and (b) Cross section of the structure under study.


Figure 2: Perspective view of the structure understudy.

### 2.2. KB modelling

### 2.2.1. $\quad$ SMA and via models

The part of SMA on the top layer can be considered as a coaxial cable with length to 9.52 mm , the inner dielectric substrate is Teflon with $\varepsilon_{r}=2.1$. The central pin can be represented as the inductance effect. From top to bottom layer except layer 5 , at layer 5 the central pin will generate capacitive effects as showed in Fig. 3. The via is modelled by $L C$ lumped $\pi$ - network representing the pads and via hole [3].

(a)

(b)

Figure 3: (a) SMA model in Figure 2 and (b) via model

### 2.2.2. KB equivalent topology

The KB modelling starts with structural segmentation analysis, the basic elements constituting the graph are:

- $R_{1,2}=50 \Omega$ are the resistive loads connected to the ports on the interconnects,
- Via is modelled by $L C$ lumped $\pi$ - network,
- Interconnects are parametrized by their characteristic impedance $Z_{1,2}$ and propagation constant $\theta_{1,2}$, the internal sources $e_{m}$ with $m=$ $\{1,2,3,4\}$ indicate the Branin's coupling sources. Based on these primitive segments, the KB equivalent topology is established.


Figure 4: KB equivalent topology of the structure shown in Fig. 1

### 2.3. Analytical equations

The branch impedance tensor can be easily established based on the impedance on each branch of the topology, the inner matrix in (1) represents the branch impedance of various parts of the topology.

$$
Z_{\text {ab_branch }}=\left[\begin{array}{lllll}
{\left[Z_{\text {smal }}\right]} & & & & \\
& {\left[Z_{P C B}\right]} & & & \\
& & {\left[Z_{\text {via }}\right]} & & \\
& & & {\left[Z_{P C B}\right]} & \\
& & & & \\
& & & & \\
& & \\
& & \\
& &
\end{array}\right]_{(1)}
$$

The analytical implementation of Kron's method needs to change the branch into the mesh space to extract the mesh current $I$.

$$
\begin{equation*}
\left[I^{n}(j \omega)\right]=\left[Z_{\mu \nu_{-} \text {mesh }}(j \omega)\right]^{-1}\left[E_{\mu_{-} \text {mesh }}(j \omega)\right] \tag{2}
\end{equation*}
$$

From branch space to mesh space, the connection matrix (space change matrix) based on the relation between branch current and mesh current (3)-(4) is obligatory.

$$
\begin{equation*}
i_{1}=1 I_{1}+\ldots+0 I_{11} . \tag{3}
\end{equation*}
$$

The mesh impedance can be obtained, same for the sources. Then, by combining (2) and (4), the mesh current can be extracted and applied to do analysis.

$$
\begin{align*}
& Z_{\mu \nu_{\_} \text {mesh }}=C^{\prime} Z_{a b \_ \text {branch }} C \\
& E_{\mu}=E_{b} C_{m}^{b} \tag{4}
\end{align*}
$$

## 3. Validation results

The structure was designed in CST MWS. The SMA connector model was imported from Molex ${ }^{@}$. The simulation was performed with 50 million mesh cells on a workstation with about 6 hours. The results comparison from DC to 5 GHz is shown in Fig. 5. The KB modelled Sparameters are rather in good correlation with ADS and CST simulations with differences caused by the interconnects parametrization.


Figure 5: S parameter comparison

## 4. Conclusions

An unfamiliar modelling of multilayer PCB integrating SMA connectors is developed. The detailed description of the model and obtained results will be added in the final version of this paper.
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#### Abstract

In the high power laser-target matter interaction process within the high power laser facility, the movement of hot electron can excite high power electromagnetic pulse with electric field amplitude up to $10,000 \mathrm{~V} / \mathrm{m}$ and frequency of GHz level. The measurement research and numerical simulation of the EM environment in high power laser facility SG III is introduced in this paper.


## 1. Introduction

Electromagnetic pulse (EMP) has been found during the interaction of laser pulses and solid targets, which may cause electromagnetic interference problems, such as interfering or damaging electronic equipment and diagnostics and data loss.
For example, in experiments of Titan short-pulse laser facility, researchers observed high-level EMP with a broad frequency up to $\mathrm{GHz}[1]$. Energetic electrons are produced in laser p lasma interaction, and a small fraction of these electrons escape the target. It is believed that escaping electrons are the main source of EMP [1,2], the gamma ray radiate EMP is smaller then this one.

## 2 Numerical Simulation with PIC method

### 2.1 Simulation of Laser-Plasma Interaction Producing Hot Electrons

The generation of EMP involves many complicated physical mechanisms and hasn't been understood clearly. It's suggested that transient current carried out by escaped electrons or target polarizationcould be important EMP contributions. Besides, the time scale of EMP generation is from fs to ns level, and the spatial scale is from the magnitude of $\mu \mathrm{m}$ to the magnitude of m . So to simulate the whole process is difficult to achieve.

In this paper, EMP related to electrons emission is studied. Considering main physical effects, the whole process is divided into three stages for analysis and the physical model
is illustrated in Figure 1. Electrons of plasma get accelerated by absorbing the energy of laser pulses and become energetic. The hot electrons produced in the laser focal spot expand in all directions, some of which are ejected from the target in vacuum. The separation of positive charge and negative charge forms a strong electrostatic field on the target surface confining further emission of electrons. Major part of electrons ejected from the target are decelerated and then accelerated reversely back to the target under the electrostatic field. Only a small part electrons are energetic enough to overcome the potential barrier, escape from the target and propagate to the chamber, which could be called escaped electrons. The escaped electrons flow in the vacuum chamber and strike the chamber wall inducing large transient current and giant EMP. The simulations are based on the physical model and divided into three steps, as shown in Figure2.


Figure 1: Physical model of EMP generated by the lasertarget interaction


Figure 2. The steps of simulation

### 2.2 Simulation of EMP radiated by escaped electrons

It's widely accepted that escaped electrons is the main source of EMP, but exact mechanism remains unclear yet. Analytical and experimental results demonstrated that the movement of the electrons in the target chamber and the transient current induced by electrons hitting the target wall contribute to the generation of EMP [3, 4]. In this section, given the number of and the energy of escaped electrons obtained from Section 3, EMP associated to electrons emission is simulated. A 2D-EMPIC code, which is a two dimension PIC code for EMP calculation, is developed for the simulation.

Simulation result of EMP in target chamber is in figure3.


Figure 3: Electric field in time domain

## 3 Measurement Results

We developed magnetic field sensor and an electric field sensor, based on the Mobius loop model and the equivalent charge distribution method. They play an important role in high power laser EMP environment measurement. The environment of target chamber and target room are measured using these two kind of sensors. Figure 4 shows the result in target room.


Figure 4: EMP measured in target room

## 4 Conclusion

The EMP environment is accordance with the format of the power density of high power laser, the target and the interaction format of the laser-target kind. The amplitude of electric field in target chamber is about $10 \mathrm{kV} / \mathrm{m}$ and the amplitude of electric field in target room is about $\mathrm{kV} / \mathrm{m}$ when there is window on the chamber. All electric equipment in these areas must be designed specially in order to increase the EMC level.
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#### Abstract

Extraction of information from images is often hampered by the ineffective definitions of information content as well as by the growing image storage capabilities and by the multifarious processing algorithms themselves. Sometimes it is suggested that some duality/reciprocity principle of physics may help encapsulate useful imaging parameters. In our opinion for imaging purposes geometry is a better background than optimization. We compare the customary duality concepts with the corresponding projective notion, and identify nonlinear features with the "useful parameters".


## 1. Introduction

Nobody would deny that human beings acquire a great deal of information on the external world through the eyes. Still, although the informal interpretation of seen images depends on the way they form, the link between the visual information they carry and the process by which the received signals get their spatial appearance is seldom scrutinized.[1] Informally, electromagnetic lenses and mirrors are deemed "to collect all rays from the points of an object into the corresponding points on a plane" rather that "to shape a received signal into a spatial manifestation of the outer world". To spell the core problem, no fundamental distinction is made between image formation by a vitreous sphere and rendering of a given picture by whatever algorithm can be easily implemented on a computer. Often, a similarity relationship between things and their icons is taken for granted. Moreover, the observed patterns are believed to be quite independent from the carrier frequency and received band-pass of the lighting, exactly as if the imaged things had been known beforehand in their entirety. In everyday life this is mostly acceptable, because the viewed scene is integrated with other sensations and with previous experience. However, settling for pattern recognition schemes and disregarding implementation of antennas design doesn't necessarily advance exploratory surveys. Indeed, when looking into a microscope, or at a radar picture of another planet, effects beyond similitude transformation can creep in and go unnoticed. Vignetting and Moiré are examples of linear effects, but now and then distortions and effects due to active, perhaps new responses also occur. Finally, although an underlying structure is needed to appre-
ciate information, this is rather scattered over the raw data than encoded in the theoretical laws passed down. Thus, whenever data not complying with the trusted interpretation are filtered out, something is lost. Censoring undecided data is allowed in the first step of analysis, and perhaps within a highly speculative theoretical framework. Taking it over in technical applications and in innovation as well entails the risk of withering the scientific approach altogether. Anyway, it tends to level out the differences between image and representation of a theoretical structure or process, making modern image reconstruction techniques a hybrid handling of data. In contrast, we propose to interpret raw images according to geometry as a logical-deductive system in Euclid's own sense. We believe that that geometrical encoding of raw images may help distinguish between features dependent from observations conditions and active responses of matter by logical means, ${ }^{1}$ and may in turn enrich scientific theories. Finally, antennas design could go beyond the actual constraints if a logical underpinning of geometric transformations allowed "to see with different eyes" and to transform images so one can avail of experience. We trace projective duality with this purpose in mind.

## 2. Forms of the Matter and their Volumes

The conception that the form of matter is a primary property amalgamated with some other properties is very old, and rests on image recognition. The extra qualification is glossed over, that the hylomorphic doctrine doesn't suppose the substance to be homogeneously distributed throughout its volume, as it is explicitly stated within the mechanics of continuous bodies. In natural philosophy the primary properties pertain to the things per se, while the secondary ones are not universal, and in addition depend on the specific circumstances under which they are perceived. During the genesis of exact sciences, the reductionist assumption was made, that the secondary properties can be derived from the primary ones, that thus assume a more fundamental role. In an attempt to achieve independence from the perceptual experience by reducing the secondary properties to attributes of the things, Locke went back to the atomic philosophy of Democritus, and tried to merge it with the Aristotelian doctrine. A formidable task, if one bears in mind that Aristotle

[^0]himself had rejected Democritus' ideas. In Locke's times, the concept of form was still not severed from the space occupied by a material body. Rather, while causes were divided into formal and material, ${ }^{2}$ form and substance were considered inseparable components of matter. In addition, doubts were cast on the possibility to exhaust our space. In fact, the existence of imponderable fluids filling up the space proved difficult to dismiss. It took a while to conceive that the form can be dissociated from the volume it occupies and moved like a bare reference frame through an emptied region of space. Newton shaped mechanics as a dualistic theory by sharply separating the two independent mechanistic principles of matter and motion. He himself tackled the matter-motion dualism by assuming that even solid bodies are rare and porous. Since he believed that the matter of all things is ultimately composed of unobservable, immutable, hard particles, while the forces shape the observed forms as well as the hierarchical structure of the world from the tiniest to astronomical scales, ${ }^{3}$ [2] for his immediate descendants matter altogether vanished into short-ranged mutual attractions and repulsions. In Faraday's times, a notion of chemical activity mingled with immaterialism came to the fore, and henceforth duality started to concern the space and its fields.

## 3. Force Fields

Some theories of electricity and magnetism, starting with Ampère's one, do without fields and refer back to the ontological meaning of "physical space" Plotinus had given to Euclid's geometry. Admitting that such Euclidean void space exists, the Newtonian disposition to move in it is evoked only at the locations of material bodies, i.e. at a distance. Incidentally, precisely this argument was used from Newton's peers to underline that he himself didn't tie the force to the extension, but rather to matter. Here we delve into the birth of the notion of field and into its dual relationship with space.

### 3.1. Origin of the field concept

The electromagnetic origin of the concept of field has been recounted a number of times. Knowledge about the effect loadstone has on small iron pieces within reach of its magnetic action is long-standing. As time went by, it was realized that even the capacity of a conductor is affected by neighboring conductors. To explain electrical switch-on and -off surges, ${ }^{4}$ Faraday endeavored without success to make visible the electrotensive state of the di-

[^1]electric medium surrounding electrified bodes. Finally, he assumed that an electrified body does influence dielectric bodies within reach of its electric action nevertheless.

Maxwell felt that Faraday had grasped some very important new features, and pleaded for keeping them. Those features are the induced surges, the unclosed current loops, the inclusion of optics as an integral part of electromagnetism, and its spatial underpinning. Not long before, though, Lagrange had developed analytical mechanics. With pretty good justification, he had banished the informal graphical explanations of motion in space, especially those deliberately provided to substantiate the discipline of mechanics. Clearly, Faraday's visualization of surges by means of lines of force in space was in defiance of the Lagrangian formalism. At a glance, the same goes for Maxwell's mathematical framing of the lines of induction. In 1856, he cautiously pointed out that Lord Kelvin had applied Fourier's theory of heat conduction in uniform media to the electrostatic attraction at a distance by analogy, notwithstanding the fact that heat is supposed to proceed by nearby action between contiguous parts. ${ }^{5}$ Incidentally, the frequency bandwidth of the surges was thus hinted at in the context of heat diffusion. Maxwell then drew from Euler's hydrodynamics of continuous media, and introduced the line of induction as a line passing through any point of space, such that it represents the direction of the acting force. To account for intensity, he considered an imaginary, incompressible fluid, variable in inverse proportion to the section of a tiny tube coaxial to a given line of induction. The acting force is thus translated into uniform motion through surfaces of a continuum whole possessing no inertia, but slowed down by a force proportional to velocity. ${ }^{6}$ Forces satisfying the inverse square law allow arranging the tubes so as not to leave any interstice. And it turns out to be possible to lay down graphically the mathematical theorems of Gauss, Green and Stokes, unencumbered with matter.

In 1864, being dissatisfied with the above incompressible fluid analogy, and with the other mechanisms devised by him for the purpose of coupling electric and magnetic matters in a way that uniquely defines either kind of action, Maxwell took the step of subsuming Faraday's electromagnetic induction phenomena under the general principles of mechanics, i.e. Lagrangian mechanics including thermodynamics. He wrote down his electromagnetic laws first, and then embraced the space-agnostic reductionist Lagrangian specification to identify forces and induction. His compliance with the immaterialist tendency roughly consists in having produced mathematical equivalences between the physical quantities localized on bodies and those ascribed to the surrounding medium. Before we proceed further, we

[^2]wish to underline that in the emerging field theory the field was naively conceived to exist, and to be well defined at all times and at every point of the "physical space". Even in the less naive case of it being conceived as a spatially extended property deprived of whatever truly material substance, the rigidity constraint was overwhelmingly important for its spatial underpinning. Judging by the field equations, there is no hint that the time dependent electric and magnetic induction lines in space don't intertwine into a single whole, whether the test body stands still or not.

### 3.2. Interpretations of the field

On the one hand the mathematics involved in solving Maxwell's system of partial differential equations is more demanding than that for finding Newtonian trajectories, and calls for some kind of visualization of the solutions. On the other hand, it is not clear just what physical thing is being mathematically described, and consequently what should be visualized. The requirement to form a mental image of the physics involved at each step in the computations marks the birth of mathematical physics. To Maxwell, his decision of subsuming his field theory under the general principles of dynamics meant not to lose sight of the underlying dynamical processes. He provided the field with energy that resides in it - and perhaps so much as constitutes it - in the form of motion and strain, on a par with mechanical systems. At the same time he sharply separated the field from matter. We highlight two outcomes in particular: (i) all manifestations of the electromagnetic field are through matter. If the field isn't dragged by the charged particles, a matter-field type of dualism is faced; (ii) the fields are specified at each point in a region of space while energy, and the possibility of transferring it as light and heat, are assigned to the configuration of the system as a whole. In pursuing the spatial features of the energetic processes, Poynting studied the settling of the field energy after slow motions, and found an energy flux perpendicular to the moving electrical and magnetic tubes of force. As funny as it sounds, although heat diffusion processes had been proposed since $1807,{ }^{7}$ as of 1884 energy propagation was yet unprecedented. A moment's thought will show that it is not clear in what space energy propagates. In the next paragraph we'll dust off the geometrybased representations of force fields in statics. We anticipate that, unlike Newton's force $\boldsymbol{F}=\frac{d^{2} \boldsymbol{x}}{d t^{2}},{ }^{8}$ the static field of force came to be supported by synthetic geometry. This is not true of Lagrange's principle of virtual works, that is nonetheless based on the static notion of force, i.e. that measurable by a dynamometer. Neither it is true of Hamilton's theory of rays and wavefronts, that is set in symplectic geometry, a representation specifically devised for it. The latter geometry can allow visualization of the algorithm but no independent check of its soundness.

Going back to the outcomes (i) and (ii) highlighted

[^3]above, the main manifestations of the electromagnetic field consist of warming, jerky motions, light flashes, or a picked up muddle, unless the latter can be decoded as a received signal. Since already Faraday linked electricity and magnetism to light, let's consider the pattern formed by a light beam seeping through the small hole of a pinhole camera. The extent of the neighborhood packed within the collimated, seeping, light beam is evaluated differently according to whether we consider the intensity distribution on the opposite side of the box, rather then the subject of the picture. The picture carries information on a spatially extended environment, however in no way it itself can be called a spatially extended signal. Indeed, a pinhole camera does not form images extended in space, while human eyes undeniably do. Lenses and mirrors too are capable of shaping the received images into spatial forms. This is the sense in which the electromagnetic signals can carry spatial content, the information on which can apparently be decoded by some types of antennas. In this context it is appropriate to recall that lenses and mirrors (as well as the eyes) also can form a diffraction image of a flat object or another image, which is called the dual image, and which in fact contains the same information as the former image. This means that spatial information may be gained by performing some geometric transformations, which depend on the detector used, and can be stored as geometric information.

## 4. Statics at the Crossroad of Calculus and Geometry

With Maxwell's unification of the electric and magnetic fields, the need for a consistent system of units of measure came to the fore in mathematical physics. Differently from mathematics, the latter discipline appeared especially tailored for catching the correspondence of equations with real structures. Writing in terms of physical magnitudes, as a feature, was believed to prevent from formulating wild statements, and helped tell apart equations based on physical grounds from all the others. In discussing how fundamental magnitudes can be chosen within the program of geometrization of physics, Tolman was thus led to impart to geometry one magnitude (length).[3] Since it is undisputed that geometry is a branch of mathematics, perhaps by speaking of physical magnitudes he meant graphic statics, instead. That distinction matters, for in projective geometry there is a duality principle, ${ }^{9}$ while there is none in the graphical methods of statics. For trusses, reciprocal diagrams of form and force were developed according to Euclidean rules, and were applied to masonry to get information on the static equilibrium load of structures built from lumped masses. Within the fully reductionist framework originated by Lagrange, statics, along with kinematics and dynamics, make up the three sub-branches of analytical mechanics. However, structural engineering design has a different background. We clarify this topic below.

[^4]
### 4.1. Reciprocity between force and structure in statics

At a difference with mechanics and electromagnetism, graphic statics is first and foremost a nomography. Graphical methods in structural engineering stem from empirical construction concepts,[4] and were favored by technicians before the mathematical theory of elasticity brought applied mechanics and structural behavior together under a single umbrella, by the early 1900s. In 1864 Maxwell was possibly the first to conceive that reciprocal diagrams can help to rationalize the graphic computation of the stresses on loadbearing and structural members of frames. The point of departure of rationalization consisted in arranging the forces in succession and drawing a so called polygon of forces, rather than calculating the parallelograms of concurrent forces two by two, by displacing


Figure 1: An example of geometric link between two 2D diagrams
each of them along its line of action. Under equilibrium conditions the relevant polygon is closed. Since, owing to its construction, the force polygon breaks away from the skeleton of the frame, it is desirable to have two separate, but linked diagrams (Fig. 1).

To establish a link, Maxwell stated that "two figures are reciprocal when the properties of the first relative to the second are the same as those of the second relative to the first".
 He meant that, when the

Figure 2: Corresponding ver- polyhedron (in 3D space, tices and faces of two linked Fig. 2). It is a geometdual tetrahedrons. These are ric solid satisfying the for-self-dual mula $F+V=E+2$, where $F, V$ and $E$ are the numbers of faces, vertices and edges respectively. It can be "dualized" by swapping vertices and faces. In principle, those reciprocal diagrams (in 2D) can be obtained by orthographically projecting a couple of mutually dual polyhedrons on one of their bases. ${ }^{10}$ In the plane two simplicial

[^5]complexes result. Moreover, a "star-polygon conversion" is so arranged that the force diagram can be guessed at a glance from the truss. In 1870 Maxwell picked up the more straightforward polar duality of Poncelet as a construction method for linking reciprocal diagrams (in 2D), instead. His construction availed of a paraboloid of revolution as "self-conjugate quadric" (in 3D).

### 4.1.1. Relationship between projective duality and reciprocity

Without going into much detail, we recall how in the Erlangen program (1872) Klein linked the theory of invariant quadratic forms to the group of projective transformations of space into itself, thus establishing a bridge between algebra and geometry. A quadratic form $F\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=0$ written in homogeneous coordinates $x_{i}, i=1, \ldots, 4$, and in canonical form, becomes the shorthand logogram for a special quadric locus, the self-conjugate quadric. This is the invariant locus of the transformation. If the variables in the algebraic quadratic equation $F$ are real, the transformation is real. In that case only, the quadric can be classified according to the so-called index of inertia, ${ }^{11}$ i.e. the modulus of the difference between the number of positive and negative signs in the equation. The transformation types can be grouped accordingly. Klein distinguished four irreducible transformation subgroups depending on the reality of the supporting geometric figure, i.e. on the possibility of constructing the corresponding invariant geometric loci. If all four squares have the same sign, the support of the self-conjugate quadric is not constructible and the transformation is of the elliptical type (1). If three signs are equal, there are constructible self-conjugate geometric figures, that consist of either a round (2) or a ruled (3) quadric. In the latter two cases the transformations are called hyperbolic. In the last type of invariant transformation (4) the difference of the signs in the expression of the quadric is nil, and the system of quadrics takes the name null system. Given that in all cases the elements point and plane of projective space transform into their dual elements (plane and point respectively), the transformation called duality is defined differently for type (4). The elliptical transformations (1) and the hyperbolic (2) and (3) are polar. Poncelet showed for hyperbolic constructions that points not lying on the special self-conjugate quadric don't belong to their dual plane, and vice versa. The same applies to lines. By contrast, the kind of duality in the null system (4) is involutionary, i.e. all points are conjoint with their associate planes. In addition, every point and every plane are associated with a flat pencil of self conjugated lines conjoint with it. Since Plücker, the forms associated with the null system are traditionally expressed in line coordinates rather than of point. Type (4) duality was developed in Möbius' book die Lehre der Statik (1837) to reduce the forces acting on a

[^6]rigid body. The null system conceived by him is in 3D, so that graphics drops out by definition. ${ }^{12}$

### 4.1.2. Further development of reciprocity in graphic stat-

 icsThe name graphische Statik was coined about 1865 by Culmann, who aimed at re-establishing graphic statics based on a logical-deductive system. The same reason was behind Cremona's later (1872) modification of Maxwell's reciprocity in accordance with the mathematics developed by Möbius. Specifically, Cremona took advantage of the peculiar point-plane correlative ${ }^{13}$ relationship occurring in projective systems of lines (4). He translated the idempotence of duality into a valid operation for 2D graphic statics, with the bonus that the Maxwell-Cremona's reciprocal diagrams, consisting in replenished funicular polygon ${ }^{14}$ and force polygon, also allow taking a couple into account. Clearly, notwithstanding the congruity of the modification with Möbius' definition of the null system, projective geometry cannot substantiate the graphic computations of stability conditions. In fact, the point-plane duality principle is utterly contradicted by 2D Euclidean graphics. In addition, projective geometry is incompatible with the notions of parallelism and measure. Accordingly, Cremona maintained the term reciprocity for the idempotent Cartesian operation.

### 4.1.3. The geometry of space called null system

To put the null system in the right light, let's recall that projective geometry was first formalized in von Staudt's book Die Geometrie der Lage ten years after Möbius work on statics (1847). In 1871 Klein observed that the null system of graphic statics can be subsumed under Plücker's projective linear complex. When speaking about duality in the previous paragraph we assumed the formalization step as already accomplished. Now, let's fill that gap by briefly introducing the linear complex. According to Plücker, four coordinates are needed to describe lines in 3D space, and each complex of lines is made up of heaps of lines. Just like a 2D manifold of $\mathbb{R}^{3}$ in Cartesian point-coordinates $(x, y, z)$ is expressed by the equation $\varphi(x, y, z)=0$, so a spatial construction of lines can be defined by the form $F\left(p_{1}, p_{2}, p_{3}, p_{4}, p_{5}, p_{6}\right)=0$ in line coordinates $p_{\alpha}(\alpha=$ $1, \cdots, 6)$, aside from the fact that the coordinates are homogeneous. Linear complexes can be defined as sets of $\infty^{3}$ lines touching a skew cubic curve once. They can also be defined by incidence by a linear function of lines

$$
\pi\left(p_{\alpha}\right)=a p_{1}+b p_{2}+c p_{3}+d p_{4}+e p_{5}+f p_{6}=0 .
$$

[^7]In the latter case, if the lines $(a, b, c, d, e, f)$ are aligned, i.e. all cut one line, $a d+b e+c f \equiv 0$. The set $\pi\left(p_{\alpha}\right)=0$ of all lines meeting this requirement is called special linear complex. Otherwise, $a d+b e+c f \neq 0 .{ }^{15}$

To exhibit the duality of type (4) in the general case, let's express the $p_{\alpha}$ in terms of homogeneous Cartesian point-coordinates $(x, y, z, t)$ as ${ }^{16}$

$$
\begin{aligned}
& \quad p_{1}=x t_{0}-t x_{0}, p_{2}=y t_{0}-t y_{0}, p_{3}=z t_{0}-t z_{0}, \\
& p_{4}=z y_{0}-y z_{0}, p_{5}=x z_{0}-z x_{0}, p_{6}=y x_{0}-x y_{0} . \\
& \quad \text { If } P_{0}=\left(x_{0}, y_{0}, z_{0}, t_{0}\right) \text { is kept fixed } \\
& \quad \pi(x, y, z, t)=x\left(a t_{0}+e z_{0}-f y_{0}\right)+y\left(b t_{0}-d z_{0}+f x_{0}\right) \\
& \quad+z\left(c t_{0}+d y_{0}-e x_{0}\right)-t\left(a x_{0}+b y_{0}+c z_{0}\right)
\end{aligned}
$$

is the equation of a plane containing $P_{0}$ in homogeneous point-coordinates. Vice versa, given a plane in general position $\pi(x, y, z, t)=A x+B y+C z+D t$, the condition that a point $P$ lies on it is given by

$$
\left(\begin{array}{cccc}
0 & -f & e & a \\
f & 0 & -d & b \\
-e & d & 0 & c \\
-a & -b & -c & 0
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z \\
t
\end{array}\right)=\left(\begin{array}{l}
A \\
B \\
C \\
D
\end{array}\right) .
$$

Since by hypothesis the determinant is $(a d+b e+$ $c f)^{2} \neq 0$, the relationship is one to one, and exhibits exactly the statement of the kind of duality (4). Projective collineations (homographies) are geometric transformations conceptually akin to rigid motions in Euclidean space. Cartesian point coordinates can do collineations. However, the point-plane duality principle cannot be kept that way, hence point coordinates aren't particularly appropriate either for representing the projective space, or for exhibiting correlative transformations (duality) analytically. We saw that real duality transformations are linked to a quadric locus. In fact, constructions of projective space can be generated by transformations. ${ }^{17}$ That's used to construct figures. ${ }^{18}$ Fig. 3a gives a glimpse of the projective construction of the null system. Take a point $A$ belonging to a plane $\alpha$. Call $A$ the pole of $\alpha$, its polar plane. If a point $B \neq A$ also lies in $\alpha$, there is a plane $\beta$, with $B \in \beta$ cutting $\alpha$ along the line $g: A, B \in g$. Call the line polar line. On the other hand, if $C \notin \alpha$, then $\alpha$ and $\gamma$ are incident with a line $g^{\prime}$, called the reciprocal polar of $g$. If $P$ is displaced on $g^{\prime}$, its plane $\pi$ rotates about $g$. For the linear complex, all transversals incident with $g$ and $g^{\prime}$ belong to a ruled surface. Although ruled surfaces of higher order can be constructed by availing of the two fixed lines met by all the lines common to two linear complexes (the directrices) [5], idempotent duality doesn't extend beyond quadrics.

[^8]

Figure 3: a) Null system. If the pole moves along a line, its polar plane rotates around an axis. b) A general correlative relationship can be split into a collineation and a duality.

Now let's briefly comment on the null system of statics. Möbius' aim was to obtain a spatial equivalent of the parallelogram law of forces. In want of a respectable vector calculus, he deployed the correlative relationship of the ruled space to extend the composition of forces and couples to space in a geometric guise. While within graphic statics, in keeping with Maxwell's rationalization, his developments lead to refinements of the reciprocal diagrams, within synthetic projective geometry (a mathematics) there is no need to introduce a dual space. In fact, the correlative transformation of the space in itself is on a par with all finite collineations. The distinction between collineations and duality was introduced, so to speak, for physical reasons: while collineations of the space in itself were equated with mechanical displacements, such as screws, correlations got no equivalent motion. Finally, in connection with the geometric representations of motions in mechanics it was posited that a correlation performed right before a collineation can give a geometric account in a dual space of the forces involved.

Totally counter to what Culmann tried to put forth, projective geometry as is cannot do statics. Euclidean-looking rules must be obtained by shifting the improper elements to infinity, as already mentioned in the piece about Cremona's reciprocal diagrams. Once (i) orthogonal coordinates are in place, (ii) a dual space is defined, and (iii) the decision is made on how to describe the couple acting on a body by means of the cross product, then the $p_{\alpha}$ can be rewrit-
ten in non-homogeneous coordinates as a force $\boldsymbol{F}$ on the unit mass with components: $X=x-x_{0}, Y=y-y_{0}$, $Z=z-z_{0}$, and a torque with respect to the origin $O$ of the coordinate frame $\boldsymbol{M}=\boldsymbol{r} \times \boldsymbol{F}$, where $r$ is the radius vector to the application point of the force. With this expedient the Euclidean "physical space" sprayed with matter turns out to be the reciprocal space of the field. Nowadays, the dual space is linked to frequency/energy.

### 4.1.4. The fate of Plücker's space of lines

In 1871, Klein staked a claim for Plücker's geometric approach to the mechanical doctrine. An almost correct, yet restricted statement. Plücker's analytical formulation of the ruled space was aspiring to a general geometry competing against algebra, rather than to a graphic mechanics. The "new geometers" sought to logically distinguish the geometry of position from that of Euclid and also to adopt a symbology alternative to the algebraic one. Generally they indicated with letters $a, b$, etc the classes of geometric elements instead of sets of numbers, and resorted to algebraic symbols to indicate the geometrical transformations to be performed on them. Plücker himself managed to abstract from individual geometric elements by identifying whole classes of geometric figures, such as complexes and congruences, by means of mathematical expressions. He dedicated the last years of his life to analytic representation of the "new geometry" (1868) by the line element. In fact, the pointplane duality associated with the definition that the point has no parts has the curious consequence that a dual plane of a point is indivisible, i.e. differs from the concept of analytic plane. Thus, Plücker picked the projective line that, given either as a ray or as an axis, is collectively self-dual. ${ }^{19}$ Klein was aware of the profitability of the linear element when pursuing the analytical representation in Cartesian coordinates. ${ }^{20}$ In the meantime, however, the line element was replaced with the algebraic notion of free vector, and the problem of vector division was faced. Lagrange's distrust of the identification of physical and Euclidean spaces was overcome by the geometrical interpretations of complex numbers and of the first hypercomplex number systems. The need also began to appear to standardize the various vector notations, so as to replace the normal specification of coordinates with a more concise notation. The new geometry was about to be relinquished altogether by the algebraic generalization of the old geometry. The old (Euclidean) geometry itself was framed in abstract terms, too. Nowadays, as a consequence of the development of field theories both instances, void space and forces, are avoided.

[^9]The former is introduced as an algebraic structure, ${ }^{21}$ and its content (matter) relies on explanatory constructs, and is subsumed under the heading of materials science, a multidisciplinary, multiscale subject area connected with chemistry, physics and engineering. Within physics, matter and motion are fitted together by equipping matter-related concepts with magnitudes, and by representing their properties by suitable mathematical objects pertaining to some algebraic structure. The resulting monistic theory is presented as a dynamics induced by a field.

## 5. Transformations with a Fixed Quadric



Figure 4: A hyperbolic correlation. The points lie on a line external to the fixed quadric, their planes inside it.

By restricting to real projective transformations of space, Klein distinguished four subgroups. In the previous paragraph we dealt in more detail with the null system (4), but in principle Poncelet's polarities (1), (2) and (3) allow constructions according to the same principle (Fig. 4). Although duality is indeed no deal breaker within synthetic geometry, it is the reason behind Plücker's choice of the line element, and behind the dropping of correlations after him.


Figure 5: Bundles with same axis. terminate but we解 in accordance with Klein's partitioning of real projective transformations. To show the pictures graphically, we pro-

[^10]jected them from 3D space to a Euclidean 2D, but holography would allow showing 3D images. And the eyes would do as well.

The bundle can be transformed keeping the same axis (Fig. 5), keeping a fixed plane (Fig. 6), or in more general ways (Fig. 7). Taking into account that synthetic projective geometry considers (Euclidean!) quadrics the same as planes, general collineations don't preserve the axis of the bundle (Fig. 8).


Figure 6: Bundles on the same plane.


Figure 7: General bundles.

While there is no such thing as a plane section of the null system, excluding the general transformations (Fig. 8) flat sections across polar dualities can be drawn. Next we 'll deal with Klein's real collineations on the plane, and show where the conic level curves come from.


Figure 8: General transformation.

### 5.1. Real collineations

In linear algebra, projective collinear transformations of the whole space in itself are written in point coordinates as substitutions as $\sigma \xi_{i}=a_{i} x_{1}+b_{i} x_{2}+c_{i} x_{3}+d_{i} x_{4}$. The index range is $i=1, \cdots, 4, \sigma \in \mathbb{Q} \backslash\{0\}$ is an arbitrary proportionality constant, and the determinant of the substitution is $D \neq 0$. Three linear centro-affine transformations having the form $X_{k}=\frac{\xi_{k}}{\xi_{4}}=\frac{a_{k} x_{1}+b_{k} x_{2}+c_{k} x_{3}+d_{k} x_{4}}{a_{4} x_{1}+b_{4} x_{2}+c_{4} x_{3}+d_{4} x_{4}}$, $k=1, \cdots, 3$ ) were associated with the above four substitutions for representation purposes. After putting $\xi_{4}=1$, The variables $X_{k}$ are often called affine coordinates of the space $A \mathbb{R}^{3}$ - a vector space deprived of the origin marked as $(0,0,0)$. The projective coordinates giving rise to the $X_{k}$, that can be written as $\left(x_{1}: x_{2}: x_{3}: x_{4}\right)$ (excepting the quadruple of values $(0: 0: 0: 0)$ ) are correspondingly attributed to the real projective space $\mathbb{P}^{3}$. As already mentioned, the reason for attributing to the space the same coordinates used to define transformations is that the projective space can be generated by transformations. Yet, while synthetic geometry allows constructing as many 3D tilings of space as one please, analytically, the projective space is an abstract space that cannot itself be displayed visually. Algebraic representation problems aside, the determinant of
$\left(\begin{array}{cccc}\left(c_{11}-I\right) & c_{12} & c_{13} & c_{14} \\ c_{21} & \left(c_{22}-I\right) & c_{23} & c_{24} \\ c_{31} & c_{32} & \left(c_{33}-I\right) & c_{34} \\ c_{41} & c_{42} & c_{43} & \left(c_{44}-I\right)\end{array}\right)\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3} \\ x_{4}\end{array}\right)=0$
gives a fourth degree polynomial in $I$, that helps characterize the linear projective transformations of the real space $\mathbb{P}^{3}$. Since $D \neq 0$, according to the fundamental theorem of algebra, there are always four roots, that can be real or complex numbers, $\infty$ included. Those roots leave the coordinates unchanged, thus defining four fixed points of the transformation. ${ }^{22}$ Klein based his algebraic grouping criterion of the real projective transformations according to the types (1), (2), (3) and (4) on the above determinant, anticipating the eigenvalue equation.

### 5.1.1. Invariant conics

In algebra, homogeneous linear substitutions in $n$ variables (here $n \leq 4$ ) that give rise to a group of finite order have one or more absolute invariant Hermitian forms of the bilinear type $f(u, x)=u_{1} x_{1}+u_{2} x_{2}+u_{3} x_{3}+u_{4} x_{4}=0$, involving $x$ and its conjugate coordinates $u_{k} \cdot{ }^{23}$ If the group is irreducible there is but one Hermitian form.

To simplify matters we restrict the discussion to flat projections. According to Klein, the $\mathbb{R}$-forms in homogeneous

[^11]point coordinates $x_{1}^{2}+x_{2}^{2} \pm x_{3}^{2}=0$ can be interpreted as the invariant conic of the elliptic (1) and hyperbolic (2) cases. In case the eigenvalue equation has three real roots (2), let's rewrite it as $x_{1}^{2}+\left(x_{2}+x_{3}\right)\left(x_{2}-x_{3}\right)=0$. Putting $\sigma y_{2}=x_{1}, \sigma y_{1}=x_{3}+x_{2}, \sigma y_{3}=x_{3}-x_{2}$ one transforms it with respect to a tangent triangle $y_{2}^{2}-y_{1} y_{3}=0$. This triangle is shown as $A B C$ in the diagram of Fig. 9.
 Its three sides represent possible translational motions (transformations). Also the rim of the conic represents translations. They are either from $C$ to $B$, or Figure 9: Real conic and from $B$ to $C$, but not across those tangent triangle. points.
The case of coincident roots cannot be traced back to this. Nevertheless, the motions are of the same type. They are called hyperbolic motions. ${ }^{24}$ In other words, the straight line $a$ is like the ellipse. Vice versa, rotations are as linear as the motions on a line.

In the other cases, i.e. when either the conic is not traceable (1), or two roots of the eigenvalue equation have complex values (2) (Fig. 10), the transformations are interpreted as rotations.


Figure 10: Real conic with two imaginary tangents.
In Klein's book Vorlesungen über nicht-euklidusche Geometrie many of those invariant primitive forms are drawn for both cases in Fig. 11. The resulting geometric bundles have been known for a long time. Within Euclidean geometry they are called Apollonian circles and, when both bundles are put together as orthogonal circles, they form the basis for bipolar coordinates in the plane. We notice that there is only one self invariant conic, from which the other "circles" derive. Arrows mark the mutual directions


Figure 11: Some invariant conics for the hyperbolic (a), and elliptic (b) cases.

[^12]of the lines on those drawings. However, as the projective plane is an abstract, non-orientable and one-sided surface, the "level curves" traced on it belong to the drawing, and represent rather one complex analytic function than a set of coordinates.

### 5.2. Plücker's reciprocity versus Poncelet's duality

Plücker's conception of the linear complex in the 1860s was his mature effort to analytically represent the projective geometry of space. On the opposite, in the late 1820's he got the idea of line coordinates in a desire of dealing with Poncelet's style dual graphical constructions by a handy analytical method. Now, at a difference with Euclid, Poncelet and the majority of his peers conceived of geometry in the "observed space". Synthetic geometry proofs required to draw the figures on sheets of paper either by projection, or by cut, whatever seemed more appropriate for the specific case. Consequently, an overwhelming importance was accorded to the $3 D \rightarrow 2 D$ central projections with respect to the transformations of the space in itself. And this, in turn, did a great disservice to Poncelet's point-plane polar duality. In the special case in which Poncelet's hyperbolic


Figure 12: Inversion on a circle. $R=1$ is the radius of the circle.
correlation (2) shown in Fig. 4 reduces to the perspective of a sphere, which is the self-corresponding circle shown in black in Fig. 12, a line through 1 corresponds to point $1^{\prime}$. If the distances of those points from the origin $O$ are $x$ and $x^{\prime}$ respectively, it is $x x^{\prime}=R^{2}=1$. This is the statement of the Euclidean transformation by reciprocal radii. It can be carried out for whatever geometric figure, which here is shown on circles.

Plücker's analytical formulation of his principle of reciprocity is set in the Cartesian plane, between a point of coordinates $\left(x_{0}, y_{0}\right)$ and a line $u x_{0}+v y_{0}=-1$ incident with $i t$, rather in agreement with his later choice for the null system (4) than with Poncelet's hyperbolic polar duality. His condition is satisfied for points $2^{\prime}=2$ and $4^{\prime}=4$ on the self-corresponding circle, in our case.

As a consequence of his setting, the young Plücker did
not express Poncelet's duality analytically. The meaning of his conic is not compatible with the polar transformations of space (1), (2) and (3). Instead, he contemplated all geometric figures as loci of either points, or tangents. He wrote bilinear expressions such as $u x+v y=\mp 1$ in nonhomogeneous coordinates, and his reciprocity is obtained by imposing complete symmetry between coordinates of points $(x, y)$ and of lines $(u, v)$. That is not the same of Poncelet's duality, where the dual of a constructed figure is obtained by the dual construction, not by the dual coordinates. In sum, Plücker's reciprocity refers to the fact that the same geometric locus can have at least two different analytical representations, one by point coordinates, and one by line coordinates (in two different coordinate frames). Again, if one is aware of the implication that the definition of the line either as a linear set of points, or as an element, has on the dimension of a submanifold, and of the impact that the difference between the projective plane and the Cartesian one has on ordering, the fact that the given analytical representation changes the entire game will come as no surprise.

Finally, the important theorem of Desargues on triangles was reduced to a postulate in the plane, and 3D projective geometry was subsumed under the central projection that is obtained from a point in 4D, outside the space. The latter is an alternative to the generation of the projective space by means of transformations, that consists in simply adding one more orthogonal dimension. As regards transformations in the plane, nowadays, if the point of general homogeneous coordinates $\left(x_{1}, x_{2}, x_{3}\right)$ is subjected to a collineation $T$, its image $\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right)$ is given in vector form by $\boldsymbol{x}^{\prime}=T(\boldsymbol{x})=\boldsymbol{A x}$, where $A$ is a regular $3 \times 3$ matrix. Writing the coordinates of the image point out, it is $x_{j}^{\prime}=a_{j 1} x_{1}+a_{j 2} x_{2}+a_{j 3} x_{3},(j=1,2,3)$. As anticipated when it was told that Hermitian invariant forms were associated to quadrics, $u_{j}$ and $x_{j}$ are considered contragredient coordinates in $u_{1}^{\prime} x_{1}^{\prime}+u_{2}^{\prime} x_{2}^{\prime}+u_{3}^{\prime} x_{3}^{\prime}=0$. Denoting by $A_{i j}$ the cofactors, and by $|A|$ the determinant of $A, u_{j}^{\prime}$ is obtained by multiplying $u_{j}$ with the inverse conjugate matrix $u_{j}^{\prime}=\frac{A_{j 1}}{|A|} u_{1}+\frac{A_{j 2}}{|A|} u_{2}+\frac{A_{j 3}}{|A|} u_{3}$, whereas $x_{j}=\frac{A_{1 j}}{|A|} x_{1}^{\prime}+\frac{A_{2 j}}{|A|} x_{2}^{\prime}+\frac{A_{3 j}}{|A|} x_{3}^{\prime}$ is recovered by multiplying with the inverse matrix $(A)_{i j}^{-1} .{ }^{25}$

## 6. Complex Projective Space

We just had a look at many ways of dealing with the projective transformation of the space in itself, called duality. Plücker, Poncelet, and their peers were trying to choose how to best adapt transformations to a visualizable space. Yet competition generated a tendency to expand on each touched topic, and to search right off for physical applications especially for validation, without paying too much attention to formal aspects. It all ended by the end of the 19th century. This becomes apparent when dealing with

[^13]the complex projective space. Although complex numbers were not directly linked to measurements, that space was dealt with since the very beginning. At least two different conceptions can be unraveled: (i) von Staudt was busy with the projective representation of imaginary numbers; (ii) Klein was busy with the analytical definition of the projective space over the field of complex numbers. Here, we are interested in task (ii). When the transformations are complex, even if the motions are invariably interpreted as rotations, or as periodic motions if it sounds better, the problem of determining their irreducible groups is somehow elusive. We saw that for real transformations a projection of the drawn invariant quadrics looks like a set of level curves of a 3D object, as viewed from a special point. If the coefficients in the algebraic expressions defining the transformations are complex numbers, the $\mathbb{C}$-forms are no longer reducible according to Klein's index of inertia, as in the real case, and other linear functions like integral transforms could be involved in the transformations of space. Without prejudice to the fact that the same variables expressing transformations should describe the spatial figures, perhaps in the abstract $\mathbb{P}^{3}$ space, functionals on $\mathbb{C}$ take the place of the specific functions.

Due to the turn taken by analytical projective geometry, and to its merging with algebra, the synthetic projective space was expected to remain pretty the same, whether the transformations were real or not. Of course, as $\mathbb{P}^{3}$ is tied to transformations, it needs to match complex transformations, and to be defined over $\mathbb{C}$ in this case. But, as long as one deals with constructions one never attains the general space, for figures are always particular examples. Thus, only formalization brought about a great deal of change. In this context, indicating with $V$ any representation of the projective group on space $\mathbb{C} \times \mathbb{C} \times \mathbb{C} \times \mathbb{C}=\mathbb{C}^{4}$, the abstract projective space $\mathbb{P}(V)$ and its subspaces are defined naturally by the representation of $V$ as a complexified manifold of finite dimension 4 (Stein manifold). Hence, one deals with a real differentiable manifold of dimension $2 \times 4$ with an invariant structure for linear fractional transformations, that has the topology of $U(1) .{ }^{26}$ To analyze perturbed

[^14]motions in quantum mechanics, the analytic representation of vector spaces in a division ring was extended to the field of invariant rational functions $V^{*}$ by taking the limit of arrays $\left(z_{1}: z_{2}: \ldots: z_{n}: z_{n+1}\right)$ to the completely continuous (vollstetig) sequences $n \rightarrow \infty$. This abstract vector space, called representation space, ceases to coincide with its dual space, as in the case of projective constructions. The considerations regarding the definition domains were placed during the development of spectral theory for selfadjoint operators. While it would be interesting to build the synthetic projective space as a function space, it is tricky to do so according to latest developments. In that case, the dual space is a vector space of linear functions, and the (Poncelet) dual of a figure would be expected to coincide with the image of the figure by the canonical isomorphism. In a sense, we may say that infinite dimensional spaces can at most be isomorphic to their dual. ${ }^{27}$

### 6.1. Dualism in quantum physics

The need for complex numbers and dual spaces surfaced in quantum physics. There it is built in the formalism of quantum mechanics, mainly on the operator calculus and on the probability interpretation of its outcomes. Its distant originator, Hamilton, reworked the classical Lagrangian formalism to pinpoint the analogy between Newtonian mechanics and ray optics, that in mechanical terms are very swiftly propagating fields. ${ }^{28}$ Although Synge stresses that Hamilton's geometrical optics is by no means a theory of the formation of images, as it is supposed to be according to the name eikonal, the geometry he uses has a visualizable representation. After Hamilton the phase space is reworked using canonical variables, i.e. those putting on the same footing the generalized canonical coordinate $q$ and its conjugate momentum $p,{ }^{29}$ and letting the pair $\{q, p\}$ be the representa-

[^15]tive point of the system in the 2 n -dimensional phase space. In quantum mechanics the pursuit of Hamilton's analogy between the dynamical systems and the optics of rays and surfaces orthogonal to them - call them ray-surface combinations - prevails over the alternative Lagrangian formulation given by Dirac, which uses contact transformations,[6] and results in the dualism of matter. The dualism results from the quantum mechanical need of parceling out the phase space into cells of the size of Planck's constant $h$. In fact, Heisenberg's uncertainty principle states that the value of the product of the root mean square fluctuations of the observables be $\Delta q \Delta p \geq \frac{h}{4 \pi}$, whether that indeterminacy summarizes a primary quality of matter or a secondary one (a property bound to our knowledge of it). Let the state of a quantum system be specified by a function of state $\Psi(\widehat{q}, \widehat{p})$ of the selfadjoint operators $\widehat{q}_{i}$ and $\widehat{p}_{i}$. If $q$ is an exact value, $p$ is the Fourier transform of $\sim \psi\left(q,-\frac{i h}{2 \pi} \frac{\partial}{\partial q}\right)$, indeed. ${ }^{30}$ Yet, the $q \rightarrow p$ connection with the Fourier transform is misleading since, due to its probability interpretation, quantum mechanics doesn't share with graphic statics any easy formforce like reciprocity.

## 7. Duality of Images

Images differ from all representations discussed so far in one respect. Unlike the graphical and geometrical approaches - our mind's eye, the "transformations" of optical images, don't involve forms in the first instance but rather received signals. Signals don't possess any preset geometric form, they are raw data that can be detected in widely diverse contexts besides by direct observation. In addition, observed signals depend on the "electromagnetic properties" of bodies, that can hardly be severed from the perceptual experience. Moreover, a different context of acquisition quite often doesn't boil down to a mere magnification of the original context. At least the amount of detail changes, leading in fact to a magnification of the information gained (channel capacity), possibly with structural alterations of the information content (knowledge). In other worlds, electromagnetic images are phenomena in need of an interpretation, and if anything their geometric constructions can be recognized as a convenient interpretation according to the relevant geometry. The geometric space refers to received images, without attributing any material properties to the void space. Just because geometry is a mathematical construct, ${ }^{31}$ it has no information linked with it. The modeled "physical thing" is the ethereal image (to distinguish it from its support), and the information bearing extension is in the individual shot, that provides cues on the relationship between forms, once they have been recognized.

Abbe showed that, when a thing is observed under the microscope, its diffraction limited image and its diffraction pattern encapsulate the same amount of information. More

[^16]precisely, the same thing can be visualized in either way, and each can be recovered from the other one. The textures of both images are interwoven to such an extent that vignetting one of them alters the overall roughness of the dual one. The Fourier transform is found to analytically describe simple images under monochromatic lighting. Calling this feature duality, the image $\Leftrightarrow$ diffraction pattern transformation can be modeled by way of the geometric construction of the same name. We showed that the dual construction is subsumed under the transformations of the projective space in itself. More in general, the information content of the linear part of an image is independent of geometric transformations. ${ }^{32}$ Besides duality, projective geometry accommodates other general transformations of space in itself. Projective geometric constructions may serve as a logical framework of whatever received signal, provided that it can be transformed to exhibit its spatial content. That way, different transformations of the same signal can be generated and compared, while still storing only the information detected by the antenna. The constructions then visualize the projective geometric space devoid of any unit of measurement.

Finally, whether information on a specific signal is fully captured by geometric reasoning or not often depends on lighting conditions, beyond the linearity of the receiver. As for the receivers, at one end there are optical techniques exploiting whatever nearly linear detection, such as fringe analysis, holography and photoelasticity. ${ }^{33}$ At the other end, there are more sensitive non-linear acquisition techniques based on resonance, that overtly benefit from on/off responses. Images of on/off responses depend on the way the picture is taken. They can provide additional information about the effect the exposure to radiation has on a possibly living specimen only if the data aren't subordinated to statistics. Spectral analysis of chemical elements as well as the very first (quite unprocessed) radar and magnetic resonance imaging pictures pertain to the latter kind. We stress that in both cases the only information directly accessed is the visual one, and that if quantitative information about material properties, such as density, hardness, or chemical composition, can be inferred at all, it doesn't stem from the geometrical framework, but is rather inferred from the observed nonlinear variations, and needs to be supplemented by measurement of another type.

## 8. Conclusion and Outlook

We briefly sketched how graphical aids and computations came about in mechanics over a long period of time, and compared the techniques based thereon with the later possibility of taking durable pictures in nearly whatever electromagnetic frequency range. In our opinion a merging of all the known theories of matter will allow no rational characterization of materials, neither will the interpreta-

[^17]tion of the electromagnetic information available on them if based only on a geometrical approach. However, the latter can help to frame experiments. Nowadays the imaging techniques access the information based on electromagnetic stimulation of bodies directly, and deliver it as received signal. In our opinion, to really exploit that information one has to renounce the old mechanical interpretation of pictures, and develop antennas for image reception besides geometric modeling and scientific computation. Summing up, independently on the mechanical understanding, there is a spatial content in the electromagnetic field, which can be supported by a geometry as a logical-deductive system. There is also a respectable synthetic geometry of space - the geometry of position. This was used to represent general fields of force (including the electromagnetic field). In addition, however, naturalism artists used geometry to model their artifacts. For those reasons it could be improved with the aim of supporting the interpretation of the linear electromagnetic reception.
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#### Abstract

Recently, computationally expensive iterative image reconstruction techniques and sophisticated processing methods are deployed to map the structure and function of the human brain non-invasively. Multiscale representations are available for the visual representation of the local neural activity. Perhaps, by doing so the difference between the imaged brain functioning and that of a computer is expunged. In fact, understanding brain activity is not so much a matter of evolutionary ecology, but rather of clarifying in which sense it fits natural laws.


## 1. Introduction

In the context of the upcoming confluence of nanotechnology with biotechnology, info-technology and cognitive sciences, the consistence of the structure-function relationship becomes a topical issue. According to a widely held opinion, multiscale approaches to materials design will enable the bottom-up construction of life-inspired structures with new emergent properties, and capable of performing desired functions.[1] Those approaches are supposed to bear just enough information at different levels of resolution and complexity to allow enforcing hybridization, biomimetics and integration hierarchically along several length scales. Speaking of neuroimaging, the gap between computer and brain bears on both, structure and function. In nature, proper functioning is somehow related to an adapted structure, while apparently man-made machines can perform any complex task, provided that exact and unambiguous instructions are supplied. Thus, it may be argued that one thing is to combine molecules bottom-up by exploiting the principles of nature, and quite another thing is to combine them so that the bulk product can perform any narrowly prescribed task. As a matter of fact, modeling, as well as imaging, tend to wipe out the differences. To clarify, a bomb explosion and a video thereof can carry about the same amount of visual information, which is by no means all the information.

## 2. Form-Function Relationship

The form-function relationship can be traced back to the doctrine of Aristotle (hylomorphism). A few examples are known from natural philosophy, such as eye-sight, and
wing-flight. ${ }^{1}$ It doesn't apply specifically to the brain-mind combination because then, the brain being perceived as inert, the cardiocentric theory was fashionable. Anyway, this "hypothesis driven" way of tackling living organisms influenced the course of scientific inquiry in biology. In physiology, prior to Darwin the form-function relationship had a teleological dimension. To wit, morphogenesis was thought of as a spontaneous generation driven by a crystallization process, or a type of self organization seldom overshooting fitness. ${ }^{2}$ The fitness of the resulting shape was not distinguished from the mechanism of its action. Moreover, it was backed by observation and logical methods that disregarded the possibility of producing some new effects by means of experimental manipulations.

Nanotechnology apparently breaks with this cultural tradition. One strategy of inquiry in new materials consists in assuming that, even if they may violate the common (on Earth) natural processes, and possibly the physical laws passed down, as long as stuffs don't arise by accident, the explanation of their functioning cannot defy all logic. Yet, since both, the previous and the actual strategies of inquiry build on human logic and skills, there is the shifty danger of circular analysis expelling crucial data.[2] In facing unfamiliar situations extra care should be taken when "linearizing" observations with the aim at giving a step by step account of them. We briefly highlight some historical points impacting on our actual understanding of the structure-function relationship.

### 2.1. Optical microscopy in biology

First observations of microscopic features and cells are reported in Hooke's Micrography (1670). Yet, those microscopic evaluations were centered on the description of intriguing details, rather than on the explanation of their purpose. A cell theory was formulated around 1838 to interpret the tiniest tissue units whose structure could be discerned from microscope observations. Soon thereafter cell biologists started to pursue the link between the science of form and the intrinsic biological processes. To enhance visualization of cells components, staining techniques were also developed. Investigations pursuing basic causal/mechanical explanations of the observed biolog-

[^18]ical structures beyond the morphology were scanty before molecular biology caught on in the 1940s.[3] They began by observing the ultrastructure of fibrous proteins and collagen. Thus, for now, let's disregard the explanations of the fine points on the functioning of the most basic structures in living organisms, and let's focus on the shape of cells. Distortion of the images is already apparent at low magnification. Either one is willing to confer the form as a primary quality on things, or one believes that microscopes magnify the envelope of any tiny object point by point, perhaps apart from small shape distortions. In the latter case, Euclidean geometry leaves room for similitude but, for the purpose of basing the interpretation of images on it, there has to be more than similitude. Doing without geometry, perhaps no interpretative problems arise from traditional scientific explanations so long as the imaged shapes, that belong to the optical response indeed, can be identified with outer boundaries. Still, given that the morphology of organisms appears to be non-homogeneous on all known scales, the mechanical notion of form attributed to pieces of homogeneous matter is being extended well beyond the realm of mechanics.

When geometry is applied to the study of images obtained by linear optical instruments, ${ }^{3}$ it only underpins "linear" transformations, indeed. Moreover, optical responses falling outside the gamut of imaging often arise from a nonlinear behavior. We think that non-linear responses may affect the images. Among them we mention the effects of birefringence (double refraction), and optical rotatory power, i.e. the ability to rotate the polarization plane of light, owing to their historical importance. The detection of those small effects, after 1800, depends on the ongoing technical progress in the detection of optical signals. Both effects came to the fore when it was pointed out that, except for quartz, the main optically active media are organic compounds in the liquid phase. Pasteur discovered that tartaric acid ( $C_{4} H_{6} O_{6}$ ) extracted from unripe grapes is optically active, while synthetic tartaric acid is racemic, and isn't. In this context, chiroptical phenomena ${ }^{4}$ seem to mark bonding processes occurring in natural organic (living) substances.[4] Soon thereafter, Pasteur exhibited enantiomorphism as a subtle crystallographic difference associated with the optical power of solutions. Subsequently, attempts at determining the effect of crystallization on chiral molecules were started. After 1920 the biological function of proteins became related to their native folded tertiary structure, and structural biology initiated its structurefunction program.[5] The program became devoted to the analysis of the DNA contained in the haploid cell of chromosomes, which for a while, especially after the elucidation of the DNA structure by Watson and Crick (1953), [6] was identified with the material base storing the information content on the development and functioning of the organisms. ${ }^{5}$ [7] Nowadays, the recombinant-DNA technol-

[^19]ogy, that uses yeast or bacterial vectors cells as a factory for the transgenic synthesis of human insulin, hormones, coagulants and the like, holds promise of also allowing the engineering of many new drugs and therapeutic agents. In contrast, the solid-phase chemical synthesis of active natural proteins keeps being challenging.[8][9] Once synthetic proteins mimicking the natural ones will be obtained, the difference between living organisms and new life-inspired structures will be expunged. In Fig. 1 below, we give an example of a stepwise explanation of digestion. In the light of the modern, more sophisticated theories it appears very rough. Nevertheless, comprehension of natural processes somehow always implies stepwise disassembling.


Figure 1: Duck of Vaucanson, showing the concept of bottom-up construction of living organisms other than humans in the 1700s. It gives a mechanical explanation of the digestive process, that was only partially understood by then.

### 2.2. Form-function in chemistry

The structural studies on molecules began at a relatively late stage. ${ }^{6}$ Moreover, Mendeleev's table of the elements was endorsed by chemical analysis, synthesis, and function studies of inorganic salts performed by well-established methods. It led to formulating the electronic structure of the atoms rather then vice versa. For some time, following Lavoisier's system of chemistry, many scientists had repudiated the corpuscular conceptions of matter. We recall that during the 1800 s, while Dalton's atoms, fitted with

[^20]size and weight, were rejected, thermodynamics laws were increasingly applied to inanimate chemistry. By dealing chiefly with equilibrium conditions, chemists could determine the stoichiometric coefficients that allow balancing many chemical equations. The idea that chemical reactivity is associated with the energy content of the reagents and reaction products gradually supplanted the notion of mutual attraction of substances, and led to the formulation of the law of mass action. The existence of that law doesn't mean that chemical reactivity was a well understood phenomenon.

### 2.2.1. Inorganic Crystals

Atoms and molecules apparently found their way into chemistry through crystallography. Haüy explained the crystallization out of an initial form of the germ. He spoke of a molécule integrante, a polyhedral shape around which the other molecules layer. Since he was only concerned with the physical structure and the static forces responsible for the gems' aspect, he didn't mull too much over the shape of the molecules themselves. Since the concept of chemical bond was quite alien, then, he also lacked a sharp distinction between mixtures and true compounds. In 1848, developing his mathematical theory of 14 regular crystal groups, Bravais assumed whole molecules to occupy a node in the crystal lattice. He held that their outer shell, that is now taken to be their hydration shell, is responsible for the overall crystal shape, while atoms are spheroidal or ellipsoidal in shape, like Dalton's.

The subjects related to the structure and orientation of small inorganic molecules were covered essentially by physicists. As Ewald remembers,[10] just before von Laue's discovery of single-crystal X-ray diffraction, people were studying double refraction and optical rotation (of solutions) to elucidate the relationship between the symmetry of the crystal lattice and that of its molecular constituents. In 1910, he himself was busy with calculations concerning the double refraction of light that results from electric dipoles oscillating in an ideal anisotropic lattice field. Albeit the story goes that one instance of compounds with the same composition, but showing a markedly different chemical behavior, belongs to the inorganic chemical synthesis, ${ }^{7}$ stereochemistry, the subdiscipline of chemistry linking chemical reactivity to molecular structure, doesn't stem from crystallography. Rather, it plays a capital role in organic chemistry.

### 2.2.2. Relationship between structure and reactivity

Organic compounds are less stable and more prone to decomposition than the inorganic ones. Their analysis was cumbersome, and their synthesis raised such difficulties that their occurrence was connected with vital force. As just mentioned, Wöhler's synthesis of urea in 1828 is the first instance of an organic product artificially obtained from in-

[^21]organic reagents. ${ }^{8}$ The reaction is explained as follows: (1) decomposition of lead cyanate by aqueous ammonia yields an ammonium cyanate solution, $\mathrm{Pb}(\mathrm{OCN})_{2}+2 \mathrm{NH}_{3}+$ $\mathrm{H}_{2} \mathrm{O} \rightarrow \mathrm{PbO} \downarrow+2 \mathrm{NH}_{4}^{+}+2 \mathrm{OCN}^{-}$; (2) evaporation to dryness by warming in a water-bath causes isomerization of ammonium cyanate $\left(\mathrm{NH}_{4} \mathrm{OCN}\right)$ to urea, $\mathrm{NH}_{4}^{+}+$ $\mathrm{OCN}^{-} \leftrightarrow \mathrm{NH}_{3}+\mathrm{CNCO} \rightarrow \mathrm{H}_{2} \mathrm{NCONH}_{2} .{ }^{9}$ [11]

In 1830 Berzelius coined the term isomerism to relate the chemical properties of organic chemical compounds to their hypothetical structures - drawn on paper by their structural formulas - and initiated the structural theory of organic chemistry, as it were. The concept of molecular structure was only symbolic then, and relied on the functionalist conception. Van't Hoff even more than Kekulé contributed to the 3D extension of graphic representations by visualizing the tetravalent carbon atom as a tetrahedron (1874). Thereafter, if the effectiveness of chemical bonding was explained with steric effects, its modeling accuracy had to be inferred in retrospect from its explanatory power. Thus, a specific substituent, i.e. a functional group replacing a hydrogen atom in a hydrocarbon chain, could explain a hindered rotation. At a slow pace, in organic chemistry, too, the trend prevailed to regard theories as predictive tools. Only well after the refinement of optical methods in the 1880 s chemists were moved into believing that the electromagnetic response bears evidence for the existence of individual mechanical structures from molecular size, and that pursuing matter organization at that level makes sense. After 1900, the interpretation of X-ray diffraction pattern of crystals according to the motto "small wavelengths are diffracted by small obstacles" corroborated that belief. ${ }^{10}$ From WWII on, it is taken for granted that the chain of amino acids influences the local folding of the polypeptide chain as well as the overall three-dimensional structure of proteins. Nevertheless, the X-ray protein crystal analysis, which is considered the method for structure determination par excellence, is a hybrid prediction method that makes heavy use of computer simulations supplemented by sequence alignment scores, and of databases resources to evaluate the statistical significance. To assess the spatial organization of macromolecules, on the one hand, the source material needs to be integrated with conformational potential energy calculations, geometric algorithms, fluctuation models, and transition theories, that allow computers to render the images of the involved structures. On the other hand, with the breakthrough of the probabilistic interpretation of thermodynamics, form gradually dissolved into the information about the dynamical structure of the system under non-equilibrium constraints. ${ }^{11}$ By relating the complexity of biological structures to their information content in-

[^22]formation theory overcomes the problem of distinguishing between structure and function. To restate it, in a rational world, the structure might encode all the information on the function, but in our irrational world we can think of recognizing some ultramicroscopic structure only after we gain some insight into the distinction between it and the small "spurious" effects of irradiation affecting the images.

## 3. System's Biology Approach

Bertalanffy's starting point in 1932 was the question about the applicability of the general principles of physics and chemistry to physiology. During that period the last vestige of teleological notions were reshaped borrowing either from mechanics or from cybernetics. Especially the II principle of thermodynamics became a pivotal point in the discussion of the extensibility of quantitative laws to biological systems. Like Prigogine and others, Bertalanffy took the energy flow as the driving quantity capable of explaining the principal features attributed to living systems, namely self-regulation, adaptation to external stimuli, ordering, reproduction and differentiation. He suggested the name general system theory for the new discipline, devised chiefly for the purpose of extending general principles to living systems. The biophysicists and physical chemists working in the domain of biology before 1953 - traditionally the starting year of the discovery of the DNA structure and function - tailored their mathematical models to suit some biological function, for instance morphogenesis, aside from all biological details.[12] To get an overview of the involved logical steps, they made use of physical analogies, thereby simplifying matters in a way unacceptable to most biologists.

Perhaps for that reason in the 2000s system theory was re-born as systems biology within the discipline of molecular biology. In its new role as bottom-up approach to living systems, it maintains its former features of managing biodiversity by pursuing simple general laws. It is concerned with a network composed of elements and relations, and its formal tools are differential equations, graph theoretical tools and cellular networks. Moreover, by maintaining independence from the concrete molecules taking part in the processes, it enables integration of various molecular network motifs at the level of the whole system. Finally, the development of computers in the interim allows handling complex networks of interaction, and cell signaling pathways. ${ }^{12}$ Since computer simulation is conceived as the tool to manage detailed models of genetic and molecular networks, bioinformatics takes on a key role to the point where it doesn't matter whether data are experimental or computational. In brief, the understanding of the response properties of specific tissues and organs is based on their computer implementation, and draws upon what we already know about macromolecular reactions. ${ }^{13}$ Clearly, the com-

[^23]putational conception of synthetic biology is by far less demanding with respect to a fully reductionist approach.

Neurobiology, likewise considers the general systems' strategy a method of choice for gaining information on the organization of the brain. Although its analysis focuses on the information content rather than on genome sequencing, there are bridges, such as neurogenomics, between it and bioinformatics.[13]

### 3.1. Physics of computation

The viability of idealizing assumptions is often indefinite. Since 1950, computational models were adopted to understand phenomena in some disciplines, including neuroscience. It makes sense to ask whether the form-function relationship is important, or the mind is in essence a computing machine, i.e. if its network structure can be modeled by machines. Information is represented by mathematical formulas and computation realizes a physical process.[14] The abstract and syntactic formality allows eliminating the "ghost in the machine". Taking a representational view of the mind, all brain functions are pooled under information processing in the broad sense. No precise mapping of the architecture of the nervous system is required to define the process of thinking with a language-like structure, since it can be analyzed at the neural network level. In the early days of the computer era people were interested in decoding conscious mental states, and tended to link metabolism especially to that brain activity. Neural networks have been developed as an alternative to classical theory of the mind, like von Neumann's centralized, sequential, and resultoriented architecture. At the network level a semantic content (distinct from the semantics of the natural language) is associated with the activation vectors. To model complex phenomena, recourse was taken to massively parallel distributed processing paradigms, and artificial neural networks, that are among the conceptually simplest yet difficult to grasp artificial intelligence (AI) techniques. Artificial neurons are endowed with a tiny amount of memory and the ability to exchange binary signals with given subsets of neurons, usually by layers (hidden units), thereby defining network topology and neurons' roles. According to the Church-Turing conjecture, an AI system works the same irrespective of the physical hardware which runs it. Going beyond binary computer science, a representation is a pattern of symbols that can emulate either the computer or the neural substrate.

As regards cognitive operations and neural codes, it is thought that the brain may provide a unique view of the relationship between energy and information. As the notion of computing engine is mathematically well characterized, it is expected that if an ultimate efficiency can be established for it, and AI is worth its name, that value can also be tentatively assigned to mental tasks. The worthiness

[^24]of a computation could then be defined in terms of the energy dissipated in order to perform it, once powering up its Turing machine is excluded from the overall system's energy balance. Thermodynamics of computation traditionally looks for irreversible steps, drawing from a consideration by Maxwell on the extent to which a sharp-sighted tiny demon would be able to break the second law of thermodynamics. While Maxwell revolved around the tininess of the living observer, starting with Szilard in 1929 the question of breaking physical laws was resumed in connection with AI, and with the syntactic relations between symbols. An ideal gas can be seen as an oversimplification of a neural network. Indeed, in some types of neural networks, such as the self-organizing maps, topology is relaxed. To carry the similarity further, we might endow each neuron with attributes like mass, position, and velocity, as if it were a point particle. In addition, neurons need to exchange suitable messages so as to mimic elastic collisions. Following Shannon, we relate the amount of information with the entropy by $H=-\sum_{i=1}^{N} p_{i} \log _{b} p_{i}$, where $p_{i}$ is the probability of occurrence of the ith character in the message string. ${ }^{14}$ For binary codes $b=2$. Yet, insofar as an equation is concerned, all mathematical transformations of it are equivalent (tautologies), in the sense that different mathematical expressions only differ subjectively. Thus, the ultimate value of the energy dissipated only for computation should be null. For dissipative systems, $H$ is a lower bound. Beyond common machine learning algorithms, like linear or logistic regression, strategies for learning and intelligence could be implemented in thermodynamic computing systems by mimicking the physical intelligence.[15] While the link between energy and information may be established in this way, it is not integrable through many scales, for neurons are supposed to be highly integrated in a non-statistical fashion. Again, when speaking of energetic cost of information at a higher level a semantic content is added.

### 3.2. Spatial models

Rather than disassembling the brain into all its structures in the style of the phrenologists, the general systems theory endeavors to subsume functions like homeostasis and control, or like computing, learning and memory, into a manageable number of categories and identifies a level of abstraction appropriate for tracing them. Computer sim-

[^25]ulations are gaining ground because of the ever increasing amount of data to be processed, and also because of the expectation to find out some mechanism satisfying the requirement that the data show some understandable patterns.[16]. Especially in the marketing industry, it is supposed that a type of predictive intelligence of the above type can be observed in self-organized physical systems. Yet, from the outset, the application of system biology to the information processing by the brain was a bit less straightforward than information processing by biomolecular systems(see Fig. 2).


Figure 2: Hystological section through a granular cortical area from the pial surface to the subcortical white matter under the indicated staining conditions. The Golgi silver staining impregnates whole neurons. A Nissl basic dye stains nucleic acids mainly in cell bodies. Weigert-like type of staining is used for myelin sheets. I. Molecular layer; II. External granular layer; III. External pyramidal layer; IV. Internal granular layer; V. Internal pyramidal layer; VI. Polymorphic layer.

Going back to the overall form-function relationship, this has been pursued in two ways, either by explaining the molecular basis of the biological activity, or by exploring compartmentalized cellular structures. According to $\mathrm{Ca}-$ purro et al. the term "information" can be traced back to the knowledge of the form.[17] In fact, theoretical neuroscience faces mainly compartmentalization of structures and functions. The brain is a complex system, whose development is genetically organized, and whose functionality emerges during embryogenesis and childhood. For a short time saltatory conduction of the action potential was regarded as the cornerstone to uncover the function of the mind. It is at the origin of the classic computer-brain analogy, that bears on the encoding, transmission, storage and retrieval of information. Knowledge about neurotransmis-
sion at the level of the functional unit is based on electrophysiological measurements that led to the (already nonlinear) Hodgkin-Huxley model of the neural events.[18] It assumes that the electrical stimulation is an allowed input (message), and that transmission occurs like in vivo (the message is correctly encoded). To extend causality from electrophysiological preparations involving an individual neuron to higher brain functions, we need to start from the above "simple process", and establish contact with stages of higher complexity, capable of accounting for the living brain's functions. Neural network modeling started in the 1970s as a consequence of Rall's pioneering work on the electrical properties of neurons. It modeled the effect of synaptic integration on neural excitability.

The mind is but an aspect of brain functioning. For example, while computation is mainly a cortical activity, learning and memory are activities under cortical control, but located in the hyppocampal region of the limbic system. For another example, by fractionation several kinds of neurons have been isolated, which have led to investigate the immunochemistry of synaptic proteins, and the glia-neurons interface. Recent studies of the latter interface show that in the neural hypothalamus (Fig. 3) - a part of the limbic system containing a number of small nuclei the glia-neurons interactions have homeostatic and regulatory function.


Figure 3: Anatomical location of the hypothalamus, a structure belonging to the limbic system (from Wikipedia).

Multiscale modeling is developed in neuroscience as a means to account for the fact that the brain includes many different and interlaced structures. An amount of already available biological knowledge on the cerebral functions is incorporated into the data in proceeding from the neuron to the neural network. To define a functional state large scale neural networks rest on emergency. Yet, in some quarters a lack of data to be able to cope with simulations is admitted.

## 4. Imaging Information

In basic cognitive neuroscience research the brain is studied according to psychological criteria, and the mental states are assumed to carry along beliefs, desires and attitudes, besides knowledge and thoughts. The computer metaphor became outdated with the emergence of neural networks, whose underlying paradigm is the parallel distributed network processing. The pattern of activation of elements corresponds to the flow of activation in the net. Implementing those networks, both the mechanism and the structure can be addressed according to location, thus granting the link of specific cognitive functions to specific regions of the brain. When neural networks are combined with a multiscale approach, the stimulus field is parceled into small receptive entities, and the macroscopic representation of messages emerges in a statistical sense. These methods aim at a concept-based bridging of the gap between organization of mental processes and the statistical molecular processes underlying them. At the bottom, the latter are those accounted for by electrophysiological parameters belonging to neuronal populations, and by the chemical phenomena correlated with them. In the next step, data driven modeling is expected to allow correlating the neurobiological and the psychic functions. Finally, based on a restricted sample of tasks, and on picking out systematic relationships between brain organization at the cellular level and behavior, this analysis should lead to an understanding of the underlying mental architecture that supports cognitive functions.

Coming to medical imaging techniques, the neurological access to mental states is reached as a top-down approach. The theories of brain mechanisms are used to explain information processing subject to the same reductionist strategy as intelligence. Yet, none of the functional imaging techniques, such as positron emission tomography (PET), functional magnetic resonance imaging (fMRI), and recently magnetoencephalography (MEG) is capable of directly measuring the electrical and chemical processes that mediate brain function. Conventional approaches are multimodal, whereby networks are reconstructed independently for each modality - usually fMRI and electroencephalography (EEG) - and take place through structural equation modeling procedures and autoregressive models. The process from the input sensations to the production of the code is increasingly understood as the evolution of a dynamic system, that responds to an input and a set of constraints, and approaches the output as an equilibrium state. The output is the "best inference" according to the maximum entropy theorem. A consistent account of the selforganization - whose EEG correlate are the cortical synchronizations - is given in terms of general dynamical laws and the known principles of neurophysiology. In particular, fMRI images are believed to show, on the average over space and time, the haemodynamics locally accounting for the neural activity. ${ }^{15}$ It has been proposed that, when the dynamic causal modeling is applied, fMRI responses should

[^26]be predictable from simulations of the underlying neuronal responses.[19]. The fine details on the connections between areas require specification of a prior anatomical model, that is known from tracer studies on primate brain. The model devised allows for arbitrarily complex, nonlinear relationships between the stimulus and the neuronal activity. However, owing to the fact that the fundamental concern is cortical circuitry and the ways in which information is elaborated by the brain, other characteristic traits of it are neglected. On one hand there are many possible definitions of activity, such as the average firing rate of the neurons, the synchronous spiking activity across the neuronal population, and the local field potential (LFP). On the other hand, a very large scale integration (VLSI) of the activity involved in the brain's thoughtful performance is necessary to dynamically explain the model by mimicking stipulated biological details. Reasonable assumptions are that the effects can be summed over time, and that the blood supply is directly related with the neuronal activity on a local basis. Notwithstanding Wiener's famous quote: "Information is information, not matter or energy" the information content of neurobiological systems is being evaluated as if it could be directly inferred from energy changes, or as if it would "ride on the energetic flux". As a matter of fact, besides supporting the firing rate of local neuronal populations in response to attentional stimuli,[20] the blood supply supports brain activity in the task-free resting state (RSN),[21] as well as the activity of incoming fibres, interneurons, and inhibitory/excitatory synaptic activity in subcortical areas. ${ }^{16}$ [22] Furthermore, it supports the glia[23]. While neurons rely on oxydative glycolisis, and thus on oxigen consumption, it is known that astrocytes rely on non-oxidative glycolysis for the clearance of glutamate from the extracellular space, and for its conversion into the neurotransmitter glutamine. Presently, the average synaptic activity cannot be evaluated directly. Nevertheless, besides being related to oxygen consumption, the blood flow also depends on the glucose levels, and on other factors. ${ }^{17}$

Compared with the impact the first X-ray radiographs had on laypersons, subsequent medical imaging techniques were welcomed with less sensation. Since they need sophisticated acquisition techniques, and are very expensive, they never got off the healthcare environment. As a consequence the quite detailed magnetic resonance images were promptly compared with anatomy tables, and their power in diagnosing tumor formation and other illnesses, among which stands out multiple sclerosis, was tested. Magnetic resonance imaging (MRI) is sensitive to the anatomophysiological environment and chemical composition without the need of staining tissues. Contrast and brightness

[^27]depend in a complicated way on tissue parameter, among which are diffusion and flow. In addition, there arise small distortions due to nearby tissues of different permittivity. Thus, differently from anatomical tables, the observed shapes and intensities, that are defined by the image acquisition parameters, already contain individual, i.e. nonrandom, functional information on living beings. These observations are being slowly retrieved when the exigences clearly require it. A comparison of Hooke's and modern microscope shots suggests that the very first progress possibly lies in acknowledging the innovative nature of the MRI technique and its features.

## 5. Conclusions

To this day, computerized approaches aim at integrating into a unique model haemodynamic patterns obtained by fMRI and standard measurements of evoked potentials deploying microelectrodes. If structure and function were mutually entailed by each other, multiscale methods would allow to simulate the brain's functional organization as a whole. Instead, in going from patch clamping to the functional MRI views of cerebral activity not only the scale changes, but in addition the types of measurement techniques are quite unrelated. Moreover, the diligence necessary to fine tune acquisition parameters reveals a difficulty in telling form from function of what appear like MRI anatomical snapshots. Under those conditions, until the conditions of contrast, brightness and distortion of the images are not cleared further, it may become difficult to disentangle observations from modeling assumptions, and the mechanisms behind conscious processes may approach the laws of thought.
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#### Abstract

We studied wave propagation in a lumped transmission line with square modulation in time of the capacitances and/or inductances. Large band gaps in the propagation constant are obtained, although the case of equal, in-phase modulation is exceptional, with no gaps at all. Important to note, a finite resistance can be overcome with sufficiently strong modulation, resulting in no attenuation of the oscillations.


## 1. Introduction

A transmission line (TL) with capacitors that are periodically modulated in time can give rise to stop bands in the propagation constant $\beta$, rather than the frequency (as occurs for spatially periodic systems). This was demonstrated recently, theoretically and experimentally, employing nonlinear capacitances $C(V)$, the voltages $V$ in all unit cells of the TL being modulated in tandem harmonically [1, 2]. In the present work we study theoretically the case of square modulation of $C(t)$ and, in addition, square modulation of the inductance $L(t)$ as well. Propagation in the corresponding effective medium, with harmonic dependence in time of the permittivity $\epsilon(t)$ and permeability $\mu(t)$, also resulted in $\beta$-gaps [3].

## 2. TL with square modulation of $\mathbf{C}(t)$ and /or $L(t)$

In our lumped, infinite, low-pass TL, the capacitance and inductance modulations are modeled as shown in Fig.1, with the strengths of modulations ( $m_{C}$ and $m_{L}$ ) also defined there. Note that $C(t)$ and $L(t)$ have equal (circular) modulation frequencies $\Omega(=2 \pi / T)$ and that the abrupt transitions occur simultaneously for both. However, they are not necessarily in phase: $C(t)$ can increase at the instants of time when $L(t)$ decreases, in which case the modulations would be out of phase. Our TL also includes a resistance $R$.

## 3. Calculation

Fig. 1 suggests that the Kronig-Penney method, introduced a century ago as a toy model for calculating the first crystalline band structure [4] could be useful for the problem at


Figure 1: Identical, square modulation in time of the capacitance and/or inductance in every unit cell of the TL.
hand. Indeed, this method leads to a greatly simplified solution of Kirchhoffs laws, applied to our TL. It can be proved that the correct boundary conditions at the temporal interfaces are the continuities of the capacitor charge $Q(t)$ and the magnetic flux $L(t) I(t)$ through the inductors, where $I(t)$ is the current. The temporal periodicities of $C(t)$ and $L(t)$ imply that the Floquet-Bloch theorem must be satisfied:

$$
\begin{equation*}
Q(t+T)=Q(t) e^{-j \omega T} \tag{1}
\end{equation*}
$$

with an analogous equation for the flux $L(t+T) I(t+T)$. Here $\omega$ is the frequency of the propagating wave. This leads to four homogeneous equations and a closed form solution of this eigenvalue problem:

$$
\begin{aligned}
& -\frac{1-m_{L} m_{C}}{\sqrt{\left(1-m_{L}^{2}\right)\left(1-m_{C}^{2}\right)}} \sin \left(\omega_{1} t_{1}\right) \sin \left(\omega_{2} t_{2}\right) \\
& +\cos \left(\omega_{1} t_{1}\right) \cos \left(\omega_{2} t_{2}\right)=\cos \left(\frac{2 \pi \omega}{\Omega}\right)
\end{aligned}
$$

$$
\begin{equation*}
\omega_{k}=\frac{2 \sin \left(\frac{\beta a}{2}\right)}{\sqrt{L_{k} C_{k}}} \quad k=1,2 . \tag{3}
\end{equation*}
$$

This is an implicit dispersion relation (here, for simplicity, not including the resistance R ) that relates the frequency $\omega$ and the propagation constant $\beta$. It is seen that it is periodic in $\omega$, the period being $\Omega$, and also in $\beta$, with period $4 \pi / a$, where $a$ is the size of the unit cell or lattice constant.

## 4. Numerical results for the dispersion relation

Eqs.(2) and (3) can be normalized, so we plot the reduced frequency $\omega / \Omega$ versus the reduced propagation constant $\beta a$. The parameters are the modulations $m_{C}$ and $m_{L}$. In Fig. 2 we consider the case of purely capacitance modulation, with $m_{L}=0$. This is a band structure with $\beta$ passbands separated by $\beta$ stop-bands. The nearest approach of the bands is at $\omega=(1 / 2) \Omega$, or $(3 / 2) \Omega$, etc, at which heights the band-widths and band gap-widths are defined. It is seen that the gaps strongly increase in size as the modulation is increased from $m_{C}=0.35$ to 0.65 . Also, the periodicity in $\omega$ is apparent and the group velocity vanishes at the border of the Brillouin zone $\beta=\pi / a$. In Fig. 3 the capacitance and inductance are both modulated, equally in strength $\left(\left|m_{C}\right|=\left|m_{L}\right|\right)$. For in-phase modulations (blue lines) there are no band gaps, while out-of-phase modulations (red lines) give rise to large gaps. The disappearence of the gaps in the first case can be understood from the equality of the impedances $\sqrt{L_{1} / C_{1}}=\sqrt{L_{2} / C_{2}}$ which essentially eliminates the temporal interfaces in Fig.1.

When eqs.(2) and (3) are generalized to allow for a finite resistance R , the frequencies $\omega_{k}$ become complex, and so does the propagation constant $\beta$, its imaginary part describing attenuation of the wave. While in general $\operatorname{Im}(\beta a)$ increases with $R$, surprisingly, it can vanish for $\omega / \Omega=$ $1 / 2,3 / 2, \ldots$ provided that the modulations are sufficiently strong (for a given $R$ ) or that the resistance is sufficiently weak (for given $m_{C, L}$ ). As seen in Fig.4, this happens in all cases except equal in-phase modulations, as can be expected.


Figure 2: Normalized band structures for two values of the modulation $m_{C}: 0.35$ (red) and 0.65 (blue), with $m_{L}=0$.

## 5. Conclusions

In comparison to harmonic modulation [1-3], the $\beta$-gaps for square modulation (Figs. 2 and 3) are considerably larger. In fact, in the former case only the first gap is substantial,


Figure 3: Band structures for equal modulations, $m_{C}=m_{L}=0.35$, for in-phase (blue) and out-of-phase (red) modulations.


Figure 4: Attenuation coefficients for five cases of modulations vs. resistance.
while in the latter case higher order gaps can be larger than the first one. This suggests that square modulation is more appropriate for the investigation of temporally modulated systems. No band gaps exist when the wave impedance remains unchanged by the modulation, namely in the case of equal, in-phase modulations of the capacitance and inductance. Finally, a sufficiently strong modulation can overcome resistive effects, giving rise to unattenuated oscillations.
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#### Abstract

We study wave propagation in a band-pass transmission line whose capacitances are modulated in time periodically. Kirchhoff's laws lead to an eigenvalue problem with exotic solutions for the dispersion relation, depending on the ratio of the modulation frequency and resonance frequency of a unit cell. Simulations with modulation sources and a signal source confirm that the current wave contains multiple harmonics and that it travels a distance given by the product of the group velocity and time of propagation.


## 1. Introduction

In a recent study of wave propagation in a low-pass transmission line (TL) with periodically modulated capacitors the dispersion relation $\omega(\beta a)$ was found to exhibit pass-bands of the phase advance $\beta a$, separated by $\beta a$ stop bands (rather than the usual frequency ( $\omega$ ) pass and stop bands) [1]. This and other interesting results motivated us to turn our attention to the periodically modulated band-pass TL. Similar $\omega$-bands were also obtained in the effective-medium approximation with periodically modulated permittivity $\epsilon(t)$ and/or permeability $\mu(t)$ [2]. The capacitances in each unit cell of the TL can be modulated by means of (voltage-dependent) varactors or by generalized impedance converters (GICs) [3].

## 2. Band structure $\omega(\beta a)$

Each unit cell of the TL is composed of a dynamic capacitance $C(t)$, a resistance $R$, and two inductances $L$; neighboring cells are linked by a mutual inductance $M$ (that can be replaced by the "T" model for $M<0$ ). In order to derive the dispersion relation $\omega(\beta a)$ we remove the modulation source $V_{\Omega}$ and the wave source $V_{\omega}$ in Fig.2(a) and consider the TL to be infinite in length. The voltages induced by the two neighboring cells must include phase advance factors $e^{( \pm j \beta a)}$, where $a$ is the size of the unit cell. The capacitances, being periodic in time (period $T=2 \pi / \Omega$, where $\Omega$ is the modulation frequency), can be expanded in a complex Fourier series:

$$
\begin{equation*}
\frac{1}{C(t)}=S(t)=\sum_{r} S_{r} e^{-j r \Omega t} \tag{1}
\end{equation*}
$$

Using Kirchhoff's laws, we derived a differential equation for the charge wave $Q(t)$ flowing through the capacitors. This equation is solved by the Floquet-Bloch theorem, stating that the charge oscillation itself is modulated periodically in $\Omega$ :

$$
\begin{equation*}
Q(t)=e^{j \omega t} \sum_{n} Q_{n} e^{-j n \Omega t} \tag{2}
\end{equation*}
$$

These substitutions convert the differential equation into an eigenvalue equation for the Fourier coefficients of the charge $Q_{n}$ :

$$
\begin{array}{r}
\sum_{n}\left\{(\omega-r \Omega) S_{r-n}+[j R(\omega-n \Omega)\right. \\
\left.\left.-2[L+M \cos (\beta a)](\omega-n \Omega)^{2} \delta_{r n}\right]\right\} Q_{n}=0 \tag{3}
\end{array}
$$

The indeces $r$ and $n$ run through all integers, so this is an infinite number of equations for the infinite number of unknowns $Q_{n}$. The periodicity of our TL in both time and space is here transformed, respectively, into periodicity of $\omega$ and $\beta a$. The requirement that the determinant of the coefficients vanish relates $\omega$ to $\beta a$, thus establishing the dispersion relation for the waves in the TL. It is convenient to define the following normalized quantities:
$\hat{\omega}=\frac{\omega}{\Omega}, \hat{\Omega}=\frac{\Omega}{\omega_{0}}=\Omega \sqrt{\frac{L}{S_{0}}}, \hat{M}=\frac{M}{L}, \hat{R}=\frac{R}{\sqrt{S_{0} L}}$
For simplicity, we assume that the modulation is harmonic, namely
$\frac{1}{C(t)}=S(t)=S_{0}+2 S_{1} \cos (\Omega t)=S_{0}[1+m \cos (\Omega t)]$
where $m=2 S_{1} / S_{0}$ is the modulation strength.
The parameter $\hat{\Omega}$ is the ratio of the modulation frequency $\Omega$ and the resonance frequency $\omega_{0}$ of a unit cell; the dispersion $\omega(\beta a)$ depends crucially on its value. In Fig. 1 we show a few selected cases of an extensive atlas. Each figurine renders just a single period $\Omega$ in $\omega$ and a single period $2 \pi$ in the phase advance $\beta a$.


Figure 1: Frequency $\omega$ versus phase advance $\beta a$ for several values of the parameter $\hat{\Omega}=\Omega / \omega_{0}$ with (a) $\hat{\Omega}=2.4$, (b) $\hat{\Omega}=1.0$, (c) $\hat{\Omega}=0.798$, (d) $\hat{\Omega}=20.1$.

In Fig. $1 M>0$; the corresponding dispersion for $M<0$ is obtained simply by a shift $\pi$ of $\beta a$. In addition to these features that exist even in the ideal case, there is a signature effect of the finite resistance $\hat{R}$ : small gaps in $\beta a$ that appear near $\beta a=0$ and $\pm \pi$. These gaps can be shown to be proportional to $\sqrt{\hat{M}}$.

## 3. Simulations

We proceed with simulations based on a realistic description of the band-pass TL in Fig.2(a), now incorporating both sources $V_{\Omega}$ that modulate the capacitors and a signal source $V_{\omega}$. In Fig.2(b) we show the behavior of the current as function of time in one unit cell of the TL. We can observe a rapid oscillation of period $T=1$ ns (corresponding to the modulation frequency $\Omega / 2 \pi=1$ GHz and a slower oscillation of period 3 ns (corresponding to a propagating wave of frequency $\omega / 2 \pi=0.333 \mathrm{GHz}$ ). This is what can be expected from the Floquet-Bloch theorem, eq.(2). The corresponding Fourier transform, Fig.2(c), demonstrates that several harmonics $|\omega-n \Omega|$


Figure 2: (a) Band-pass transmission line with sources $V_{\Omega}$ that modulate the capacitors and sources $V_{\omega}$ of the propagating wave. (b) Simulation of the current $I(t)$ in the unit cell $N=10$. (c) Fourier transform of $I(t)$ in (b).


Figure 3: (a) Simulation of the current amplitude in a TL with 300 unit cells, 300 ns after launching a wave of reduced frequency $\hat{\omega}=0.244$. (b) Zoom of the first 50 cells, confirming that the wavelength is $\lambda=10 a$. This simulation corresponds to the point $(\hat{\omega}, \beta a)$ indicated by a red dot in Fig.1(a)
have been significantly excited. This is explained by both the large modulation $m=0.6$ and the small resistance parameter $\hat{R}=0.01$ selected.

In Fig.3(a) we simulate a current wave $t=300 \mathrm{~ns}$ after it was launched. A reduced frequency $\hat{\omega}=0.244$ was selected, to which there corresponds a wavelength $\lambda=2 \pi / \beta=10 a$ according to the dispersion relation in Fig.1(a), see red dot pointing at chosen $(\omega, \beta a)$ point. The group velocity $v_{g}=d \omega / d(\beta a)$ at this point is about $5 \times 10^{8}$ unit cells/s, thus the wave front can be expected to have reached the cell \# $v_{g} t=150$, in reasonable agreement with Fig.3(a). The zoom in Fig.3(b) beautifully confirms that the wavelength is indeed 10 unit cells, with rapid variations of the current from cell to cell.

## 4. Conclusions

A band-pass transmission line gives rise to exotic dispersion relations $\omega(\beta a)$. These depend qualitatively on the parameter $\hat{\Omega}=\Omega / \omega_{0}$, namely the ratio of the modulation frequancy and the $L C$ resonance frequency of a unit cell. Resistive effects give rise to small, distinctive gaps in b. Finally, realistic simulations that include a signal source and a modulation source in every cell, confirm that the propagating wave incorporates numerous harmonics $|\omega-n \Omega|$ and that its propagation distance is proportional to the group velocity $d \omega / d(\beta a)$.
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#### Abstract

Path gains and throughputs were measured within a small spacecraft for various antenna settings and polarizations. A use of ultra-wideband technology within spacecrafts has been proposed with a view to partially replacing wired interface buses with wireless connections. A series of microwave (wideband and ultra-wideband) measurement campaigns were conducted within the small spacecraft. Polarization configurations were found to produce almost no effect on average power delay profiles and substantially small effects on the throughputs.


## 1. Introduction

Since data buses used in manned spacecrafts are required to be tripled, the weight becomes further significantly heavy [1]. A use of wireless connections within the spacecrafts could contribute to: (i) reduction of cable weight and launching cost as a result, (ii) reduction in the cost of manufacture, and (iii) more flexibility in layout of spacecraft subsystems, and (iv) more reliable connections at rotary, moving, and sliding joints. Numerous studies have been conducted about UWB radio propagation [2,3]. In a spacecraft, narrowband ( 2.4 to 2.5 GHz ) wireless links were numerically calculated and evaluated in [4]. A demonstration based on impulse radio-UWB was described in [5]. Narrowband wireless communication systems suffer flat fading in multipath environments, hence need a substantial amount of fading margin, and only yield a low data rate. The wideband nature of UWB signals yields less susceptibility to fading due to the greater resolvability of the multipath components [6]. Within actual spacecrafts, transmitting and receiving antennas may be installed at any position and at any orientation. In this paper, various combinations of antenna, setting, and polarization configuration were examined within a mechanical test model (MTM) of a small scientific satellite.

## 2. Measurement setup

An MTM of a small scientific satellite "INDEX" (launched in 2005) was used for the measurement, as shown in Fig. 1. The MTM was a rectangular parallelepiped, 430 mm long $\times$ 470 mm wide $\times 435 \mathrm{~mm}$ high, enclosed in flat honeycomb


Figure 1: Inside of a spacecraft under test. The $x, y$, and $z$ axes of the coordinate were parallel to the sides of the MTM, and the origin was located at the electric center of the transmitting antenna.


Figure 2: Polarization configurations for transmission ( t ) and reception (r).
panels made of aluminium, excluding its solar panels [6]. Its interior was divided into two nearly equal subspaces by a honeycomb partition having several openings. The transmitting and receiving antennas were omnidirectional, vertically polarized, low voltage-standing-wave-ratio UWB monopole antennas [7]. The feeding coaxial cables penetrated through the apertures on the sides. Frequency(from 3.1 to 10.6 GHz ) and time-domain propagation gains were measured with a microwave vector network analyzer. The antenna settings were either line-of-sight (LOS) or nonLOS (NLOS): they were located either in one of the subspaces (LOS) or across the partition (NLOS). The antennas were among the nine configurations depicted in Fig. 2: configurations 1 to 9 represent $x x, x y, x z, y x, y y, y z, z x, z y$, and $z z$ polarizations, where the first and second letters denote transmitting and receiving polarizations, respectively. The distance between the antenna phase centers was 200
mm for all settings and polarization configurations.

## 3. Results

### 3.1. Propagation gains

Propagation gains ranged 60 dB for CW , from 3 dB for the full-band UWB in NLOS cases. The fading depth versus frequency bandwidth of polarization configurations at the deepest dead spots were derived from measured data, as shown in Fig. 3, where the center frequency was fixed at 6.85 GHz , and the $7.5-\mathrm{GHz}-\mathrm{bandwidth} \mathrm{propagation} \mathrm{gain}$ was set to the $0-\mathrm{dB}$ reference. A bandwidth over 500 MHz was capable of reducing the fading depth to approximately 5 dB for the MTM.

### 3.2. Time domains

Examples of smoothed power delay profiles measured for the 9 configurations are presented in Fig. 4 where moving average was taken over 5 ns . Almost the same smoothed delay profiles were obtained at any setting and for any polarization configuration: no apparent effects of polarization configurations were observed in these heavymultipath, metal-enclosed environments. The levels of the smoothed delay profiles for LOS typically exceeded 10 dB compared with those for NLOS.

### 3.3. Transmission performance

A commercially-available device of WiMedia [8] was used to measure link throughput. Its specifications are listed in [6]. The link throughputs were measured with use of a pair of WiMedia devices. Since the throughputs fluctuated typically $\pm 4 \mathrm{Mb} / \mathrm{s}$ per trial, a number of trials (normally 35) were carried out to reduce the variation within $\pm 1 \mathrm{Mb} / \mathrm{s}$.
The delay spreads ranged respectively from 7.3 to 12.0 ns (LOS) and from 14.2 to 17.2 ns (NLOS) for $7.5-\mathrm{GHz}$ bandwidth. The throughputs ranged

- $\quad 98.4 \mathrm{Mb} / \mathrm{s}$ for NLOS and $101.2 \mathrm{Mb} / \mathrm{s}$ for LOS in lowband UWB
- $\quad 100 \mathrm{Mb} / \mathrm{s}$ for NLOS and $102.8 \mathrm{Mb} / \mathrm{s}$ for LOS in highband UWB.
Apparently LOS resulted in higher throughputs than NLOS, while no significant differences were observed between the low- and the high-band UWBs.


## 4. Conclusions

These studies conducted a series of propagation measurements which were carried out within heavy multipath environments. Wideband, ultra-wideband (from 3.1 to 10.6 GHz ), and CW ( 6.85 GHz ) propagation were measured and characterized within a small spacecraft. No dependence on the antenna locations and polarization configuration for transmission and reception was found for the average power delay profiles. The medians of the propagation gain for LOS were approximately 10 dB higher than those for NLOS. The delay spreads for LOS were notably shorter than those for NLOS. The throughputs for LOS were higher than those for NLOS, but the difference was less than $10 \%$. No significant differences in the

(a)

(b)

Figure 3: Average power delay profiles obtained at (a) Setting 3 (LOS) and (b) Setting 6 (NLOS) for nine polarization configurations.

(a)

(b)

Figure 4: Fading depth versus occupied bandwidth of polarization configurations: (a) LOS and (b) NLOS cases.
throughputs were observed between the low- and high-band UWBs.
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#### Abstract

We have studied Intrinsic Localized Modes (ILM) or Discrete Breathers (DB) in a lumped, band-pass transmission line with nonlinear capacitors (varactors) that are periodically modulated in time. We found that is possible to create breathers that are localized at an impurity lattice site by increasing sufficiently the inductance or average capacitance in the unit cell at that site; the details of this process depend on the modulation amplitude. Also, for certain values of the modulation frequency, as well as values of the series resistance, multiple breathers can be created, only one of which coincides with the impurity site. Moreover, if two impurities are separated by eight or less cells, it is possible for a breather to appear in an intermediate host unit cell, rather than at the impurity sites themselves. Finally, for certain values of the modulation frequency, the system can evolve in time in such a way that new breathers pop up, while others cease to exist.


## 1. Introduction

More than three decades ago Sievers and Takeno [1] proposed that the interaction between nonlinearity and discreteness in a spatially periodic lattice can produce vibrations that are localized in space and periodic in time, known as Intrinsic Localized Modes or Discrete Breathers. Since that theoretical work the breathers have been extensively studied and found in systems as diverse as: granular crystals [2], superconducting Josephson unions [3], electric arrays [4], michromechanical arrays [5], antiferromagnets [6], optical waveguides [7], graphene [8], Bose-Einstein condensates [9], carbon nanotubes [10], and DNA [11].

The behavior of discrete breathers can be significantly affected by defects or impurities. The interaction between impurities and breathers has been investigated in various systems [12, 13, 14, 15]. In these studies it has been proven that a defect is essential to their creation, that they are robust, and that they can be easily generated over an ample range of initial conditions in granular crystals. Also, in MEMs, breathers can be created, destroyed, attracted, and repelled, as in electrical lattices, with an inductor, capacitor or resistor acting as an impurity. While these investigations are concerned with the formation, manipulation and interaction of breathers due to an impurity, these aspects have not yet been fully explored.

This paper is structured as follows. In the following
section we briefly describe the transmission line studied. Then, in Sec. 3 we study the voltage $V_{N}(t)$ of a particular "defect unit cell" and its nearest neighbors due to small variations of its inductance or capacitance for two values of the driving voltage. In Sec. 4 we investigate the formation of multiple breathers as a consequence of variation of the modulation frequency. Sec. 5 concerns the interaction between two breathers, one of which was created at a site with an inductive impurity, the other at a capacitive impurity. Sec. 6 deals with a situation where attraction between two breathers results in their annihilation. Finally, in Sec. 7 we summarize our findings and present some possible directions for future research.

## 2. Transmission line



Figure 1: (a) Transmission line with non-linear varactors $C\left(V_{N}\right)$ fed by harmonic voltages $V_{d}(t)=V_{d} \sin \left(2 \pi f_{d} t\right)$. The larger dot in cell 18 represents a defect unit cell, where either the inductance in parallel $L_{p}$ or the average capacitance $\bar{C}$ is slightly different. (b) Unit cell where the inductance $L_{N}$ has the same value $L_{p}$ in all unit cells except the cell $N=18$, where it has some increment $\delta_{L_{p}}$. Our parameter values are: $L_{s}=680 \mu \mathrm{H}, L_{p}=330 \mu \mathrm{H}, R=10$ $\mathrm{k} \Omega, R_{l}=20 \mathrm{k} \Omega, \bar{C}=788 \mathrm{pF}$ (Diode varactor NTE 618), $V_{d}=4 \mathrm{~V}$.

In Fig. 1 we show a discrete (lumped), nonlinear, bandpass transmission line of 32 cells with voltage dependent capacitors (varactors) in each unit cell fed by uniform, harmonic modulation sources $V_{d}(t)$ (a model introduced by Palmero and collaborators [16, 17]). The capacitance and resistance models are defined in [16]. We have created an impurity by increasing the inductance only in cell 18 and we have studied the nodal voltages $V_{N}$ experienced by the varactors in each of the 32 cells. All the voltages were obtained by numerical solutions of two coupled, non-linear


Figure 2: Nodal voltages $V_{N}(t)$ for the cells 18,19 and 20 as function of the percentage increase of the inductance $L_{p}$ in the cell 18 after a time $t=250 / f_{d}$. (a) For a modulation amplitude $V_{d}=4 \mathrm{~V}$ it is possible to create a breather by increasing the inductance, following an abrupt transition of the voltage. (b) For $V_{d}=5 \mathrm{~V}$ the transition around $\delta_{L_{p}}=0$ is gradual and the voltage difference between cell 18 and its neighbors is smaller. The voltages reach saturation for $\delta_{L_{p}}>3 \%$. (c) Maximum and minimum voltages $V_{N}$ in each of the 32 unit cells for an increase of $1 \%$ in the inductance $L_{p}$ only in cell 18, corresponding to the cases (a) and (b). These breathers have a width of about five cells. Parameters as in Fig. 1.
differential equations for $V_{N}$ and the current $i_{L_{N}}$ through the inductor $L_{N}$ at least 250 periods $f_{d} t$ after the driving sources $V_{d}(t)$ have been switched on; this ensures that we are past the transitional period of the transmission line. The initial values (at $t=0$ ) of all the $V_{N}(t)$ and $i_{L_{N}}(t)$ are 0 .

$$
\begin{align*}
C\left(V_{N}\right) \frac{d V_{N}}{d t} & =\frac{V_{d}(t)}{R}-\left(\frac{1}{R}+\frac{1}{R_{l}}\right) V_{N}-I_{D}\left(V_{N}\right)+i_{L_{N}} \\
\frac{d i_{L_{N}}}{d t} & =\frac{1}{L_{s}}\left(V_{N+1}+V_{N-1}-2 V_{N}\right)-\frac{V_{N}}{L_{N}} \tag{1}
\end{align*}
$$

Here $L_{N}=L_{p}+\left(\delta_{L_{p}}\right) \delta_{N, 18}$, where $\delta_{L_{p}}$ is the increment of the inductance $L_{p}$ (exclusively in the cell 18), and $\delta_{N, 18}$ is a Kronecker delta. The $I_{D}\left(V_{N}\right)$ is the current through the $N$ 'th cell's diode.

## 3. Thresholds for creating a breather

In Fig. 2 we observe the voltages $V_{N}$ obtained from numerical simulation of the successive (percentage) increase of the inductance $L_{p}$ in a single unit cell (numbered " 18 ") in a range of $-1 \%$ (decrease) to $1 \%$. All voltages were calculated at a time $t=250 / f_{d}$ after switch-on (at $t=0$ ) of the modulation source. They are all symmetric with respect to cell 18 , namely $V_{17}=V_{19}, V_{16}=V_{20}$, and so on. For both values of the chosen modulation amplitudes, $V_{d}=4 \mathrm{~V}$ and $V_{d}=5 \mathrm{~V}$, if $L_{p}$ is decreased (negative $\delta_{L_{p}}$ ) the voltages remain unchanged in all the unit cells, so no breather is created. On the other hand, by increasing $L_{p}$ with respect to the host values, breathers appear for both cases of $V_{d}$, as seen in Figs. 2(a) and (b). Fig. 2(c) shows the permanent maxima and minima of $V_{N}$ in all the cells; note that only the voltages in cells 17-19 differ greatly from the host values. If a variation is performed in the opposite direction (from $1 \%$ to $-1 \%$ ), the same behavior is obtained, namely, the process is reversible. Moreover, we have verified that a perturbation of $0.1 \%$ of one of the parameters $\left(f_{d}, V_{d}, R\right.$,
or $R_{l}$ ) leaves the breathers essentially unaltered. Also note that the amplitude of the breather for $V_{d}=4 \mathrm{~V}$ is greater than for $V_{d}=5 \mathrm{~V}$.

For a modulation voltage $V_{d}=3 \mathrm{~V}$, the variation of $V_{N}(t)$ is qualitatively different from that graphed in Fig. 2. Here, there are 3 well differentiated regions: $\delta_{L_{p}}<$ $-0.007 \%$ where all the voltages of the 32 cells are equal (as for $\delta_{L_{p}}<0$ in Fig. 2). Between this threshold and up to a second threshold ( $\delta_{L_{p}}=0.23 \%$ ), unstable oscillations take place; the voltages oscillate chaotically at the impurity site and a few neighboring cells between their unperturbed values and final values provoked by the local perturbation. After this second threshold, the created breather is stable and remains unchanged even for very large impurity increases. Finally, it is also possible to produce a breather by altering the average capacitance $\bar{C}$ of the varactors, although the thresholds are larger in magnitude: a decrease of $0.2 \%$ (vs. $0.007 \%$ for the inductance) for the onset of chaotic oscillations and an increase of $6 \%$ for creating a breather.

## 4. Generation of multiple breathers

Now, we have varied the modulation frequency $f_{d}$ in a wide range obtaining up to 6 breathers only between 267.8 and 365.5 kHz . A zoom between $f_{d}=267$ to 276 kHz can be observed in Fig. 3. Here, there is an impurity of $10 \%$ in the average capacitance (instead of the inductance) in cell 18. The first breather appears in the perturbed cell 18 for $f_{d}=267.9 \mathrm{kHz}$, remains unchanged over a short frequency range up to $f_{d}=260.03 \mathrm{kHz}$ where a second breather spontaneously emerges in cell 2 (no impurity site). As the frequency increases, the breather in cell 2 spontaneously divides into two breathers that are symmetrically located in the cells 7 and 29. However, they don't hold out for long, collapsing into a single breather in cell 2 . After a short frequency range, again, there is a separation of the breather in cell 2 into two breathers in the same cells as be-


Figure 3: Spontaneous creation and collapse of breathers with increase of the modulation frequency $f_{d}$, from one to two, two to one, one to two again and then to three breathers. The values of the voltages $V_{N}$ are indicated by their colour, according to the side bar. Parameters as in Fig. 1.
fore. This whole process of division and collapse occurs in a short range of frequencies from $f_{d}=268.2$ to 269.7 kHz . For further increase of $f_{d}$, the two breathers are attracted to each other and get close enough to create a breather in cell 2 ; then they are repelled to occupy new sites. This gives rise to four equidistant breathers. The process of division is repeated twice more (beyond the frequency range in Fig. 3 ), each time generating new breathers, until a total of six occupy symmetrical positions in the transmission line. The only breather that remains unchanged is the one generated in the impurity cell 18 . The current $i_{L_{N}}$ behaves completely analogously. If we apply the procedure in the reverse direction (gradually decreasing $f_{d}$ ) we obtain the same behavior, namely, the entire process is reversible.

Up to five breathers can also be produced by varying the resistence $R$ of all cells from 2 to $10 k \Omega$ with only a single inductive impurity ( $\delta_{L_{p}}=1 \%$ ) in cell 18 ; no breathers are produced outside this resistence range. The breathers are created consecutively, namely, first one, then two, and so on; some of them are "onsite" (peaked at a single cell site), while others are "intersite" (with equal maximum amplitudes at two neighboring sites). The breather at the impurity site remains unaltered, while the other breathers change shape and place depending on the value of the resistance.

## 5. Breather interaction

We have simulated the interaction of two different breathers: one at a fixed site with $1 \%$ increase of $L_{p}$ (blue line) and the other "mobile" with a $10 \%$ increase of its average capacitance $\bar{C}$ (red line) that is moved consecutively from cell to cell through the entire transmission line. For a large separation, as in Fig. 4(a), two independent, classically shaped identical breathers are created at the impurity sites. However, as the moving impurity approaches the cell 18 each breather "feels" the presence of the other and the line shapes


Figure 4: Interaction between a fixed inductive breather (blue line) and a mobile capacitive (red line) one. Breathers are created at both impurity sites if their separation is large enough, otherwise a single breather with a variable width is generated near the impurity located in cell 18. Parameters as in Fig.1.
become slightly modified, see Fig. 4(b)-(c). When the separation of the impurities is less than or equal to eight cells, the two breathers collapse into a single wide one centered in the cell 12 (which is not an impurity site). If the impurity is moved to cell 11 , the wide breather draws near to the cell 18 with slight change of shape, see Fig. 4(e). Subsequently, the width decreases as the mobile impurity progresses until it reaches the fixed impurity, see Figs. 4(e)-(i). At this value the breather amplitude is 5 cells wide. The situation is reversed symmetrically when the mobile impurity exceeds the cell 18. The behavior is analogous when both impurities are inductive and identical, except that for a separation of eight or less cells the resulting breather appears midway and alternates its shape between onsite and intersite as the moving impurity advances.

## 6. Attraction resulting in annihilation

Now, we have performed numerical simulations in time to study the temporal behavior of $V_{N}(t)$. For most modulation frequencies, a breather once created remains unaltered as time advances, but, for certain frequencies, exotic behavior occurs as shown in Fig. 5. As observed in the figure, during the first approximately 30 periods after switchon the behavior of the voltages $V_{N}$ is chaotic in all the cells. After this period, three breathers are created in the cells 6,18 and 30 , of which only the cell 18 is an impurity site. The others are symmetrically situated, but they are not equidistant, namely, the distance between the breathers in the cells 6 and 30 from the one in the cell 18 is the same ( $B_{30}-B_{18}=B_{18}-B_{6}=12$ ), but not between the


Number of modulation periods
Figure 5: Exotic temporal behavior for $V_{N}(t)$ with fatal attraction after about 100 periods. Parameters as in Fig.1, with $f_{d}=268.46 \mathrm{kHz}$.
breathers in the cells 6 and $30\left(B_{30}-B_{6}=8\right)$; here $B_{N}$ denotes the location of the breather. As time goes on the breathers in cells 6 and 30 are attracted to each other until after 98 periods they collapse into a single breather in cell 2. From then on, the breathers remain unchanged. The entire spontaneous transition from three to two breathers lasts 20 periods. As in Fig. 4, the only unmodified breather is the one generated in the impurity cell 18 . This same behavior occurs in frequency, only in the reverse direction, for frequencies in the range from $f_{d}=269$ to 268 kHz . For two other frequencies $f_{d}$, a similar process of attraction between breathers occurs for different number of breathers, eliminating one of them in the process.

## 7. Conclusions

We found that a stable breather can be created in a modulated band-pass transmission line by sufficient increase of the inductance or average capacitance in a single, "defect" unit cell. The amplitude and shape of this breather depend on the modulation voltage, see Fig. 2. Up to five additional breathers can appear at host (non-impurity) sites when the modulation frequency or resistance is varied, as in Fig. 3. Two breathers at impurity sites can interact if they are separated at least nine unit cells, however they collapse into a single breather (at a host site) if the separation is eight or less cells. The width of this breather varies from 7 to 5 cells as the moving impurity moves along the transmission line, as seen in Fig. 4. Most exotic is the case of attraction resulting in annihilation, Fig. 5, where a breather disappears upon attracting two neighboring breathers close enough. All this suggests new questions such as: Is it possible to interprete this behavior in terms of interaction between currents and voltages? How are breathers attracted to each other? Is it possible to generalize this behavior to other systems? Does the exotic breather behavior reported here have analogies in other systems with non-linear lattices, such as granular crystals, micromechanical arrays, etc.? Most importantly, are our breathers robust and are
our findings supported experimentally?
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#### Abstract

Showed the results of the study of the radiation characteristics of a single Vivaldi antenna and this antenna in the composition of three-element antenna array on the edges of an equilateral triangle. It is shown that the composition of the antenna arrays this antenna for VSWR $<3$ has a large bandwidth (1.33-20 GHz) and the best form of the radiation pattern.


## 1. Introduction

It is known that the characteristics of single antennas and this antenna in the antenna arrays can vary significantly. This work is devoted to investigation of radiation characteristics of single Vivaldi antenna and this antenna in the composition of three-element antenna array whose elements are located on the sides of an equilateral triangle. Such antennas can be used in the development of multipolarization antenna arrays. This work is a continuation of studies of Vivaldi antennas located on different surfaces [1-4].

## 2. Antenna design

Fig.1a shows the design of a single Vivaldi antenna. Fig. 1b shows the design of three-element antenna array. The designation and numbering of the antenna array inputs is shown in Fig. 2.
This antennas implemented on a dielectric substrate Arlon AD300C with double-sided metallization.


Figure 1: The design of: a) the single Vivaldi antenna; b) the three-element antenna array


Figure 2: The view from the top on three-elements antenna
Numerical studies were conducted using the software package Ansoft HFSS [5]. Numerical studies were carried out in the frequency range from 1 to 20 GHz .

## 3. The radiation characteristics of antennas

3.1. Fig. 3 and 4 shows a comparison of the radiation characteristics of a single Vivaldi antenna ( - ) and this antenna in the composition of three-element antenna array (一 一) with circular polarization. The circular polarization is implemented by the phase difference at the inputs of the antenna (from 1 to 3 inputs): $0 ; 120 ; 240^{\circ}$.


Figure 3: Frequency dependence of VSWR


Figure 4: Frequency dependence of gain

From Fig. 3 it is seen that the single antenna has a VSWR $<3$ in the range from 3 to 20 GHz and three-element antenna array has a VSWR $<3$ in the range from 1.4 to 20 GHz . Gain (Fig. 4) of three-element antenna array more than gain of a single antenna, but on some frequencies there are decrease $(6.5,13.2$ and 17.8 GHz ).
3.2. Fig. 5 and 6 shows a comparison of the radiation pattern of this antennas on the frequency 5 and 15 GHz . In accordance with Fig. 1a and 1b, - - the yz-plane (for single antenna - E-plane) and - - xz-plane (for single antenna-H-plane).


Figure 5: The radiation pattern on 5 GHz for: a) single Vivaldi antenna; b) three-element antenna array

b)

Figure 6: The radiation pattern on 15 GHz for: a) single Vivaldi antenna; b) three-element antenna array

From Fig. 5 and 6 it is seen that the radiation pattern of three-element antenna array has better form than the radiation pattern of a single antenna.
3.3. Figures 7-9 show the frequency dependence of VSWR, gain and transmission coefficient between antennas $(S(1,2)=S(1,3)=S(2,3))$ of a three-element antenna array for three values of the antenna width: $23(-), 24.5(--)$ and 26 (---) mm.
From Fig. 7 it is seen that the increase of the antenna width leads to a small decrease in lower boundary ( $\mathrm{f}_{\text {low }}$ ) of the operating frequency band of the antenna. By level VSWR $\leq 3$ $\mathrm{f}_{\mathrm{low}}=1.47 \mathrm{GHz}$ for 23 mm of the antenna width and $\mathrm{f}_{\text {low }}=1.33 \mathrm{GHz}$ for 26 mm . In this case the increase in the antenna width VSWR is reduced in the range of $6-9 \mathrm{GHz}$. The antenna array with 26 mm of the antenna width has VSWR $\leq 3$ in the frequency band $1.33-20 \mathrm{GHz}$.


Figure 7: Frequency dependence of VSWR
Fig. 8 shows that increasing the antenna width leads to a slight increase in the gain. The levels of decrease in the range of 7-8 and $17.5-18.5 \mathrm{GHz}$ reduced.


Figure 8: Frequency dependence of gain


Figure 9: Frequency dependence of transmission coefficient S(1,2)

From Fig. 9 it is seen that with increasing width of the antenna from 23 to 26 mm , the transmission coefficient between the antennas in the range $2-6,5 \mathrm{GHz}$ is reduced to approximately 1 dB . At frequencies more than 7 GHz , the transmission coefficient between the antennas does not
exceed -20 dB at any of the investigated width of the antenna.
3.4. The previously discussed characteristics were obtained for the antenna array with circular polarization. The circular polarization is implemented by the phase difference at the inputs of the antenna (from 1 to 3 inputs): $0 ; 120 ; 240^{\circ}$ (see Fig. 2). Fig. 10 shows the distribution of vector $E$ for this case at different points in time.


Figure 10: The distribution of vector E for the antenna array with circular polarization at different points in time: a) 0 b ) T/4 and c) T/2

Fig. 11 shows the angular dependence of the axial ratio for this case. In accordance with Fig. 1a and 1b, - - the yz-plane (for single antenna - E-plane) and $--_{\text {- xz- }}$ plane (for single antenna - H-plane).

The analysis of graphs shows that in the sector of the angels $\pm 29^{\circ}$ the axial ratio is less than 3 . The lowest value of the axial ratio is in the direction normal to the plane of the antenna (xy-plane - Fig. 1 and 2). This is corresponds for Theta $=0^{\circ}$. Fig. 12 shows the frequency dependence of the axial ratio in this direction. Fig. 12 shows that in operating frequency band the axial ratio is less than 1.2.


Figure 11: Angular dependence of the axial ratio


Figure 12: Frequency dependence of the axial ratio
To achieve linear polarization, the phase difference must be $0^{\circ}$. Fig. 13 shows the distribution of vector E for this case.


Figure 13: The distribution of the vector $E$ for the antenna array with linear polarization

In this case, the radiation in the direction normal to the plane of the antenna (xy-plane - Fig. 1 and 2) is absent, and the radiation pattern of the antenna array has a conical form (see Fig. 14).


Figure 14: 3D radiation pattern (dB) on frequency 10 GHz

Fig. 15 shows the angular dependence of the axial ratio for this case. This figure shows that the axial ratio is greater than 5 on angles greater than $\pm 10^{\circ}$.


Figure 15: Angular dependence of the axial ratio

## 4. Conclusions

Studies have shown that the three-element antenna array has a wider wideband than a single antenna. The operating frequency band of the antenna array for $\mathrm{VSWR} \leq 3$ is in the range $1.33-20 \mathrm{GHz}$. Three-element antenna array also has a better radiation pattern than a single antenna. By the design of this antenna can realize circular and line polarizations.
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[^0]:    ${ }^{1}$ The significance of disentangled non-linearities should be disclosed by means other than the purely optical ones.

[^1]:    ${ }^{2}$ Besides the formal and material causes, there were the efficient and final causes, that aimed at stating the origin and the purpose of the objects. Transmutation of matter was admitted until the emergence of modern science, Newton included.
    ${ }^{3}$ Apparently, in those times, inanimate matter had to behave passively, while activity was reserved for the spirit.
    ${ }^{4}$ In our opinion, the pivotal point is whether a surge signals a direct electric coupling of the involved bodies, or whether it is a process primarily going on in the space in between. In times gone by, when activity was ascribed to the spirit, the controversial point was the ability of passive masses to exert forces on one another.

[^2]:    ${ }^{5}$ Lord Kelvin's reprint of 1854 is titled: "On the uniform motion of heat in homogeneous solid bodies, and its connection with the mathematical theory of electricity". In the present case the linear motion of heat is described by $\rho c_{p} \frac{\partial T}{\partial t}-k \frac{\partial T}{\partial x}=0$, with $\rho$ mass density, $c_{p}$ specific heat capacity, $k$ thermal conductivity. The analogy is between the lines of motion of the heat and the electrostatic force. Maxwell was cautious because in the electrostatic case nothing is described as flowing.
    ${ }^{6}$ The kinematics of a Newtonian liquid's flow concerns states (of motion) characterized by a constant ratio of shear/deformation rate.

[^3]:    ${ }^{7}$ The proposer, Fourier, wrote a mathematical theory that was valid regardless of whether heat was stuff or motion.
    ${ }^{8}$ The Newtonian field of force cannot be represented in physical space, because it is bound to the second derivative of position.

[^4]:    ${ }^{9}$ The principle of duality consists in the interchangeability of the roles of point and plane in projective theorems.

[^5]:    ${ }^{10}$ The dualizing operation associated with reciprocal diagrams consists

[^6]:    of the transformation of the first polyhedron into the second.
    ${ }^{11}$ Projective forms have no coefficients. When a section of the quadric can be drawn, it is used for the construction of the rest of the figure. This conic is selected as self-conjugate.

[^7]:    ${ }^{12}$ When the supports of the invariants are projected on the plane, there we find nothing corresponding to a projective null system (4).
    ${ }^{13}$ The term correlation refers to the transformation of an element into its dual element in the same projective space. Correlative relationship is slightly more general than duality (see Fig. 3). Different authors used different terms.
    ${ }^{14}$ The concept of the funicular polygon as a line of thrust is due to Hooke: "As hangs the flexible line, so but inverted will stand the rigid arch." It provides a geometric interpretation of the equilibrium of forces that aren't concurrent.

[^8]:    ${ }^{15}$ In this case the bilinear equation can be put in the more symmetrical notation
    $\stackrel{\circ}{p}_{4} p_{1}+\stackrel{\circ}{p_{5}} p_{2}+\stackrel{\circ}{p}_{6} p_{3}+\stackrel{\circ}{p_{1}} p_{4}+\stackrel{\circ}{p}_{2} p_{5}+\stackrel{\circ}{p}_{3} p_{6}=0$. The invariant complex of lines is formed taking all $\stackrel{\circ}{p}$. The set of lines $p$ incident with a preset line $\stackrel{\circ}{p}$ is algebraically represented by homogeneous point coordinates $x_{\alpha}$ on a hyperquadric of $\boldsymbol{P}^{5}(\mathbb{C})$.
    ${ }^{16}$ Plane coordinates would do as well leading to similar equations.
    ${ }^{17}$ The link between space and transformations is peculiar for synthetic projective geometry. In Euclid's (synthetic) geometry motion is not allowed, which leaves the so-called superposition method dangling.
    ${ }^{18}$ As transformations can be expressed algebraically, the bad practice of representing the space in the same vein has caught on.

[^9]:    ${ }^{19}$ Considered collectively the straight line is self-dual, but taken in a specific construction it is either a ray or an axis.
    ${ }^{20}$ In fact, the geometry of position is a synthetic geometry construable by means of the ruler, and could spare all analytical representations. If the goal is a bare mathematical interpretation, geometric function theory defines its elements, such as complexes, congruences, and the like as invariants of the point-plane transformations. That way, one function corresponds to one construction, as in the given example.

[^10]:    ${ }^{21}$ Except for the general theory of relativity, space is a device for representing motion.

[^11]:    ${ }^{22}$ A unique quadric is defined by five fixed points, not all lying in a plane
    ${ }^{23}$ If a bilinear form is symmetric, i.e. $f(v, w)=f(w, v)$, with $v, w \in$ $V$, then $f(v+w, v+w)=q(v)+2 f(v, w)+q(w)$ is a binary quadratic form. Although it can be difficult to diagonalize a matrix representation, it is easy to show that, by writing $a_{0} v^{2}+2 a_{1} v w+a_{2} w^{2}=0$, and requiring that $a_{1}^{2}=a_{0} a_{2}$, the latter form can be transformed into a perfect square $\left(\sqrt{a_{0}} v+\sqrt{a_{2}} w\right)^{2}$.

[^12]:    ${ }^{24}$ In the context of the projective models of non-Euclidean geometries, the conic shown is interpreted as limit circle of hyperbolic geometry. At a difference with projective geometry, a metric is defined on non-Euclidean spaces. Correspondingly, it is also introduced in their projective models.

[^13]:    ${ }^{25}$ In coordinate free language the indices of the dual variable are raised, $u^{\prime j}$. As homogeneous coordinates are defined up to a factor, they are seldom encountered when dealing with manifolds.

[^14]:    ${ }^{26}$ A manifold of $n$ dimensions is a connected Hausdorff space with a topology of open $U_{j}$. Let's denote by $\left(U_{j}, \psi_{j}\right)$ a complete family of charts (i.e. an atlas), where $\psi_{j}$ is a homeomorphic mapping of $U_{j}$ on a ball $\sum_{k=1}^{p_{j}}\left(t_{k}^{j}\right)^{2}<1$, where $t_{k}^{j}$ are local or uniformizing coordinates, and by $p_{j}$ the topological dimension of element $U_{j}$. In the current case, since the group is $U(1)$ (not to be confused with open neighborhoods $U_{j}$ ), complex differential geometry deals with the same objects as algebraic geometry. All projective complex manifolds are actually algebraic (Chow's theorem). One has $t_{k}^{j} \in \mathbb{R}$ and $p_{j}=n \forall j, k$, where $n$ is the homogeneous dimension of the whole complex manifold; further, all the inverse functions of $\psi_{j}$ are analytic functions of these coordinates on the manifold $\cup_{J} U_{j}$. Consequently, by denoting a point of the projective space by $P, \forall P \in \cup_{J} U_{j}$ the manifold with the quotient topology representing $\mathbb{P}(V)$ is homeomorph to a $(2 \mathrm{n}+1)$-dimensional Cartesian space, $\mathbb{P}^{n}(\mathbb{C})=$ $\frac{S^{2 n+1}}{U(1)},\left(S^{2 n+1}=\left\{\left(z_{0}, \cdots, z_{n}\right) \in \mathbb{C}^{n+1} \mid \sum x_{k} x_{k}^{+}=1\right\}\right.$ is a $(\mathrm{n}+1)$-sphere) and its atlas is smooth. The representation of the projective group is a group homomorphism $G_{P} \rightarrow P S L(V, \mathbb{C})=\frac{G L(V, \mathbb{C})}{\widehat{\mathbb{C}}}$, where $\widehat{\mathbb{C}}$ is the normal subgroup that consists of the multiplications of vectors of the vector space $V$ for elements of $\mathbb{C} \backslash\{0\}$. However, if a vector space is not defined in $\mathbb{R}^{k}$ it may lack the canonical base, that is, the canonical

[^15]:    mode of expressing its hyperplanes as coordinates. We also wish to note that the theory is applied to group representations, but not to the representations of the projective space itself, which is not Euclidean by definition.
    ${ }^{27}$ The theorem: a vector space $V$ has the same dimension as its dual $V^{*}$ if and only if it is finite dimensional is valid if the vector space has no extra structure, in particular if no notion of convergence is introduced. To have the same infinite dimension means having cardinally equivalent basis sets. The theorem is also valid for algebraic vector spaces. The algebraic dual $V_{\text {alg }}^{*}$ is the set of all linear (not necessarily continuous) maps $\varphi: V \rightarrow \boldsymbol{K}$ from the vector space $V$ to the field $\boldsymbol{K}$ where it is defined. Thus $\varphi \in V_{a l g}^{*} \subset \boldsymbol{K}^{V}$ (the functionals do not form a basis in the algebraic sense). On topological vector spaces there is however a notion of continuity, and thus the topological duality defines a topological dual space $V_{\text {top }}^{*}$ of all continuous linear functions (with the topology of $V_{t o p}$ ). In the latter spaces the Riesz representation theorem holds. But, if $S(\mathbb{R})$ is the space of functions of rapid decrease, and $S^{*}(\mathbb{R})$ is the space of distributions that are topological duals of $f \in S(\mathbb{R})$, clearly $S^{*}(\mathbb{R})$ contains also distributions that are not functions, and the infinite dimensional vector space $S(\mathbb{R})$ has a smaller dimension than its topological dual. The theorem is proven by Jacobson Lectures in Abstract Algebra: II. Linear Algebra.
    ${ }^{28}$ Motions of electromagnetic waves, by the same token, can be interpreted as a signal transformation producing a received signal. Usually, however, that motion is conceived in mechanical terms.
    ${ }^{29}$ For one particle, in Cartesian coordinates, $q$ is its position, and $p=m \dot{q}=\frac{\partial L}{\partial \dot{q}}$ is its kinetic momentum. For $n$ degrees of freedom, the switch $\dot{q}_{i} \rightarrow p_{i}(i=1, \cdots, n)$ between Lagrangian and Hamiltonian approaches involves a Legendre transformation.

[^16]:    ${ }^{30}$ Within this context a de Broglie wavelength $p=m c=\frac{h \nu}{c}$ is also attributed to a particle.
    ${ }^{31}$ We recall that Euclid distinguished between cosmology and geometry, and build the latter on logic as a hypotetico-deductive discipline.

[^17]:    ${ }^{32}$ The parts of the received signal that depend on excitation or images of sources are non-linear, and depend on the mode of visualization.
    ${ }^{33}$ While the collapse of a bridge is not reversible, a movie of the collapse is.

[^18]:    ${ }^{1}$ In addition, form is inseparable from the stuff of each material tool.
    ${ }^{2}$ We are excluding direct theological explanations.

[^19]:    ${ }^{3}$ Abbe showed that for microscopy diffraction pattern and images are on equal footing.
    ${ }^{4}$ The two principal chiroptical phenomena are optical rotatory dispersion and circular dichroism.
    ${ }^{5}$ In the 1970s it was shown that the DNA in somatic cells also is com-

[^20]:    petent in the sphere of embryogenesis. Short thereafter the importance of the core histone proteins for the regulation of the gene expression during RNA transcription was pointed out.

    6 "Elective" affinity (Wahlverwandschaft) was among the first ideas pertaining to chemical reactions. Nowadays affinity is explained based on the valence bond theory (VB) of Heitler and London, while conformational analysis relies on molecular orbitals (MO).

[^21]:    ${ }^{7}$ Stable silver (iso)cyanate ( AgNCO ) and detonant silver fulminate $(\mathrm{AgCNO})$, led to a contention between Wöhler and von Liebig in 1825.

[^22]:    ${ }^{8}$ Urea, like many other organic compounds, had been isolated much earlier.
    ${ }^{9}$ Urea is not produced by the same reactions in the liver of living beings.
    ${ }^{10}$ Form doesn't cause functioning by logical inference. Thus, stability and energy transfer calculations are required.
    ${ }^{11}$ In physics, the formulations of quantum mechanics are evolving from ontology to information.

[^23]:    ${ }^{12}$ The input signal driving a transition entails mutual information exchanged between the system and the input signal besides von Neumann entropy changes.
    ${ }^{13}$ In living organisms chemical reactions are expected to follow patterns different from single reactions occurring in cellular homogenates as

[^24]:    soon as compartmentalization becomes important. Until statistical inhomogeneities build up, the principles of non-equilibrium thermodynamics are supposed to explain energy driven self-assembly, and dissipative ordering processes.

[^25]:    ${ }^{14}$ We recall that the entropy $S$ is not itself a statistical notion. It was introduced to account for the direction of heat transfer between two contiguous bodies at different temperatures. It is such that $d S=\frac{\delta Q}{T}$ is a state function, and for isotherm processes it is linked to the system's internal ( $U$ ) and free ( $F$ ) energies by $\Delta F=\Delta U-T \Delta S$ Shannon's entropy is formally analogous to Gibbs' statistical entropy $S_{G}=-k_{B} \sum_{i=1} p_{i} \log _{e} p_{i}$ (for statistically independent degrees of freedom.) Here, the sum runs over all microstates $i$ in the ensemble, and $p_{i}$ is a multiplicity factor interpreted as the a priori probability of the ith microstate. Now, Gibbs' $S_{G}$ is not a function of some microscopic dynamic magnitudes pertaining to the system, and only has significance in the thermodynamic limit, when Boltzmann's constant $k_{B} \approx 1.38 \times 10^{-23} \mathrm{~m}^{2} \mathrm{kgs}^{-2} \mathrm{k}^{-1}$ relates $S_{G}$ with temperature measurements (in kelvin units). In contrast, since in Shannon's entropy formula $-\log _{2} p_{i}$ replaces the monotonic decreasing function $-\log _{e} p$ the physical meaning is lost.

[^26]:    ${ }^{15}$ The rates of change in firing rates differ by several orders of magnitude from the hemodynamic adjustments.

[^27]:    ${ }^{16}$ In their opinion fMRI data "reflect the input and intracortical processing of a given area rather than its spiking output."
    ${ }^{17}$ The basal glucose consumption in brain amounts to $20 \%$ of the glucose metabolized by the whole human organism. Thus, however high the goal-directed local energy consumption, the rise of whatever indicator bound to it, if any, can possibly be only marginal. In addition, it is difficult to quantify the contribution due to different cell types, and their different and correlated metabolism.

