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ABSTRACT  
Sidewalks are an important part of public space, but they are becoming increasingly dangerous, especially at night. Therefore, it is 
important that sidewalks are adequately illuminated to meet the safety, comfort, and accessibility needs (i.e., provide high levels of 
pedestrian reassurance) to sidewalk users. The objective of this case study was to quantitatively measure and subsequently explore 
the spatial and statistical distributions of light intensities along the sidewalks that surround Southern Utah University in Cedar 
City, Utah. A secondary objective was to develop a set of “adequate lighting” guidelines (i.e., 5 to 10 lux) to help identify areas that 
could benefit from sidewalks lighting enhancements. A digital light meter was used to measure horizontal light intensity, in lux, at 
a systematic sample of 208 points along the sidewalks within the study area. Geographic coordinates were also collected for each 
sample observation to enable mapping and spatial analysis of the light intensity data. Results indicate 61% of the observations 
have lux values equal to zero (complete darkness), 13.4% met or exceeded the minimum guidelines, while 4.3% fell within the 
“adequate lighting” guidelines adopted by this case study. These results suggest that sidewalks are too dark in too many places to 
provide reassurance to sidewalk users in the study area. The mapping and spatial analysis results from this case study also provide 
information to support targeted visibility enhancements of sidewalks within the study area. 
 
KEY WORDS 
Lighting; Optimum Illuminance; Luminometer; Sidewalks; Pedestrians; Safety; Security; Reassurance 

 
INTRODUCTION 
Sidewalks are an important component of public space because they enable personal mobility and provide public access to goods 
and services that are required to meet one’s daily needs. Therefore, it is important for sidewalks to be safe, accessible, and well-
maintained to enhance public health and maximize social capital.1–3 This is especially true for people who are living with 
disabilities,4 but also for those people who do not or cannot drive a car, such as many older adults and all children.5 Sidewalk 
safety is a multidimensional concept that includes safety from potential trip hazards, pedestrian-vehicle crash hazards, and the 
hazards of personal crime. These, and other, considerations take on a special meaning at night, when visibility of sidewalk users is 
significantly reduced. Public space lighting (PSL), however, has been shown to enhance users’ perception of safety, comfort, and 
accessibility6-9 Adequate PSL levels are required at night for the safety, comfort, and accessibility of pedestrians, cyclists, and other 
sidewalk users by enabling people to detect potential hazards and then take appropriate action to avoid the hazard. Among these 
potential sidewalk hazards are “trip hazards”,10 which are defined by the Americans with Disabilities Act (ADA) as any vertical 
displacement of more than one-quarter inch11 and may include ditches, excessive cross slopes,12 or any abrupt vertical change in 
elevation caused by heaved slabs, tree roots, spalling, or cracks.13 At night, there is an increased risk of trips and falls when 
pedestrians are unable to detect unexpected obstacles or impediments along sidewalks.13 Therefore, adequate PSL is an important 
component of effective sidewalk design to ensure safe navigation at night for a wide range of users, their travel modes, and their 
physical abilities and preferences.  
 
Safe navigation of the pedestrian environment at night must also consider the potential hazards associated with motor vehicle 
interactions. In the United States, more than 7,000 pedestrians were killed in traffic crashes with motor vehicles in 2020.14 
Moreover, because poor lighting conditions reduce the visibility of pedestrians, almost three-quarters of these pedestrian deaths 
occurred at night.15, 16 This is especially compelling given that only about one-quarter of daily traffic volume occurs after dark.17, 18 
However, the increasing popularity of automobiles, which started around the 1920s,19 further necessitates consideration of 
adequate levels of PSL for the pedestrian environment. Adequate levels of PSL are needed, because research indicates that road 
segments with a lower level of PSL tend to be associated with a higher number of pedestrian-vehicle crashes.20 Conversely, 
research has shown that increased lighting levels have significantly reduced the number of pedestrian-vehicle crashes.21 While 
adequate PSL of sidewalks is important for the safety and security of people, property, and public spaces,7, 22 the design of our 
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pedestrian environment, and especially crosswalks, requires that pedestrians, cyclists, and other mobility device users (e.g., 
wheelchairs) are more visible to drivers,23 regardless of the time of day.  
 
In addition to trip hazards and traffic accidents, sidewalk users inherently feel less safe and less comfortable after dark. This lack 
of reassurance in one’s safety after dark tends to be associated with decreased visibility of one’s surroundings, increased 
opportunities for concealment, and typically fewer eyes on the street.6, 7, 24-26 There is a growing body of research that provides 
convincing evidence of increased PSL of sidewalks helps users feel safer (i.e., reassured) when walking at night.24, 27-29 The concept 
of “pedestrian reassurance”27 has been described as the feelings of sidewalk users’ safety, comfort, and confidence when walking 
alone after dark.30, 31 Designing sidewalks to promote pedestrian reassurance can collectively lead to a host of social, economic, 
environmental, plus personal, and public health benefits.7   
 
In the context of pedestrian reassurance research, the definition of adequate lighting has been informed by the concept of an 
“optimum illuminance”. Optimum illuminance is the threshold “beyond which further increase in illuminance has no significant 
effect on reassurance”.27 Previous studies into optimum illuminance found the spectrum of lighting intensity is strongly associated 
the spectrum of pedestrian reassurance.8, 27, 32-35 Moreover, the statistical distribution of the relationship between the two exhibits 
an area with rapid change (i.e., the escarpment) and another area beyond which there is negligible change (i.e., the plateau, or 
optimal level).8, 36 Despite a growing body of literature on the topic, research has not yet discovered a “precise estimate of optimal 
illuminance” (p. 1),36 because the expectation of discovering a “one-size-fits-all” solution for nighttime illumination requirements 
is out of reach,8 considering the wide variety of contextual settings and different sidewalk users. Nevertheless, research by 
Svechkina et al.8 concluded that PSL of sidewalks in the range of 5 lx to 10 lx provided reasonably high levels of pedestrian 
reassurance, with only a negligible increase in reassurance with increasing illuminance. Similarly, this case study has adopted a set 
of adequate lighting guidelines to identify areas with sidewalks that may benefit from lighting enhancements Following guidance 
from Svechkina et al.,8 other academic studies, and published guidelinesA, these guidelines are based on the breakpoints in a 
typical statistical relationship between illuminance and pedestrian reassurance with minimum and optimum thresholds of 5 and 10 
horizontal lx, respectively. These guidelines were developed to provide guidance on the ‘Goldilocks’ locations and values that are 
considered adequately illuminated (i.e., just right), as well as the locations and values that are considered either too bright or too 
dark.  
 
 
METHODS AND PROCEDURES 
PSL consists of many different elements, such as intensity, glare, color temperature, and others. This case study examined light 
intensityB (i.e., illuminance), which is defined as the density of incident luminous flux with respect to area at a point on a real or 
imaginary surface, and it can be measured on horizontal, vertical, or semi-cylindrical surfaces.37 This case study employed a 
technology-based approach to measure light intensity on a horizontal plane using a digital light meter (i.e., Klein Tools, ET130), 
also known as a luminometer or luxmeter. While light intensity can be measured in foot candles (Imperial) or lux (metric), this 
case study used lux, where 1 lux equals the light output produced by a standard candle. For context, zero lux (lx) means the 
absence of detectable light (i.e., complete darkness), 0.1 to 0.2 lx is typical from a full moon on a clear night, 300-500 lx is typical 
for indoor light intensities, and about 1,500 to 100,000 lx is typical for outdoors on a cloudy versus a clear sunny day, respectively. 
The Klein Tools, ET130 can measure luminosities from 0 to 40,000 lux with a resolution of 0.1 lux and repeatability of +/- three 
percent. Despite the typically minimal impact of moonlight, this case study collected light intensity measurements within three 
days of the new moon phase in October 2022 (i.e., between the 22nd and 28th) to minimize the impact of moonglow. 
 
With an interstate highway to the west, the study area for this project was a two-block neighborhood to the north, east, and 
southC of the Southern Utah University (SUU) campus, which is a public university with a student population of 12,582.39 SUU is 
located within Cedar City, which is a micropolitan area in the southwest part of Utah (see Figure 1 inset map) with a population of 
35,235.40 Similar to a similar recent study,8 this case study collected light intensity (lx) measurements at a systematic sample of 
points (i.e., about every 80 steps) along the sidewalks within the study area. The light intensity values (lx) from the luxmeter were 

 
A Similar research used segmented regression to identify discrete breakpoints in the relationship between illuminance and reassurance (i.e., feeling very unsafe to 
feeling very safe) and it found the plateau (i.e., optimum illuminance) ranged from 8.9 lx to 26 lx, depending on the location..36 In line with the range proposed by 
Svechkina et al.,8 and specifically for sidewalks and walkways with high traffic (i.e., > 100 persons/ hour), the FHWA20 recommends 10 semi-cylindrical lux for 
sidewalks as the optimum illuminance (i.e., additional light beyond this level does not increase visibility). At areas with higher likelihood of pedestrian-vehicle 
crashes, the FHWA recommends an average vertical illuminance of 20 vertical lux for midblock crosswalks and, conservatively, 30 vertical lux at intersections 
should provide adequate visibility for detection in most circumstances. Although not specific to sidewalks, but to provide context, subjective perceptions of safety, 
comfort, and visibility suggest an optimum illuminance of 10 horizontal lux in a parking garage and only 2 horizontal lux in parking lots.38 
B Light intensity and illuminance are used interchangeably in this manuscript, but they are technically not equivalent. This case study used a digital light meter, or 
luxmeter, to take single point measurements of light intensity on a horizontal plane. The differences between illuminance and light intensity should not impact the 
conclusions of this study.  
C The study area did not include the area to the west of SUU campus, because the football field and facilities border Interstate 15 (I-15). 
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supplemented with (a) notes regarding whether the light came from a residential, commercial, or municipal light sources and (b) 
geographic coordinates (i.e., latitude and longitude) to enable spatial analysis and mapping of the light intensity values.  
 

 
Figure 1. Map of study area and sample locations along sidewalks in Cedar City, Utah. 

 
Using the geographic coordinates (i.e., latitude and longitude) that were collected for all 208 measurements of light intensity (lx), 
the data were imported into ArcGIS Pro (v. 3.1.2). The software was used to illustrate the spatial distribution of observations and 
their light intensities across the study area. There are several tools that can analyze the spatial distribution (i.e., spatial 
autocorrelation) to identify spatial clusters of statistically similar (and dissimilar) values across space. The Spatial Statistics Tools 
suite41 of ArcGIS Pro software was used to run the High/Low Clustering (Getis-Ord General G) tool42 to (a) measure the degree 
of clustering for high and low values among the full sample of 208 observations and (b) test the null hypothesis that light intensity 
(lx) values are randomly distributed. While the Getis-Ord general G statistic measures global (viz. across the whole study area) 
concentrations of high or low values for an entire study area, the Cluster and Outlier Analysis43 uses the Anselin Local Moran’s I 
statistic to identify statistically significant local (viz. within a portion of the study area) clusters of hot spots (high-high), cold spots 
(low-low), and spatial outliers (significantly different high or low values). The local neighborhood (i.e., search radius) for the 
Cluster and Outlier Analysis was 6 nearest neighbors.  
 
 
RESULTS 
Horizontal light intensity was measured, in lux, for 208 systematically sampled locations along the sidewalks within the study area. 
Figure 2 illustrates the statistical distribution of these categorized light intensity values (lx) within the context of the adequate 
lighting guidelines adopted for this case study. In Figure 2, the zero-lux intensities have been separated into their own category for 
illustration purposes (i.e., to avoid visually overwhelming the other categories). Summary statistics indicate the light intensities 
range from a minimum of 0.0 lx to a maximum of 79.2 lx with a mean of 2.6 lx (SD = 7.8). Several outliers exist, such as the 
maximum value of 79.2 lx, which was measured directly under a commercial electronic sign. The second highest value, 42 lx, was 
measured directly under a floodlight on the north side of the university’s intramural field, and this value is more than five standard 
deviations from the mean. Regardless of the few outliers with uncharacteristically high values, the mean value (𝑥̄𝑥 = 2.6 lx) is 
clearly influenced by the high percentage of light intensities less than 5 lx, and especially those that measured zero lux.  
 
The frequency distribution of horizontal light intensities (lx) on sidewalks in Figure 2 indicates that 61 percent of the observations 
have lux values equal to zero. When combined with light intensities ranging from 0.1 to 4.9 lx, more than 86 percent of the 
sample observations are too dark to meet the minimum threshold of 5 lx. Only 4.3% of the sample, or 9 of 208 observations, fall 
within the adequate lighting guidelines adopted by this case study. Another 9.1%, or 19 observations, exceeded the optimum 
illumination threshold of 10 lx. Conspicuously, of the 19 observations that exceeded the optimal illumination threshold, almost 
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half (i.e., 8) of them were associated with supplemental illumination sources, such as residential properties (n=2), businesses 
(n=2), commercial signs (n=1), university sports fields (n=2), or tennis courts (n=1). 
 

 
Figure 2. Frequency distribution of, and summary statistics for, sampled sidewalk light intensities (lx). 

 
The map in Figure 3 uses a dark background of the street network with SUU campus located in the center to illustrate the spatial 
distribution of sampled sidewalk light intensities (lx) within the study area. The map uses graduated symbols with graduated color 
intensity to illustrate increasing categories of light intensity values, with the middle category illustrating the light intensities (5.0 – 
9.9 lx) that met the adequate lighting guidelines adopted herein.  
 

 
Figure 3. Spatial distribution of sampled and categorized light intensities (lx) within the study area. 

 
Visual inspection of the light intensity (lx) values in Figure 3 suggests a clustered spatial pattern of high values on the northern 
side, and especially the northeast corner, of the study area with a smaller cluster of high light intensities in the southeast corner, 
which are both associated with commercial areas that border a state highway (a.k.a. Main Street). The study area also appears to 
have a significant cluster of low values, especially in the region south of SUU campus between W200 S and W 400 S. Otherwise, 
there appears to be random distribution of light intensity (lx) values across the study area. To quantify, and validate visual 
inspection, results from the Getis-Ord General G clustering statistic (z-score = 1.12, p = 0.262) suggest the light intensity (lx) 
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values are randomly distributed across the study area at a global-scale. However, results of the local-scale cluster and outlier 
analysis are illustrated in Figure 4, and they indicate several areas with significant local spatial clusters of apparent similarity (i.e., 
high-high, or low-low values) as well as other clusters of apparent dissimilarity (i.e., high value outliers surrounded by mostly low 
values, and low values surrounded by mostly high values).  
 

 
Figure 4. Cluster and outlier analysis of sampled light intensities (lx) within the study area. 

 
Figure 4 illustrates the results from cluster and outlier analysis, and the results confirm, from Figure 3, the presence of statistically 
significant clusters of high-high values in the northeast corner of the study area. The cluster and outlier analysis also identified the 
southwest corner as having the largest cluster of significant low-low values, meaning it is the least illuminated (i.e., darkest) district 
within the study area. There is another, much smaller, cluster of low-low values in the northwest portion of the study area. The 
results in Figure 4 also illustrate several significant outliers of high values (i.e., low-high outliers) amidst mostly low (i.e., zero-lux) 
observations in the southeast corner of the study area and along S 200 W. Meanwhile, the outliers of low values (i.e., low-high 
outliers) amidst mostly high values are in the east half of the study area and mainly along Highway 15 (aka. Main Street) in its 
northeast (i.e., historic downtown) and southeast corners (i.e., where Main St. intersects W 400 S).  
 
DISCUSSION 
Sidewalks provide public access to goods and services that people require to meet their daily needs. Unfortunately, the planning 
and design of sidewalks and the concern for pedestrian safety have been ignored too often and overlooked by too many.44 This 
neglect is surprising given that community walkability (i.e., the ability to safely walk to desired destinations within a reasonable 
distance) has several important benefits; it helps to reduce air pollution and greenhouse gas emissions, improve mental health, 
reduce chronic disease, foster social interaction, and enhance sense of place, among several other social, economic, and 
environment benefits.1, 31 Walkability is also an important measure of a community’s livability and quality of life.45-47 Levels of 
sidewalk PSL directly impact walkability after dark by impacting actual and perceived levels of pedestrian safety, comfort, and 
security (i.e., reassurance). Beyond perceptions of safety, statistics clearly indicate that pedestrians are the most vulnerable 
population of road users, especially at night. More specifically, pedestrians are almost seven times more vulnerable in the dark 
compared to daylight.48 Given these statistics, the Federal Highway Administration argues that pedestrians have the potential to 
gain significant safety performance benefits from new or improved PSL.20  
 
In addition to safety from trip hazards and traffic accidents, PSL impacts perceived levels of safety and security (i.e., pedestrian 
reassurance) in an area. Granted, PSL is only one of many factors affecting objective and perceived safety of urban public spaces 
after dark,7,49 but research suggests that approximately 40 percent of outdoor crimes happen in areas where illuminance values are 
5 lx or darker compared to only 3 percent of outdoor crimes happen in areas where illuminance values are 20 lx or more.50 



American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 20 | Issue 3 | December 2023 	 8

Basically, when urban environments have adequate lighting, there tends to be an overall decrease in many types of deviant 
behavior.51 In fact, studies have examined the relationship between perceived safety and PSL, linking higher amounts of 
illuminance with a greater feelings of safety (FoS).8, 52 So, how much PSL is enough to provide adequate, or optimal, light intensity 
for effective planning and design of public spaces, including sidewalks, that would enable pedestrians, and drivers, to see potential 
hazards and meet the needs of most sidewalk users? Is more lighting automatically better, and for whom? Any discussion of 
lighting limits, especially if it is solely based on one dimension of lighting (e.g., light intensity), must recognize the different lighting 
needs of many users, each with different preferences, abilities (e.g., declining eyesight with age), and mobility devices (e.g., cane, 
walker, scooter, power scooter, skateboard).  
 
The definition of adequate lighting tends to be highly subjective, so any discussion of adequate lighting, or optimum illuminance, 
must recognize the importance of site- and situation-specific contextual factors.36 Therefore, the practice of evaluating adequate 
lighting needs for pedestrian lighting varies widely among different regions, State Departments of Transportation (DOTs), and 
local agencies, and decisions are often made on a case-by-case basis.20 Due to a lack of municipal- and state-wide standards, this 
case study adopted a set of objectively and statistically derived adequate lighting guidelines with lower and upper thresholds of 5 lx 
and 10 lx, respectively. While these guidelines are unlikely to meet the needs of all users, they were designed to assess whether the 
sidewalks in the study area are too dark, too bright, or adequate to promote pedestrian reassurance.  
 
The results highlight especially low light intensities and poorly lit areas that are distributed across the study area. More specifically, 
only 4 percent of the sample observations fell within the adequate lighting guidelines and another 9 percent exceeded the 
guidelines. So, 13 percent of the sample observations either met or exceeded the minimum threshold of 5 lx that was adopted for 
this case study. That means 87 of the sample observations were too dark to provide pedestrians with feelings of safety, comfort, 
and security (i.e., reassurance). It is important to emphasize, however, that light intensity is only one aspect of PSL that affects 
perceptions of safety, comfort, and security. Other dimensions include color temperature, glare, visual comfort, and a host of 
personal factors that impact individual FoS.22 For example, studies suggest that FoS and comfort increase in areas illuminated 
with white light compared to the same area illuminated with yellowish light.30 While light intensity (i.e., brightness) certainly has an 
objective dimension, it also has a subjective dimension that varies among individuals. Therefore, future research should follow the 
guidance of recent studies7, 8 that used smartphone apps to prompt participants to record their FoS in random locations under 
different lighting conditions to help determine subjective adequate lighting guidelines for the study area. Future research should 
also consider collecting pedestrian, or sidewalk user, counts to better identify (or prioritize) those areas that could most benefit 
from sidewalk lighting improvements. 
 
This case study’s limited sample size, straightforward research design, and emphasis on the objective dimension of light intensity 
(lx) means that this research is not without its limitations. For example, the time of year chosen for data collection impacted the 
results of this case study, because a few streetlights were burnt out, while other luminaires were malfunctioning and measured less 
than 1 lux. Consequently, the results of this case study only represent a limited temporal scale regarding sidewalk light intensities 
in the study area. For example, the data were collected during the autumn months, which resulted in a portion of the street trees 
retaining partial foliage that has the potential to reduce sidewalk illumination. On the other hand, leaf-off conditions (and the 
reflectivity of snow-covered surfaces) during the winter may have increased sidewalk illumination. The impact of street trees, and 
their foliage, was observed in at least two of the sample observations, where the trees blocked the light and created shadows that 
likely had a significant impact on measured sidewalk light intensity (lx). Similarly, another study noted that the type of tree and its 
maintenance along with luminaire design, type, height, and design may significantly affect the potential for street trees to impact 
sidewalk illumination.53 
 
The apparent local clustering of high sidewalk illumination values along the eastern edge of the study area (i.e., Main Street) was 
similarly reported by a previous study54 that found a strong association between nighttime illumination and land use. For example, 
commercial areas tend to have more illuminated signs, industrial areas tend to use artificial lighting for work activities, while parks 
and residential areas typically have lower levels of nighttime illumination. The relationship between nighttime illumination and 
land use can provide insight into the patterns of human activity and development in an area, which has important implications for 
planning the neighborhood lightscape. This land use-illumination relationship also raises some concerns associated with the 
proximity of different land uses, such as commercial facilities in residential areas, and the associated risk of increased exposure to 
light pollution.54 Light pollution refers to the excessive or misdirected artificial light that interferes with the natural darkness of the 
night sky. This type of pollution can have numerous negative impacts on human health, wildlife, and the environment. For 
humans, exposure to artificial light at night can disrupt circadian rhythms, leading to sleep disorders, depression, and other health 
problems.55 It can also interfere with stargazing and astronomy, thus hindering scientific research and cultural traditions.56 Wildlife 
is also impacted by light pollution57 particularly nocturnal animals such as birds, insects, and sea turtles. Furthermore, light 
pollution can also waste energy and contribute to carbon emissions, leading to climate change.58 However, increased illuminance 
of the pedestrian environment does not need to contribute to light pollution. To mitigate these impacts, efforts are being made to 
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reduce the use of excessive lighting and ensure that outdoor light fixtures are fully shielded and directed downwards to illuminate 
only the pedestrian environment, to minimize light trespass and sky glow. These fixtures could also be installed on shorter light 
poles,59 or install light fixtures in front of the crosswalk to increase the positive contrast of the pedestrian.60 
 
CONCLUSION 
Safe, accessible, and well-maintained sidewalks are an important part of a community because they enable access to goods and 
services that people require to meet their daily needs. This is especially true for those people (including university students) who 
do not have access to a motor vehicle. It is also a timely discussion as urban planners aim to encourage more people to choose 
active modes of transportation (e.g., active communities, sustainable communities, healthy communities, 10-minute 
neighborhoods). However, inadequate sidewalk lighting poses a significant hazard to the safety, comfort, and security of 
pedestrians, which subsequently acts as a deterrent to choosing active modes of transportation after dark. The purpose of this 
case study was to quantitatively measure and analyze horizontal light intensity on sidewalks to determine where the light intensity 
was “adequate” and identify areas that are too dark (i.e., could benefit from lighting enhancements). Unfortunately, the results of 
this case study indicate that most sidewalks in the study area were inadequate; most areas are too dark and, consequently, failed to 
comply with this case study’s adequate lighting guidelines. The results from this case study strongly suggest that the sidewalks 
surrounding SUU’s campus are too dark to provide for pedestrians’, and other users’, safety, comfort, and security needs. 
Therefore, it is important to consider targeted visibility enhancements that increase illumination of sidewalks while ensuring 
appropriate design of these enhancements, so they do not contribute to light pollution.  
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PRESS SUMMARY 
This case study measured light intensity (lx) on sidewalks using a digital light meter. The results showed that most of the study 
area was in complete darkness (i.e., zero lx) and 87 percent of the sample observations were too dark to meet the safety, comfort, 
and accessibility needs of sidewalk users. The results also highlight areas that require enhancements to visibility along the 
sidewalks within the study area. 
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ABSTRACT 
Human skin aging is characterized by epidermal and dermal thinning, loss of elasticity, and wrinkles. Keratinocytes, the most 
common type of skin cell and fibroblasts, present in the cellular stroma beneath the skin’s surface, each play a role in aging. Using 
these cell types in in vitro research can reveal a deeper understanding of the dermatological function and cellular changes in aged 
skin. 3D cell culture techniques provide an opportunity to use these cell types in a model that can more accurately mimic human 
skin. Treatment of aging skin is of interest to both medical and consumer communities. Retinoic acid (RA) is a metabolite of 
vitamin A and retinol that assists in cell proliferation, differentiation, and immune functions. Over the counter (OTC) and 
prescription retinoids are common topical products used for anti-aging and acne treatments. This study seeks to determine the 
impact of topical retinoid creams on keratinocyte proliferation and morphology in 3D cell culture models of aged and unaged 
human skin. NIH-3T3 fibroblasts were embedded in a 3D collagen matrix of varying thickness, and HaCaT keratinocytes were 
seeded on top of the matrix at varying seeding densities to mimic aging and youthful skin. 0.1 µM 0.025% tretinoin and 0.1 µM 
0.1% adapalene topical creams were prepared in culture medium and used to treat cells daily, on alternate days, or just once during 
a week-long period. Alamar Blue assays and microscopy showed that tretinoin treatment was cytotoxic at this concentration, with 
a single treatment reducing cell viability by ~43% compared to the untreated control. Adapalene treatment, while showing 
significantly greater cell proliferation than tretinoin, did not exceed the proliferation of the untreated control. It is understood that 
retinol increases cell turnover by killing cells rapidly, so it is proposed that in our model, the rate of proliferation does not 
overcome the rate of cell death. Cell viability trends remain similar between young and old skin model treatments. Future studies 
should focus on creating a 3D model more accurately representing the aging in vivo skin environment where keratinocytes can be 
readily differentiated from epidermal stem cells. 
 
KEYWORDS 
HaCaTs; NIH-3T3; Retinoids; Retinoic Acid; Tretinoin; Adapalene; 3D Collagen Gel; Proliferation 

 
INTRODUCTION 
Epithelial cells are polygonal-shaped cells with regular, consistent dimensions. In two-dimensional culture, they grow in patches, 
form a monolayer, and tend not to migrate. Keratinocytes are the most common type of skin cell and function as the structural 
and barrier components of the epidermis, the outermost layer of the skin. Keratinocytes differentiate from epidermal stem cells 
and originate from the stratum basale, the deepest layer of the epidermis. As they age, grow, and differentiate into keratinocytes, 
they make their way to the epidermis, where they stay until they reach the final layer of the stratum corneum as corneocytes, 
where they die and are eventually shed by the body. Through differentiation, they produce keratin, the protein that strengthens 
the skin, hair, and nails.1 These cells can be used to study the release of inflammatory and repair mediators. These cells can be 
used as a method to study the molecular mechanisms of epidermal regulation, homeostasis, pathophysiology, wound healing, and 
dermatologic diseases in in vitro models.3 HaCaT cells are a nontumorigenic monoclonal cell line of spontaneously immortalized 
keratinocytes derived from human skin. HaCaTs are epithelial in nature and fully differentiate under culture conditions.3 After 
stimulation from different calcium concentrations in the medium, HaCaT cells can form stratified layers, differentiate, and express 
differentiation markers. In addition, they can revert back and forth between differentiated and basal states.2  
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NIH-3T3 cells are fibroblasts derived from mouse embryos.4 Fibroblasts are a key component of the stroma and, more 
specifically, the extracellular matrix (ECM). In connective tissue stroma, fibroblasts make several important products, including 
collagen, glycans, and prostaglandins. Commonly characterized by their plasticity, fibroblasts can differentiate to have many 
distinct functions. In the skin, for example, superficial fibroblasts hold a role in follicle formation and wound healing, while 
deeper cells are involved in ECM reorganization.5 These cells are in constant communication with their surroundings and respond 
to both autocrine and paracrine signaling. Fibroblasts can interpret these signals and synthesize or remodel the ECM with 
regulation from various growth factors and pathways. Fibroblast structure is characterized by a star-like shape with several 
cytoplasmic projections.5 In culture, the live cells are adherent and migratory. This specific 3T3 cell line was established in the 
1960s, and since then, it has advanced the scientific understanding of fibroblast biology and lineage.6 Fibroblasts are a valuable 
component of many cell culture models. In 3D models specifically, fibroblast-collagen matrices provide cell cultures that more 
closely represent the in vivo environment than traditional 2D cultures. Aspects such as cell-to-cell signaling and cell migration in a 
3D fibroblast-collagen matrix more closely mimic those physiological conditions in the extracellular matrix.7 
 
Collagen has a highly complex and hierarchical conformation with a recognizable triple helix secondary structure of amino acids.8 
Collagen is the most abundant protein in animals and is the primary component of the extracellular matrix, with 90% of the 29 
identified types of collagens in humans being fibrillar. 9 Collagen I is the most common fibrillar collagen for cell culture, makes up 
the major structural component of many tissues, and can be found in skin, bone, tendons, and other connective tissues.9 Collagen 
is the most used naturally derived hydrogel and coating for tissue engineering.10 Collagen I is used in 2D cell culture as a coating or 
base and in 3D cell culture as a neutralized hydrogel to replicate the in-vivo environment of the body. 3D collagen hydrogels are 
used widely in cell culture, biotechnology, and medicine due to their polymer network and high-water content. As defined by 
Andersen et al., a three-dimensional cell culture involves cells embedded in a 3D matrix where cell and ECM signaling can be sent 
and received in all directions.11 Cells can be embedded in the 3D collagen hydrogels or seeded on top of the hydrogel, serving as a 
2D surface.6 For example, a commonly used concentration of collagen is 2 mg/mL, a low concentration, specifically used for 
embedding cells as the hydrogel is less stiff and gives cells higher motility and higher cell migration velocity.12 Collagen is 
advantageous for cell culture because of its biometric cytocompatibility, ability to assist cell adhesion, promote cell growth and 
differentiation, and can provide a similar viscoelastic environment.7  
 
Retinoic acid (RA) is a metabolite of vitamin A that assists in the vitamin’s related biological activities. RA is also a natural 
metabolite of retinol that assists in cell proliferation, differentiation, and immune functions.13 Researchers have studied the growth 
and differentiation of human keratinocytes (HaCaTs) in response to RA in vivo and in vitro by evaluating differentiation through 
keratin synthesis and production; they found that RA was correlated to cell proliferation in vitro.14 In addition, they discovered 
that HaCaT cells expressed specific keratins dependent on RA and calcium levels in the media.14 When compared to untreated 
keratinocytes, HaCaTs treated with retinoic acid showed a mild increase in cell proliferation at certain doses.14 
 
When skin ages, it undergoes structural changes such as thinning of its epidermal and dermal layers as well as weakening of the 
junction between these layers.15 In a study with women aged 18-69, it was found that there is progressive and significant thinning, 
6.4% per decade, of the epidermis beginning at age 30.12 Mimicking these changes in vitro can be achieved by obtaining skin 
explants from elderly donors or treating cells with age-inducing chemicals. Researchers have developed a 3D model of aging skin 
to replicate the phenotypic changes observed in aging human skin using a collagen-based matrix seeded with normal human 
fibroblasts and then seeded healthy human skin cells from young subjects on top.16 They found that in these prolonged cultures, 
epidermal thickness decreased over time.16 Further analysis also indicated similarities to naturally aging skin, such as the thickening 
of the lamina densa, a part of the skin between the epidermis and dermis.16 Another study used human skin models, to represent 
aging by manipulating the seeding concentration of senescent and normal fibroblasts in the matrix while monitoring keratinocyte 
proliferation and differentiation.17 In their aged models they used specific keratinocyte seeding densities and fibroblast densities to 
more accurately represent in vivo skin.  
 
Human skin needs to be examined experimentally to understand how different types of retinoic acid help its rejuvenation. 
Investigating this topic using a 3D cell culture more accurately models the in vivo skin environment. Topical Vitamin A treatments, 
such as retinol, retinoid, tretinoin, and adapalene, are used to treat acne by unclogging pores and providing anti-aging effects by 
increasing collagen production and cell proliferation while exfoliating and removing dead skin cells.18 Tretinoin is a prescription 
retinoid whereas adapalene is sold over the counter. Since tretinoin is more concentrated it is used for different purposes like 
treatment of cystic acne and to assist in the healing of acne scars. Adapalene is used for skin rejuvenation, prevention and removal 
of wrinkles and fine lines.19 The concentration of each drug, adapalene and tretinoin, is determined by several factors such as 
potency, effectiveness, and safety profile. Tretinoin and adapalene’s concentration are also related to their mechanisms of action. 
Tretinoin is a highly potent retinoid that binds to nuclear retinoic acid receptors and regulates gene expression and leads to 
changes in cellular differentiation, proliferation, and apoptosis.20 The effectiveness of tretinoin is dose-dependent and higher 
concentrations of the drug can lead to greater therapeutic effects. However, tretinoin can also be highly irritating and cause side 
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effects such as redness, peeling, and dryness of the skin.20 On the other hand, adapalene is a less potent retinoid that acts by 
binding to specific retinoic acid receptors in the skin and regulating sebocyte differentiation and proliferation.19 Adapalene is 
generally less irritating and handled better by users than tretinoin.19 Therefore, lower concentrations of adapalene can still achieve 
similar therapeutic effects while minimizing the harmful side effects.  
 
Previous studies have investigated the molecular basis of retinoids in vivo for cosmetic purposes.21 Tretinoin and other FDA-
approved retinoids are more thoroughly studied, with the mechanisms of action, genomic and nongenomic, well defined.22 They 
also have clinical evidence to support their efficacy.22 More must be understood about the comparative efficacy of over-the-
counter (OTC) retinoids, like adapalene, which are readily available and popular for cosmetic use. As previously mentioned, 
retinoids show anti-aging effects, however, there need to be more studies surrounding these effects in vitro, specifically in 3D skin 
models. Our study begins to address this gap by creating a 3D model of human aging skin to investigate the proliferation rate of 
human epidermal tissue cells after treatment with prescription tretinoin and OTC adapalene creams. In this study, we show how 
HaCaTs (human epithelial cells), proliferate and behave in the presence of topical vitamin A treatments in in vitro 3D cell culture.  
 
METHODS AND PROCEDURES 
Cells and Culture Conditions 
NIH-3T3 (ATCC, Catalog No. CRL­1658) and HaCaT (AddexBio, Catalog No. T0020001) cells were obtained. These cell lines 
were cultured at 37 °C and 5% CO2 in complete medium that contains Dulbecco’s Modified Eagle Medium (DMEM) (Corning, 
Catalog No. 10-013-CV) with 1x penicillin-streptomycin and 10% fetal bovine serum (FBS). Dulbecco's Modified Eagle Medium 
(DMEM) has a calcium concentration of 1.8 mM.23 Cells were routinely passaged with 5% trypsin every two days prior to seeding 
in the 3D model.  
  
3D Gel Model 
To embed NIH-3T3 fibroblasts in a 3D collagen gel with a layer of HaCaTs on top of the gel a multi-step procedure was 
performed; a schematic can be found in Figure 1 below. To mimic aged skin, the layer of fibroblasts embedded in collagen was 1 
mm thick, as this was the smallest thickness that would cover a 24-well plate and be correlated to skin age. Since there is a 6.4% 
decrease in epidermis thickness every 10 years, younger skin was chosen to be 2 mm thick.24 To seed 2 mm thick collagen gel, 0.2 
mL of the fibroblast embedded collagen gel solution was needed to create this thickness, and 1 mm thick collagen gel required 0.1 
mL of the fibroblast embedded collagen gel solution. The fibroblast-embedded collagen gel solution was 20% cell suspension and 
80% 3D collagen. The gels were seeded with a fibroblast density of 0.55 x 106 cells/mL. So, a T75 flask of confluent NIH3T3 
cells, at a concentration of approximately 0.7x106 cells/mL, was trypsinized with 1 mL of 5% trypsin and centrifuged for 5 
minutes in a clinical centrifuge at 3000 rpm. The cell pellet was resuspended into 1 mL into complete media, counted, and 
resuspended again in 0.9 mL of complete media to create the 20% of 4.5 mL needed for the cell suspension. To make the 
fibroblast-embedded collagen gel solution, 3.6 mL of 3 mg/mL 3D collagen gel (Sigma Aldrich Catalog No. C4243) was mixed 
with 0.9 mL of the cell suspension was added (see Appendix). To add the control gels to the plate, 0.2 mL, or 0.1 mL of 3D 
collagen gel without fibroblast cells was added to non-fibroblast control wells. To add the remaining control and treatment gels to 
the plate, 0.2 mL or 0.1 mL of the fibroblast-embedded collagen gel solution was added to the wells. The plate was incubated for 
1 hour for the gel to harden. A schematic of the plate can be found in Table 1 below.  
 
To mimic skin, a layer of HaCaTs were seeded on top of the fibroblast-embedded collagen gel with a density of 3500 cells/cm2 to 
mimic aged skin and 7000 cells/cm2 to mimic younger skin.17 The surface area of a 24-well plate is 1.9 cm2 and it has a volume 
capacity 0.75 mL of complete media. The cell density needed for the aged skin model was 6650 cells per well with 0.75 mL of 
media, and 10 mL of this cell suspension was needed to add to the top of 13 wells; the math can be seen in Equation 1 below. 
Therefore, the cell density for the younger skin model was 13,300 cells per well in 0.75 mL media. To seed this layer of HaCaTs 
on top of the fibroblast collagen gel, a confluent T75 flask of HaCaT cells was trypsinized with 1 mL of trypsin, resuspended in 1 
mL of complete media, counted, and resuspended in the correct amount of media to make the needed cell densities for each 
treatment group. After the fibroblast-embedded collagen gel solidified, 0.75 mL of the correct cell suspensions were added to the 
respective wells according to the schematic in Table 1. Finally, the plate was incubated at 37 °C with 5% CO2 in a humid 
environment. 
 

3500 cells/cm2 with 0.75 mL media 
24 well plate = 1.9 cm2 surface area  

 
3500 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑐𝑐𝑐𝑐� × 1.92 𝑐𝑐𝑐𝑐� =  6.650 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑝𝑝𝑝𝑝𝑝𝑝 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑤𝑤𝑤𝑤𝑤𝑤ℎ 0.75 𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 
�.��� �����

�.�� �� �����
× ����� ��� � ��

� �� �����
=  8867 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/𝑚𝑚𝑚𝑚  

Equation 1. 
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Figure 1. This Figure shows the collagen-cell matrix design. NIH-3T3 fibroblasts are embedded in a 3D collagen gel with a thickness of either 2 mm (0.2 mL) or 
1 mm (0.1 mL) and HaCaT epithelial cells are seeded on top of the gel. 

 

 
Table 1. Retinoid Treatment Plate Set up. 
 
Retinoid-Media Preparation 
Perrigo Tretinoin Cream, USP 0.025% and Differin Gel Adapalene 0.1% were used. Due to retinoid sensitivity to both light and 
heat, these sterilization methods were not possible without altering the potency of the creams. Tretinoin and adapalene creams 
were streaked on LB agar plates and incubated for two days at 37°C to assess sterility. No growth was visible on any of the plates. 
1 µM retinoid-media solutions were prepared by first massing specified amounts of 0.025% tretinoin cream and 0.1% adapalene 
cream according to the calculations in Equations 2, 3, and 4 below for a final media volume of 20 mL. Equation 2 shows the 
calculation of the desired 1 µM concentration in moles. Equation 3 calculates the mass required for 1 µM 0.025% Tretinoin in 20 
mL media. Equation 4 calculates the mass required for 1 µM 0.1% Adapalene in 20 mL media. After measuring the appropriate 
retinoid weight, the cream was resuspended in 20 mL complete DMEM, 10% FBS as used in culturing described above. The 
solutions were filter sterilized using a 50 mL Steriflip filter unit (Millipore Sigma, Catalog No. C3238). Once prepared, the 
retinoid-media solutions were stored at 4 °C and equilibrated to room temperature prior to cell treatment.  
 

1 µM x 20 mL = 20x10-9 mol 
Equation 2. 

 
1 µM 0.025% Tretinoin 

(300.44 g/mol(20x10-9 mol))/0.00025=2.4x10-2 g in 20 mL media 
Equation 3. 

 
1 µM 0.1% Adapalene 

(412.52 g/mol(20x10-9 mol))/0.001=8.25x10-3 g in 20 mL media 
Equation 4. 

 
Retinoid Treatments  
After the plate was prepared and incubated for the cells to reach the correct confluence, the wells were treated with the 1 µM 
adapalene and tretinoin media prepared above. DMEM was removed from the wells and replaced with the respective treatment 
media. In the original treatment plate, control models were treated with complete DMEM every other day. For testing the impact 
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of tretinoin on cells, young and old skin models were treated with either consecutive 5 days (days 1, 2, 3, 4, and 5), 3 alternating 
days (days 1, 3, and 5), or a single first day (day 1) treatment of 0.1 µM 0.025% tretinoin. Young and old skin models were treated 
with 0.1 µM 0.1% adapalene in the same manner. Each well was observed daily, with a final imaging and proliferation assay 
readout on the 9th day after treatment.  
 
Microscopy 
During treatment, each well was imaged every day the media was changed on days 1, 2, 3, 4, 7, and 9 with the Olympus IMT-2 
inverted microscope at 100X magnification, under 10X objective with a 10X eyepiece. After treatment concluded, HaCaT cells 
were imaged using a Cytation Gen 5 microscope under brightfield at 10X objective magnification.  
 
Alamar Blue Resazurin Proliferation Assay 
To assess cellular activity dependent on retinoid treatment conditions, a cell proliferation assay was completed with Alamar Blue 
Cell Viability Reagent (Invitrogen, Catalog No. DAL1025). For T=0 data, wells with 2 mm collagen-cell model, 1 mm collagen-
cell model, and media only were treated 72 hours after seeding with Alamar Blue reagent at 10% of the gel and media volume in 
the well. For example, the wells with 0.2 mL collagen gel and 0.75 mL of media had 95 µL of Alamar Blue added. The plate was 
incubated at 37 °C and 5% CO2 for 40 hours. The fluorescence of each well was measured using an excitation wavelength of 540 
nm and an emission wavelength of 590 nm. This fluorescence intensity was measured in relative fluorescence units (RFU). Each 
measurement had an associated blank measurement without cells which was used to determine the baseline fluorescence of the 
media and collagen gel. The blank measurement value was subtracted from the cell dilution measurements to obtain fluorescence 
values from the cellular activity. This procedure was repeated 72 hours after completion of the treatment plate. 
 
RESULTS 
Proliferation Imaging Results  
The wells were imaged every time the media were changed to observe HaCaT confluency and cell morphology. Models without 
cells were not imaged. Through visual observations, the HaCaTs proliferated normally in control models, treated with complete 
media. Controls included HaCaTs seeded on top of 2 mm thick 3D collagen gel with no fibroblasts embedded inside the gel and 
HaCaTs seeded on top of 2 mm and 1 mm thick 3D collagen gel with fibroblasts embedded inside the gel. Throughout the 
experiment, these models maintained a healthy cell morphology, with the cells being very confluent by the end of the experiment 
on day 9, as shown in Figure 2. As the experiment goes on the cells become more confluent as expected with very few floaters 
every day. The few floaters were removed with media changes every other day. The first day after seeding the HaCaTs seeded on 
top of the gel with fibroblasts embedded were more confluent than the HaCaTs seeded without fibroblasts embedded.  
 

 
Figure 2. Daily imaging of HaCaT control wells A1 (2 mm collagen gel, no fibroblasts) and A2/A3 (2 mm and 1 mm collagen gel with fibroblasts) shows 

increasing confluency, reaching full confluence by day 9 with healthy cells. 
 

The tretinoin treatments produced cells that balled up, detached from the gels, and floated. Images correlating to tretinoin 
treatment wells can be found in Figures 3 and Figure 4 for the younger and aged treatments respectively. Throughout the course 
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of the tretinoin treatment, the wells with less treatment frequency had healthier-looking and more confluent cells. The wells 
treated with tretinoin every day were losing cells when the media was replaced; the remaining cells were circular and not attached 
to the gel and by day 9 the well had lost most of its cells and was not very confluent; this may be due to tretinoin’s mechanisms of 
action. 
 

 
Figure 3. Daily imaging of HaCaT cells on 2 mm collagen gel with embedded fibroblasts. B1 received daily 1 µM tretinoin, B2 every other day, and B3 once a 

week with media changes. B1 confluency decreased, while B2 and B3 increased daily, except for B2 by day 9. 
 
 

 
Figure 4. This figure shows daily imaging of HaCaT cells on 1 mm collagen gel with embedded fibroblasts. B4 received daily 1 µM tretinoin, B5 every other day, 
and B6 once a week with media changes. B4 and B6 confluency decreased, while B5 increased daily. The cells showed unhealthy morphology and detachment by 

the end of the experiment. 
 
The adapalene treatments produced much healthier cells with better morphology and higher proliferation rates. The images that 
correlate to the adapalene treatment wells can be found in Figure 5 and Figure 6 for the younger and aged treatments 
respectively. Again, the wells treated less frequently with adapalene were more confluent and healthier. The confluence of younger 
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treatments is significantly more confluent than the older treatments, but the seeding density of the older treatments was lower 
than the younger treatments. This may be because there was more room for the cells to proliferate and grow since the seeding 
density was lower. 
 

 
Figure 5. Daily imaging of HaCaTs on 2 mm collagen gel with embedded fibroblasts. C1 received daily 1 µM adapalene, D2 every other day, and D3 once a week 

with alternate-day complete media replacements. Wells remained consistently healthy and confluent throughout the experiment. 
 
 

 
Figure 6. Daily imaging of HaCaTs on 2 mm collagen gel with embedded fibroblasts. C4 received daily 1 µM adapalene, C5 every other day, and C6 once a week 

with alternate-day complete media replacements. Despite lower initial cell density, all wells showed healthy and confluent cells by the experiment's end. 
 

On the final day, the wells were imaged to assess the health of the cells, and the images can be found in Figure 7. 
Overall, the cells from the control model of HaCaTs with no retinoid treatments, were healthy and confluent. Control models 
with fibroblasts embedded were more confluent than those without, indicating a possible relationship between fibroblast and 
HaCaT proliferation. The models treated with tretinoin had cells that were less confluent than those treated with adapalene. 
Tretinoin is more concentrated than adapalene, so the effects are stronger. Overall, the adapalene treatment, no matter the 
treatment frequency or younger or aged model, had healthy and very confluent cells. For the younger adapalene treatments, as the 
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treatment frequency decreased, the cell confluency increased. However, for the aged adapalene treatments, as the treatment 
frequency decreased, the cell confluency decreased. 

 

Figure 7. Final day images of HaCaTs on 3D collagen gel wells. A1, A2, and A3 show healthy and confluent cells. In the young tretinoin models (B1, B2, B3), cell 
density varies, with B2 showing unhealthy morphology. Aged tretinoin models (B4, B5, B6) exhibit different cell densities and morphologies, with B5 and B6 

showing unhealthy cells. 
 
Effects on Cell Proliferation 
The Alamar Blue resazurin assay provided a quantitative reflection of cell metabolism for each condition, which correlates to 
proliferation of live cells. Table 2 shows the contents of the Alamar Blue plate along with the associated reference-subtracted 
fluorescence readouts. Numbers under each description represent these reference-subtracted fluorescence values obtained for the 
well. 2 mm gel models used the 2 mm controls for reference subtraction, while 1 mm gel wells used the controls with 1 mm gels. 
Media only wells were self-subtracted. Wells are color coded according to fluorescence values, with the brightest red color 
representing the lowest reference-subtracted fluorescence, associated with the least number of live cells, while the brightest green 
color representing the highest reference-subtracted fluorescence, associated with the greatest number of live cells. A detailed key 
for the color code is included to the right of the table. Control wells present in both the T=0 and treatment plate included gels 
with and without embedded fibroblasts. The presence of fibroblasts in the collagen gel matrix correlated to greater proliferation 
and subsequently greater HaCaT cell proliferation. A fluorescence of 649,675 RFU was recorded with embedded fibroblasts in the 
2 mm gel, and only 176,057 RFU for the same gel thickness without fibroblasts (A1).  

 
Table 2. Alamar Blue well contents and associated reference-subtracted fluorescence values. 
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Table 2 shows the well contents for the Alamar Blue assay from the T=0 control plate, in row A, and the original treatment plate, 
in rows C through E. Numbers under each description represent the reference-subtracted fluorescence values obtained for the 
well. 2 mm gel wells used the controls in wells A4 and C4 for reference subtraction, while 1 mm gel wells used the controls in 
wells A5 and C5. Wells are color coded according to fluorescence values, with the brightest red color representing the lowest 
reference-subtracted fluorescence, associated with the least number of live cells, while the brightest green color representing the 
highest reference-subtracted fluorescence, associated with the greatest number of live cells. A detailed key for the color code and 
abbreviations is included to the right of the Table.  
 
To better visualize and compare fluorescence values for the different control and treatment conditions, data was graphed in 
Figures 8 and 9. The graphed values are referenced subtracted in the same manner as previously described. Figure 8 depicts the 
primary T=0 controls, 2 mm (young) and 1 mm (old) collagen gels embedded with fibroblasts, seeded with HaCaTs on top, and 
DMEM media treatment. This assay was completed prior to treatment and after 3 days of seeding. The young skin model was 
seeded with higher HaCaT density and shows a significantly higher fluorescence, correlating with higher cell viability. Conversely 
the old skin model shows lower fluorescence, and less cells. These controls act as a basis for the following young and old skin 
models that were treated. Figure 9 includes data for the treated models with HaCaT proliferation based on an Alamar Blue assay 
fluorescence readout plotted against frequency of tretinoin or adapalene treatment for young (2 mm) skin in the left panel and old 
(1 mm) skin in the right panel. 5 days indicates 5 consecutive days of treatment, 3 days indicates alternate days of treatment, and 1 
day indicates a single first day of treatment during the course of 5 days. The well for alternate day adapalene treatment for the 
young skin dried causing cell death and an inaccurate readout, so this data point is not representative of the true effects of the 
treatment, so it was removed from Figure 9a; however, these data correlate with the microscopy results which show very few 
viable cells after the well dried. Ignoring this data point, the adapalene appears to increase proliferation with increased treatment 
frequency for young skin, but it does not meet or surpass the fluorescence measured for the untreated control. Adapalene with 
the old skin model shows alternate day treatment to have the greatest fluorescence with a value nearly equivalent to the untreated 
control (2,053,607 RFU and 2,085,823 RFU, respectively). Tretinoin treatment in both young and old skin shows an interesting 
linear trend. When a simple linear regression is made for these points, there is a nearly perfect fit in both the young and old skin, 
with R2 values of 0.9963 and 0.9999, respectively. Tretinoin performed better when only treated once a week, but in both models 
this single treatment reduces cell viability by about 43% compared to the untreated control. More significant toxicity was observed 
if treated more than once per week. 
 

 

Figure 8. This Figure shows the fluorescence detected using an Alamar Blue assay for the young (2 mm) and old (1 mm) skin models at T=0, prior to treatment 
and 3 days after seeding. Cell metabolism was more active at the higher seeding density, as expected. 
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a) b)  
Figure 9. These Figures depict HaCaT proliferation measured by Alamar Blue assay fluorescence, plotted against tretinoin or adapalene treatment frequency for a) 
young (2 mm) and b) old (1 mm) skin. Note: Alternate-day adapalene data for young skin is missing due to well drying out. When a simple linear regression model 

is fitted for the tretinoin points on each graph, the R2 values are 0.9963 and 0.9999, respectively. 
 
DISCUSSION 
As human skin ages, it has been shown the epidermal and dermal layers thin due to the weakening of the junction between those 
layers.15 It is also known that different types of retinoic acid help human skin rejuvenation and providing anti-aging effects by 
increasing collagen production and cell proliferation while exfoliating and removing dead skin cells. It is necessary to understand 
the proliferation rate provided by differing treatment frequencies with retinol products in 3D cell culture that mimics human 
skin.18 The data gathered for this paper shows the proliferation rates of different treatment frequencies of retinol products 
through an Alamar Blue proliferation assay and visual observations during and after treatment on HaCaT cells. 
 
The results show the frequency of treatment, and the type of treatment affects the proliferation rate of the HaCaT cells. Retinoids 
like adapalene and tretinoin are known to increase cell turnover by promoting differentiation of skin cells, which can lead to 
shedding of dead skin cells and the growth of new ones.18 Adapalene and tretinoin are known to cause differentiation in HaCaT 
cells, differentiation of cells can lead to a slower rate of cell division and an overall decrease in cell proliferation; however, the 
treatment may also have induced apoptosis. When looking at the data of the untreated control wells, they have a much higher 
proliferation rate than those of the adapalene or tretinoin treated wells. Throughout the daily images, it can also be seen how the 
tretinoin treatment causes the cells to change their morphology. This may be because tretinoin is inherently more concentrated 
and thus more toxic to the cells than adapalene.  
 
In addition, the side effects and safety profiles of each treatment should be considered when assessing the results. Tretinoin is 
known to cause skin irritation and sensitivity, while adapalene is generally better tolerated.18 The effects of retinoids on cell 
turnover and proliferation depend on the concentration of the treatment and duration of treatment. When the cells were treated 
with adapalene they had a healthier, more confluent appearance than when treated with tretinoin. Again, since tretinoin is more 
concentrated, it probably leads to higher rates of cell turnover, resulting in more dead cells that were lifted from the gel and were 
removed, without new cells being turned over in the skin cycle. The higher number of dead cells through more concentrated and 
more frequent treatments can be seen quantitatively in Figure 9a and Figure 9b. In this figure, tretinoin-treated models are 
significantly less confluent than the adapalene and control counterparts. When treated once a week and supplemented with a 
complete medium, more nutrients and growth factors were introduced to the cells to help the surviving cells heal and proliferate. 
This led to an increase in cell number over time in the once-a-week treatment. 
 
Further studies need to be done to obtain proliferation data that incorporates HaCaT production instead of purely HaCaT growth 
from a set cell density. Recommendations for future experiments would be to perform a viability assay to determine the 
percentage of live and dead cells as well as immunostaining to assess the effects on cell differentiation between the two 
treatments. For future experiments, observing the healthy proliferation rate of HaCaTs and supplementing additional HaCaTs 
into the treatment wells to mimic cell turnover during treatment would help make the experiment and skin model more accurate. 
Another aspect that can be considered is the elasticity of the model since loss in elasticity is a sign of aging skin.  
 
CONCLUSIONS 
When looked at in tandem, the data from the Alamar Blue proliferation assay and the daily visual observations indicate the 
proliferation of HaCaTs under retinoic acid conditions is not improved. However, this is due to the set-up of the model, the 
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model fails to account for the loss of elasticity associated with ageing skin. It has also been shown that retinoic acid does increase 
the proliferation of cells in in vivo conditions because the body is producing more HaCaT cells underneath the layer that retinoic 
acid removes. When used on human skin, retinol products exfoliate and remove the top layer of skin to bring the bottom layers of 
skin to the surface faster to increase cell turnover. Since there is nothing in the model that allows new HaCaTs to be brought up 
from below the surface, proliferation could not be measured precisely. From this experiment design and preliminary data, the 
optimal frequency and duration of retinoid treatment cannot be concluded as there were errors in the treatment that were not 
consistent between each treatment well. Regardless, this study addressed the gap by creating a 3D model of human aging skin 
while investigating the proliferation rate of human epidermal tissue cells and the retinoic acid effects. 
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PRESS SUMMARY 
Human skin aging is characterized by thinning, loss of elasticity, and wrinkles. Keratinocytes, the most common type of skin cell, 
and fibroblasts, cells present in the stroma beneath the skin’s surface, both play a role in aging. Using these cell lines in research 
can reveal a deeper understanding of skin function and changes in aging. 3D cell culture techniques provide an opportunity to use 
these cell lines in a model that can more accurately mimic human skin compared to 2D models. Treatment of aging skin is of 
interest to both medical and consumer communities. Retinoic acid (RA) is a derivative of both vitamin A and retinol that assists in 
cell growth and immune functions. Over the counter (OTC) and prescription retinoids are common topical products used for 
anti-aging and acne treatments. This study seeks to determine the impact of topical retinoid creams on skin cell growth and 
characteristics in 3D cell culture models mimicking aged and unaged human skin. NIH-3T3 fibroblasts were embedded in a 3D 
collagen matrix of varying thickness, and HaCaT keratinocytes were seeded on top of the matrix at varying seeding densities. 
Equivalent concentrations of 0.025% tretinoin and 0.1% adapalene topical creams were prepared in cell medium and used to treat 
cells daily, on alternate days, or just once during a week-long period. Alamar Blue proliferation assays and microscopy provided 
quantitative and qualitative data regarding the effects of the retinoid products on the skin models. Tretinoin treatment killed the 
cells, and adapalene treatment, while resulting in significantly more live cells than tretinoin, did not exceed the proliferation of the 
untreated control. It is understood that retinol increases cell turnover by killing cells rapidly, so it is proposed that in this model, 
the rate of proliferation does not overcome the rate of cell death. Considering the data is only preliminary, future studies should 
focus on creating a 3D model that can more accurately represent the skin environment in the human body where cells can be 
readily grown. 
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ABSTRACT 
Abortion in South Africa is a complex topic, rife with augmenting and limiting political, social, religious, and cultural factors. This 
study explores multiple age groups within Cato Manor and whether the attitudes towards abortion and factors impacting the 
choice of where and whether to receive an abortion differ. The study employs a general qualitative approach with inserted 
narratives highlighting individual perspectives and stories. The sample cohort was identified using purposive sampling of women, 
obtained via convenience through the gatekeeper in the community. The participants are from two generations, and two expert 
interviews were conducted to gain various perspectives. The sample population is from the greater Cato Manor community, and 
the interviews were conducted in a semi-structured format. The main goal of this study is to understand how socio-cultural 
factors impact abortion attitudes within each generation in Cato Manor and if community attitudes impact women’s decisions on 
how and where to obtain medical abortions. The findings show that negative attitudes towards abortion persist in Cato Manor 
due to religious and cultural rationale. Greater acceptance occurs among younger generations following abortion legalization in 
South Africa, yet prejudice remains. The research reveals a range of factors that may pressure women to obtain illegal abortion 
options to avoid community shame. 
 
KEYWORDS 
Abortion; Pregnancy Termination; South Africa; KwaZulu-Natal; Cato Manor; Backstreet Abortions; Abortion Attitudes; Illegal 
Abortion 

 
INTRODUCTION 
This study gathered perspectives on how attitudes towards abortion may have shifted over the last few generations in Cato Manor 
and attempted to determine the main cultural and societal factors influencing choice when considering an abortion. The study was 
situated in apartheid history, traditional history, and abortion legislation to explore the juxtaposition between government 
legislation and societal expectations. The aim of this study was to understand the primary considerations and struggles of women 
looking to terminate their pregnancy medically and why women may choose backstreet abortions when there are legal options in 
South Africa. 
 
The following four research questions formed the framework guiding this study. 

1. How do socio-cultural factors impact abortion attitudes among two generations within the community? 
2. What are the reasons women choose to terminate a pregnancy? 
3. How do women decide where and how to obtain an abortion? 
4. Why do women still seek backstreet abortions when legal options are available in South Africa? 

 
The researcher aimed to understand the role of abortion in South Africa and connect the findings gathered from these four 
overarching questions. Abortion is a relevant topic specifically in South Africa because it is one of few countries in Africa where 
abortion has been legalized, within a continent where maternal deaths due to illegal abortion are the highest in the world.1 
However, even after legalization, women are dying at high rates due to backstreet abortions. The Constitution is unparalleled in its 
abortion liberalism, yet it is not representative of the conservatism that is rampant in the Zulu and Christian ideology of the 
majority of its citizens. Limited research has been done on why women seek out illegal abortions when safe, legal options are 
available. As a result, it raises the question of the impact of legalization and why negative attitudes towards abortion remain. 
 
This study was conducted in Cato Manor because the population is primarily black South African and of Zulu origin. It represents 
many typical Zulu townships in KwaZulu-Natal. It is a peri-urban area with access to the larger city of eThekwini while retaining a 
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strong sense of community. Families often live in intergenerational housing, and Zulu customs are passed down through families 
and remain widely practiced. Abortion is a relevant topic within the population, and little research on abortion attitudes has been 
done among Zulu populations in South African townships. The overarching goal of this study was to contribute to a body of 
research to understand why rates of unsafe abortion are high in South Africa, as this will provide evidence in the national mission 
to lower maternal mortality rates. 
 
Context 
Pregnancy termination is a morally and politically contentious issue debated in many regions globally. Nations around the world 
have differing and uncertain laws surrounding abortion. As of September 2022, abortion is prohibited in 23 countries and can be 
obtained in the first 12 weeks at the woman’s request in 76 nations.2 The remaining countries fall within these two political 
extremes. Therefore, there is a tremendous variety regarding the status and experience of abortion in each nation. A further 
complication is that legally promulgated termination rights are not always offered or easily accessible. Legislation is not the only 
factor impacting abortion access. Worldwide one in five pregnancies end in abortion.3 This shows the massive scope of abortion 
worldwide and its relevance in academic health studies. The UN Human Rights Council has designated abortion as a Human 
Right and designated women’s health as central to global health rights.4 

 
Despite the geographical proximity, even within the continent of Africa, there is a spectrum of abortion legislation and 
community opinions. Only three countries, Cape Verdes, South Africa, and Tunisia, permit abortion without situational 
restriction. Abortion is completely banned in 10 countries in Africa.1 The scope of the unsafe abortion problem in Africa is 
exemplified by statistics showing that 1.6 million women in the region need medical treatment following unsafe abortions, and 
abortion deaths are higher in Africa than in any other continent.1 However, Africa is not a homogenous geographical region, and 
each nation has different conditions impacting abortion access. Abortion must be more directly studied in individual communities 
rather than creating generalized assumptions. 
 
The population sampled for this project was from KwaZulu-Natal on the eastern coast of South Africa, encompassing historical 
Zululand, the home of the ancestral Zulu people. The specific community of interest was greater Cato Manor. Cato Manor, an 
urban township in the heart of Durban, has a population of 37,622, and 87% were born in KwaZulu-Natal. Cato Manor has a 
median age of 25, which shows the population is primarily young, and many females are within a fertile age range.5 Therefore, 
abortion is a topic relevant to the population. 
 
The context of modern South Africa must be situated in its history of colonialism and apartheid legislation. However, Eurocentric 
historians often leave out the rich cultural history that predates European contact. In South Africa, abortion did not originate with 
Europeans, as many believe. Many herbal remedies were used among indigenous Africans to induce abortion. Zulus depended on 
an herbal remedy called uhlungughlungu to terminate pregnancies. Abortion has been performed for centuries; however, medically 
safe abortions were developed and spread around the globe in the 1950s.3 
 
Abortion is politically and religiously charged due to the ambiguous moral question of when and if a fetus has the right to life. 
Before 1975, abortion was strictly illegal in South Africa. However, the crime of termination of pregnancy was not strictly 
enforced, primarily because, in Roman-Dutch law, personhood begins at birth.6 After colonization and under the apartheid 
government, white European moral standards took precedence in South Africa, irrespective of the cultural and moral norms of 
the indigenous population. In 1975 the Abortion and Sterilization Act 1975 was passed under the apartheid government, making 
abortion acceptable in specific situations, yet it was not equally available. As with most apartheid-era policies, racial and economic 
lines divided access. Mostly urban-dwelling, wealthy white women had access to legal abortion services. As a result, many black, 
poorer women turned to dangerous backstreet options.6 The historical inequity of abortion access has implications that have 
carried forward to the modern day. Furthermore, apartheid ideology entered the abortion field by framing legalizing abortion as a 
form of population control among black populations.3 These types of historical connotations associated with abortion may be a 
contributing factor to abortion opinions among black South Africans. 
 
The Choice on Termination of Pregnancy Act (CTOPA) was enacted in South Africa in 1996 and inscribed in the Constitution 
with the rise of a democratic, post-apartheid government. Under 13 weeks, a woman may obtain an abortion under any 
circumstances, and from 13 to 20 weeks, a pregnancy may be terminated for specific reasons.7 Abortion was fully legalized due to 
a three-pronged argument: The lack of access among poor women, high levels of backstreet abortions and maternal mortality, and 
the constitutional right to body integrity.6 According to Johnston’s statistics, a leading expert globally on abortion statistics 
compiled from various sources, less than 1,600 abortions were legally performed each year before the CTOPA was passed.9 After 
abortion was fully legalized, legal abortions jumped into the thousands. In 2020, 108,301 legal abortions were recorded.9 
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South Africa is one of the few African countries where abortion is legal; however, the rate of illegal abortion remains high. In 
South Africa 25% of the deaths due to miscarriage result from unsafe abortion practices.10 Abortion options fall into three 
sectors: public, private, and informal. While abortions are technically free in South Africa, only one in ten public clinics offer 
abortion services. 20% of abortions are conducted in the public sector, 26% are completed illegally, and 54% are performed in the 
private sector. Therefore, the least utilized option to terminate pregnancies is governmentally provided abortion. Why do women 
seek expensive and illegal abortions when free, legal, and safe options are available? There are likely determinants outside the legal 
system impacting abortion availability and choice. 
 
Previous studies on abortion attitudes in South Africa 
Despite the vast amount of literature on Zulu culture, the studies on abortion and culture are limited. One exception, “Is there 
room for religious ethics in South African Abortion Law,” states that traditional Africans maintain that a person is made at 
conception, and abortion should be treated as the murder of a fetus.11 However, Jogee describes abortion in the context of 
Traditional African Religions, which contributes to but is not equivalent to Zulu culture as it encompasses Zulu beliefs as well as 
other cultural traditions. Jarvis and Mthiyane (2018) included a short line regarding pregnancy termination summarizing the rituals 
and cleansing ceremony necessary to prevent negative consequences after an abortion.12 No further research regarding Zulu 
practices and attitudes towards abortion exists in current literature within the public domain. 
 
The relationship between religion and abortion has been further studied, as religious sects often have strict views on abortion. 
Christianity is well researched, as it is the dominant religion within the country and is central to the lives of most South Africans.13 

According to Jogee,11 86% of South Africans identify with a Christian sect. The study by Mosley, Anderson, et al. found that more 
religious South Africans report more negative attitudes towards abortion than less religious ones.13 Furthermore, Albertyn 
explains how the pro-life argument in South Africa has historically been dominated by religious groups condemning women who 
get abortions as murderers. However, in recent years the pro-life movement has moved away from a singularly religious agenda 
and instead focuses on the physical and mental risk of abortions to women. Church groups still morally denounce women who 
get abortions, especially illegal abortions to.14 The continue to label women who obtain abortions as “murders” of unborn 
children.14 Christian attitudes against abortion have remained staunch even after abortion legalization. Mosely, et al. (2017) further 
confirms that religious individuals are more likely to have negative attitudes toward abortion. They state that in the specific case of 
‘poverty leading to abortion,’ Christians and all religious individuals were more likely to display negative perceptions towards 
pregnancy termination. They were more likely to report that abortion is always wrong independent of context.15 
 
Much has changed since almost 30 years ago when abortion was legalized after the passage of the CTOP Act. A new generation 
has grown up never knowing their nation without abortion promised as a constitutional right. Before abortion was legalized, a 
national survey conducted in 1994 showed that 68% of South Africans opposed abortion legalization, while a similar study in 
1995 found that only 21% of the population supported a woman’s autonomous choice.14 However, after abortion was legalized, 
recent studies support that the younger generation is more open to accepting abortion. Mosley, King, et al. split their participants 
into two age groups, 16-45 and 45+. They found that respondents 45+ were more likely to report abortion is “always wrong.” 
They concluded that there is a difference in abortion attitudes between the two generations.15 Nilsson, et al. (2020) focused not on 
abortion but on intergenerational differences regarding sexual expectations set in a rural setting provides some context for 
intergenerational differences. It states that the older generation usually adheres to traditional beliefs where sexual activity is not 
practiced until after marriage. However, the younger generation is more modern and open to sexual expression.16 The study 
further revealed discomfort among parents discussing sexual matters due to the sensitivity of the topics and how children often 
turn to their friends for discussions instead of with adults.16 Lastly, the differences among generations have been viewed as a 
result of different moral expectations and ideas of sexuality between age groups.16 Abortion can be a product of premarital sexual 
activity, and it is likely that the lack of open conversation regarding sexuality among generations includes avoidance discussing 
about abortion. Ramiyad and Patel ( 2016) looked at adolescent knowledge and attitudes about abortion. It used a sample 
population of 150 secondary school students in urban KwaZulu-Natal. Results from this study show that despite LO classes on 
reproductive health, only 80% of learners knew abortion was legal, and they had even less information regarding the specific 
terms of the Act. In addition, 20% of the young generation reported that abortion is acceptable. The study concluded that 
secondary school students have limited knowledge about abortion despite increasing education.17 
 
Many factors contribute to high abortion rates. One significant factor in South Africa identified in the literature is the high 
unintended and teen pregnancy rates. Masanabo, et al. (2020) studied the reasons women legally terminate their pregnancies used 
a sample of pregnant women in a rural area in the province of Gauteng in South Africa. The results of this study show that 24% 
of participants cited ‘wanting to focus on studies’ and 23% cited ‘not being ready to be a parent’ as the top reasons for seeking 
abortions among the twelve options. ‘Experiencing financial difficulties followed closely behind.18 This study occurred in a rural 
environment, so the data may differ in an urban setting. Frederico, et al. researched ‘Factors Influencing Decision-Making 
Processes among Young Women’ in Maputo, Mozambique, just across the border from South Africa. They identified four main 
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factors influencing the abortion decision process. They are “(1) women’s lack of autonomy to make their own decisions regarding 
the termination of the pregnancy, (2) their general lack of knowledge, (3) the poor availability of local abortion services, and (4) 
the overpowering influence of providers on the decisions made.”19 They state that in specific cases others can make the abortion 
decision for the woman using power and pressure, often the partner. Furthermore, they include familial pressure within this 
category as well. They identify that safe abortions are only available to fortunate individuals and are not equally distributed 
amongst the population due to educational opportunities and resources.19,20 
 
The role of men in abortion decisions was studied in low and middle-income countries in a review article published in 2022 by 
Strong. After aggregating data from 37 sources, the author concluded that men impact women’s abortion choices both directly 
and indirectly. Strong noted that men were most frequently involved in abortion decisions due to controlling finances and 
resources. They create the conditions that allow women to access abortions. The father’s reaction also impacted the women’s 
choices of whether to seek an abortion.21 Of these factors, sources disagree on the most important, as all interact in complex 
mechanisms to impact the often-difficult choice to terminate a pregnancy. 
 
History, social factors, and stigma all contribute to how women choose to obtain an abortion. Although abortions are legal in 
South Africa, many women still obtain illegal backstreet abortions despite legal risks. According to Chemlal and Russo, women 
take two paths to get illegal abortions. The first is attempting to obtain a legal abortion and running into difficulties, and the 
second is just going straight to a street abortion provider.22 The legal and illegal abortion sectors have overlap, they influence and 
impact each other. Research shows that the main factors that affect a woman’s choice to get an illegal abortion are lack of 
education about abortion rights, access, community stigma, and mistrust of healthcare workers, which result in numbers of 
unlawful abortions comparable to before abortion was legalized in 1996.3 Furthermore, Kaswa states in a case study that women’s 
lack of knowledge about CTOPA legal rights and the community perspective of a negative hospital experience are significant 
barriers to abortion access. This results in frequent backstreet abortions, especially in rural areas.23 Meel (2022) in the Transkei 
region of South Africa within a hospital setting states that confidentiality breaches, staff behavior, and long waiting periods 
contribute to women choosing backstreet options rather than legal ones. Women are willing to risk complications and death in 
exchange for privacy and moral treatment.24 Women even receive inhumane treatment by medical staff when attempting to access 
post-abortive care. Nurses and doctors mocked patients’ pain as something they deserved after having an abortion. Patients 
delayed their care due to fear of stigma and judgment. Women are even less likely to seek post-abortion care if they previously 
attempted an illegal abortion, despite being the group most in need of medical intervention.25 Finally, a qualitative study published 
in 2021 conducted in Cape Town found that 11 out of the 15 women who had abortions used aloe vera, traditional remedies, or 
purgatives to induce pregnancy termination. Furthermore, four accessed an unlicensed provider and took unprescribed 
medication. Harries, et al. also found that most women turned to friends who had informal/illegal abortions for advice and 
information about options. It was also stated that women contacted numbers on abortion advertisements to obtain abortions.  
 
Three methods of informal abortions were identified “drinking a mixture prepared by a traditional healer; contacting a non-
licensed provider who provided oral abortifacients; and preparing or buying a mixture for a self-managed abortion.” Participants 
stated their reasonings for seeking informal abortions were privacy and time effectiveness. Furthermore, the study found little 
research has been done on why women choose illegal abortion options.26 Overall, there is limited information regarding why 
women prefer backstreet abortions over their legal counterparts, especially in KwaZulu-Natal. 
 
METHODS AND PROCEDURE 
The project employed a generic qualitative approach, best utilized for a general study such as this one.27 The researcher conducted 
semi-structured interviews, which are often used for qualitative data collection,27 to create interview transcripts on the 
generational attitudes toward abortion and the options to obtain an abortion. Interviews were compiled and analyzed by a single 
researcher, Chloe Sachs. Thematic analysis was utilized by constructing thematic divisions to develop a research framework before 
interviewing. The acquired data was analyzed using these preliminary categories, but the categories shifted after the interviews 
were transcribed and coded.27 The final three themes that emerged were: Socio-cultural Factors, Factors Driving Abortion, and 
Historical to Modern Backstreet Abortion. Theories were constructed after data was collected, analyzed, and situated within the 
literature and expert sources. Finally, the research paper used perspectives and quotations from private abortion organizations, 
community members, and historical data to understand how perceptions of abortions have developed over generations to 
influence the abortion choices available to women.  
  
Sampling 
Convenience, purposive, and snowball sampling, as indicated below, were used to interview community members and ascertain 
their perspectives on abortion. A community liaison recruited participants within the predetermined age ranges. She thoughtfully 
recruited participants by informing them of the research topic and by preliminarily confirming their comfort in discussing 
abortion. After conducting interviews with individuals known to her, the researcher asked them for additional contacts willing to 
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be interviewed. This was a limitation of the study, as only individuals in the community known the liaison and her participants 
were included in the research. Lengthy interviews with many participants provided various ideas regarding community views on 
abortion in Cato Manor. The researcher obtained a spectrum of perspectives and information to analyze. Interviews with experts 
were also conducted. A representative from Marie Stopes, a private abortion clinic in Durban, shared information on the private 
legal options for abortion in South Africa and anecdotes about common abortion cases. A second interview was conducted with 
an expert on family planning. She shared invaluable information about options for women after an unexpected pregnancy and 
stories of misinformation regarding abortion options among women. Due to the sensitive nature of her work, the second expert 
asked to be identified solely as an expert in family planning to maintain anonymity. 
 
The researcher initially planned to interview 5-6 members from each of the 18-30, 45-60, and 60+ generations. These age groups 
were chosen, respectively, to represent a generation after abortion was legalized in 1997, a generation for whom abortion was 
legalized during their childbearing years, and women who experienced pregnancy before abortion was legalized.8 However, once 
the interview process started the liaison shared the opinion that interviewing two generations would be more possible within the 
time constraints. Therefore, the investigator elected to change the sample population to two generations, women ages 20-30 and 
50+. 
 
Because the research method was qualitative, the researcher focused on in-depth interviews with a limited number of individuals 
rather than gathering a magnitude of data. The project focused on understanding the factors influencing abortion options and the 
socio-cultural pressures facing women when terminating a pregnancy. The answers to these questions differed between 
individuals, but 15-16 interviews from each generation were sufficient to identify patterns and themes. The aim was 30 total 
interviews to add further validity to the research. Because many themes were studied, the total number of participants was raised 
to reach data saturation. The final sample population included 31 women, 16 members of the younger generation, and 15 older 
than 50. The youngest participant was 20, while the oldest was 73. The mean age of participants in the younger generation was 
24.3 years, while the mean age of participants in the older generation was 60.3 years. 
 
A systematic review study conducted in 2022 states that data saturation occurs around 12-13 interviews.28 15-16 conversations 
within each age group were sufficient for data saturation. Data saturation was reached, as during the final ten interviews, no new 
information or themes were generated beyond additional personal stories. The ratio of different opinions and frequency of 
themes referenced remained consistent after the first 20 interviews. 
 
The data collection site was Cato Manor, specifically KwaMasxha and Chesterville, and only Zulu women were included. There 
were no criteria regarding religion or disability. English-speaking participants were preferred; however, Zulu-speaking members 
were not excluded. Nine interviews among the 50+ participants were translated or partially translated by the community liaison. 
No conversations in the 20-30 generation required translation. Interviewees were identified through the community liaison and 
contacted by the liaison in-person and via WhatsApp. 
 
Data collection instruments and methods 
Data was collected through one-on-one semi-structured interviews with participants. An interview guide with seven topics was 
used to initiate a dialogue between the participant and researcher on abortion. The first five topics were conversational, and the 
final two were direct questions because they were less personal. The conversational prompts allowed the participant to avoid 
topics they were uncomfortable with, and the interviewee led to the hoped-for conversation without direct questioning by the 
researcher. Many prompt questions were pre-written to allow for flexibility. The questions were not asked in order, and some 
were skipped depending on the direction of the conversation. Many of the questions were not asked during the interviews because 
they were addressed without prompting. The researcher let the participant control the interview’s direction, as Anderson and 
Kirkpatrick suggest.29 The interviewer’s primary role was to keep the conversation flowing and allow the participant to speak 
about any topics they wanted about abortion. Some interviews were prolonged due to time spent discussing non-abortion-related 
issues. The regular flow of conversation established trust between the interviewer and participant. However, the conversational 
style prevented any participant from feeling interrogated or forced to answer questions that made them uncomfortable. 
Additionally, the participants shared more information in a semi-informal conversational structure rather than a structured 
interrogatory. The interviews were conducted at participants’ homes in KwaMasxha and Chesterville, except for two interviews at 
Coweys Corner due to inclement weather. Interviews ranged from 15 minutes to 1.5 hours. The community liaison organized 
transport and the School for International Training provided funds to cover the cost of transportation and to compensate 
interviewees for their time.  
 
Since abortion is a sensitive topic among some participants, before beginning the interview, each participant was asked, in their 
preferred language, if they were comfortable discussing abortion. The researcher made every effort to prevent significant 
discomfort from being evoked in the participant during a discussion on abortion. A conversation was had between the interviewer 
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and participant to determine the interviewee’s comfort in discussing abortion. If discomfort was expressed or suspected, a general 
alternative interview was offered to maintain confidentiality. The alternate interview consisted of general questions about Cato 
Manor and the individual’s experience living in the community. Throughout the interview, the interviewer remained aware of 
body language and cues of discomfort, and verbal checks on comfort in continuing the discussion were conducted at regular 
intervals. 
  
Data analysis 
The researcher recorded all conversations and responses to draw out themes and compare respondents’ views with those noted in 
the existing literature. Current perspectives were juxtaposed against older participants’ historical views and recorded academic 
histories. Where appropriate, short narratives that highlight issues were inserted into the analysis. The researcher’s main objective 
was to maintain the integrity and structure of participants’ narratives regarding abortion. It was essential to avoid misrepresenting 
the interviewees and preserve the stories’ personalities during analysis.29 The study was created by situating the quotes and 
perspectives of participants within the framework of their generation and South African history. Attitudes and biases towards 
abortion were connected back to historical and generational causes when possible. Specific themes were chosen as a framework to 
contain and analyze community perspectives without changing important wording or meaning.  
 
The interviews were recorded via Voice Memo and Otter AI, an automated transcribing online platform, with participants’ verbal 
consent. All audio recordings were stored on a password-protected device and were deleted immediately after the project 
concluded. Stories and quotes were directly transcribed based on relevance to abortion. Sections pertaining to topics other than 
abortion were not transcribed. The researcher then coded the data by counting the number of times specific phrases or ideas were 
mentioned and pulled useful quotes. The coded topics were ‘abortion is a sin,’ ‘I don’t judge,’ ‘Zulu rituals,’ ‘bad luck,’ ‘young girls 
are drunk and reckless,’ ‘consequences of unsafe sex,’ ‘forced by baby daddies,’ ‘a child if a gift from God,’ ‘abortion shouldn’t be 
legal,’ ‘it’s an embarrassment/disgrace,’ ‘parents never mentioned abortion,’ ‘learned about abortion in Life Orientation,’ and 
‘killer/murderer.’ Coding was then used to consolidate the final themes from the preliminary framework. Participants only met 
coding criteria if they directly stated the code topic and did not contradict their initial opinion later in the conversation. When 
presenting findings, direct quotations were intermixed with the interview response summary. Narratives were purposely included 
to remain faithful to the nuanced information provided by the informants. Stories were kept in their original wording and format 
to allow the participants’ voices to shine through. 
 
Thematic analysis was used to address the project’s question and aims. Themes were developed top-down before the 
commencement of interviews using current literature but were flexible to change, and new themes emerged after interviews were 
conducted.29 Analysis was completed by extrapolating a more significant meaning from the findings, combining the results of 
multiple themes, and connecting primary data back to the literature. Literature was purposefully only sought out from low and 
middle-income countries, mainly within South Africa, to compare and contrast with similar contexts. Three final themes were 
decided upon, the first with three major subheadings. The themes are organized to show how religion and culture result in 
negative attitudes towards abortion, and despite education and acceptance among some youth, moral standards take precedence. 
As a result, the range of social issues that pressure women to get abortions force them to turn to illegal options to avoid 
community judgment. 
 
Limitations 
Limitations of this study included age range. It only constituted women from 20-30 and 50+, so this research did not consider 
women under 20 or between 30-50. The participants were sampled using convenience, snowball, and purposeful sampling. Only 
individuals known to the liaison or her acquaintances were included in the study. Therefore, the sample population is not entirely 
random and may not accurately represent the Cato Manor population. Furthermore, despite the researcher’s best intention to 
separate participants during interviews, some interviews were held within the hearing range of other participants. There may be 
some bias among participants who overheard others’ answers before the interview. Another study limitation may be loss of 
accuracy and wording during the translation process that was required for some of the older generation participants. The 
translator did not provide a perfect word for word translation, despite her best attempts. The major limitation of this study was 
that no participants revealed firsthand experiences seeking abortion services or facing community judgment following an 
abortion. This may have been due to fear of reprisal. As a result, the researcher focused on secondhand narratives and beliefs 
among individuals regarding pregnancy termination. 
 
Ethics 
Carefully designed, this research ensured that all members were not harmed. Discussing abortion may be a vulnerable topic for 
some individuals who have personal experiences with abortion. Therefore, before each interview, the researcher asked if the 
participant was comfortable discussing abortion. If not, an alternate interview on a different topic was offered. In addition, 
participants were invited to discuss personal issues that may cause discomfort through a conversational approach rather than 
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questions that directly elicit responses. The participants were invited into conversations through a copy of an illegal abortion 
advertisement as a prompt. Less personal questions were asked through direct questions.  
 
When starting each interview, it was made clear that the questions regarding abortion did not need to be asked or answered. 
Individual questions could be skipped and the interview could be called off at any point. Interviewees were allowed to redact or 
refuse publication of any provided information. In addition, all participants received total financial compensation even if the 
interview was unfinished. 
 
There was a small financial incentive, and participants were invited to ask the same interview questions of the researcher to 
facilitate equivalent cultural exchange. In addition, the study aimed to give individuals some information about where abortion 
stigma originates and knowledge about safe and legal abortion. Some information was shared with participants after the interview 
about the dangers of illegal abortions for the health of the mother. For example, Participant 18 believed the adverts offered the 
safest possible abortions. Following the interview, the interviewer shared research about unsafe abortion and that the adverts are 
usually scams by illegal abortionists. 
 
Since all participants were asked before the interview whether they were comfortable discussing abortion and would be free to 
stop the discussion at any point, there was no risk of harm to the participants. The interviewer did regular verbal and 
observational checks to confirm participant comfort. Participant 9 consented to discuss abortion and confirmed she felt 
comfortable. However, throughout the interview, she gave one-word answers, and her body language was tense. As a result, 
despite a second follow-up when she again said she wanted to continue, the researcher skipped the final few topics of discussion 
and instead asked non-abortion related questions about childrearing and family dynamics. The interview was continued to avoid 
embarrassment by pointing out her discomfort, while moving the topic away from abortion. The participant never verbally stated 
she was uncomfortable, but the interviewer wanted to err on the side of ensuring that no emotional harm or discomfort resulted 
from the study.  
 
Oral consent was obtained through a verbal explanation of the interview process, participant rights, and study details. Physical 
forms requiring written signatures were signed by each participant as well. For non-English speakers oral and written consent was 
obtained via direct translation by the community liaison. Elderly populations, the 50+ age group, can be characterized as 
vulnerable; however, the research design ensured all participants fully understood and had all the information to consent in their 
preferred language. 
 
All informants were asked not to share what they did not want others to know during the introduction. It was made clear that any 
information could be redacted from the right to publication. The participants were informed they could withdraw consent even 
after the interview concluded. Furthermore, the participants received an immediate verbal summary during the interview, and the 
ISP is available on the SIT website and accessible to anyone with internet access. 
All participants are anonymous. Since personal information about abortion and shared opinions on abortion were collected, the 
participants must remain anonymous. Therefore, no names were used or collected, and no unique identifiers such as family 
names, addresses, physical identifiers, or defining characteristics are included. 
 
All data is on password-protected devices, and voice recordings were deleted on June 1st, 2023. If data is used in the future, the 
individuals will be recontacted for renewed consent. The data will be available online, but only information consented to by 
participants. 
 
RESULTS 
Socio-Cultural Factors 
This section compiles the critical data and quotations found in this study relating to socio-cultural factors. After presentation of 
the major findings, analysis is organized into three sections. The first section is ‘Get rid of the bad luck” focuses on Zulu cultural 
norms and looks at historical Zulu culture and the modern implications on abortion attitudes today. The cultural norms 
surrounding virginity and womanhood are combined with primary accounts of contemporary cultural practices surrounding 
abortion. The second subheading “Is talking about abortion condoning it?” focuses on the impact of Christian beliefs. and 
religion is analyzed within its historical context in South Africa and among Zulu populations. Additionally, the intersection 
between culture and Christianity is closely looked at. The final subtheme “The promiscuous youngsters” examines 
intergenerational differences and observes and analyzes the differences and similarities between the two age groups.  
 
Throughout the interview process, the topic of Zulu culture’s impact on abortion attitudes was passionately discussed by 
participants. All participants were black South Africans of Zulu origin, as indicated by the vast majority of Cato Manor being of 
Zulu descent, and participants mentioned their culture as Zulu throughout the interview process. A majority of the participants 
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noted that abortion is unacceptable in Zulu culture. Participant 17 explained the lack of acceptance for abortion in their culture by 
stating, “In the Zulu culture, we believe the fetus then is regarded as a spirit already, and already a child. In our culture, it already 
has a spirit.” 
 
Additionally, participants provided detailed knowledge regarding the cultural ceremonies required to remove the bad luck after an 
abortion. More participants may have known more about Zulu abortion traditions but did not share them during the interview 
because no question was asked to describe the rituals in detail. A 20-year-old woman stated, “I’m a black person. We do 
traditional things. Yeah. So after abortion, they say you must go to cleanse and do iladi, Like a small ceremony for the baby. You 
can’t just do abortion and stay. You going to be followed by ghosts.” Participants described iladi as having a birthday party for the 
unborn child, including slaughtering animals, buying presents, and naming the child. Then the woman must apologize to the 
ancestors and ask for forgiveness for the bad luck to dissipate. Participant 17 further expanded on the impact of abortion within 
the family. She shared, “It then becomes a generational curse. When your kids have grown, and they want to have kids, and they 
can’t have kids. And when they look into it, it’s because you had a couple of abortions.” Abortion imbibes bad luck upon the 
woman, her family, and even the man with whom she conceived the child.  
 
Furthermore, stories are shared within the community by parents and friends about the negative consequences of an abortion. 
Participant 4 explained that she learned about the effects of abortions in Zulu culture from a story passed down by her mother.  
“My mother used to tell this story over and over again. I don’t know if it’s true or not. But she used to tell us, her friend who went and assisted her friend 
for abortion. And when she got married she didn’t have kids…they were asking for help going to hospital, and they said there’s nothing wrong with you. 
You’re fertile, you can have kids, but she was not conceiving. Then the sangoma told her. She had to go back to her mother and said Ma, we must 
apologize to the ancestors. So they slaughtered a goat, apologized, did the rituals. And then she fell pregnant.” A similar story was shared by 
Participant 14 of a friend with a sick child who lost her job. By consulting with a traditional healer, Participant 14’s friend learned 
that a past abortion was the cause of her misfortunes. While participants questioned their validity, these folk tales are regularly 
passed between generations and friends. 
 
Eight individuals directly stated that they identified as Christian, despite no question directly asking about their religious affiliation. 
Five were older than 50, while three were in the 20-30 age group. No participant verbalized any association with a religion besides 
Christianity. Additional participants referenced Christianity but did not unequivocally state that they identified with a religious 
denomination. Five individuals said abortion is a sin. Three were older than 50, and two were within the 20-30 age range.  
 
Religious participants made statements such as, “Christianity tells us not to kill. You know the 10 Commandments? It’s one of 
those things.” A powerful statement from a translated interview depicting the conviction of religiosity was, “From her perspective 
and her beliefs, she thinks abortion is a bad thing because God gives life and who are you to take life. God Almighty is everything 
to her. Whether it’s legal in your country or any other country, she still doesn’t approve of it.” Participants, especially within the 
older age group, shared sentiments that even if abortion is legal, it does not mean it should be allowed due to their religious value 
system. Three participants stated that because they were Christian, they knew nothing about abortion and found it a distasteful 
subject to discuss. Participant 31 said, “I’m a Christian. I don’t know nothing about this.” These participants were willing to share 
how abortion was wrong, but the conversations with Christian individuals rarely led to additional information outside the religious 
sphere. 
 
Finally, when discussing the main factors impacting abortion, participants addressed the overlap between Christianity and Zulu 
culture. Five participants used Christianity/religiously/spiritually in conjunction with culture/tradition to describe what caused the 
community to denounce abortion. No participants mentioned additional factors that led to judgment on abortion besides, “It is 
something that is unacceptable. I just don’t know how to explain it.” No participants discussed the linkage between religion and 
culture, yet many referenced the two together to explain why abortion is wrong. 
 
The participants were split into two age categories, 20-30 and above 50. Sixteen participants were within the 20-30 age range 
(52%), and fifteen were over 50 (48%), resulting in a total sample size of 31. A higher number of the 50+ participants portrayed 
anti-abortion attitudes. Seven participants stated that abortion is a disgrace or embarrassment for the woman having the 
procedure or for her family. Three were young and four were older. Furthermore, eight participants shared that young women are 
drunk and reckless or girls are to blame and must accept the consequences of unsafe sex. Only two of these eight were within the 
20-30 range (25%). All others were over 50 (75%). Blaming young women usually came from the older generation. A 59-year-old 
woman explained, “It’s because the younger people drink a lot, and they sleep around, and they don’t want to face the 
consequences of their actions. That’s why they promote it or like it.” To some older women, abortion was only a problem of the 
reckless younger generation. 
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The younger generation was more understanding of why women need abortions. Interviewees in the 20-30 age range shared that 
they would not judge if a woman had an abortion. Participant 11 shared that her reason to refrain from judgment was, “Maybe 
someday it’s going to be me doing an abortion after judging someone.” Younger participants showed a higher level of acceptance 
for women who must get an abortion and the factors forcing them towards that decision. 
 
The most valuable story showing a shift within the younger generation regarding abortion and a capacity for forgiveness came 
from Participant 14. She offered a rare perspective on abortion situations. She was a baby whose mother tried to abort her then 
proceeded to commit suicide. 
 

“So wherever she left me, she thought I was dead, and then she went to commit suicide…So I would say that abortion has a reason. A person 
would just not do it because they want to do it. My mom did it because at that time, she was struggling. She already had a kid. She was 
pregnant with me. So for her, I thought that it was gonna be hard raising two kids, and she was unemployed. She had two baby daddies. It 
wasn’t easy for her” 

“Instead, I forgave her. For her to be okay eventually, for me to be okay as well. Because I feel like she wouldn’t kill me because I’m her 
daughter. I don’t think a mother would kill. She just ran out of options and choices…Until you wear the same shoes, and then you reason 
down and introspect why the person does this. You understand not to judge.”   

 
The voice of acceptance for women who get abortions were mainly from the 20-30 age range. Some women 50+ showed some 
degree of understanding towards women who get abortions but were more contemptuous. 
Another significant intergenerational difference was in how information was disseminated. Three individuals in the 20-30 
generation stated that their parents discussed abortion with them, while elderly participants often laughed when asked if their 
adults mentioned abortion to them as children. No participants 50+ recalled ever discussing abortion with their parents. They 
learned about abortion through peers or older members of their community. One young woman’s mother spoke to her about 
abortion growing up and said, “She always tells me whenever it happens that I get pregnant, I must talk to her and not to do an 
abortion behind her back. Because I’ll be faced with problems.” Furthermore, two participants, aged 20-30, mentioned without 
prompting that they plan to talk to their children about abortion. One interviewee shared, “I would. I would. Now, to be honest, 
I’ll speak to my child, especially if it’s a girl. I’ll speak about everything.” 
 
The younger generation also learned about abortion in school. Six participants shared that abortion was mentioned in their Life 
Orientation classes in high school. All of these participants were in the 20-30 age group. When describing Life Orientation, LO 
class, Participant 6 stated, “At high school, we were more educated about it because that’s where we had certain classes like life 
orientation, LO class, where they speak about abuse, HIV, and abortion.” Despite the word abortion mentioned in class, the older 
generation of teachers were perceived as giving little information to students. Another participant said LO teachers explained 
abortion as, “We’re just teaching you something because it’s in the book. But it’s not something that you can go out there and 
practice.” Four participants shared that many teachers were against abortion and shared this perspective with the class rather than 
providing an objective description of family planning options. No members of the older generation mentioned learning about 
abortion in school. The sources of information about abortion differed between ages, with younger generations learning from 
school and parents and older generations from peers and external sources. This suggests that the older women learned from the 
silence of their mothers and wanted to open a dialogue with their daughters. 
 
“Get rid of the bad luck” 
The findings showed the influence of Zulu culture on abortion went beyond what exists in the limited literature. During the 
interviews, the participants were eager to discuss Zulu culture. Almost all participants mentioned Zulu culture as a significant 
factor influencing abortion attitudes. Abortion is acknowledged within Zulu culture to be wholly unacceptable and equivalent to 
murder. Culturally a fetus is a child from conception, creating a decidedly hostile attitude towards abortion within the traditional 
community. Jorgee backs up these statements reported by participants in his account of personhood originating from birth in 
Zulu traditional religions and culture.11 Zulu ideology starkly contrasts with the Afrikaner perspective on abortion, in which 
personhood begins at birth.6 White colonialist moral and legal standards marginalized Zulu cultural norms for centuries. As such, 
the firm adherence of Zulu South Africans to their traditional beliefs regarding abortion may be a way of resisting their 
oppressors. Zulu individuals may be less open to accepting abortion, as it concedes to the morals of their prior colonizers and 
oppressors. While culture was not cited as the sole factor impacting abortion attitudes, it was a significant contributor. 
 
Brief comments by Jarvis and Mthiyane state that a cleansing ceremony is traditionally performed following an abortion to “get 
rid of bad luck.”12 However, the current study gained more insight into the specific components of an iladi cleansing ceremony. 
The process includes having a birthday party for the child, apologizing to the ancestors, naming the child, and slaughtering an 
animal.  
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“And because you are a Zulu girl there are Zulu customs that need to be followed if you have a child. So this child is 
going to be a blockage for you when you grow up. Because now you have to do a ceremony for this child, you need to bathe and 
take out the bad luck.” 

 

Despite Zulu culture condemning abortion, it is acknowledged and discussed, and the specifically defined rituals show that 
abortion has been present in Zulu communities for a long time. The study found that the fear of bad luck in Zulu culture 
significantly leads to community judgment about abortion. Abortion is characterized as an affront to the ancestors who will bring 
bad luck to the woman, her family, and her partner. The transmission of bad luck to individuals connected to the woman is not 
discussed in current literature. Zulus believe that bad luck from angering the ancestors prevents individuals from being successful. 
If the baby is not acknowledged, it will haunt the woman. The cultural concept of bad luck is essential to understanding abortion 
in a Zulu context.  
 
There is a clear overlap between modern medicine and traditional healers when considering abortion. Women have medical 
procedures to obtain abortions, which are legal and accepted within South Africa, then consult with a sangoma who blames their 
misfortune on the past abortion. There is discord between the legal status of abortion as a safe medical procedure and the 
negative spiritual results of abortion in Zulu culture. While medically, there may be no complications from a legal abortion, 
spiritually, Zulu women fear for the well-being of themselves and their families. For Zulu women, unlike women of other 
cultures, there are additional cultural considerations when getting an abortion. Historical context in South Africa states that Zulus 
used uhlungughlungu to terminate pregnancies;3 however, no women within this sample population mentioned using traditional 
medicines or going to a sangoma for an abortion. 
 
Finally, stories passed within the community impact community perceptions of abortion. The story passed down to Participant 4 
by her mother exemplifies intergenerational passage of abortion perceptions as cautionary tales. Generations of colonialism and 
apartheid have oppressed Zulu culture, and as a result, storytelling is a meaningful way of passing culture between generations. 
Rather than strictly telling her daughter that abortions will lead to bad luck and an inability to produce future children, stories 
were used as a powerful tool to share cultural expectations and messages for Participant 4. Furthermore, the story from 
Participant 14 of a friend who attributed her hardships to her abortion after consulting with a sangoma proves how stories also pass 
within age groups. Negative cultural attitudes surrounding abortion are made credible by personal accounts of a ‘friend.’ Culture is 
a powerful tool of community control. In the case of abortion, the cultural assertion of bad luck compounded by anecdotes 
within the community has led to a widespread belief that abortion results in misfortune and disgrace. 
 
“Is talking about abortion condoning it?” 
The data demonstrates that Cato Manor residents considered religious identity, specifically Christianity, when discussing abortion. 
The importance of religion is directly supported by Mosley, et al., who state that Christianity is a pillar in the lives of most South 
Africans.15 As a result, faith plays a role in women’s decisions about whether or not to get abortions. Religious participants in this 
study shared strong perspectives that abortion is undeniably wrong, no matter its legal status. Data from this research suggests 
that the Constitution is out of touch with the nation’s majority religion regarding pregnancy termination legislation. As such, 
women will continue to die in record numbers due to illegal abortions because they will reject the safe practices available to them, 
as a consequence of Zulu and Christian social stigma related to abortion. Jogee bolsters this perspective by stating that although 
South Africa’s constitution is liberal, this often does not represent the sentiments of its people.11 Furthermore, this study shows 
that many Christians view abortion as murder or are not willing to discuss abortion. Abortion is a taboo subject among religious 
individuals, a topic so incompatible with their value system it cannot be talked about. Having an open conversation about 
abortion can be equated to condoning it. Among the sample population, avoiding discussions on abortion was the best way of 
displaying distaste for the practice among religious individuals. 
 
The older generation was slightly more likely to bring up religion more often in combination with abortion than the younger 
generation, and is suggestive of the Christian reaction to abortion has shifted over time. As stated by Albertyn, the pro-life 
argument has changed within South Africa. Religious groups are no longer leading the campaign against abortion, and the 
momentum has changed to physical and mental concerns for women. However, the Christian agenda remains a significant pillar 
of pro-life movements, albeit with less influence.14 In this study, young participants were less likely to use religion to explain why 
abortion was wrong than older participants, validating Albertyn’s argument. 
 
Finally, research often disaggregates data by religious and cultural groups. However, identity must be considered from the 
perspective of intersectionality. While this pioneer of antiracism focused on race and sex, in this study intersectionality brings into 
contact race, sex, religion, culture, and age. This sample population comprised a range of individuals with unique and overlapping 
aspects of their identity. Abortion judgment was frequently described as stemming from both religion and culture. For some 
participants, it was not just one moral standard that contributed to negative perceptions of termination but the combination of 
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Christianity and Zulu norms. For others, the reasons abortion was wrong were unexplainable, not a consequence of culture or 
religion, nor definable to any other source. The reason abortion judgment is challenging to identify is because of the range of 
cultural, religious, and social factors that contribute to one’s moral compass and ideas of personhood. It is not easy to parse out 
these individual values within the time of short interviews. 
 
“The promiscuous youngsters” 
The two age groups within this study represent women raised before abortion legalization and women growing up in an 
environment where abortion has always been an unalienable right. Participants displayed a range of opinions on abortion across 
age groups. As found in the literature, 68% of the population opposed abortion before legalization,14 and this percentage has 
changed minimally even after the legalization. An almost equal number of participants stated that abortion is an embarrassment or 
disgrace across age groups. Both young and older women displayed internalized bias against abortion as a shameful action. As 
seen in the Zulu Cultural Norms and Christianity data among the sample population, cultural and religious beliefs still impact 
abortion beliefs today. As long as negative cultural and religious attitudes towards abortion are passed down intergenerationally, 
shame will not decrease. 
 
Most women blaming abortions on young, reckless girls were over 50. Rather than seeking to understand the complexity of 
reasons women obtain abortions, the older generation saw it as an easy out for careless and promiscuous youngsters. Abortion 
was legalized after the older generation was of childbearing age. Therefore, there may be a degree of resentment that the modern 
era is utilizing government-sponsored abortion to solve unplanned pregnancies when older women never had the option. During 
apartheid, abortion was a privilege for only the white and wealthy.7 The older generation likely still has internalized bias towards 
the practice. 
 
The younger generation seemed better at understanding their generation’s and peers’ plight and was more likely to avoid 
judgment. Instead of trivializing abortion as something that happens among careless girls, they had a better perspective on the 
many reasons women may seek an abortion. The literature supports this argument as in a similar study, respondents over 45 were 
more likely to state that abortion was ‘always wrong.’12 Younger generations are more likely to understand the nuance of reasons 
women get abortions. The story shared by Participant 14 best highlights the ways change has occurred. This was a woman who, 
despite her mother’s attempt to abort, forgave her mother and tried to understand the difficulties she was facing. She understood 
how hard it must have been in her mother’s shoes. The forces of poverty, multiple children, and a lack of a support system were 
struggles she understood and could empathize with. No similar willingness to understand why women get abortions was found 
among the older generation. 
 
After determining that attitudes towards abortion differed among the two generations, the question is why? Cultural and religious 
attitudes have remained constant, so what has changed? 
 
The major shift was abortion education in the home and school. Older women stated that their mothers never discussed abortion 
with them, it was even laughable to imagine conversing sexual activity in the home, but some said they discussed abortion with 
their own daughters. Furthermore, members of the younger generation explained that their mothers spoke about abortion and 
that they would teach their future children. Over the last few generations, a significant shift has occurred. This is further explained 
by studies showing that older women retain traditional views of sexuality and morality and, therefore, would be uncomfortable 
discussing abortion with their children.16 Culturally and religiously Zulu and Christian women are supposed to maintain their 
virginity until marriage. However, this current study and others show some of these values have lessened among the younger 
generation in favor of openly discussing sexual relations. From this data, it can be concluded that the younger generation, while 
maintaining their adherence to faith and culture, has been influenced by biomedical sexual education in Life Orientation classes. 
Young women know they are more educated than their mothers about abortion because they learn about it at school and in their 
home.  
 
However, not all younger generation members were less judgmental and more empathetic about abortion. Many made derogatory 
and condemnatory statements toward women who get abortions. The method in which abortion is taught in schools gives a clue 
as to why. This study’s primary data and Ramiyad and Patel’s study show that although abortion is part of the LO curriculum, the 
information disseminated about abortion is often biased. Participants shared that LO teachers were often Zulu and held negative 
views of abortion which they shared with their class. They made it clear they were teaching abortion because they were forced to, 
not because they condoned the practice. As a result, earlier studies show that only 80% of learners knew abortion was legal, and 
20% believed it was acceptable.17 School-age students are in the formative years of their moral code and belief system. If teachers 
are supposed to provide unbiased and accurate information and inject personal opinions into abortion education, it will likely 
affect children’s perspectives. 
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The increase in abortion education in schools has caused intergenerational changes in the perception of abortion, and the younger 
generation is more open to abortion. However, retained stigma among mothers and teachers has been passed down to learners 
and has limited intergenerational changes in abortion attitudes. 
 
Historical to Modern Backstreet Abortions 
The following section, ‘Historical to modern backstreet abortion,’ used participant stories to explain the progression of backstreet 
abortions and the role of illegal abortion among modern-day women. It uses historical documents and past studies along with 
modern day narratives to understand the changing role of abortion in South Africa and specifically Cato Manor. 
Each interview began by showing the participant an image of posters advertising illegal abortions found regularly on stoplights 
and walls around eThekwini, the central city neighboring Cato Manor. 29 participants (94%), all but two, confirmed that they had 
seen the posters before. Two participants confirmed that they began seeing the signs in the early 2000s after abortion had been 
legalized. However, illegal or ‘backdoor’ abortions occurred far earlier than when the CTOPA was passed. A participant in their 
late 50s explained, “Abortions are very old. They were done before. Because before, it wasn’t legal; that’s how the Mamas started 
abortions. That’s how the backdoor started about. Since then, they’re popular and still do it.” According to interview sources, 
there have been women in the community who have been abortionists for as long as they can remember. Three stories were 
shared of illegal abortionists who worked and advertised their services within Cato Manor. A 58-year-old woman stated that when 
she was 16, “My neighbor, she was doing abortions. She was a family friend.” further shared, “They were well known in this 
township. They were well known. People come from Umlazi and other townships to Chesterville…One passed away in town 
because she came here. One had the process done in Chesterville and got in a taxi. But as she was approaching the taxi rank, 
when she got off the taxi, that’s when the process started aborting. And she was found in the toilet with the baby.” Before 
abortion was legal, women got illegal abortions in Chesterville, a subarea of Cato Manor. This story also depicts that women 
doing abortions were generally known within the community and well utilized. 
 
In addition, an understanding of the dangers of illegal abortion was gained during interviews. Eight women mentioned that 
backstreet abortions are dangerous, and women died, especially before legalization. The expert from Marie Stopes shared an 
experience of a woman who was cajoled by an illegal abortionist in the lobby of Marie Stopes. The patient was waiting for her 
appointment when a man approached her and offered her the same procedure for a lower price at an ‘abortion clinic’ next door. 
She followed the man and was brought into an unsanitary room where she was told to squat on a dirty mattress. She quickly 
realized she had been bought into a backstreet abortion scam and returned to Marie Stopes. Furthermore, the expert shared that 
many women come to Marie Stopes after a failed illegal abortion. This results in excessive bleeding during the procedure and 
complications that can send a woman to the hospital and endanger her life. Illegal abortionists are easily accessible and spread out 
through the Cato Manor community and the city of eThekwini, but provide unsafe and unsanitary services. 
 
Illegal abortions are still sought in Cato Manor, despite legal procedures offered at public hospitals and private clinics. Secrecy and 
cost were the main reasons brought up by participants to explain why women would choose an unsafe abortion option. Private 
legal clinics are outside of most women’s price range, and one participant with knowledge about the private sector stated, “they 
are costing more than R2,000 for a procedure.” In contrast, the posters in town offer abortions for ‘cheap,’ which appeals to 
many women desperate to get an abortion but without the funds. The expert from Marie Stopes explained that many women 
come to the clinic without the required funds for a procedure, and while the clinic can occasionally subsidize operations, they 
often have to turn women away. 
 
Furthermore, other participants mentioned that public hospitals, the only free abortion option, have long waiting periods, and 
clinical staff often mistreat women. Women can visit public clinics up to three times without getting a procedure and panic as 
their pregnancy progresses. Participants stated that women choose backstreet options over hospitals due to mistreatment or a lack 
of privacy. An older participant shared, “It’s an embarrassment; it’s a shame. In our hospitals, if you have a sickness, it’s not 
private. ‘These ones are going to have an abortion on this side, the ones who have HIV.’ Why would I go to a hospital if this is 
how I would be treated…The way these nurses treat us, I’d rather go to these people.” This quote shows the lack of privacy 
afforded to women in clinics and the fear of being outed for having an abortion. The 66-year-old woman stated she would instead 
go to a backstreet abortionist and risk her life than be subject to the humiliation of going to a hospital and being mistreated by the 
staff. 
 
Abortion is legal in South Africa, yet almost every participant was intimately familiar with illegal abortion options in eThekwini. 
Most participants had seen the illegal abortion advertisements and had a friend or heard a story of someone who had obtained a 
backstreet abortion. Backdoor abortions are a remnant of pre-legalization in South Africa, yet their popularity endures. Participant 
17 confirmed the existence of backstreet abortionists in Cato Manor for at least the last 40 years, as she was 16 when she learned 
her neighbor was a backstreet abortionist and was 58 during the interview. Furthermore, participants validated the 1996 
justification for abortion legalization by sharing horrific stories of women dying from illegal abortions. Women were found in 
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toilets at the taxi rank or placed into the ground as the illegal abortionist cried over the coffin. The question remains of why 
backstreet abortions are still widespread post-legalization. 
 
“What if I don’t have R2000?” 
The number of modern stories shared about backdoor abortions corroborates the data claiming that 26% of abortions in South 
Africa are still performed illegally.10 Chemlal and Russo state there are two paths that women take to illegal abortions, yet this 
study’s research differed from this study by only revealing one path.22 Within Cato Manor, from the interview data, women do not 
go to the hospital first. Rather it is the opposite. At Marie Stopes, patients come in after an illegal abortion failed to terminate their 
pregnancy. Throughout the research, no participant shared a story of a woman first attempting a legal abortion, then turning to a 
backdoor option. The only exception was the story of the woman at Marie Stopes tricked by an illegal abortionist, and she 
returned in horror to the certified clinic. However, in this study, those seeking an abortion immediately choose whether to use a 
backstreet or legitimate provider. 
 
Much of the choice comes down to cost and privacy. When choosing between public, private, and illegal abortions, women must 
decide whether to give up privacy, money, or safety. Some women risk their lives for privacy and a low price. The reason for this 
is the embarrassment associated with abortion created by the cultural and religious shame previously analyzed. Young girls often 
don’t have access to the R2000 necessary for a private abortion, and privacy protects them from familial judgment. Though not 
well supported by the literature, other findings contextualize the need for a cheap and secret abortion. 
 
Three previous studies on reasons women get illegal abortions overlap with the theme of hospital mistreatment. Hodes, Kaswa, 
and Meel agree that mistrust of healthcare workers and negative hospital experiences result in women avoiding government-
sponsored abortions.3 The Cato Manor research demonstrates that hospitals, in general, are mistrusted. Privacy is nonexistent, 
and ill treatment is rampant. Therefore, when getting an abortion, internalized mistrust of the public healthcare system prevents 
women from attending the hospital. Obtaining an abortion is already shameful in Zulu culture and among Christian individuals. 
Fear of shame at the hospital adds additional embarrassment to an already traumatic experience. As a result, women would rather 
go to a backstreet option. 
 
An impressive study in Cape Town was conducted by Harries, et al. among women who received illegal abortions. Although the 
Cato Manor study did not have access to participants who had personal experiences of getting abortions, the second-hand stories 
in this study resulted in very similar findings. Participants turned to friends for advice, corroborated in this study by children not 
discussing abortion with parental figures, to find illegal abortionists or other abortion remedies. Similar to this Cato Manor study, 
women found names of illegal abortionists in advertisements. One difference was women in the Cape Town study reported three 
ways of obtaining abortions: traditional medicines, illegal abortionists, and self-prepared mixtures.26 While illegal abortionists were 
discussed frequently and self-prepared mixtures brought up on occasion, no women mentioned traditional medicines. This may be 
due to the different demographics or the small sample sizes of both studies. The women of Harries, et al.’s study were mostly 
involved in transactional sex and had all had an illegal abortion. In contrast, this study in Cato Manor compiled community views, 
which resulted in differences in abortion knowledge. Furthermore, the communities were in entirely different regions of South 
Africa, and Cato Manor is a peri-urban township while Cape Town is an urban city center. Therefore, the Cato Manor 
participants' experiences versus those from the Cape Town study unsurprisingly vary, as women likely seek different sources for 
abortion depending on their geography and community. However, both studies agree that women turn to illegal abortions 
frequently and for various complex reasons. 
 
Community Factors 
The final theme investigates the prominent factors driving abortion within the township of Cato Manor. It brings together the 
forces leading women to get abortions from primary sources and links them to other studies and societal explanations. The three 
main factors driving abortions cited by the participants were teenage and school-age pregnancy, the lack of an adequate support 
system, especially from male partners, and fear of a negative familial response. Other causes were mentioned, but these three were 
the most repeated throughout the interview, regardless of generation or personal beliefs about abortion. Eleven participants stated 
those getting abortions are young, teenagers, or still in school. Older participants said, “It’s a dumb teenage thing. You can always 
prevent yourself from getting pregnant. She doesn’t understand why kids do it.” Others stated that schooling plays a role stating, 
“It’s mostly students. Most of the time. They are youngsters. They are careless. They think, ‘What are my parents going to say, 
they sent me to school, and I’m pregnant now.’” Younger participants also stated that teen pregnancy leads to abortion, and 4 out 
of the 11 interviewees stating teenage pregnancy leads to abortion were in the 20-30 age group. In addition, the expert from Marie 
Stopes, a private women’s health clinic providing abortion services, corroborated this point by saying that girls as young as nine 
have come in for abortions. 
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Women shared that while some men were against abortion, others forced their girlfriends to get abortions. Six participants stated 
that the biological fathers or ‘baby daddies’ often pressure their girlfriends to terminate their pregnancies. Interviewees shared that 
men without the money to raise a baby or in multiple secret relationships would usually pay or pressure women to get abortions. 
A 28-year-old participant stated, “I know one of my friends, he was giving her money to go and do an abortion. She couldn’t do 
it. Instead, she ‘went’ and did a scan.” Despite the woman choosing not to go through with the abortion, she was under immense 
pressure to terminate the pregnancy against her wishes. Similarly, Participant 20 shared a story about a 23-year-old woman who 
aborted a baby at 7-8 months. The community found out and made statements like, “She did what? Abortion? How could she kill 
an innocent child. She should be jailed.” However, the participant gathered further information, “At that time, I was friends with 
her sister. She told me no, the boyfriend did not want to have the child. The boyfriend was putting pressure on her. He will do 
something, or he will kill her and the child. So she didn’t have a choice. But most people didn’t know that…No at first she didn’t 
want to do it. The baby daddy was putting too much pressure. And the boyfriend was married.” The community’s judgment was 
directed towards the woman; however, they did not know the whole story. She would never have gotten an abortion had her 
boyfriend not forced her into the decision. 
 
Finally, fear of familial judgment was the final driving factor of abortions described by the women in the Cato Manor sample. 
Eight participants stated that fear of parents drove women to get abortions. Participant 23 stated that women mostly get 
abortions because they’re scared of their parents and families. Another participant further explained, “Obviously, you break your 
virginity, fine, you can still hide that. But then, when you get pregnant. What will my parents think? My parents will disown me. 
And with us, if for say my parents disown me. It’s not like maybe with you guys where as your mom is maybe not going to talk to 
you. The whole family.” Other participants also stated they could be disowned or kicked out of their childhood homes. The fear 
of family was further exemplified by a translated story shared by Participant 31, a 65-year-old woman, regarding a woman who 
died from an illegal abortion due to fear of the community’s reaction in the late 1990s. She shared,  
 
“There’s a lady that she knew from the Mhlungo family, and she fell pregnant. During that time, she was scared of her parents. Because back then, it 
was such a shame. It was not popular. You did it secretly. It wasn’t legal at that time. She went and had this abortion. Another lady did it, and she 
didn’t have the proper equipment. And her uterus got an infection. And it was eating her and eating her. It was spreading and spreading until she 
died…she never told the baby daddy. And the baby daddy was like, my mom is a nurse, and we were never not going to take responsibility for the child. 
If only she had told me, she wouldn’t be dead.”  
 
Women have died even after abortion was legalized due to fear of parental reactions. While countless additional factors contribute 
to a woman’s choice to abort, these three factors were most frequently mentioned within the sample population. 
 
“The families and the baby daddies” 
The factors inducing women to get abortions directly conflict with the negative cultural and religious shame women who openly 
access abortion services face. Women are culturally and religiously expected to disapprove of abortion, yet many need to have an 
abortion for various reasons. Therefore, they struggle deciding whether to follow their cultural and religious moral compass or 
abort a baby they do not have the means or support to raise. However, in cases of teenage pregnancy, pressure from baby 
daddies, and familial fear, the need to get an abortion often outweighs the socio-cultural drawbacks ingrained in the community. 
As seen earlier, the older generation is judgmental of the younger for having “careless” and unprotected sex resulting in abortions, 
while the younger generation is more forgiving. Regardless of judgment, both generations agree that teenage pregnancy is a 
problem in the community. As cited in one study, the two main factors leading to abortion are ‘wanting to focus on studies’ and 
‘not being ready to be a parent.’17 The desire to continue education and the sense of unpreparedness for parenthood can be 
associated with teenage or early pregnancy. Being young and unable to provide for oneself, let alone a family is a significant 
inducement to terminate a pregnancy. Many teenagers and young adults are still in school, and the responsibility of concurrently 
raising a child is too much. Despite their community’s cultural and religious beliefs, the need to finish an education outweighs the 
potential shame of abortion. 
 
A similar study was conducted in urban Mozambique by Frederico, Mónica, et al., a country with less liberal but similar abortion 
laws to South Africa. However, the factors they identified as driving abortion differed significantly from this study. They cited that 
lack of autonomy, knowledge, poor availability of facilities, and provider influence led to abortions.19 Only lack of autonomy was 
relevant among this study’s sample population, as participants mentioned no others. Lack of autonomy was described as pressure 
from family or baby daddies, two of the main factors described by these participants. The context of South Africa and the unique 
socio-cultural attitudes in Cato Manor must differ from Maputo, Mozambique. Abortion was legalized in Mozambique before 12 
weeks in 2014.20 Women in Cato Manor have access to abortion education and facilities due to the more liberal South African 
Constitution and earlier legalization date. Despite being just across the border, Mozambican women face different challenges than 
South African women. However, hierarchies of power and the struggle of a patriarchal society exist within all modern societies. 
Therefore, it is unsurprising that lack of autonomy was an overlapping factor within both studies.  
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Participants described ‘baby daddies’ as forcing their partners to get abortions. Abortion can be a result of unequal power 
dynamics in relationships. Men are described as giving money or threatening their partners to get an abortion. A surprising story 
was shared by Participant 20 in the findings above. The impact of partner pressure resulted in a late-term abortion against the 
woman's will. She did not want to abort her baby, yet she worried for her life. Fear as a motivator to get an abortion outweighed 
any potential worry of community shame or commitment to personal attitudes towards abortion. Literature within low and 
middle-income countries, such as Strong, supports participant testimonies of experiencing pressure from the biological father. 
Strong states that men use money and resources to control women’s access to abortions. This data shows that women are shamed 
for abortions due to cultural and religious beliefs seen in earlier sections, while men are often equally, if not more, to blame. 
 
Pregnancy cannot be hidden from one’s parents and shows that the woman has broken traditional norms of delayed sexual debut. 
Therefore, rather than admit to premarital sex, some women will get an abortion out of fear of their parents’ response. Fear 
connects many factors resulting in abortion, as it dominates cultural and religious expectations. Familial pressure is not often cited 
in literature; however, in the dense and close-knit community in Cato Manor, children may live with parents into adulthood. As a 
result, pregnancy is difficult to hide, and abortion may be viewed as a solution. 
 
CONCLUSIONS 
The research revealed the complex and dissonant factors pushing and pulling women from terminating a pregnancy. Zulu culture 
persists in Cato Manor, with strict spiritual views about abortion. Women fear bad luck and disastrous repercussions from their 
ancestors after an abortion. Many revealed that Zulu rituals are still practiced and passed down among community members if 
abortion ever occurs. As a result, abortion is not accepted in Zulu culture and remains a significant factor in women’s choice of 
whether to receive an abortion. Religious judgment further contributes to the negative attitude towards abortion in Cato Manor 
by overlapping and augmenting cultural judgment. Most religious participants labeled abortion as ‘murder’ and ‘a sin’ and found it 
so abominable they disliked discussing it. Participants agreed that the combination of religion and culture were the two most 
significant factors resulting in abortion shame and negative attitudes. However, intergenerational change due to modernization 
and education has changed perceptions of pregnancy termination in the community. Younger participants were more educated 
about abortion and open to understanding the struggles of their peers seeking abortions. In contrast to the religious and cultural 
barriers to abortion, young and unplanned pregnancy, partner compulsion, and familial pressure have left women with no choice 
but pregnancy termination. Clear in the Cato Manor community were the conflicting issues of shame and reasons abortions were 
needed. Women were informed by cultural and religious expectations that abortion was morally reprehensible. However, life 
within their society and community often left them with no choice but to terminate their pregnancy. This internal conflict forces 
women to turn to unsafe abortion, despite easily accessible legal options. Rather than face community judgment, women opt for 
the private backstreet option. Socio-cultural pressures have a tremendous effect on the health of women who are dying due to 
unnecessary, illegal abortions. Related to this problem is socio-economic and gender-based discrimination resulting from a 
patriarchal and post-colonial society. To prevent women from needlessly dying from backstreet abortions the hierarchical social 
fabric of South Africa must be interrupted. Abortion is legal in South Africa, yet it will not be utilized by the population most in 
need unless socio-cultural expectations change to accommodate legal pregnancy termination. 
 
Recommendations for further study include digging into the relationship between culture and religion and its impact on abortion. 
These participants were never directly asked how Zulu culture and Christianity overlap to create negative perceptions of abortion. 
More research should be done in this area to understand where judgment arises. In addition, research should be done among a 
generation younger than 20-30 regarding abortion attitudes. Much has changed in the last 20 years, and it would be helpful to 
understand teenagers’ perspectives on abortion and if they continue the trend of acceptance seen among the younger generation. 
Lastly, this research reveals why women get backstreet abortions, yet more could be done on the first-hand experience of getting 
an illegal abortion. The context of this community research would be helpful to build off when analyzing personal stories of 
unlawful abortions. It would be interesting to determine whether the community is correct in its assumptions for the reasons 
women get illegal abortions. Finally, and most critically, research is necessary on how to lower rates of unsafe abortion in South 
Africa. The critical problem of backstreet abortions and why women get them has been identified in this study, yet no solution 
currently exists to prevent further maternal mortality. Legalization was the first step, yet research must be done to get women to 
utilize their rights to safe abortion. 
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PRESS SUMMARY 
Abortion is legal in South Africa, yet maternal mortality remains high due to unsafe abortion. In post-Apartheid South Africa, a 
history of oppression, differing cultural norms, and varied religious beliefs all impact access to legal pregnancy termination. This 
study looks at the reasons why women still seek out backstreet abortions when legal options are available in the township of Cato 
Manor in KwaZulu-Natal. Through one-on-one personal interviews, narratives and trends were explored to understand how 
community beliefs and societal norms impact abortion attitudes and choice. Beliefs towards abortion remain negative in Cato 
Manor, resulting in women seeking out illegal abortions to maintain privacy and avoid judgment. 



American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 20 | Issue 3 | December 2023 	 68



American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 20 | Issue 3 | December 2023 	 69

Dynamic Structural Equation Models: Promising Yet Concerning 
 
Suryadyuti Baral* & Patrick J. Curran 
 

Department of Psychology and Neuroscience, University of North Carolina - Chapel Hill, Chapel Hill, NC 
 
https://doi.org/10.33697/ajur.2023.096 
 
Student: sonnet@email.unc.edu* 
Mentor: curran@unc.edu 

 
ABSTRACT 
Dynamic Structural Equation Model (DSEM) is a powerful statistical modeling approach that has recently gained popularity 
among researchers studying intensive longitudinal data. Despite its exciting potential, the stability and replicability of DSEM is yet 
to be closely examined. This study empirically investigates DSEM using recently published data to explore its strengths and 
potential limitations. The results show that while some of its parameter estimates are stable, others are characterized by substantial 
variation as a function of seemingly innocuous initial model estimation conditions. Indeed, some parameters fluctuate between 
significance and non-significance for the same model estimated using the same data. The instability of DSEM estimates poses a 
serious threat to the internal and external validity of conclusions drawn from its analyses, challenging the reproducibility of 
findings from applied research. Given the recent focus on the replication crisis in psychology, it is critical to address these issues 
as the popularity of DSEM in psychological research continues to rise. Several potential solutions are investigated to address this 
problem and recommendations of best practice are offered to applied researchers who plan to use DSEM in intensive longitudinal 
data analysis. 
 
KEYWORDS 
Dynamic Structural Equation Model; Bayesian; Robust Estimation; Intensive Longitudinal Data 

 
INTRODUCTION 
Human psychology weaves together like an intricate tapestry, where the threads of cognition and behavior intertwine, creating a 
rich and complex individual. One of the most important goals in the behavioral sciences is to disentangle the threads and study 
the cause—effect pathways that shape the individual. In order to study such relationships, researchers need longitudinal data—
that is, repeated assessments of individuals collected over the course of weeks, months or even years. With increasing recognition 
that life unfolds continuously over time, there has been a push towards intensive longitudinal data (ILD) analysis in which a large 
number of assessments are taken in shorter time intervals of days or even hours.1 Although characterized by many strengths, ILD 
comes with its own set of unique challenges in measurement and modeling. A key challenge is to satisfactorily examine co-
developmental processes where cause-and-effect influences are studied in two or more processes over multiple time points. 
Quantitative models like autoregressive cross-lagged (ARCL) have been developed for the analysis of longitudinal data, although it 
is increasingly appreciated that such traditional models fail to accurately capture co-developmental processes in ILD.2 The tapestry 
of human psychology, quite unsurprisingly, is just too tightly knit and it has challenged the statistical might of generations of 
quantitative psychologists.  
 
However, a novel method of modeling these dynamic processes has recently been introduced for the analysis of ILD:  Dynamic 
Structural Equation Model, or DSEM.3 DSEM has the potential to move well beyond the confines of conventional techniques. It 
provides a comprehensive framework for modeling and analyzing the reciprocal interplay of co-developing phenomena at both 
the individual and group level. Indeed, DSEM offers the prospect of testing research hypotheses in the behavioral sciences in 
ways not previously possible. DSEM’s application in the myriad fields of social sciences has garnered significant attention. A 
recent study from McNeish and Hamaker4 is an illustrative discussion on how DSEM can be employed in applied research. Yet, 
given DSEM’s recent development and strong encouragement for use, almost nothing is known about the stability of its 
estimation and the replicability of its results. It is paramount that DSEM be subjected to rigorous scrutiny before its widespread 
adoption in applied research. The goal of our paper is to provide an initial examination of the stability and replicability of DSEM 
under conditions commonly encountered in applied research. We reanalyze previously published data across a range of initial 
conditions in order to demonstrate what aspects of the DSEM are and are not stable and replicable. 
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METHODS AND PROCEDURES 
DSEM brings together elements of three well-established analytic methods: Structural Equation Modeling (SEM), multilevel 
modeling (MLM) and time series analysis.3,4 Similar to MLM, DSEM accommodates nested structures in the data, where 
observations are clustered under higher level units (here, time nested within individuals). The model representing the higher-level 
unit is called the between-person model and the individual models nested under the higher-level unit is called the within-person model. 
DSEM uses time series analysis to model the autocorrelations in the within-person model for intensive longitudinal data. 
Moreover, incorporation of SEM allows DSEM to model the individual differences in the time-series parameters as latent 
variables. This integrative approach fills critical gaps left by individual methods. For instance, MLM handles interindividual 
variability but not latent variables. SEM deals with latent variables but lacks the flexibility for highly dense time measures and for 
random effects on model parameters. By bringing these methodologies together, DSEM emerges as a powerful tool capable of 
addressing the limitations of its constituent methods and offering a more comprehensive analytical framework for studying 
complex data structures. 
 
DSEM provides both a powerful and flexible statistical framework, making it a valuable tool in the social sciences. A clinical 
psychologist interested in nicotine addiction and depression may hypothesize that depression and urge to smoke are entangled 
together in a codeveloping process.5,6 Job stress and home stress may act as a catalyst to the situation by elevating an individual’s 
level of depression and in turn entangling the urge to smoke and depression in a tighter yarn. McNeish and Hamaker4 provide a 
guide to any researcher who wishes to test out such hypotheses using DSEM. The simulated dataset from the paper had 
measurements on depression, urge to smoke, home stress and job stress for 100 individuals across 50 discrete time points. This 
dataset is suitable to be analyzed using DSEM because it has a comparatively large sample of individuals, all measured over 
multiple time points. The presence of an observed variable with an autoregressive component (in case of urge to smoke) and 
without the autoregressive component (in case of depression) requires time series analysis. Proper treatment of the time invariant 
covariates of job and home stress necessitates the use of MLM. The latent variables used in the model draw heavily from the SEM 
literature. In short, the complexities of the dataset demand a flexible framework that attends to all these needs. Here we reanalyze 
the same data with our primary focus on the time-invariant covariate (TIC) DSEM as elucidated in McNeish & Hamaker.4  
 
The path diagrams and representative equations1-6 delineate the TIC DSEM. In this context, depression and urge to smoke are 
defined as time-varying covariates (or TVCs). For each individual, the urge to smoke at a time point (t) is dependent on their urge 
to smoke at the previous time point (t-1) and their depression at the same time point (t). This is represented in Equation 1. The 
random slopes at the within-person level resurface in the consequent Equations 2-4. At the between-person level, job stress and home 
stress affect the random slopes. Job and home stress are constant for each individual and therefore act as the TICs. The TICs are 
grand mean centered as opposed to Depib which is latent person-mean centered. In Figure 1a, the gamma (γ) variables represent 
the fixed effect of its predictor, and the u terms represent the random inter-subject effect. The tau (τ) variables stand for variances 
of the u parameters. For the physical description of each parameter, refer to Table 1. 
 

 
Figure 1a. 
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Figure 1b. 

Figure 1. The figure displays the path diagrams of the between-person model (1a) and the within-person model (1b) for the TIC DSEM outlined in McNeish and 
Hamaker.4 The rectangular boxes stand for variables that were directly measured and the circles represent latent variables estimated from the data. Note: path 

diagrams have been adapted from McNeish and Hamaker.4 

 
 

 
 
 

Including the latent person-mean centered Depcti in the within-person model and the latent person-mean Depbi in the between-
person model allows the complete disaggregation of the total effect of depression observed in the raw data (Equation 5). Latent 
person-mean centering approach treats Depbi as an unknown quantity that has to be estimated and thus properly accounts for 
measurement error.7 This inclusion allows researchers to discern the impact of unit change in a covariate on its outcome at a 
specific measurement occasion (the within-person effect). In this scenario, Depbi influences αi (Equation 2), the mean urge to 
smoke of an individual which also shows up at the within person level. Moreover, researchers can inspect how a one-unit change 
in the covariate mean across all measurement occasions affects the average of the outcome variable (the between-person effect). 
By including both effects in the model simultaneously, it is possible to investigate whether the within-person and between-person 
effects differ. 
 
While DSEM is a versatile framework, it is quite complex and requires advanced methods for statistical estimation. The 
commercial software program Mplus,8 the only package that currently implements DSEM, uses Bayesian estimation with a Gibbs 
sampler. The Gibbs sampling approach enables the estimation of parameters using conditional distributions, given that the 
conditional distributions are known and are easier to sample from compared to the unknown and often complex joint 
distribution.9 It begins with an initial seed value for all the parameters. In the first iteration, it fixes the values of all parameters 
besides one and samples the value of the unfixed parameter from its conditional distribution. The estimator then selects a separate 
parameter, fixes the rest and samples from its conditional distribution. This process goes on until a new sample of values for all 
the parameters have been generated from their respective conditional distributions. The estimator continues sampling in multiple 
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iterations and the samples begin to approximate the joint distribution of the parameters. This technique is elegant because it uses 
the local dependencies and enables efficient exploration of high-dimensional spaces without having to directly sample from the 
often intricately complex joint distribution. In a model like DSEM with multiple parameters and a complex parameter space, 
Gibbs sampling is a logical option for estimation.  
 
However, Gibbs sampling is not without its own set of challenges.10,11 One key concern lies in its sensitivity to initial conditions, 
or the seed values. Since initial conditions guide its sampling of the posterior distribution, the first few samples can be biased, 
sometimes substantially so. Therefore, the initial samples are often discarded, a process referred to as the burn-in. In addition to 
burn-in, multiple sampling chains can be used to explore the space. The initial conditions assigned to the parameters might push 
the chains towards a local region of the distribution, making samples from the distribution seem biased. This underscores the 
importance of an extensive number of iterations to facilitate convergence.  

 
To assess convergence, a commonly employed criterion is the Potential Scale Reduction Factor (PSRF)12. This criterion hinges on 
the idea of interchain variability, wherein a PSRF value equal to 1 means that the samples acquired from the chains are 
indistinguishable from each other. From a PSRF=1, it can be assumed that the chains are sampling from the same distribution—
the true posterior distribution. McNeish and Hamaker4 adhered to the default values within Mplus,8 in which the first half of the 
samples were discarded as burn-in and two chains were used in exploration. The number of iterations was set to a maximum of 
1000 and the convergence criteria called the Potential Scale Reduction Factor (PSRF) was set to the default value of 1.1.  
 
While a PSRF value of 1 may take an unfeasibly long time to achieve, PSRF values close to 1 are achievable. However, this 
convergence criterion does not ensure that the samples obtained from the chains generate reproducible samples of the posterior 
distribution. It is possible that the stochastic algorithm becomes stranded in some region of the parameter space and requires a 
substantially longer period of time to converge to the true posterior distribution.13 Moreover, PSRF is extremely dependent on the 
shape of the posterior. It has been observed that for heavily skewed posterior distributions PSRF does not converge to 1.0 even 
with increasing sample size.14 Therefore, it is essential to use multiple random seeds or initial conditions to check if the chains are 
producing similar or the same parameter estimates. If, after a reasonably extensive list of initial conditions, each independent of 
the other, the parameter values rest stably at the same values, it can be said that the estimator is sampling from the true posterior 
distribution. Such assessment of parameter stability is critical while investigating model stability.  
 
McNeish and Hamaker only used a single seed value and a single PSRF value for all of their analyses. It is unknown if their final 
solution was dependent on the initial conditions of chains and the default parameters of the convergence criteria. To assess the 
stability of the parameter estimates and their dependence on initial conditions, we first randomly sampled 1000 seed values 
(without replacement) from integers ranging from 1 to 100000 using R (version 4.2.2).15 Next, we estimated 1000 separate 
DSEMs, each using one of the randomly sampled seeds. The models were run on Mplus using MplusAutomation16 (version 1.1.0) 
in R. To further probe the stability of these estimates, we introduced variations in the estimator such that the maximum number 
of iterations allowed was systematically altered (values of 1000, 10000 and 30000) as well as the value of the PSRF (values of 1.1, 
1.05, 1.01 and 1.005). These manipulations of the convergence criteria were aimed to provide a more nuanced understanding of 
the impact of such criteria and initial conditions in the estimation of DSEM. The parameter estimates, defined by default as the 
median of the parameter’s posterior distribution, were recorded across the 1000 initial conditions encompassing the variations in 
the PSRF thresholds and iteration counts. The median values of each of the parameters for the 1000 different seed values were 
visualized through boxplots for each of the conditions. The analysis was done in R15 and the visualizations were created using 
ggplot2 (version 3.4.4).17 To reduce redundancy, for some of the conditions we report the mean, median, standard deviations and 
quartiles of the parameters instead of plotting the boxplots.  
 
Besides the parameter estimates, a record was maintained concerning the inclusion of 0 in each parameter’s credible interval in its 
posterior distribution. In Bayesian statistics, the posterior distribution of the parameters is used to discuss its estimate and 
precision. However, frequentists using Gibbs sampling to estimate DSEM might use the presence or absence of 0 in the credible 
intervals of the parameter distribution for significance testing. It should be noted that this is not a true null hypothesis significance 
test, as the concept of null hypothesis testing does not fit well in the pure Bayesian perspective. However, as seen in McNeish and 
Hamaker4, researchers use Bayesian credible intervals for null hypothesis testing. We do not wish to deviate from the analysis 
perspective used in McNeish and Hamaker4, therefore we use the inclusion of 0 in the Bayesian credible intervals as a test of 
significance. The following discussion will include both the stability of the parameter estimates and the significance of the 
parameters to foster a more holistic insight into the problem at hand.  
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RESULTS 
We present the findings from the TIC DSEM analysis, as discussed in McNeish and Hamaker4 in Table 1. 

Table 1. Estimates and 95% Credible Intervals for the TIC DSEM. Note: The data have been taken from McNeish and Hamaker4 and these are estimates from 
one seed value with 1000 being the maximum number of iterations allowed for the estimator. 

 
The analysis reveals significant time-invariant effects in the model. Covariates for the intercept predict that stresses in the work 
and home environment increase the baseline Urge to Smoke for individuals. Specifically, a one-unit increase in Job Stress leads to 
a .50 unit increase in the mean Urge to Smoke while one-unit increase in Home Stress leads to a .33 unit increase in the same. The 
estimates for γ11 and γ12 are non-null and indicate that Home Stress and Job Stress strengthen the carryover effects of Urge to 
Smoke by .06 and .12, respectively. γ21 and γ22 are significant as well. These parameters provide evidence that increases in Job 
Stress and Home Stress is similarly predictive of a stronger effect of Depression on Urge to Smoke. γ21 is estimated to be .29, 
which means a one—unit increase in Job Stress increases βi, or the slope of depression on urge, by .29. Similarly, γ22 estimated to 
.35 means a one unit change in Home Stress increases the slope of depression on urge by .35 units. Notably, the person mean of 
Depression does not appear to have any significant effect on the person mean of Urge to Smoke as γ03 has 0 in its 95% credible 
interval. This lack of a significant effect can be interesting to clinical psychologists because it implies that treating only depression 
will not have any effect on smoking tendencies and vice versa. This necessitates targeted interventions for both depression and 
smoking behavior. However, before clinicians begin developing novel interventions, it is imperative to check the robustness of 
these estimates to save time, effort and financial resources. Thus, we tested if McNeish and Hamaker’s reported estimates were a 
local solution using different seed values for the estimation.  
 
Since the original paper had employed 1000 iterations as the convergence criterion, we began with the same. However, instead of 
using just one seed value, we initiated the sampler with 1000 different seeds. To our concern, a substantial subset of the seeds failed 
to converge. The fact that no valid results could be obtained from these instances was, in itself, a disconcerting finding. Therefore, 
we shifted our focus to the first 100 seeds that exhibited convergence. Figure 2 shows the estimates of the model parameters for 
the 100 initializations. Notably, the boxplots for most of the parameters show minimal variability indicating no sensitivity to the 
initial conditions of the sampler, affirming DSEM’s reliability in most instances. However, a concerning degree of variability was 
observed in γ03, the effect of the person mean of depression on the baseline urge to smoke, exhibiting marked sensitivity to the 
initial conditions of the sampler. While γ30, or the mean value of depression, is not as variable as γ03, three seeds among the 100 
emerged as statistically significant. These findings indicate that key substantive conclusions from the TIC DSEM could be fully 

Effect Notation Posterior Median 95% Credible Interval 

Intercept (Alpha): overall intercept capturing the baseline urge to 
smoke 

γ00 .06 [-.14,.30] 

Intercept (Phi): overall autoregressive intercept capturing the 
baseline autoregressive effect 

γ10 .19 [.16,.22] 

Intercept (Beta): overall effect of depression on the urge to smoke 
capturing the baseline effect 

γ20 .79 [.62,.95] 

Intercept (Dep): overall effect capturing the baseline influence of 
depression on the urge to smoke 

γ30 .02 [-.01,.05] 

Alpha on Job Stress: effect of job stress on the baseline urge to 
smoke 

γ01 .50 [.35,.65] 

Alpha on Home Stress: effect of home stress on the baseline urge 
to smoke 

γ02 .33 [.19,.46] 

Alpha on Dep: effect of the person mean of depression on the 
baseline urge to smoke 

γ03 -2.35 [-11.22,4.35] 

Phi on Job Stress: effect of job stress on the autoregressive effect γ11 .12 [.09,.15] 

Phi on Home Stress: effect of home stress on the autoregressive 
effect 

γ12 .06 [.03,.08] 

Beta on Job Stress: effect of job stress on slope of depression on 
urge 

γ21 .29 [.11,.48] 

Beta on Home Stress: effect of home stress on slope of depression 
on urge 

γ22 .35 [.17,.51] 

Var. (Alpha): individual specific baseline urge to smoke τ00 .34 [.16,.49] 

Var. (Phi): variance of the autoregression τ11 .01 [.00,.01] 

Var. (Beta): variance of influence of depression on urge τ22 .64 [.47,.88] 

Var. (Dep): variance of depression τ33 .01 [.00,.01] 

Res. Var. (Urge): residual variance of urge to smoke σ2 1.14 [1.09,1.18] 
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dictated by the arbitrary seed value chosen for the analysis. The challenges of non-convergence and the parameter instability 
underscore the need for a higher number of iterations in the Gibbs sampler to achieve more stable estimates. 

 

 
 

Figure 2. The figure displays boxplots for all TIC DSEM parameters based on 100 seeds, each subject to a 1000-iteration convergence criterion. γ03 clearly has the 
highest variability of all the parameters.   

 
We extended the number of iterations substantially beyond the original recommendation and employed a convergence criterion of 
10000 iterations. Under this criterion, all the seeds converged but the stability of parameter γ03 remained elusive. As seen in Figure 
3, γ03 in this condition shows more variability than any of the other parameters. Moreover, 47 out of 1000 seeds yielded significant 
results for the mean value of depression (γ30). This prompted an exploration of the convergence criterion of 30000 maximum 
iterations. The results persisted. γ03 showed no change in standard deviation, as can be seen in Table 3. γ30 had an equal number 
of significant seeds. These results concern us about potentially misleading significant results. If a random seed value can produce 
significance, researchers need to be cautious while interpreting results from DSEM. 
 

 
 

Figure 3. The figure displays boxplots for all TIC DSEM parameters based on 1000 seeds, each subject to a 10000-iteration convergence criterion. γ03 clearly has 
the highest variability of all the parameters. Note: This figure differs from Figure 2 on the crucial fact that for iterations set to 10000, all the models converged 

successfully, unlike iterations set to 1000. Therefore, this figure represents estimates from 1000 models as opposed to 100 from Figure 2. 
 

Upon a thorough investigation into the convergence threshold used in the sampling algorithm, it became evident that the 
estimator relies on the similarity of samples from the posterior distribution. Using a higher number of iterations might result in 
the chains exploring the distribution better, but it does not ensure that the samples from the different chains will emerge similar 
to each other. Therefore, we employed a convergence threshold based on interchain variability called the Potential Scale 
Reduction Factor (PSRF). As described earlier, this criterion ensures that the estimator continues running until a predetermined 
value is attained. 
 
The PSRF criterion is based on Gelman and Rubin’s seminal paper of 1992, where they recommended PSRF values less than or 
equal to 1.1 as an indicator of convergence. Consequently, Asparouhov and Muthén18 suggested that PSRF values between 1.1 
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and 1.05 can render samples from chains virtually indistinguishable for most models. Most studies have followed these 
recommendations and use PSRF values between 1.1 and 1.05. Thus, we set the PSRF convergence criterion to values of 1.1 and 
1.05. Under both convergence criteria, γ03 exhibited variability. As shown in Figure 4, PSRF≤1.1 produced results similar to the 
iterations criteria. The critical difference lay in the fact that with stricter PSRF values one could significantly reduce the variability 
in the unstable parameter. Notably, the variability was significantly reduced when using PSRF≤1.05 compared to PSRF≤1.1 (see 
Table 2). The number of significant seeds for γ30 was 82 under PSRF≤1.1, while it reduced to 47 under PSRF≤1.05. It may be 
inferred that for models as complex as DSEM, lower convergence thresholds like 1.05 are better than the traditionally 
recommended value of 1.1. However, the result produced by PSRF≤1.05 was identical to those yielded by the convergence 
criteria based on the number of maximum iterations. In order to improve the stability of the parameter estimates, lower 
convergence thresholds need to be used. 
  

 
 

Figure 4. The figure displays boxplots for all TIC DSEM parameters based on 1000 seeds, each subject to a PSRF≤1.1 convergence criterion. γ03 clearly has the 
highest variability of all the parameters.  

 
Lower convergence thresholds necessitate a departure from the standard values used with the PSRF criterion. Specifically, we 
tested thresholds as low as 1.01 and 1.005 to check if these bring stability to the parameter estimates. These values yielded a 
significant decrease in variability in the γ03 parameter as can be seen in Table 2. The number of significant seeds for γ30 dropped 
to 10 for PSRF≤1.01 and to only four seeds for PSRF≤1.005. The boxplots for the γ03 parameter under the seven different 
convergence criteria are shown in Figure 5 and it is apparent that the variability changes as a function of the convergence 
criterion. Table 3 shows mean, median, standard deviation and the 25th and 75th percentiles of γ03 parameter for each condition of 
convergence. It reinforces the inference that the stricter PSRF criteria reduce the standard deviation of the unstable parameter. As 
noted earlier, PSRF≤1.05, iterations = 10000 and iterations = 30000 produce identical results. However, PSRF≤1.01 and 
PSRF≤1.005 produce significant reduction in variability. These results for the significance testing using pairwise Bartlett tests19 
with Benjamini—Hochberg correction20 are tabulated in Table 2. Although the PSRF≤1.005 produces estimates with 
significantly the least amount of variability, it should be noted that computational time was a greater challenge in the case for 
PSRF≤1.005 as each seed took about 50 seconds to converge with the 1000 seeds taking almost 14 hours. However, each seed 
took approximately 18 seconds to converge under PSRF≤1.01 which added up to 5 hours for the 1000 models. The substantial 
investment in time prompts a careful consideration on the part of the researcher while weighing the trade-offs of each 
convergence threshold. For this model, considering the modest differences between 1.01 and 1.005 thresholds while looking at 
the mean, median and variability values, it would be wise to stick with 1.01 as the best convergence threshold.  
 
The above analysis sheds important light on some critical characteristics of the DSEM framework. While a majority of its 
parameter estimates demonstrate robustness to variations in estimator initializations, certain parameters are highly sensitive to 
seed values. This sensitivity impacts the estimates of certain parameters and the credible intervals of some others. For any 
researcher following the standard practice of using singular seed values to initialize parameters, such sensitivity in estimates would 
remain unknown and drastically influence the interpretations of results. To mitigate this sensitivity, we systematically altered the 
convergence criteria and were able to increase robustness in the parameter estimates. To ascertain statistical significance of the 
reduction in variability of the parameter γ03, we employed Bartlett’s test for equality of variances.19 To account for multiple 
comparisons, we used Benjamini—Hochberg false discovery rate correction.20 
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Figure 5. The figure displays boxplots for the γ03 parameter under all the 7 convergence criteria. The variability of the parameter changes as the convergence 
criteria changes with the least amount of variability being observed for PSRF≤1.005. Note: Iterations=1000 uses 100 models and their parameter estimates 

because many of the models failed to converge. All the other conditions allowed all the models to converge, therefore the other boxplots are made from estimates 
of 1000 models. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 2. Pairwise Bartlett tests of the 6 groups with B—H FDR correction. Note: Iterations=1000 has not been included in this analysis due to the number of 
seeds that failed convergence. 

 

Group 1 Group 2 p value p adjusted sig 

PSRF 1.1 PSRF 1.05 .00 .00 * 

PSRF 1.1 PSRF 1.01 .00 .00 * 

PSRF 1.1 PSRF 1.005 .00 .00 * 

PSRF 1.1 Iterations 10000 .00 .00 * 

PSRF 1.1 Iterations 30000 .00 .00 * 

PSRF 1.05 PSRF 1.01 .00 .00 * 

PSRF 1.05 PSRF 1.005 .00 .00 * 

PSRF 1.05 Iterations 10000 1.00 1.00   

PSRF 1.05 Iterations 30000 1.00 1.00   

PSRF 1.01 PSRF 1.005 .00 .00 * 

PSRF 1.01 Iterations 10000 .00 .00 * 

PSRF 1.01 Iterations 30000 .00 .00 * 

PSRF 1.005 Iterations 10000 .00 .00 * 

PSRF 1.005 Iterations 30000 .00 .00 * 

Iterations 10000 Iterations 30000 1.00 1.00   



American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 20 | Issue 3 | December 2023 	 77

Table 3. Mean, median, standard deviation, 25th and 75th percentiles for the estimate of γ03 parameter from 1000 models. For each condition, 1000 models with 
the same architecture but different initializations produced a posterior distribution for the γ03 parameter. The median of the posterior was treated as the 

estimate. Note: Iterations=1000 used 100 different seeds therefore the statistics come from the parameter estimates of those 100 models. 
 

DISCUSSION 
In this study, we explored the Dynamic Structural Equation Modeling (DSEM) framework with a focus towards the robustness of 
its parameter estimates. Using the TIC DSEM employed in McNeish and Hamaker,4 we discussed the various capabilities of the 
framework. As was shown in the aforementioned paper, DSEM has the ability to study time-invariant covariates in intensive 
longitudinal data. The model allowed an extensive analysis of how stresses in the work and home environment can have severe 
impacts on the carryover effects of the urge to smoke and in strengthening the relationship between depression and smoking 
tendencies. Using DSEM researchers can study such behavior better and thereby improve intervention programs. 
 
However, our analyses unveiled a critical insight – not all of the model’s parameter estimates exhibited stability as a function of 
initial conditions. We used 1000 different seed values to initialize the Gibbs estimator. Across different initial conditions of the 
Gibbs sampler, a majority of the parameter estimates did not display variability. A few parameters proved to be exceedingly 
sensitive to seed values. The sensitivity affected the estimated values of certain parameters and the credible intervals of others. For 
the simulated dataset used in this study, the instabilities arose from γ03, the effect of the person mean of depression on the 
baseline urge to smoke, and γ30, or the mean value of depression. Unfortunately, it is difficult to make any inference as to why 
these parameters specifically show fluctuations. It is suspicious that both the variables are associated with the latent mean centered 
Dep, which may be the unstable component of the model. Here we can only ponder, but future research would do good to shed 
light on this issue. Although the underlying reasons are unclear, it should be acknowledged that this finding is disconcerting as 
model results are assumed to be stable across arbitrary initial conditions. Such lack of robustness can have cascading effects on 
the interpretation of results in academic papers. Yet all current recommendations for the widespread use of DSEM in practice do 
not address this issue. Therefore, it is imperative that applied researchers be aware of these issues before deciding to use DSEM in 
their research endeavors. Moreover, methods to reduce these instabilities need to be investigated. 
 
To tackle the challenge of sensitivity to initial conditions of the Gibbs sampler, we systematically adjusted the convergence 
criterion. While McNeish and Hamaker4 used an upper bound on the number of iterations as the convergence criterion, our 
investigation revealed that transitioning to PSRF thresholds results in diminished parameter variability. Going beyond the 
traditional recommendations of PSRF thresholds between 1.1 and 1.05, we employed stricter convergence thresholds of 1.01 and 
1.005. To assess statistical significance of the reduced variability in the parameter we used Bartlett’s test for the equality of 
variances. Benjamini—Hochberg false discovery rate correction was used to address multiple comparisons. PSRF≤1.01 and 
PSRF≤1.005 significantly reduced variability in the parameter estimate in comparison to PSRF≤1.05, as well as when the number 
of iterations was set to 10000 and 30000. 
 
For a model as complex as TIC DSEM, which involves sampling from a complex posterior distribution, it is crucial to allow 
sufficient time for accurate exploration of the space. While more exploration of this complicated parameter space will allow more 
robust estimates, there is a trade-off between computational time and accuracy. Opting for a stringent threshold like 1.005 
demands three times more computational time for convergence than a comparatively lenient threshold like 1.01. While the more 
stringent threshold will provide more robust estimates, the substantial increase in computational time makes it a less optimal 
choice. Consequently, we conclude that for the dataset at hand, a threshold value of 1.01 provides the best balance between 
robustness and computational efficiency. As DSEM gains traction in applied research, future investigators need to be mindful of 
these considerations and select the threshold that aligns best with their data. 
 

Condition Mean Median Standard deviation 25th percentile 75th percentile 

PSRF 1.1 -1.66 -1.50 1.37 -2.45 -0.74 

PSRF 1.05 -1.63 -1.53 1.15 -2.31 -0.86 

PSRF 1.01 -1.65 -1.58 0.79 -2.10 -1.15 

PSRF 1.005 -1.65 -1.61 0.60 -2.00 -1.26 

Iterations 1000 -1.48 -1.32 1.36 -2.23 -0.73 

Iterations 10000 -1.63 -1.53 1.15 -2.31 -0.86 

Iterations 30000 -1.63 -1.53 1.15 -2.31 -0.86 
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CONCLUSION 
This study explored Dynamic Structural Equation Models’ robustness in parameter estimation, emphasizing its utility in studying 
time-invariant covariates within intensive longitudinal data. While DSEM provides a powerful tool for researchers to investigate 
complex behavioral dynamics, our paper reveals issues in the modeling framework that need to be accounted for. This was an 
initial investigation into the stability and replicability of DSEM on a simulated dataset. We discovered that a small subset of 
parameters is highly sensitive to initial conditions of the estimator. To address this lack in robustness and avoid local solutions, we 
propose transitioning to more stringent convergence thresholds. However, this comes at the cost of computational time. For the 
dataset used in this paper, a threshold of 1.01 is recommended to strike the best balance between robustness and efficiency. This 
underscores the necessity of researchers to be aware of the various challenges inherent to this novel framework. 
 
While we have highlighted certain concerns within the DSEM framework, it needs to be emphasized that DSEM has immense 
potential in refining our understanding of dynamic human behavior as it unravels over time. Compared to other models in the 
literature like Autoregressive Cross Lagged (ARCL), DSEM does a better job in modeling co-developmental trajectories of 
psychological phenomena.3,21 We encourage researchers to use DSEM in their endeavors, but with a recommendation to adhere 
to best practices that help navigate the associated challenges. In light of our analyses, we propose prioritizing the PSRF 
convergence criterion over criteria involving the number of iterations of the Gibbs sampler. Additionally, smaller PSRF values (≤ 
1.01) can yield more stable estimates, but the computational efficiency needs to be considered. Above all, we stress the 
importance of examining DSEM’s estimates carefully before drawing conclusions. One may use different seed values for the 
estimation to test the robustness of the parameter estimates. However, there may be other and more effective ways of validating 
the results.  
 
This study serves as an initial foray into the DSEM framework and is not meant to be comprehensive. There are a multitude of 
directions for future work some of which we mention here. We used a simulated dataset where the generating model was known. 
We acknowledge that our findings may be specific to this dataset, where the generating model was known. Future research would 
do well to explore simulations with different generating models to investigate if such issues consistently arise across datasets. Real 
world datasets, where the underlying model is unknown and complex, may present new challenges. Investigating if and how 
parameter instabilities show up under these real-world situations could yield valuable insights into the practical applications of 
DSEM. While this study unearthed the presence of instabilities in certain parameter estimates, we were not able to shed light on 
their underlying reasons. Simulations attempting to resolve these mysteries are highly recommended. Another promising direction 
of work lies in the exploration of priors for DSEM. We employed non-informative priors for our study. Future investigations 
could explore the sensitivity of parameters to mildly informative priors, as such adjustments might influence the posterior 
distribution, mitigate instabilities or improve computational efficiency. These are a few of the many avenues where more work 
needs to be done. Additionally, this study raised questions about the impact of Bayesian estimation in Mplus for the 
implementation of DSEM. Alternative software packages like JAGS/STAN should be considered to fit these models and test 
their robustness. At this point in time, DSEM can only be implemented in Mplus, opening up myriad opportunities for 
methodologists to build packages aimed at fitting these models. This is an ongoing quest for improvement that aims to empower 
researchers with a more robust and versatile tool to study human psychology. We hope that this study is just the first of many 
papers aimed at enhancing the DSEM framework. 
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PRESS SUMMARY 
Dynamic Structural Equation Models (DSEM) have been widely advertised as a powerful and versatile modeling technique that 
can shed light on enduring inquiries in the field of psychology. However, our work has unearthed some disconcerting issues in the 
modeling framework. Turns out DSEM produces estimates that are very unstable and sensitive to arbitrary initializations of its 
estimation procedure. Its erroneous results can mislead applied researchers to form wrong conclusions from their data. Therefore, 
it is pivotal that researchers are not left uninformed of these concerns. The study exposes these shortcomings and offers 
directions for best practice to navigate the deficiencies for anyone who wishes to use DSEM in their work.  
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ABSTRACT
The graph invariant, aptly named the fixing number, is the smallest number of vertices that, when fixed, eliminate all
non-trivial automorphisms (or symmetries) of a graph. Although many graphs have established fixing numbers, John-
son graphs, a family of graphs related to the graph isomorphism problem, have only partially classified fixing numbers.
By examining specific orbit sizes of the automorphism group of Johnson graphs and classifying the subsequent remain-
ing subgroups of the automorphism group after iteratively fixing vertices, we provide exact minimal sequences of fixed
vertices, in turn establishing the fixing number of infinitely many Johnson graphs.

KEYWORDS
Graph Automorphism Groups; Symmetry Breaking; Fixing Number; Determining Number; Johnson Graphs; Kneser
Graphs; Graph Invariants; Permutation Groups; Minimal Sized Bases

INTRODUCTION
Since Euler first posed the Seven Bridges of Königsberg problem in 1736, graph theory has rapidly evolved into a promi-
nent field of research in mathematics. Deceivingly simple, graphs provide a powerful mathematical description of the
relationships between elements of a system. Graphs may be used to represent physical structures such as organic molecules,
electrical circuits, and road systems, in addition to non-physical networks like social groups, data structures, and lin-
guistics.1–5
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Figure 1. A 2-regular graph on four vertices and four edges has 8 automorphisms, with an automorphism group isomorphic to the dihedral group D4.

A graph Γ = (V,E) is an unordered double composed of a non-empty vertex set V and an edge set E, consisting of



American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 20 | Issue 3 | December 2023 	 82

unordered pairs of vertices from V . A vertex vi is adjacent to the vertex vj if and only if there exists an edge vi ∼ vj ∈
E. The degree of a vertex v is the number of edges containing v, and a k-regular graph is defined by all vertices having
equal degree k. Only simple graphs with one connected component are considered in this paper (except for the null
graphs in Proposition 2), meaning undirected edges with two distinct vertices and at most one edge between vertices.

An automorphism, or symmetry, of a graph Γ is a bijection φ : V → V that preserves the adjacency relations of E
such that φ(vi) ∼ φ(vj) ∈ E if and only if vi ∼ vj ∈ E. The set of all automorphisms of Γ forms a permutation
group on the vertex set V , called the automorphism group of Γ, and is denoted by Aut(Γ).6 Figure 1 presents all eight
automorphisms of a 2-regular graph on four vertices and four edges. It should be noted that not all graphs have auto-
morphism groups consisting of different movements. In fact, Erdős showed that the majority of graphs possess only the
identity automorphism; such graphs are fittingly named rigid graphs.7

We now present a graph invariant that quantifies the complexity of a graph. The fixing number of a graph Γ, denoted
fix(Γ), is the minimum number of vertices that, when fixed, eliminate all nontrivial automorphisms of the graph Γ.
This minimal sized vertex subset produces a compact representation of the graph’s structure, since any of its automor-
phisms can be characterized by its action on at least one of these fixed vertices. Also known as symmetry breaking,
eliminating graph automorphisms has numerous applications such as characterizing the synthesis of amino acids or as-
sisting robotic systems in determining orientation.8, 9 This topic has also been investigated under different guises; the
determining number or metric dimension of a graph, or, in a purely algebraic view, a minimal sized base of a permuta-
tion group acting faithfully on a set.10

We now state a few results on established fixing numbers for certain graph families. For ease of notation, let [m,n] rep-
resent the set {m,m+ 1,m+ 2, . . . , n− 1, n} for m,n ∈ Z and m < n; the set {1, . . . , n} is denoted as [n].

Proposition 1. For a cycle graph Cn with n ≥ 3, fix (Cn) = 2.

Proof. A cycle graph on n vertices is defined as Cn = ([n], {i ∼ j if and only if j − i ≡ 1 mod n for all i, j ∈ [n], i �= j}),
with the automorphism group Aut(Cn) isomorphic to the dihedral group Dn. The 2-regular graph in Figure 1 is an ex-
ample of the cycle graph on 4 vertices C4. Fixing any single vertex results in an automorphism group isomorphic to Z2,
since a reflection across the longest line of symmetry through the fixed vertex and the face of the graph remains. There-
fore, fixing any adjacent vertex to the previously fixed vertex will produce a trivial automorphism group. See Figure 2 for
an example.

4

32
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4

1 2
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Fix 1 Fix 2

Figure 2. Fixing the vertex labeled 1 leaves a reflection such that the vertices 2 and 4 may be interchanged. Subsequently, fixing the vertex labeled 2
eliminates all nontrivial automorphisms of the graph.

Proposition 2 illustrates that a graph’s connectedness might not impact the determination of the fixing number.

Proposition 2. The complete graphKn and the null graphNn on n vertices have fixing number equal to n− 1.

Proof. The complete and null graphs are defined as Kn = ([n], {i ∼ j for all i, j ∈ [n], i �= j}) and Nn = ([n], ∅) respec-
tively. In either graph, any vertex can be mapped to any other vertex, and therefore the total number of automorphisms



American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 20 | Issue 3 | December 2023 	 83

is n! with both automorphism groups isomorphic to Sn. Fixing one vertex eliminates exactly n automorphisms and leaves
an automorphism group isomorphic to Sn−1. Therefore, fixing n−1 vertices results in a trivial automorphism group since
the ‘free’ unfixed vertex cannot be interchanged with any other vertex, and therefore is also fixed.

Johnson Graphs
The focus now shifts to determining the fixing numbers of an infinite sized subset of Johnson graphs, a two parameter
graph family denoted as J(n, k).

Definition 1 ( 6, 11 ). For positive integers n and k, the Johnson graph J(n, k) for 2 ≤ k <
⌊
n
2

⌋
is defined as

1. V (J(n, k)) consists of unordered k-tuples of [n].

2. The edge vi ∼ vj ∈ E(J(n, k)) if and only if |vi ∩ vj | = k − 1, i.e., the number of integers in the intersection of the
vertex labels equals k − 1.

The following properties can be derived from the definition.

• |V (J(n, k))| =
(
n
k

)
.

• Aut(J(n, k)) ∼= Sn.

• Johnson graphs are vertex-transitive, meaning that ∀vi, vj ∈ V (J(n, k)), ∃σ ∈ Aut(J(n, k)) such that σ(vi) = vj .

• The distance between any two vertices d(vi, vj) remains constant under any σ ∈ Aut(J(n, k)), implying Johnson
graphs are distance-transitive.

The combinatorial identity
(
n
k

)
=

(
n

n−k

)
explains the restriction k ∈

[
2, n

2

)
since J(n, k) ∼= J(n, n − k) for k > n

2 . For
k = 1, the resulting graph is the complete graph Kn defined in Proposition 2, of which the fixing number was shown.
The second condition of Definition 1 describes the edge set of J(n, k). However, generalized Johnson graphs J(n, k, i)
specify that vertices are adjacent if the intersection of integers in vertex labels is equal to i ∈ [0, k − 1], of which i = 0

defines what are known as Kneser graphs.6 While the fixing numbers of Kneser graphs have attracted much attention
(under the name determining number), the flexibility in constructing edge sets provided by generalized Johnson graphs
allows us to classify the fixing number for a significantly larger number of graphs. We provide a few established results
on fixing numbers of Kneser graphs; notation has been adjusted for consistency.

Caceres et al. found the fixing number for a large subset of Kneser graphs through the following two theorems.

Theorem 1 (Caceres et al.12 ). Let k, d ∈ Z+ such that k ≤ d and d > 2. If n =
⌊
d(k+1)

2

⌋
+ 1, then

fix(J(n, k, 0)) = d.

Theorem 2 (Caceres et al.12 ). Let k, d ∈ Z+ such that 3 ≤ k+1 ≤ d. For all n ∈ N such that
⌊
(d−1)(k+1)

2

⌋
< n <

⌊
d(k+1)

2

⌋
,

then
fix(J(n+ 1, k, 0)) = d.

It should again be emphasized that establishing the fixing number of Johnson, Kneser, or generalized Johnson graphs
are equivalent provided that the two parameters n and k agree.

Though beyond the scope of this paper, Babai’s recent work on reducing the graph isomorphism problem to quasi-
polynomial time illustrated the importance of Johnson graphs, which he described as "a source of just unspeakable
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misery"13, 14. It is not difficult to see why these graphs pose such a problem; they are k(n − k)-regular with distance
preserved under any of the n! automorphisms. The performance improvement of his algorithm stems from the recog-
nition of whether a graph contains a Johnson graph as a subgraph and employing the appropriate methods upon that
decision. Babai’s own words reinforce the motivation for our work: “In fact, breaking regularity is one of the key tools
in the design of algorithms for graph isomorphism; the graph isomorphism problem has therefore been one of the
strongest motivators of the study of all sorts of ‘resolving/discriminating sets’, and perhaps the only deep motivator
of the study of those in contexts where no group is present."10

Fixing Johnson Graphs
In this section, we establish the fixing number of the Johnson graphs J(n, k) for n > 2k and k ∈ {2, 3}. Throughout,
we assume for a finite graph Γ = J(n, k) the following action of Aut(Γ) on V (Γ), which is the standard action of Sn

acting on k-subsets.

Definition 2. Let Γ be a graph such that Aut(Γ) ∼= Sn acts transitively on the unordered k-subsets of [n] such that for all
σ ∈ Sn and ∀{�1, �2, . . . , �k} ∈ V (Γ),

σ · {�1, �2, . . . , �k} = {σ(�1), σ(�2), . . . , σ(�k)}.

Since Johnson graphs are vertex-transitive, there exists only one orbit in V (Γ) of size
(
n
k

)
.

Theorem 3. If Γ = J(n, 2) where n ≥ 5, then fix(Γ) =
⌊
2n
3

⌋
.

Proof. Let Aut(Γ) ∼= Sn act transitively on the 2-subsets of V (Γ) by the action specified in Definition 2. Consider fixing
the vertex with integer label {1, 2} so that it may not be permuted among any other vertices in V (Γ). The remaining non-
trivial elements of the automorphism group have exactly two forms

(1, 2)τ or (1)(2)τ (1)

where τ is any permutation of [3, n]. The transposition (1, 2) remains since {1, 2} ≡ {2, 1}, i.e., the vertex is fixed, but the
integers 1 and 2 may still permute in the fixed vertex label when the automorphism group acts on V (Γ). Therefore, fixing
the vertex with integer label {1, 2} results in a subgroup of automorphisms isomorphic to Sn−2 × Z2.

Now, fix another element of V (Γ), the vertex with integer label {2, 3}. Every element that had the form (1, 2)τ is now
eliminated, since the integers 1 and 2 are no longer able to permute without also moving the now fixed vertex {2, 3}. In
this sense, the approach can be viewed as finding the optimal method of fixing integers [n − 1] in the vertex labels of ele-
ments in V (Γ) by correctly choosing the appropriately labeled vertices. A crucial observation of this work is the attempt
to only fix the integers [n] if necessary, otherwise fixing [n−1] achieves the desired result and may result in a smaller fixing
number. The remaining non-trivial elements of the automorphism group are represented as

(1)(2)(3)ρ

where ρ is any permutation of the integers [4, n]. An algorithmic approach is to continue fixing vertices with integer labels
in a sequence of at most

{1, 2}, {2, 3}, {4, 5}, {5, 6}, {7, 8}, {8, 9}, . . . , {n− 2, n− 1}, {n− 1, n}. (2)

Begin by examining the smallest unfixed consecutive integers x, y, and z in the vertex labels of V (Γ). At each step in the
algorithm, if the vertex label {x, y} consists of integers of which neither has been fixed in a previous step, then the auto-
morphism group that remains when fixing {x, y} is isomorphic to Sn−y × Z2. However, if y has already appeared in a
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previously fixed vertex label, then by fixing the next vertex label {y, z}, the resulting automorphism group will be isomor-
phic to Sn−z . We deviate from this algorithm only if n ≡ 2 mod 3, at which the last 3 fixed vertices have the form

{x, y}, {y, z}, {z, z + 1}. (3)

By fixing pairs of vertices with consecutive integer labels {x, y} and {y, z}, the resulting automorphism group is isomor-
phic to Sn−3 since the integers x, y, and z in the vertex labels of V (Γ) are fixed.

To show the upper bound of fix(Γ) ≤
⌊
2n
3

⌋
, write n = 3q + r for q =

⌊
n
3

⌋
and r ≡ n mod 3. By noting that each pair of

fixed vertices of the form {x, y} and {y, z} fixes the three integers x, y, and z in the vertex labels of V (Γ), we consider two
cases.

• If r = 0, a fixing set F can be given as

F =

q⋃
i=1

{{3i− 2, 3i− 1}, {3i− 1, 3i}} (4)

resulting in a fixing set of size |F | = 2q. If r = 1, then F fixes the integers [n − 1] in the vertex labels of V (Γ),
stabilizing the integer n.

• If r = 2, then the last three fixed vertex labels are defined in (3). Therefore, fixing 2q vertices given by (4) and one
additional vertex yields

F ′ = F ∪ {{3q, 3q + 1}}.

In either case, we have that |F | = |F ′| =
⌊
2n
3

⌋
which shows fix(Γ) ≤

⌊
2n
3

⌋
. To show fix(Γ) ≥

⌊
2n
3

⌋
, we build upon a com-

binatorial argument that appeared in Tracey Maund’s unpublished dissertation on base sizes of permutation groups.15 For
ease of notation, define f = fix(Γ) for a fixing set F ∗. Clearly, n =

∑f
i=0 ni where ni is the number of occurrences that

an integer is present in i vertices of the fixing set. Similarly, f · k is the total number of places that an integer can occupy in
the vertices of a fixing set, since there are f vertices each of size k. So,

f · k =

f∑
i=0

i · ni

= 0 · n0 + 1 · n1 + 2 · n2 + · · ·+ f · nf

= 2 · (n1 + n2 + · · ·+ nf )− n1 + [n3 + 2 · n4 + · · ·+ (f − 2) · nf ]

= 2 · (n− n0)− n1 + [n3 + 2 · n4 + · · ·+ (f − 2) · nf ]

≥ 2 (n− n0)− n1.

Let n0 ≤ 1 since n0 ≥ 2 implies the transposition (1, 2) ∈ Aut(Γ), contradicting that F ∗ is a fixing set. Next, note that
ni ≤ f , since no integer can appear in more than f vertices. Then

f · k ≥ 2(n− n0)− n1 ≥ 2(n− 1)− f

f ≥ 2(n− 1)

k + 1
.

Since f ∈ N, then f ≥
⌈
2(n−1)
k+1

⌉
. In general, for s, t ∈ Z,

⌈
s

t+1

⌉
=

⌊
s+t
t+1

⌋
, and so

⌈
2(n−1)
k+1

⌉
=

⌊
2(n−1)+k

k+1

⌋
. For k = 2, this

reduces down to
f ≥

⌊
2(n− 1) + 2

2 + 1

⌋

fix(Γ) ≥
⌊
2n

3

⌋
.

Therefore, fix(Γ) =
⌊
2n
3

⌋
.
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We now provide an example in order to classify the subgroups of the automorphism group that remain when itera-
tively fixing vertices and the algorithmic approach for choosing specific vertex labels.

Example 1. Consider the Johnson graph J(9, 2) which has unordered doubles of [1, 9] as vertices and edges vi ∼ vj if the
respective vertex labels share exactly one integer entry, seen in Figure 3. First, fix the vertex with integer label {1, 2}. All
remaining non-trivial elements in the automorphism group have the form ψ or (1, 2)ψ where ψ is any permutation of the
integers [3, 9], indicating a subgroup of automorphisms isomorphic to Z2×S7. Vertices with labels containing only the in-
tegers [3, 9] can freely permute, but vertices with integer labels {i, j} for i ∈ [1, 2] and j ∈ [3, 9] now form a separate orbit
of size 14, illustrated by the gold vertices seen in Figure 3a. Proceed by fixing the vertex with the integer label {2, 3}. Ev-

{1, 3} {1, 2} {1, 4} {1, 5} {1, 6} {1, 7}
{1, 8}

{1, 9}
{2, 3}

{2, 4}
{2, 5}

{2, 6}

{2, 7}
{2, 8}

{2, 9}

{3, 4}
{3, 5}
{3, 6}

{3, 7}
{3, 8}

{3, 9}

{4, 5}

{4, 6}

{4, 7}

{4, 8}
{4, 9}

{5, 6}

{5, 7}

{5, 8} {5, 9}

{6, 7}

{6, 8} {6, 9}

{7, 8}

{7, 9}

{8, 9}

(a) Fixing the vertex {1, 2} reduces the total number of automorphisms
from 362,880 to 10,080.

{1, 3} {1, 2} {1, 4} {1, 5} {1, 6} {1, 7}
{1, 8}

{1, 9}
{2, 3}

{2, 4}
{2, 5}

{2, 6}

{2, 7}
{2, 8}

{2, 9}

{3, 4}
{3, 5}
{3, 6}

{3, 7}
{3, 8}

{3, 9}

{4, 5}

{4, 6}

{4, 7}

{4, 8}
{4, 9}

{5, 6}

{5, 7}

{5, 8} {5, 9}

{6, 7}

{6, 8} {6, 9}

{7, 8}

{7, 9}

{8, 9}

(b) Fixing the red vertices with integer labels {1, 2} & {2, 3} consequen-
tially fixes the green vertex with label {1, 3}.

Figure 3. Fixing two vertices of J(9, 2) with integer labels {1, 2} & {2, 3} reduces the size of the automorphism group from 362, 880 to 720, a 99.8%
decrease.

ery remaining non-trivial element ν of the automorphism group consists of permutations of [4, 9], since the transposition
(1, 2) can no longer act on V (Γ) without permuting the vertex labeled {2, 3}. Although only two fixed vertices have been
chosen, now the vertex with label {1, 3} is also fixed as a result. Any of the gold, blue, or pink vertices seen in Figure 3b
with integer labels {i, j} for i ∈ [1, 3] and j ∈ [4, 9] may only permute among vertices of the same color (i.e., sharing the
same i value; black vertices may still be mapped freely), indicating the remaining automorphism group is isomorphic to
S6.

Following the sequence of fixed vertices given by (2), fixing vertices with integer labels

{1, 2}, {2, 3}, {4, 5}, {5, 6}, {7, 8}, {8, 9},

yields the associated chain of subgroups of S9

S7 × Z2 ≥ S6 ≥ S5 × Z2 ≥ S4 ≥ S3 × Z2 ≥ Z2 ≥ {e}.

Therefore, the fixing number of J(9, 2) is equal to
⌊
2(9)
3

⌋
= 6, since any subset of 5 fixed vertices will leave at least one

remaining transposition in the automorphism group.

We now utilize much of the same machinery from the proof of Theorem 3 to establish the fixing numbers of Johnson
graphs J(n, 3) for n ≥ 7.
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Theorem 4. If Γ = J(n, 3) where n ≥ 7, then fix(Γ) =
⌊
n
2

⌋
.

Proof. Let Aut(Γ) ∼= Sn act transitively on the 3-subsets of V (Γ) by the action stated in Definition 2 and consider fixing
the vertex with integer label {1, 2, 3}. The remaining non-trivial elements of the automorphism group have the following
6 forms,

(1, 2)τ (1, 3)τ (2, 3)τ (1, 2, 3)τ (1, 3, 2)τ τ (5)

where τ is any permutation of [4, n]. Therefore, the subgroup of automorphisms consisting of all forms in (5) and the
identity automorphism is isomorphic to S3 × Sn−3.

Fix another vertex with the integer label {3, 4, 5}. Every element of Sn that had a cycle containing the integer 3 is now
eliminated, since each of the previous two fixed vertex labels contained 3. The remaining non-trivial elements in the auto-
morphism group each have one of the following 7 forms,

(1, 2) (4, 5) (1, 2)(4, 5) ρ (1, 2)ρ (4, 5)ρ (1, 2)(4, 5)ρ

for any permutation ρ of the integers [6, n]. Subsequently, the remaining subgroup of the automorphism group is isomor-
phic to Z2×Z2×Sn−5. Next, fix the vertex with integer label {5, 6, 7}, in turn fixing the integers [3, 5] and resulting in an
automorphism group isomorphic to Z2 ×Z2 × Sn−7 (the transpositions (1, 2) and (6, 7) remain). Continue fixing vertices
of consecutive integers that have the first and last integers appearing in some other fixed vertex label. However, note that
the integer 1 needs to appear in the last fixed vertex label chosen to eliminate the remaining transposition (1, 2).

The general approach is to proceed by fixing vertices with integer labels in a sequence of at most,

{1, 2, 3}, {3, 4, 5}, {5, 6, 7}, {7, 8, 9}, . . . , {n− 5, n− 4, n− 3}, {n− 3, n− 2, n− 1}, {n− 1, n, 1}.

Start by examining the smallest unfixed consecutive integers s, t, and u in the vertex labels of V (Γ) (note that s has ap-
peared in a previously fixed vertex label). Fixing the vertex with label {s, t, u} results in an automorphism group isomor-
phic to Z2 × Z2 × Sn−u. The next fixed vertex will have an integer label of the form {u, v, x} for consecutive integers
u, v, and x and produces an automorphism group isomorphic to Z2 × Z2 × Sn−x, since the transpositions (1, 2) and (v, x)

remain but the integer u is fixed. Fixing another vertex with integer label {x, y, z} eliminates one transposition (v, x) but
introduces the transposition (y, z), and so the automorphism group is isomorphic to Z2×Z2×Sn−z . Similar to Theorem
3, observe that fixing 3r vertices fixes 6r − 3 integers in the vertex labels of V (Γ).

Now, write n = 2q + s for q =
⌊
n
2

⌋
and s ≡ n mod 2. If the parity of n is even, then the last vertex to fix will have the

form {n− 1, n, 1} and a fixing set of size equal to n
2 . For n odd, the last vertex will have the integer label {n− 2, n− 1, 1},

and consequently the fixing set will be of size n−1
2 . In either case, the fixing set F can be given by

F = {{2q − 1, 2q, 1}} ∪
q−1⋃
i=1

{2i− 1, 2i, 2i+ 1},

and so fix(Γ) ≤
⌊
n
2

⌋
.

To show the opposite inequality, recall n =
∑f

i=0 ni where ni is the number of integers that appear i times in the vertices
of a fixing set. Since f · k is the number of entries integers can occupy in the vertices of the fixing set then, similar to The-
orem 3, we have f · k ≥ 2(n − n0) − n1. Since ni ≤ f we choose n1 = f to be of maximal value, but now consider two
cases based upon n0 ≡ n mod 2.
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• For n0 = 0,
f · k ≥ 2n− f

=

⌈
2n

k + 1

⌉

=

⌈
2n

4

⌉

=
⌈n
2

⌉
.

Since n is even, then
⌈
n
2

⌉
=

⌊
n
2

⌋
.

• For n0 = 1,
f · k ≥ 2(n− 1)− f

=

⌈
2(n− 1)

k + 1

⌉

=

⌈
2(n− 1)

4

⌉

=

⌈
n− 1

2

⌉
.

Given that n is odd, then
⌈
n−1
2

⌉
=

⌊
n−1
2

⌋
which is equivalent to

⌊
n
2

⌋
.

In either case, we have that fix(Γ) ≥
⌊
n
2

⌋
and therefore fix(Γ) =

⌊
n
2

⌋
.

CONCLUSIONS
In this work, the fixing number for an infinite sized subset of Johnson graphs was established by studying the action of
the automorphism group on the vertex set, methodically choosing which vertices to fix by the associated integer labels,
and observing the resulting automorphism groups. The fixing numbers calculated in Theorems 3 & 4 unify the two
separate results established by Caceres et al. in Theorems 1 & 2 for specific values of k. Future work includes publish-
ing fixing number results for an even greater subset of Johnson graphs for k ≥ 4 and exploring the viability of applying
similar number schemes in a cryptological system.
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PRESS SUMMARY
We study a concept called the fixing number, which is the smallest number of vertices needed to eliminate all symme-
tries (mappings consisting of rotations, reflections, etc.) of a mathematical object called a graph. While many graphs
have known fixing numbers, the fixing numbers of Johnson graphs - a family of graphs relevant to the study of graph
isomorphism - are only partially understood. By iteratively fixing vertices and analyzing the sizes of resulting sub-
groups within the automorphism group, we are able to determine the fixing number for infinitely many Johnson graphs.
Our findings have important implications for understanding the structure of these graphs and could have applications
in fields such as computer science and cryptography.
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ABSTRACT  
Anxiety can come in various forms; general anxiety is characterized by feelings of excessive anxiety impacting multiple domains of 
everyday life, whereas anxiety may also manifest within a single domain (i.e., math anxiety). Those that present with anxiety who 
also have Autism Spectrum Disorder often exhibit ritualized movement as a coping mechanism for their anxiety. However, the 
relationship between anxiety and movement has not yet been explored within typically developing children. It is also unclear if the 
form of anxiety impacts the degree to which children move. In this study, we used Motion Energy Analysis to quantify the 
relationship between both general and math anxiety and movement during a math flashcards task. Multivariate linear regression 
analysis was used to determine possible relationships between anxiety and movement. General anxiety significantly contributed to 
models predicting movement during the math flashcards task, while math anxiety did not. Our results suggest that movement 
could be an indicator of general anxiety in elementary aged children. 
 
KEYWORDS  
General Anxiety; Math Anxiety; Elementary; Academics; Motion Energy Analysis; Movement; Ritualized Movement; Mathematics 

 
INTRODUCTION  
Anxiety is a psychiatric disorder impacting approximately 12.5% of the adult population in the United States. Additionally, 9.4% 
of children ages 3-17 years will be diagnosed with anxiety, with the proportion of children diagnosed with anxiety growing 
substantially over the last decade.1–3 In addition to affecting day-to-day experiences, anxiety can have detrimental effects in 
academic and educational settings.4 Anxiety in students has been associated with reduced thriving and academic achievement in 
students at multiple ages.5–6 Importantly, the negative impacts of general anxiety are not subject specific, having measurable 
negative impact across academic subject areas.7 Additionally, student anxiety scores have been shown to increase as students' 
progress from elementary to middle to high school, which furthers the impact of anxiety on academic performance.8 The growing 
impact of anxiety on students motivates the need to determine how anxiety might manifest in students of all ages.   
 
In some cases, anxiety can be associated with a specific academic subject, such as math-specific anxiety, which affects 
approximately 17% of the U.S. student population. Importantly, unlike general anxiety which has measurable impacts across 
academic subject areas7, math anxiety negatively influences math-specific skills, grades in math classes, and general attitudes 
towards math.4, 9, 10 Math anxiety is also known to impact student choices and behavior, as students with math anxiety tend to 
avoid taking math-related classes altogether.11 While both general and math anxiety have similar impacts on academic 
performance, the relationship between the anxiety types is complicated.  While those with math anxiety are much more likely to 
also exhibit general anxiety symptoms,9 presence of general anxiety by itself has not been shown to predict math performance.12 
As a result, while individuals with math anxiety may be more likely to have generalized anxiety, general anxiety alone often does 
not lead to anxiety-related math deficits. This complicated relationship implores the need for research into how these different 
anxiety types manifest within students and impact their behavior. 
 
One behavior that may be differentially impacted by generalized vs. subject-specific anxiety is soothing behavior, which is the 
variety of behaviors individuals dealing with anxiety turn to in order to soothe their anxious emotions. Ritualized movements, 
often referred to as stimming, are known to strongly correlate with anxiety symptoms within individuals diagnosed with Autism 
Spectrum Disorder (ASD).13 Additionally, placing individuals with ASD into scenarios that often trigger anxiety, such as public 
speaking, has been shown to cause ritualized movement behavior.14 However, it is unclear whether ritualized movements are 
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uncontrolled responses to anxiety, or are instead self-regulatory behavior to sooth anxiety symptoms.14-16 In fact, individuals with 
ASD of various ages report that ritualized movements provide emotional regulation support, despite the behavior not consistently 
being deemed socially acceptable.17-20 
 
The current body of knowledge surrounding the relationship between movement and anxiety is mostly centered around 
individuals with ASD. As a result, it is unknown if movement might also have important relationships with anxiety in typically 
developing children, with anxiety leading to increased movement. Additionally, no current literature has explored whether various 
anxiety types have differing predictive contributions to movement. The current study aims to fill these gaps in understanding. We 
quantified movement in typically developing children ages 6-11 years with motion energy analysis (MEA) while the subjects 
completed a math flashcards task. Our results examine the independent and overlapping effects of general and math anxiety on 
movement to determine whether anxiety contributes to movement and explore whether one form of anxiety contributes to 
movement more than the other. Overall, this research aims to broaden the understanding of how anxiety impacts behavior during 
elementary school age. 

METHODS AND PROCEDURES  
Sample 
Parent-child dyads were both indirectly and directly recruited from the greater Charlottesville-Albemarle County Area for study 
participation. Families either responded to flyers posted around the community or were contacted by research personnel using a 
University of Virginia-managed database of families who had previously noted interest in research participation. Parents 
completed an eligibility questionnaire which they populated with family demographic information and child medical history. 
Inclusion criteria included child age between 6-11 years, indication of the child’s ability to communicate verbally, and no diagnosis 
of a neurodevelopmental disorder. Parents were required to be 18 years of age or older. Parents provided written informed 
consent while the child provided verbal assent unless over the age of seven, in which case written assent was obtained. Dyads 
were excluded from the final sample if the child’s Intelligence Quotient (IQ) was less than 85, the child could not complete the 
experimental session due to behavioral issues or discomfort with equipment, or if there was not a complete dataset for the dyad 
(e.g., missing scores for a cognitive assessment subset). The final sample consisted of dyads of 15 typically developing children 
(aged 9.33 ± 1.64 years, 8 male) and one parent per child (4 male parents). 
 
Procedure 
All recruitment and protocol procedures were approved by the University of Virginia Social and Behavioral Sciences Institutional 
Review Board (SBS-2174). The data utilized here is a subset of a larger study that included children with Autism Spectrum 
Disorder in addition to the typically developing sample. At the Sheila Johnson Center for Clinical Services at the University of 
Virginia, participants completed two separate sessions as part of this study: a cognitive assessments session and an experimental 
task session which occurred on two separate days.  
 
During cognitive assessment sessions, a trained clinician administered a battery of assessments to pediatric participants while 
parents waited in a separate room. The Woodcock-Johnson IV (WJ-IV) was used to assess children’s cognitive abilities and the 
Differential Ability Scales Version 2 (DAS-II) was used to assess child IQ (e.g., quantitative, verbal, and nonverbal reasoning). Of 
interest to this analysis is the math facts fluency subtest of the WJ-IV. In this subtest, participants are presented with a series of 
simple addition, subtraction, and multiplication questions. Participants are instructed to complete as many facts as possible within 
the three-minute time limit, and their performance is scored based on the number of correct answers and a qualitative observation 
of their rate of performance compared to their peers. To assess children’s math anxiety, the Single Item Math Anxiety (SIMA) 
scale was administered.10 In this assessment, children were asked the following question: “On a scale of one to 10, how math 
anxious are you?” Math anxiety was described to child participants as feelings of anxiety or stress that occur when learning or 
doing math, with the scale depicting a score of one as “not anxious” and a 10 as “very anxious.” Children also provided an 
analogous general anxiety measure by answering the question: “On a scale of one to 10, how anxious are you?” using the same 
scale. Children also completed a math excitement questionnaire. Participants were presented with a scale of five drawings of faces 
depicting varying levels of excitement, labeled “not at all excited”, “not very excited”, “just a little excited”, “very excited”, or 
“very, very excited”. Each drawing was given a score between zero and four, with higher scores indicating greater excitement. 
Participants were instructed to mark a line through the face that best described their response to the following questions: “How 
excited do you feel when your teacher talks about numbers and math,” “How excited do you feel when you have to do number 
and math work at school,” and “How excited do you feel when you are asked to practice numbers and math at home?”. The sum 
of the scores for each question served as total math excitement score, with possible values ranging from zero to 12. 
 
During experimental sessions, children and their parents performed a variety of tasks designed to elicit varying types of interaction 
while sitting across from each other at a table. This analysis focuses specifically on a math flashcards task, where parents were 
instructed to quiz their child using arithmetic flashcards. The task mandated that parents quiz the child (not vice versa) and that 
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they proceeded through the cards in a specified order. Parents were allowed to provide as much or as little help as they deemed 
appropriate. Parents were provided with three flashcard decks, each consisting of 25 cards, and instructed to proceed through 
them in order of ascending difficulty. Stacks one and two contained single-digit and double-digit addition and subtraction 
problems, while stack three contained single-digit multiplication problems. The cards of each deck were numbered in a way such 
that all dyads answered the same cards in the same order. The task lasted approximately five minutes, and participants were 
instructed to complete as many cards as possible in that time frame. If a child finished answering all three decks of flashcards 
within the time limit, the participants were instructed to start again from the beginning to ensure five minutes of recorded data for 
all dyads. 
 
Motion Energy Analysis (MEA) 
Experimental sessions were recorded on video and analyzed post-hoc for total amount of child movement during the task using 
the Motion Energy Analysis (MEA) software. MEA is a software that quantifies the degree of change in pixilation between frames 
in a user-defined area of interest, which can be used as a proxy for movement within a specific region of interest.21 Video 
recordings provided three angles of the subjects during the task. For this analysis, a front-facing view of the child participant was 
used, with the region of interest defined to capture as much of the child’s full-body motion as possible. An MEA time series was 
produced for each child participant for this specific math flashcards task condition. The threshold for movement detection was 
changed from the default value of “20” to “seven.” This value was identified during initial processing to be the most appropriate 
threshold for the quality of our recorded videos in distinguishing noise from legitimate, finer movements in the video. This 
identification was accomplished using the “frame-differenced movie” preview of the MEA software, following recommendations 
of choosing a threshold that yields a clear white outline around the participant of interest and minimal noise elsewhere in the 
video.   
 
Statistical Analysis 
Data was uploaded into SPSS for statistical analysis. Multivariate linear regression models were used to determine which 
components of anxiety produced better predictive models of child movement. Median child MEA scores were used as the 
dependent variable. Median values were used as opposed to mean values to better account for periods of no movement at the 
very beginning and the very end of the task. Independent variables of interest included: age, sex, IQ, WJ-IV math facts fluency, 
and reported excitement related to math. Three separate models were run: (1) general anxiety scores were added as an additional 
independent variable, (2) math-specific anxiety scores were added as an independent variable, and (3) both general and math 
anxiety scores were added as independent variables. The variables were removed from the model using a backwards approach 
with criteria of probability of F >0.1, meaning any variables in the model that have a p-value greater than 0.1 were removed one at 
a time until all variables contributed to the predictive power of the model at a threshold of p≤0.1. As a result, only variables with 
relevant predictive effects were included in the final models. We determined the most successful model to be that which had the 
highest adjusted R2 and had a p-value of < 0.05. 
 
 
RESULTS  
Group Characteristics 
The final study sample consisted of seven female and eight male children with an average age of 9.33 (SD=1.64) years. The 
children had an average full-scale IQ of 116.4 (SD=12.81) and math facts fluency score of 95.47 (SD=9.478). General anxiety 
scores of children ranged from one to nine, with an average of 4.4 (SD=3.22). Math anxiety scores of children ranged from one to 
eight with an average of 4.8 (SD=2.21). There was no significant difference between male and female subjects’ scores on general 
anxiety or math anxiety questionnaires, or between math facts fluency score or IQ scores as determined by unpaired T-Tests. 
Median MEA value across all subjects was 397 (SD=352) pixels/frame.  Complete characteristics for all variables are included in 
Table 1. 
 

 Mean  SD  Range  Skew  Kurtosis  n 
Age (years)  9.33  1.64  6.3-11.7  -0.481178  -0.774209  15 

IQ  116.4  12.81  101-136  0.674416  -0.708996  15 
Math Facts Fluency  95.47  9.748  75-108  -0.874916  0.644223  15 

General Anxiety  4.4  3.22  1-9  0.217035  -1.868782  15 
Math Anxiety  4.8  2.21  1-8  0.428603  -0.72397  15 

Math Excitement  6.067  2.79  3-12  0.536207  0.03595  15 
Median MEA (pixels)  397.13  352.015  8-1236  1.161488  0.973373  15 

Table 1. Characteristics of Included Variables 
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Anxiety Contributions to Movement During Task 
 
Math Anxiety Model 
Linear Regression Models were used to examine the relationship between math anxiety and child movement. Predictors included 
in the models were age, sex, IQ, math facts fluency score, math excitement and math anxiety. None of these models were 
significant in predicting movement during the math task (Supplementary Table 1). 
 
General Anxiety Model 
To examine the relationship between movement and general anxiety, the same predictors above were used, but math anxiety was 
replaced with general anxiety. The best-fitting linear model included general anxiety, age, math excitement, and IQ as predictor 
variables for child movement (adjusted R2 = 0.539, p = 0.017) (Table 2). Within this model, unit increases in age (p = 0.039), 
math excitement (p = 0.049), and general anxiety (p = 0.005) were found to have significant impacts on child movement. Age was 
negatively associated with movement (B=-128.334), whereas math excitement (B=77.507) and general anxiety (B=69.001) were 
positively associated with movement. IQ was also positively associated with movement, although not significantly (B=6.199, 
p=0.278) (Table 4).  

Model R R Square 
Adjusted R 

Square F p-value 
1 .825a .680 .440 2.836 .087 

2 .823b .677 .498 3.775 .040 

3 .819c .670 .539 5.085 .017 

4 .792d .627 .525 6.165 .010 

a. Predictors: (Constant), Math Facts Fluency, General Anx, Age, Math Excitement, Sex, IQ 
b. Predictors: (Constant), Math Facts Fluency, General Anx, Age, Math Excitement, IQ 
c. Predictors: (Constant), General Anx, Age, Math Excitement, IQ 
d. Predictors: (Constant), General Anx, Age, Math Excitement 

Table 2. Modeling movement using general anxiety 
 
Math Anxiety and General Anxiety Model 
We then determined whether movement could be better modeled using a combination of math and general anxiety using the 
same modeling structure and predictors but including both math and general anxiety. The best-fitting linear model for movement 
included general anxiety, age, math excitement, and math anxiety as predictor variables (adjusted R2 = 0.640, p = 0.005) (Table 3). 
Within this model, unit increases in general anxiety (p = 0.007), math excitement (p = 0.007), and age (p = 0.008) were again 
found to significantly impact child movement. General anxiety and math excitement were again both positively associated with 
movement and age was negatively associated, reflecting the findings from the general anxiety model. Math anxiety (B = 41.703, p 
= 0.141) did not have a significant effect within the model (Table 4). Therefore, while the addition of math as a predictor led to 
increased fit for our model predicting movement (meaning this model had a larger adjusted R2 compared to the model including 
only general anxiety), math anxiety itself was not a significant variable within this model. Conversely, general anxiety was a 
significant predictor in both models, as were math excitement and age. 

Model R R Square 
Adjusted R 

Square F p-value 
1 .871a .758 .516 3.130 .078 

2 .867b .752 .565 4.034 .037 

3 .864c .747 .606 5.302 .015 

4 .862d .743 .640 7.212 .005 

a. Predictors: (Constant), Gen Anx, IQ, Age, Sex, Math Excitement, Math Anx, Math Facts Fluency 
b. Predictors: (Constant), Gen Anx, Age, Sex, Math Excitement, Math Anx, Math Facts Fluency 
c. Predictors: (Constant), Gen Anx, Age, Sex, Math Excitement, Math Anx 
d. Predictors: (Constant), Gen Anx, Age, Math Excitement, Math Anx 

Table 3. Modeling movement using both general and math anxiety. 
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 Unstandardized Coefficients Standardized Coefficients 

Model  B Std. Error Beta t p-value 
General 
Anxietya 

(Constant) -121.971 738.288  -.165 .872 

General 
Anxiety 

80.355 22.124 .736 3.632 .005 

MathExcite
ment 

62.173 27.759 .493 2.240 .049 

Age -99.983 42.139 -.466 -2.373 .039 

IQ 6.199 5.405 .226 1.147 .278 

General & 
Math 

Anxietya 

(Constant) 589.006 335.363  1.756 .110 

Age -128.334 37.461 -.598 -3.426 .006 

Math 
Anxiety 

61.100 28.838 .384 2.119 .060 

Math 
Excitement 

77.507 22.797 .614 3.400 .007 

General 
Anxiety 

69.001 20.599 .632 3.350 .007 

a. Dependent Variable: MEA 
Table 4. Coefficients for best-fitting significant models. 

 
DISCUSSION  
Our study explored the relationship between movement and anxiety in a cohort of typically developing elementary aged children. 
Using linear regression models with math anxiety, general anxiety, or both as predictors, we were able to determine how each 
anxiety type differentially relates to movement. Our results show that general anxiety had significantly positive effects on child 
movement during a math flashcards task, while our models including math anxiety as a predictor did not reveal any significant 
relationships between math anxiety and median child movement. However, the model including both forms of anxiety had the 
best predictive power of movement during the task, indicating both anxiety forms may distinctly contribute to movement. In all 
significant models, the magnitude of effect of general anxiety on movement was significantly positive, meaning that higher general 
anxiety scores were related to increased movement during the task. Interestingly, math excitement also had significant positive 
effects, meaning children who reported being more excited by math also moved more during the task. The effect of age on 
movement was significantly negative in our models, suggesting older children move less throughout the task. The effect of math 
anxiety on movement was insignificant in all models. 
 
Our findings provide additional insight into the relationship between anxiety and movement in a group of typically developing 
elementary-aged children, which is an under-researched age group within anxiety research. Our results indicate a role for general 
anxiety, but not math-specific anxiety, in movement during a math flash cards task. While movement is a well-known 
manifestation of anxiety in individuals with ASD,14 these findings provide evidence that movement may also be an expression of 
anxiety in typically developing children. Moreover, the elicited movements may also be a means of managing feelings of anxiety, 
as ritualized movement has been shown to be beneficial in managing anxiety in ASD populations.14-16 While ritualized movements 
have yet to be studied as a mitigator of anxiety in typically developing cohorts, other forms of movement are known to be 
beneficial for reducing anxiety. In elementary students, self-reported anxiety levels decrease following moderate exercise.22 In fact, 
multiple studies across age groups report that in some cases, movement and exercise may be equally as beneficial as medications 
in managing anxiety symptoms.23 As a result, the relationship between general anxiety and movement within our cohort may 
reflect that movement could also be a mechanism of managing anxiety symptoms during an anxiety-inducing activity. However, 
further work is needed to better understand how movement relates to anxiety and determine whether movement is simply an 
expression of anxiety, versus a potential soothing response mechanism in typically developing cohorts. 
 
Our findings also highlight the exciting applications for motion-analysis software for further understanding the relationships 
between movement and mental states. The use of novel technology to analyze movements will allow for further subdivision and 
understanding of movement and its relationship to anxiety. MEA has shown promise in using movement analysis to identify 
individuals at higher risk for psychiatric disease,24 or understanding how social interactions are physically altered among 
individuals with ASD.25 Movement-analyzing technology also allows researchers to better understand more detailed aspects of 
movement, such as the rigidity or repetitiveness of specific actions, further expanding the aspects of motion that researchers are 
able to explore.15 As this technology is easily adaptable to various research methodologies, the application of MEA or similar 
technology will allow better informed exploration into the relationships between movement and anxiety in diverse populations. 
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While our work provides substantial insight into the relationships between anxiety forms and movement, there are multiple 
limitations that should be addressed in future work expanding upon this topic. The current study focused on a small cohort of 
predominately Caucasian typically developing children within the Charlottesville-Albemarle County Area. Future work should aim 
to include a larger sample with greater racial diversity. Further research should expand upon the relationship between general and 
math anxiety in a larger cohort to further understand the unique contributions of general and subject-specific anxiety to 
movement. This additional exploration should include potential age-dependent changes in the relationship between math anxiety 
and movement. Additionally, understanding whether increased movement in response to anxiety is compensatory, leading to 
better behavioral outcomes, will create applications for the classroom and other academic environments. 
 
CONCLUSIONS  
Overall, our study demonstrates how various forms of anxiety differentially manifest in elementary aged children in relation to 
movement. Our results show that general anxiety, but not math-specific anxiety, has important impacts on movement during a 
math task. These findings suggest that movement may be an indicator of anxiety in elementary aged students and raise the 
question as to whether movement may be a potential coping mechanism in response to general anxiety. Moreover, our findings 
highlight the exciting possibilities provided by Motion Energy Analysis in the examination of the relationships between movement 
and anxiety within students of all ages. 
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PRESS SUMMARY  
Anxiety is present in the everyday life of many students and can come in different forms, such as general anxiety and math 
anxiety. Individuals with Autism Spectrum Disorder report that movement can be soothing for anxiety, but the relationship 
between anxiety and movement has not yet been explored within typically developing children. In this study, we explored how 
both general and math-specific anxiety relate to movement during a math flashcard task in elementary school children. We found 
that general anxiety uniquely contributes to the amount of movement during the task. Our results have relevance to suggesting a 
possible predictive relationship between movement and anxiety in typically developing children and demonstrate the possibility of 
movement being a coping mechanism for anxiety in these children.  
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ABSTRACT 
Titanium is a component of many implants and orthopedic instruments, such as screws and rods; however, this and other 
materials may serve as a nidus for bacterial biofilm attachment. Chitosan is a biopolymer with advantages as a surface modifier, 
and silver ions have broad-spectrum antimicrobial properties. For this study, chitosan is bound to silver through a novel, patented 
process. The purpose of this research is to characterize silane-linked chitosan-silver coatings for titanium, including comparing 
antimicrobial efficacy. In this study, silane-linked chitosan-silver titanium coupons reduced Staphylococcus aureus (S. aureus) viability 
by 98% (planktonic) and 99.5% (biofilm) while supporting viability of Saos-2 osteoblast cells at levels of 75% compared with 
control uncoated titanium. Due to the observation of retaining osteoblast viability while reducing bacterial viability, silane-linked 
chitosan-silver coatings could be useful for titanium implants to reduce post-operative infection as well as support the healing 
process. 
 
KEYWORDS 
Titanium; Staphylococcus aureus; Silver; Chitosan; Silane; Osteoblast; Antimicrobial; Coating  

 
INTRODUCTION 
Titanium implants and instruments including bone plates, hip femoral stem components, shoulder arthroplasty stems, cranial 
plates, and intramedullary rods are widespread in the field of orthopedics due to the material’s strength, resistance to corrosion, 
and bone-like mechanical properties.1 They are also employed in a variety of spine surgery applications, including pedicle screws, 
rods, and interbody devices.2 It is understood that irregularities on the surface of the implant promote the growth of bacteria by 
enhancing the attachment of bacterial species on rough and irregular surfaces.3 Bacterial colonization can damage the surface 
TiO2 layer. A study reported that the colonization of bacteria demonstrates prominent damage to the surface morphology and 
chemistry of implant surfaces.4,5 Moreover, once implant-associated infections occur, they can be difficult to treat, as most 
implants have no inherent anti-bacterial activity. Contamination of the titanium implant leads to failure in function and causes a 
financial burden to the patient and the health care system due to requiring revision surgery or extended antimicrobial therapy. 
These conditions increase the possibility for surgical complications and severely worsen patients’ regular activities.6,7 Therefore, 
surface cleanliness seems to be essential for implant tissue integration. Producing coated medical implants that prevent antibiotic-
resistant biofilm formation as well as inhibit planktonic viability offers health professionals and device manufacturers the potential 
to reduce the number and severity of postoperative infections.  
 
Silver ions have broad-spectrum antimicrobial properties against bacteria and fungi and thus are advantageous as an implant 
coating.8,9 Silver ions affect microorganisms through different modes of action: blocking substance transport in and out of the 
cell, inhibiting the production of energy, promoting the generation of reactive oxygen species in the presence of oxygen, 
interacting with DNA to prevent replication or combine protein sulfhydryl group on bacterial membrane, and disrupt bacterial 
membranes to kill the bacteria.10-12 Recently, some works have demonstrated that implant surfaces modified by coatings 
embedded with nanoparticles benefit from an enhanced healing effect and exhibit long-lasting antibacterial capability with less 
cytotoxic silver concentration compared to other silver structures such as microparticles and ionic compounds.13,14 Nano-
structured surfaces usually provide multiple contact sites for the adhered bacteria, causing bacterial death via localized cell wall 
deformation.12,15 Silver nanoparticles have many advantages such as good antibacterial activity, excellent biocompatibility, and 
satisfactory stability against antibiotics and antibiotic organic antimicrobials for medical applications.16 An enhancement in the 
antimicrobial impact of silver ions is further observed in combination with biopolymer like polydopamine and calcium 
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phosphate.15-17 Particularly, chitosan is a biopolymer that is gaining widespread attention as a surface modifying agent due to its 
versatility, and as a combination composite chitosan has revealed great antimicrobial behavior. Additionally, chitosan seems to 
have the ability to induce response of T helper cells.18 Silver-loaded chitosan coating on poly (acrylic acid) coated titanium has 
been attempted previously via electrophoretic deposition.19 Water-soluble catechol-containing chitosan coating on titanium 
surfaces have been used to induce the in-situ reduction of Ag+ ions.20 Recently, silver-based metal-organic framework incorporated 
into nanofibrous chitosan was coated on a titanium implant.21 Silver-loaded chitosan-heparin polyelectrolyte multilayers (PEMs) 
were also constructed on alkali-heat treated titanium (Ti) substrates via layer-by-layer self-assembly technique.22 

 
In this study, we investigated the effect of silane linking on the interaction of titanium (Ti-6Al-4V) with chitosan-silver as well as 
the interactions of titanium-silane-chitosan-silver composite on Saos-2 cells and S. aureus. The advantage of this coating is that 
chitosan and silver are linked through a patented process.23,24 This novel approach involves creating a slurry of polysaccharide in a 
liquid containing silver ions, filtering, washing, reducing the silver ions to atomic silver, and drying the powder.24 The linking 
method used in this study for triethoxysylilbutyraldehyde (TESBA) to titanium is similar to a previously reported process.25 It is 
hypothesized that chitosan-silver thin film-coated titanium coupons using silane linkers inhibit biofilm as well as planktonic 
growth of bacteria and simultaneously promote osteoblast proliferation.  
 
METHODS AND PROCEDURES 
Treated Coupons 
Ultra-corrosion-resistant grade two titanium rod with 1" diameter was obtained from McMaster Carr Supply Co. and cut into 
coupons. Titanium coupons were polished with 400, 600, 800, and 1200 grit sandpaper before being sonicated in soapy water, 
acetone, and ethanol to remove oil and residue for 10 minutes each. The coupons were then soaked in 5M NaOH for 24h at 60°C 
to allow accumulation of hydroxide reactive groups on the titanium surface and rinsed with deionized (DI) water twice. The 
coupons were treated with triethoxysylilbutyraldehyde (TESBA) to create a 2% (v/v) silane solution in ethanol, non-adhered 
silane was removed with ethanol, and coupons were dried for 10 minutes in a 110 °C oven. 1% chitosan-silver solution (Chitozan 
Health, LLC) was added and left to dry overnight. The coated coupons were immersed in phosphate buffer for 1h, rinsed with DI 
water, and dried fully. Fourier-Transform Infrared Spectroscopy (FTIR) (Frontier, Perkin-Elmer, Waltham, MA, USA) was used 
for surface functional group characterization of the different coated coupons. 
 
Untreated Coupons 
Titanium coupons were polished with 400, 600, 800, and 1200 grit sandpaper before being sonicated in soapy water, acetone, and 
ethanol to remove oil and residue for 10 minutes each. The uncoated coupons were rinsed with DI water and dried fully. 
 
Morphology 
Contact angles for Ti, Ti-chitosan-silver, and Ti-silane-chitosan-silver samples were collected to understand the hydrophobicity of 
the coupon surface. The morphology of the samples was visualized through Scanning electron microscope (SEM) (Nova 
NANOSEM 650 FEI™, Hillsboro, OR, USA) after 10 nm Au-Pt coating (EMS Quorum Q150T ES plus). Energy dispersive 
spectroscopy (EDS) (Oxford Plus) was used to evaluate the success of the coating process by determining the presence of silver 
even after 24-hour aqueous exposure for washing step. Dynamic Light Scattering (DLS) (Malvern Zetasizer) was used to 
determine the hydrodynamic diameter of the nanoparticles. 
 
BacTiter-Glo™ Microbial Cell Viability Assay 
Bacterial viability was also assessed over time when exposed to coated coupons. Coupons were treated with chitosan-silver, and 
then coupons were soaked in 1X phosphate buffered saline (PBS) for either seven or fourteen days. Staphylococcus aureus (ATCC 
29213) was statically grown in tryptic soy broth (TSB) medium overnight at 37 °C with 5% CO2. Thereafter, coupons were 
inoculated in sterile well plates with approximately 105 CFU of S. aureus. After 24 hours, coupons were removed from bacterial 
solution and washed with PBS to separate planktonic and biofilm samples (Figure 1), followed by analysis with BacTiter-Glo™ 
Microbial Cell Viability Assay (Promega) and luminescence readings on a Biotek plate reader with Gen5 software. 
 
Cytocompatibility 
Coupons were UV-sterilized for 20 minutes and washed in cell medium. Soas-2 cells, a cell line derived from primary 
osteosarcoma, were seeded at 90,000 cells/well in a sterile 12-well plate before incubation at 37 °C with 5% CO2 and exposure to 
three test groups: treated coupons, untreated coupons, and tissue culture plastic (TCP) control. After 24 hours, cell viability was 
determined using CellTiter-Glo® Luminescent Cell Viability Assay (Promega) (n=3), and cell morphology was determined using 
LIVE/DEAD® Viability/Cytotoxicity Kit (Thermo Fisher Scientific Inc). 
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Statistical analysis 
Statistical analysis was performed using GraphPad Prism 9.0.0 software (GraphPad Software Incorporation, La Jolla, CA, USA). 
Data was assessed using ordinary one-way analysis of variance (ANOVA) with Tukey's multiple comparisons test. 
 

 
Figure 1. Division of Biofilm and Planktonic Bacteria during BacTiter-Glo Assay. 

 
 

 
 
RESULTS AND DISCUSSION 
Coating strategies could be implemented with many application methods including dip coating, solution casting, electrospraying, 
and electroplating. Of these, a simple, durable, and low-maintenance dip coating method was used in the present study. Direct 
titanium coating attempts with chitosan-silver solutions gave weak adherence to the substrate and delamination i.e. removal of the 
coating after contact with saline for non-silanated samples. Titanium coupons used for the study were Ti-6Al-4V, a biocompatible 
titanium alloy that has many medical applications and good corrosion resistance, but low antibacterial properties, which limits 
biological application.26  
 
Morphology 
SEM/EDX analysis showed the presence of relevant elements in the coupon (Figure S1). Silanization of the titanium with 
TESBA results in uniform silane coating (Figure S2) that provides adherence between titanium and chitosan-silver. Chitosan-
silver was well-distributed over the silanated titanium coupon surface. EDX elemental mapping for the carbon and silver fraction 
reflected that it corresponds to the chitosan and silver content of the chitosan-silver coating solution (Figure 2). Chitosan silver 
solution gave a Z-average diameter of 166.6 nm with polydispersity index 0.248 using DLS (Figure S3).  A similar study using 
polyacrylic acid to link titanium to chitosan-silver showed homogenous coating with a surface atomic percentage of 0.3% for 
silver.19 Another study on the fabrication of a graphene oxide/chitosan/silver nanoparticle coating on titanium found uniform 
surface morphology during deposition.27 Fourier transform infrared spectroscopy (FTIR) was used to examine the surface 
chemistry and bonding of silane and chitosan-silver to titanium coupon (Figure 3A). No specific peaks are observed for cleaned 
titanium coupon, indicating no pre-existing chemical bonds. Peaks in titanium-silane curve that appear at wavenumbers 3380–
3222 cm−1 and 1640–1555 cm−1 corresponding to OH stretching and OH bending confirm the formation of Ti-OH bond on the 
surface.28 Further, the absorbance of Si-O-Si is shown by peaks appearing at wavenumbers 1100–1000 cm−1 and 846 cm−1 

confirming the success of the silanization process of the Ti surface. The FTIR spectrum of pure chitosan indicates the presence 
of bands at 3359 cm-1 (N-H and O-H stretching), 2919 cm-1 (C-H) 1646 cm-1 (NH2 bending) and 1024 cm-1 (C-O-C stretching). 
The FTIR spectra of chitosan silver coated on silanated titanium gave a broader peak at 3337 cm-1 with decrease in intensity of 
the peak at 1646 cm-1 (NH2 bending) which indicates prevalence of more O-H group as the N-H group is involved in binding to 
the silver metal. Generally, both O-H and N-H groups have a strong affinity towards silver ions; however, difference in 
electronegativity between O and N atoms plays an important role as it dictates the deprotonation site which can favor the binding 
of free electrons to the metal.29 The presence of peak at 1643 and 1552 cm-1 attributed to both the OH and NH2 bending 
(overlapped region due to silane and chitosan) while a shift in the Si-O-Si peaks to 1071 and 852 cm-1 confirms the successful 
coating of the chitosan silver over silanated titanium. Contact angle analysis showed an increase in angle for treated samples, 
potentially indicating the presence of silver (Figure 3B-D).  
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Figure 2. SEM/EDX for titanium silane chitosan silver. (A) SEM; EDX elemental mapping for (B) carbon, (c) silver, (D) titanium, (E) silica; (F) EDX spectra 

with atomic percentage distribution of different elements. 
 
 

 
 

Figure 3. (A) FTIR spectra and contact angle images for (B) Ti coupon, (C) Ti-silane coupon, and (D) Ti-silane-chitosan-silver coupon. 
 

(A) 
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BacTiter-Glo™ Microbial Cell Viability Assay 
 
S. aureus is the most common bacteria responsible for prosthesis-related infections, accounting for approximately half of the 
infections or more.30 Therefore, the antimicrobial nature of the chitosan-silver coated silanated titanium coupons was evaluated 
against S. aureus. The results of the bacteria viability assay showed that bacterial attachment was inhibited for all loaded groups 
(Figure 4). The reduction in planktonic viability indicates that silver is being released from the surface of the coupons at a 
concentration suitable for antimicrobial applications up to 14 days in PBS after loading. Overall, results suggest that the linking 
procedure for coating titanium surfaces promotes significant retention of silver on the titanium surface which leads to decreased 
planktonic and biofilm viability of S. aureus. Even for 14-day immersion samples, planktonic and biofilm viabilities were 
significantly reduced with 98% and 99.5% reductions, respectively, suggesting retention and continued elution of silver at this 
timepoint. 
 

 

 
Figure 4. (A) Viability of planktonic S. aureus after 24-hour incubation with coupons (n=3); (B) Viability of biofilm S. aureus on coupons (n=3) after 24-hour 

incubation. Before incubating with S. aureus, loaded samples were immersed in PBS for 0, 7, and 14 days. **** indicates significant difference (p<0.0001) and *** 
indicates significant difference (p<0.001) as determined by ordinary one-way ANOVA with Tukey's multiple comparisons test. 

 
Cytocompatibility 
Silver is known to be toxic at even moderate levels, so the release of silver at non-cytotoxic levels is important in order to support 
cell viability.31 The Saos-2 cell viability for treated coupons was not statistically different than untreated coupons and was about 70 
percent of the TCP control (Figure 5). Due to the sustained viability of Saos-2 cells at 70% of the control, the conjugation of 
chitosan with silver may also be protective against toxicity, as defined by the ISO 10993-5 Biological Evaluations of Medical 
Devices standard when evaluating medical devices for in vitro cytotoxicity.32 It can be observed that the addition of chitosan-
silver coating does not decrease the cytocompatibility of titanium toward osteoblast cells. Silver content was greater on the surface 
of silanated titanium than non-silanated titanium, yet reduction in viability remained below toxic levels for both silver-containing 
groups. 
 

 
Figure 5. Percent viability of Saos-2 after 24-hour incubation with coupons (n=3). *** indicates significant difference (p<0.001) as determined by ordinary one-

way ANOVA with Tukey’s multiple comparisons test. 
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These results were also confirmed with Live/Dead staining, which produced similar results, with mostly living cells in all groups 
(Figure 6). Despite the presence of living cells in all groups, the treated coupons caused morphological changes in the cells and 
reduced the number of cells, potentially indicating apoptosis. In a similar study assessing cell response, silver nanoparticles 
induced significant changes in Saos-2 morphology and membrane damage.33 Future studies could involve a lactate dehydrogenase-
based or resazurin-based additional method of analysis to evaluate the long-term effects of coupons treated with chitosan-silver 
on Saos-2 morphology and growth as well as its in vivo response. 
 

 
Figure 6. Live/Dead images of cells on (A) TCP control, (B) untreated coupons, and (C) treated coupons (n=1). Green and red coloration indicates live and dead 

cells, respectively. Scale bar is equal to 400 µm. 
 
CONCLUSION 
The dual behavior of chitosan-silver silane-linked titanium coupons to prevent biofilm and planktonic S. aureus growth while 
retaining viability of Saos-2 osteoblast cells was observed. Therefore, the approach of surface modification for titanium substrates 
presented here may provide an alternative strategy to simultaneously meet the desirable osteoblast growth while reducing bacterial 
infection for implants in clinical application. 
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PRESS SUMMARY 
Titanium implants and instruments are important and commonly used in medicine because of the material’s strength; however, 
titanium can encourage bacteria to attach to an implant surface, forming a biofilm, which complicates infection treatment. A 
common bacteria involved in these implant infections is Staphylococcus aureus. Chitosan is a natural material found in crustacean 
shells, and silver ions have broad-spectrum antimicrobial properties. The purpose of this research is to test if titanium coated with 
chitosan-silver reduces biofilm attachment compared to titanium alone. Specifically, in this study, chitosan-silver titanium coupons 
reduced S. aureus viability by 99%, compared to uncoated titanium, without significantly affecting the growth of bone cells. Due to 
this finding, silane-linked chitosan-silver coatings on titanium implants could reduce implant infection and support natural bone 
healing. 
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