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Preface

Tha purpose of this study was to invaestigate the

sensitivity of differences in project arrival distributions

on the performance of due date assignment rules and
scheduling heuristics previously investigated by others.
The experiment was accomplished by a computer simulation of
the dynamic, multi-project, multiple constrained resources
project scheduling environmant.

In performing the simuletion experiment and writing
this thesis I have had a great deal of help from others. I
am deeply indebted to my thesis advisor, Lt Col John Dumond,
for accepting the responsibility of guiding me throuih this
thasis. His continuing poti.ﬁc. and ‘lcistanc. halpead
considerably in the successful completion of this research
effort.

I wish to thank my wifea, Barbara for her support and
encouragement during these last 15 months. I have promised
not to take such an academic advanture again until I have
returned the favor by supporting her in the completion of
her undergraduate degree.

Finally, I wish to thank my son, James, and my
daughter, Christina, for thair patience and understanding
while I epant & large portion of my time studying and
working on this thesis. I have promised to take them

camping and fishing and this time there will be no homework.
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Abstract

This research addresses the issue of what impact

differences in project arrival distribution may have on
procedures for setting due dates and scheduling project
activities to meet those due dates in & dynamic, multi-

° project, constrained multiple resource, environment. 1In
general it was found that different project arrival
distributions do affect the performence of scheduling
heuristics and due date setting rules in an absolute seanse,
but not in & relative sense. Because of this, the project
manager doses not really need to ba concerned about the
arrival distribution of new projects bacsause the relative
performance of the tested hauristics and due date assignment
rules is the same.

The best results are obtained whan the Schaeduled Finish
Time (SFT) due date setting rule is applied. Not only does

it provide the most accurate dua dates, it provides

significantly better results when used with any scheduling

heuristic than the other due date setting rulas, and it is

@ virtually not affected at all by differencas in project

} arrival distribution. Every project menager probably dreams

i of such a procedurse heing avaeilable, however thera is a
price to pay for the SFT due date assignment rule. The SFT
due date setting rule requires a finite schaduling system,

the current status of all projects in the system, and a

ix

T T RIS BTl



historical data base to establish the due date compensation

factor ("k” value). Not all project managers could

implement this procedure due to the computer

hardwarse/software requirements, financial constraints,
project duration uncertainty, resource constraints, stc..
If thay could use the SFT rule to sat the due date of the
arriving project, they would be wise to use the very simple
First-In-First-Served (FIFS) schaduling heuristic to
allocate resources to the project.

An alternative to project managers would be to choose
the sasier to implement CPTIME due date rule. If this is
the case then the manager ;ould want to choose one of the
due date oriented heuristics to schedule the activities.

The SASPIDD] and MINLFT[OD) produce similar results using
the CPTIME due date rule. The CPTIME dua date setting rule
ignores the current project load wh.ﬁ estimating activity
completion times and therefore lacks tha "self-compensating”
feature of the SFT due date asaignment rula.

Recall that the goals of the project meanager are to
first of all determine reasonable due dates for each project .
in ordar to make a promised completion date to the customer
and then schedule those projects accordingly so that due
dates are me! on time. This research has determined that
the relative performance of the tested acheduling heuristics
and due date setting rules is unaffected by the project J
arrival distribution. For the project manager, this

gt
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confirms that certain scheduling heuristics, dues date

assignsent rules, and combinetions thereof will perform

better then others regerdless of thes project arrival Y
distribution. Therefore, the alternatives to management are J
1) accept the decresse in performancs capability for the

sasier to implement CPTINE due dete assignment rule used

N P
o AN

with the due date oriented heuristics; or 2) mahke the

necessary commitments and investments to implament at lesast \
one of thase hauristics combined with the SFT due date 3
assignment procedure or better yet; 3) impleamant the :

FIFS/GFT combination for assured performsance.
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AN EVALUATION OF PROJECT SCHEDULING

TECHNIQUES IN A DYNANMIC ENVIRUNMENT

I. Introduction

Projects have besen part of the humen scens since
givilization started yet the practice of project management
is, on the historical timescale, almost brand new. Only in
the last couple of decades has the subject appeared to any
extent in management literature. Current budgeting and
planning mathods are all relatively recent. Perhaps the
reason for emphasis on projact management is that it is
concerned with the management of resocurces, including the
most expensive resource of all - namely tha human resourcs.
It is no longer the case that a few thousand slaves can be
deployad to build some architectural extravagance regardless
of their welfare and safaty. Almost everything now depends
on time and cost constreints. WMorsover, there is
competition. If one contractor fails to meet its obligations
or targets, no doubt twenty othars will be ready to jump in
to take its pleace whan thae naxt Job comas up. Management
has hoon desaribed as “"getting results through peocplas®.
Amend that definition to "achiaeving successful project

completion with the resources available”™ and you havae

a succinct definition of project management, the




resourcas baing time, wmoneay, materials and equipment, and

people (12:3).

Genaral Issua

Efficient project managemant requires more than good
planning. It reaquires that relesvent information be obtained,
analyzed, and reviewad in a timely manner. This can provide
early warning of panding problams and impacts on related
projeact activities thereby providing the opportunity for
alternate plans and management actions. Today, project
managers havae access to a vast arrey of software packages to
assist them in the difficult task of planning, tracking, and
controlling projects. Many of thi mora sop#isticat.d
project scheduling softwarse pachages that previously
required mainfreme computer support are now available for
microcomputers.

Most, if not all, academic and commercial software
designed for project scheduling solve only the static,
unconstrainad resource, project scheduling problem. The
static scenario consists of scheduling a set of known
activities, such that each activity bagins only after its
preceding activity is completed. HResocurces to accomplish
sach task are unconstrained. The problem of interest to
most project managaers, in this rcenario, is sequencing the

activities to minimize the project’s duration (using

critical path methodology). However, resources in reality




are constrained which may cause concurrent activities to be
delayed and cause an increase in project duration.

Thae static, multi-project, constrained reasources
problam is characterized as having many projects present,
esch having the same starting point but having diffarent
stopping times for the different projects. As an examples,
o construction company planning to build seaveral buildings
at the same time is faced with the static, multi-project,
constrained resources problem. The solution to this
particular type of scheduling problem is a schedule which
allocates the limited resources to the activities of the
multiple projects so as to minimize the individuel project
completion times (5:6).

A much mors challenging class of project schaduling
problems confronting today’s managers consists of multiple
projects that arrive indefinitely over time with a given
level of resources available to the project manager. In
this dynamic environment the project manager must estimote a
project completion date (due date) for sach project as it
arrives and then take schaduling actions to mest this date.
This task is relatively simple in the static, multiple
project environment with unlimited resocurces and the
technique usad to ensurs tha dus dates are mat in the
minimum amount of time is most likely a criticael path

methodology. However, the task of meeting due dates and/or

minimizing project completion times becomas much more




complex in the dynamic, multiple project with constrained
resources snvironment.

Bany orgenizations face the problem of menaging
sultiple projects requiring multiple rasources. One common
plenning factor they all face is deciding a complation date
(duae date) for each individual project that is attainable
and can bs promised to & customer, recognizing new projects
will arrive in the futura which will add to the existing set
of projects and compate with the organization’s limited
resources. Eaoch organization has some historical basis for
.oti-oting completion times of familiar projects and
therefore develops a technique for estimating project due
dates. Once the due date is established, activity control
decisions (scheduling) need to be made an the assignment of
resources to minimize deviations from the promised due
date (6:4).

Rasesarch in this aresa of project scheduling has not
bean pursued as extensively as the static, multiple project
schaduling problem. Some techniquas have been developed for
schaduling multiple projects in a dynamic arrival
environment where the resources are limited. Various due
date setting rules ars available and schaduling heuristics
are used in maating due dates. A computar simulation model
has baen developad to asvaluate the effectivenass of

techniques for schaduling multiple projects in a dynamic,

multi-project, constrained resources enviraonment (§5).




B.ok.round

Planning, schaduling, and control are three of
the most important functions of menagement and project
sanagars strive for techniquas to accomplish thase
functions more effectively, esspecially when a complex set of
activities, functions, and relationships is involved.
Networking models have proven to be axtremsly useful in the
static project environment for the purpose of tracking the
perforsance of large and complex projects.

Two neatworking tools that have baen used frequently
by managers ara: 1) the Program Evaluation and Reviaw
Technique (PERT); and 2) the Critical Path Nethod (CPW¥).
PERT/CPN was dasignaed to eliminate or reduce praduction
delays, conflicts, and intarruptions in order to coordinate
and control ths various activities within & given project
and to assure completion of the project on the scheduled
date. WNany projects are complex and consist of meny highly
interrelatad activitias and events which make coordination
and control of the entire project difficult. foday, project
managers have access to a large array of PERT/CPM software
packages to help in the difficult taskh of tracking and
controlling projects (11:89).

Urigin of Part (8:7). PERT was davelopaed in 1958
by the U.8. Navy for the Polaris missile progrem. The
Polaris program had over 60,000 definable activities which

had to be accomplished by over 380U contractors, suppliers,
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and governmant agencies. A project of this magnitude and
complexity had naver bean attampted before, making it very

difficult to predict completion times of critical tasks or

track the progress of the ovaerall project. Therefore,

PERT was spacifically designed to handle uncertainties in

activity duration times. PERT requires three estimates of
the duration for each activity ( optimistic, most likely,
and the passimistic). By the use of a Beta distribution
function, these three estimates are refined to one expacted
time and its variance.

Origin of CPB (8:8-9). CPM was developed in 1957
primarily by DuPont Corporation and Remington Rand. The
chemical industry was interested in being able to provide
tima and cost trade-offs in building, overhauling, and
maintaining chemicel plants. If there are unlimited
resources, the longest direct route through the project
natwork is the critical path. The minimum time required to
complete the project is the sum of the durations of all the
activities along the critical path. Any delay in thesa
criticael activities will delay the final project complation
date. The progrem manager’s taskh is to ensure that the
resources required for the critical activities are available
on & timely basis and that the project is completad in
ite criticel path tima. Proper control and diraction of the

activities comprising thu critical path give managers

innight to the time and costs involved in a project of any




size. The CPN technique makes an assumption that activity
duration times are deterministic (single time estimate for
each activity). It offers the option of .increasing
resources, usually at increasad costs, to decrease cartain
eactivity times. The distinguishing feature between PERT and
CPM is that CPM provides time and cost trade-offs for
activities within the project.

Network Applications (8:11-13). In both the PERT

.ﬁd CPM models the basic procedure consists of five steps:
1) snalyze and break down the project in terms of specific
activities and/or avents; 2) aot.rnln. the interrslation-
ships and saquence of activities and produce a network; 3)
.nsl.n estimates of time, costs, or both to all activities
of the network; 4) identify the longest or critical path
through the network; and §) monitor, avaluate, and control
the progress of the project by replanning, reschaduling and
reassignment of resources. The primary task is to

determine the critical path through the network (minimum
project duration time). If the project must be completed in
less time than the critical path, those activities along the
critical path must be re-analyzed in terms of what resources
must be dedicated to expedite one or more activities along
the critical path. Non-critical paths are more flexible in
soheduling and distribution of resources, bacause they take

less time to complate than the criticel path. The

networkhing process signals the project manager when the
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critical path of the project is placed in jeopardy. Tha
manager must then take the appropriate actions in order to
compensate for any delays.

PERT and CPM can be used for many types of projects,
but the amphasis of these models is on the static project
environment (single or multiple one-time projects).

Resource Constraints in Static Project Scheduling

(13:191-213) . Resource availabilities are not considerad

in the basic PERT/CPM scheduling process and therefore are
somewhat limited in producing a detailed project schedule.
PERT/CPN proe-duras‘inplicitly assume that the resocurces are
unlimited and that only precedence relationships batween
activities constrain activity start/stop times. One
consaquence of this is that the schedules producad may not
be realistic when the resources are constrained. Because of
this, the basic time-only PERT/CPM forward-backward pass
procedure has been called by some “a feasible procedure for
nonfeasible schedulas.”

Resource constraints alter and complicate some of the
basic principleas of PERT/CPM. For example, the longast
saquence of activities through any one project when
resources are constrained may not be the same critical path
determined by the basic time-only PERT/CPM tachnique. While
under resource constraints many different Early Start time
(ES) schedules may exist, whereas there is anly one unique

€S schedule in the basic time-aonly PEHRT/CPM approach. To




understand these differences it is necassary to seas how
limited resources affact schedule slack (float).

How Limited Resources Affect Schedule Slack.

Figure 1 shows a simple activity network with activity times
indiceated beside each node. Figure 2a shows the all-ES
bar chart schadule for this network, assuming that the

resources are unlimited. The project duration is 18 weaeks,

the critical path is the activity sesquence A-C-I-J-K, and
activities B, D, E, F, G, and H all have positive slack.

Now assume that jobs C and G sach require the sames
resource, say & hoist crana, but only one crane is
aveilable. Also, assume that jobs E and F require a spacial
bulldozer, but only ons is available.

The result of these simple resource constraints is that
neither jobs C and & or jobs E and F can be performed at the
same time as indicated pr.viohsly in Figure 2a. One or
the other of thesa activities will be given priority and
sach pair must be sequeanced so there is no overlap ( seae
Figure 2b).

When resources for activities C and G and E and F are W
constrained, the folliowing results occur:

1. Activities G and H become critical, with slack
reducad to zero.

2. Activities D, E, and F have their slack reduced

considerably.




Figure 1. SGimple Activity Network (13: 192)
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Figure 2a. Unlimited Resources Schedule (13:193)
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3. With activity E arbitrarily given priority over F,
the slack of jobs D and E bacome dependent upon job F.

4. NoAactivity can bagin earlier than shown, given the
resource constraints and precedence relationships, so Figure
20 represants an early start schsdule. Note that this
solution is not unique because the resource priority could
be changed to job F having priority over job E, resulting in
another ES schadule for this resource constrained example.

The schedula liack of a project can be affected in
significant ways when resocurces ara constrained as
illustrataed by this simple example. In g.nnral, the
following is trua:

. 1. Resource constraints raduce total schadule slack.

2. Glack dapands both on the precedence relationships
and the resource constraints imposed by the project nestwork.

3. Typically, slack times ars not unique because the
early and late start schedules are not unique, depending on
the scheduling rules usaed for resolving resource conflicts.

4. The critical path in a constrained resource
schadule may not be the same as that which occurs in the
uniinit-d resources case. Since activity start times are
constrained by both rasource availabilities and precedence
relationships, the critical path may contain different

activities.

Multiple Project Scheduling. Most orgenizations

work on saveral projects simultaneocously. The projects may

"
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be at different locations and may be representad by
independent networks. These projects frequently require
soma of their resources to be drawn from a common pool.
Enginesers, draftpersons, equipment, etc. are some examples
of shared resourcaes within a company (12:403).

When a company is handling several projects at the same
time and where the rescurces aust be shared betwaen
projects, it is necessary to integrate the planning and
control of thase multiple projects. Some examples of this
situation are (10:131-132):

1. A large chemical company which has several major
projects occurring simultanesously, sach at various phaces in
its life cjcl. and each probably with a different
contractor.

2. A contractor who has several projects with
different client companies.

3. A factory with a variety of small and medium sized
projects, using its own resources and sometimes for large
projects, using subcontractors or contractors.

Multi-project scheduling has to accommodate for
resource aveilabilities in the common resource pool and for
the resource availabilities assigned to specific projects.
Whan several projects are baing schaduled under constrained
resources, ona has to consider the priority of these

projects (12:403).
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The impact of resource constraints on scheduling in the
single-project illustrated above increases significantly for
scheduling multipls projects. Figure 3 shows a hypothatical
threa-praject scheduling scenario involving just three types
of resources. To simplify this example, activities
requiring a resource use only one unit of any one of the
threea types of resources, and only one of any type is

available.

Time Time Time
Resource ! Resource 2 Resource 3

Figure 3. WMultiple Project ESchedule (13:19§).
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A domino series of evants might occur as a result of
delaying activities to rasolve resource conflicts as they
occur. For axample, delaying activity 1-3 of project 1 (to
resolve the conflict with activity 1-3 of project 2) might
cause the following (13:192-193):

. Delays in successor activities 3-4, 3-5, and 4-5 of
project 1.

2. As a result of (1), the creation of additional
resource conflicts among activities requiring resourca types
2 and 3 ﬁo be resolved.

3. As a result of (2), additional delays in projects 2
and 3, and possibly sven project 1 again.

Developing and maintaining schedulas for multi-project
problems, involving meny projects, a veriety of resource
types, and thousands of activitias, are possible only with
the aid of powerful computers. The pbint being, the
aspact of resource constraints elevates the complexity

i of the multi-project problem from a relatively simple
exercise using the basic time-only PERT/CPE approach to a
much more challenging problem of immense proportions that
requires sophisticated computational routines and powerful
computers to solve.

Resource Loading. The netwark model for projeat
E schaduling lends itself readily to information about
‘ resource raquirements over the dur;tion of the project.

The only condition for obtaining this information is that
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the resource requirements associated with asach project

activity shown on the network be identified separataly ( see

Figure 4).

Figure 4 is the same network as shown in Figure 1 with
resource requirements of two different types indicated above
each activity. B8y using thess resource requirements
togethar with an early start (see Figure 2) and a late start
schedule (not shown) a plot of resource usage over time can
be developed as shown in Figure §. These plots are referred
to as resource loading diagrams. Such diagrams are very
useful in project management; they highlight the period-by-
period resocurce ussge of a spacific project schedule and
provide a basis for qbnagcrn to 1npr6v3 scheduling
deacisions.

Basic Scheduling Procedures for the Resource

Problem (13:202). Scheduling procedures for dealing with
the resource constrained problem can be divided into two
basic categories: 1) resource leveling, and 2) constrainad-
resource scheaduling. Resource leveling occurs when
sufficiant total resources are available, the project must
be completed by a p;oniccd due date, but it is desired to
reduce resource usage variance over the duration of the
project. A constant level of resource usage is desired and

the projsct duration is not allowed to increass in this
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Figure 4. Activity Network with Resocurces (13:196).

12~
L Resource A
0}
ES m
s~ = !
I N ]
4~ t |
L hm——— :
®
Y
g 1= '
P SO VU N N S S S O O T O S SR B N B |
H 5 10 15 18
-] Days
gﬂr
mt Resource 8
e I
~ €S M
(] 1 Ly
1S [
- I L
Y | St
[ ﬂ‘-_‘ .
0 bt t i 1 ¢ 1 1 1 2 4 ¢4 1 4 Lt 1
L 10 18 18
Oavs

Figure §. Resource lisage Uver Time (13:196).

16 ‘




The more common and most interesting problem arises
when resourcas are constrained. The scheduling objective in
this case is to meet project due datas as much as possible,
subject to the fixed limits on rescurce availability. Thus,
project duration may increase bayond tha initial due date
determinaed by time-only PERT/CPM calculations. The
.chndulih. objective is to minimize the duration of the
project (or projscts) being scheduled, subjesct to the
constraints imposed by limited available resources. This
problem can be further subdivided into two categorias
according to whether the fixed limits on resource
avaeilabilities oroiconotant at some level or sllowed to
change over activity or project duration. Further
subdivisions are possible according to whether approximate,
rule-of-thumb procedures, or mathematical exact procedures
are usad to solve tha scheduling problem.

Heuristic Schaeduling (13:202-217). Tha task of
scheduling o set of project activities such that both
resourca constraints and precedence relationships are
satisfiad is not easy. The difficulty is incraased in the
multi-project environment. The limited rescurces, project
scheduling problem falls into a cat-gbry of mathematical
problems called combinatorial problems. Analytical wmethods
such as methematical programming have not proven very

succassful on this class of problems. Inatead, heuristic

17




procedures havae been developed and are being usad to solve
these problems.

Hauristics are "rules-of-thumb” that reduce the
computational affort involved in project schaduling. They
mey not always provide the optimal solution in every case,
but they are very useful in finding a good solution with
‘minimum effort.

Simple heuristics such as “shortest job first” or
*minimum slack first™ are effective in establishing
priorities on many types of resource-constrained scheduling
problems. Mors sophisticated hauristic procadures exist
and are Qp.crib.d in further detail in the literature
review.

Although individual studies have indicated the general
best effectivensss of a particular heuristic, or combination
of due date assignment rule and scheduling h.uristic,Ait
must be emphasized that it has been shown that no one
heuristic-or combination of heuristics-always produces the
best results on eavaery problem. This is perhaps the greatest
disadvantage of using scheduling heuristics. In practice,
sven with very sophisticated procedures, it is not possible
to guarantes the parformance across the board of any one
heuristic or oonbinatiqgith.rnof.

Despite this disadvantage, haurietic scheduling
procedures are used often in practice. Tha schadules

produced by thase techniques may not be optimal, but they




| .

are good snough for planning and control purposes in view of
the uncertainties associated with activity durations,
resource constraints and requiremsents. Gome very powerful,
computer-based solution procedurss incorporating a variety

of orestive hauristics have been daveloped which
produce schedules for large, complex projects under e
variety of assumptions. The most challenging praoblems of
course is the dynemic, multi-project, multiple resource
project scheduling problem which has received very little
academic attention.

Yhe Dynamic Versus Static, Multiple Resource, Bulti-

Project Scheduling Problem (85:1-13). Resource-

constrainad project scheduling research has bean limited
almost exclusively to the static problem where all aspects
of the projects are assumed a priori. The emphasis being on
finding schaduling techniguas which minimize project
completion time. The result is a master schedule which
allocates specified quantities of the required resources to
certain activities at certain times. In reality, the
project schaduling environment is dynamic; new projects

- arrive but the exact arrival times 6' future projects, their
activity duration times, and their resaurce requirements are
uncertain and not known until it arrives. These major
differencaes dalineate the static vaersus tha dynamic,
multiple resource, multi-project scheduling prablem.

Stendard project scheduling techniques are inadequate in the
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dynamic environment because they are unable to schadule

resources to projects for which there is no information.

In general, project mansegers are faced with two
problems in project schaduling. First, thay must estimate a
realistic end minimum expectaed project completion date (due
date). Second, they must schedule this project to meet this
due date while not seriously jeapardizing the completion of
engoing projects.

Estimaeting & realistic due date for a broj.ct involves
detailed knowladgae of the project and depends on:

1. Tha characteristics of the project (number of
activities, successor-predecessor relationships, ectivity
duration times, resource requiremeants, .tc.);

2. The current load of projects in the organization.

3. The future load in the system (as impectad by
additional projects).

4. The scheduling heuristics used to allocats the
resources to the projects.

The goel of & project manager is to maks good estimates
of project completion times and deliver the product or
service on time to the cusion.r.

Good due date setting rules and scheduling heuristics
have been explored recently by simuleting the dynemic,
multiple rescurce, multi-project problem with a computer
based model (5). The focus of this research is a

continued exploration of the performance of thase dua date

20




setting rules and scheduling hauristics under variations in

the assumptions of the arrivel rata distribution.

Specific Problem Statement

Nany organizations, both commercial and government,
opesrate in a multiple project environment where their
resources ars constraoined and new projects arrive on a
continuing basis. These organizations are esxpected to
astimate a co.pl.tibn date on sach of thesa new projects and
then take scheduling (management) actions to meet these
estimated completion dateas.

The specific problem of estimating dua dates and
echaduling multiple projects in & dynamic, resource
constrainad anvironment has not received much attention
academically or commercially. Becauss of the difficulty of
the problem, previocous resesarch has focusad almost
.xoln.iv.ly.on the static project environment with the
purpose of finding scheduling methads that minimize the
completion time of the project. Projaect managers have
acocass to a large assortment of commarcial software programs
which basically provide a common schadule, alloaocating
specified amounts of resourcas to activities at the required
time in order to meet the minimum project completion date.
Howsver, these techniques requira that all aspects of all
projects be known in advance. Realistically, in a dynawmic
environment, the requirements and arrival time of new
projects are not known in advance. This basic difference

21
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makas standard project scheduling models inadequate in a

dynamic environment.
differences betwaen the static

environmant (5:6).
Static

1. Finite number of projacts
in advence.

2. All projects start at
time zero and all character-
istics (ectivities, durations,
resources, atc.) are known in
advance.

3. Start with resource at

zero, go to a peak resource
lavel, and return to zero.

Dumond identified saveral

the dynamic, multi-project scheduling problem.

There are three significant

and dynamic project

Dynamic

1. Unknown set of
projects to be scheduled
over time.

2. Projects arrive at any
time and the charactaer-
istics are unknown until
their arrival.

3. ARaesources are con-
strained at a given level
and remain constant
throughout time.

areas of future ressarch on

A particular

area of interest to this researcher is tha environments used

by Dumond to svaluate due date

setting rules and scheduling

heuristics in a simulated dynamic project arrival

environmant.

sansitivity of the performance

The problem of interest is to examine the

of these due date satting

rules and scheduling heuristics under variations in the

assumptions regarding the project arrival distribution.

Research Objective

The overall objective of this research is to

investigate the impact of differences in project arrival

distributions during a simulation of the dynamic,

22
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multi-project scheduling environment on the performance of .
the dua date assignment rule and schaduling heuristic
combinations investigated previously by others. To achieve W,

this objective, the following resesrch quastions should be e,

answered: N
gl

A

1. Are scheduling heuristics, investigeted in previous w

';‘

research, impacted by whether new projects arrive according ‘@

to a uniform, exponential or triangular distribution? "
. 2. Are due date setting rules, investigated in X

previous resaarch, impacted by whether new projects arrive o

¥

'according to a uniform, exponantial or triangular

-
-
-

distribution? g
3. Is any combination of scheduling heuristic and due ?

dete setting rule, investigated in previous research, @
impacted by whether new projects arrive according to a g
uniform, exponential or triangular distribution? %
Qt

Scope of the Resesarch :é
The scape of this research concentrates first on #
reviewing the due date setting rules and scheduling &
heuristics evaluated by Dumond and others (8). Then an ‘ﬁ
investigation of the deteails of the computer-simulation l%
model used to svaluate the effectiveness of these dynemic ?
scheduling techniques will be conducted. Finally, the major 3

thrust of this research affort will be to explore various
dynamic project environments to test the genaralizability of
the results presented in (5, 6) and answar the research
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questions identified above. The investigation and

simulation of other project arrival distributions will

hopefully add to the robustness of the existing results and
demonstrate the seansitivity of tha due date assignment rule
and scheduling heuristic combinations to project arrival

distributions.
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II. Ressarch Methodology

b

Ko 1

The general methodology will focus on collaction of

-

data pertaining to the evaluation of the effect of diffaerent

]
0

project arrival distributions on the performance of selected
due date assignment rules and scheduling heuristics in the
dynamic, multiple resocurce, multi-project scheduling
environment. The initial portion of the reseerch will be an
extensive review of the literature én the dynamic, multiple
resource, multi-project schaduling problem to determine 1if
this problem is being activaly pursusd and what types of
projact schaduling criteria or rules are being developad to
address the dynamic project environment. Since a simulation
model has already been developed (S§), it will be of
interest to the researcher to determine how the model must
be modifiad and installed on the local computer facility in
order to simulate the .ff.ct-of diffarent project arrival
distributions on thae performance of several combinations of
interest of dus-date assignment rules and scheduling
heuristics. The objective being to determine if there is
any significant difference in tha performance of these due
date assignment rules and schaduling techniques and if so,
are these differences attributable to the diffarence in the
project arrival environmant.

This chapter furthaer establishs a rationale for
investigating the problem, provides & review of current

literature in this field of study, proposes an appropriate
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experimental design to address the problem and collect data,
describes the fundamental characteristics of the computer

simulation modal to be employed in this investigation, and
finally, addresses the mathod of data analysis propaosed for

this experiment.

Experimantal Approach

The primary rationale for investigating this problem is .
based upon the roconn.ndation by Oumond for further
exploration of the environments used in his experiment-
ation (S). The arrival distribution and mean interarrival
rate was held fixed during the experiments and the :
recommandation was made to pursue other distributions and
arrival rates (5:195). Dumond used a uniform project
arrival distribution with a mean interarrival rate of one
new project every 8 days. The main expariment consisted of
a two~factor full iactorial design to deatermine the
performance of four due date setting rules and seven :
scheduling heuristics under one set of environmaental
conditions (5:70). The project arrival distribution and
meaan interarrival rate were not factors in Dumond’s
exparimental results. ) o

Pro!.ot Arrival Distributions. In order to make a

comparison of experimental results with Dumond’s previoas

study, a replication of the experiment using a selaction of

two due date setting rules and four schaeduling heuristics
will be performed using three different project arrival
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distributions (uniform, exponential, and triangular).
Pritsker states thae following on the uniform distribution
(17:696-697) :

The uniform density function specifies that avery value

between a minimum and a maximum value is squally likely.
The use of the uniform distribution often implies a complate
lack of knowleadge concerning the random variable other than
that it is between & minimum value and a maximum value.
Thus, the probability of a value being in a specified
interval is proportional to the langth of the intervel.

- Another name for the uniform distribution is the rectangular
distribution.

- Figure 6 gives tha density function and its graph for the

uniform distribution.

tix) fix) = £ ; aSxsb
b-a

a+b . ',.(b-a)’
2 12

Figure 6. Uniform Dansity Function ( 17:696)

Most of the queuing theory literature pertains to the
special case when job interarrival times are a series of
indapendent. ocbservations from an sxponential distribution.
Meaning, the number of arrivals in a given period of time is
a8 random variable with a Poisson distribution. This is
refarrad to as the Poisson process and in queuing theory is
referred to as Poisson arrivals. Poisson arrivals are used
quite frequently in queuing maodels because it is a reason-
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able representation of many physical processes, but a more
important reason is because of the tremendous analytical

conveniaence that the Poisson process provides (4:142-151).
Pritsker states the following about the exponantial

distribution (17:697-698) :

If the probability that one and only one ocutcome will
occur during a small time interval is proportional to this
small time interval and if the cccurrence is independent of
the occurrence of other outcomes then the time between
aoccurrances of outcomes is exponentially distributed.
Ancother way of saying the above is that an activity
charactarized by an exponantial distribution has the some
probability of being completaed in any subsequent period of
an equal small time interval. Thus, if the activity has
been ongoing for t time units, the probability that it will
and in the naxt time interval is the same as if it had just
bean started. This lack of conditioning of remaining time
on past time is called the Barhkov or forgetfulness property.
There is direct association between the assumption of an
exponantial activity duration and Barkovian assumptions.

The usa of an exponantial distribution assumes a large
variability as the variance is the square of the mean. Thas
exponantial has one of the largest variances of the standard
distribution typaes. The exponential distribution is easy to
manipulate mathaeamatically and is assumed for many studies
becausa of this property.

Figure 7 gives the dansity function for tha exponential

distribution and a graph of tha distribution.

20 4 Hx)e —- g-2/a x>0
»

f (x)

Figure 7. Exponential Density Function (17:698)
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Therefore a rationale can be establishad for exploring
the performance of dua date setting rules and scheduling
heuristics assuming a Poisson arrival procass and,
thereforse, an exponential project arrival environment.

An argument can also bs made that job arrival times are
perhaps a sequence of independent obs.ryations from a fixed
normal distribution. An environment may exist which closoiy
resambles the static, multiple resourcese, multi-project
problam such that the natu?o of project arrivals are fairly
repatitive and predictable for a particular organization,
howevar some uncertainty ramains in the variability of
project arrivaels. Th.r.fog., one may assume that a normal
distribution of project arrival times is appropriate for
modelling the dynamic, multiple resource, multi-project
problem. The difficulty remains in sslecting the
appropriate variance and, hence, standard deviation for a
norsal process of project arrival timas. Also, a
complicating feature of the normal distribution is the
infinite tails of the distribution which could be solvad by
truncating the distribution. A triangular probability
distribution can be used as a reasonable approximation of
the normal distribution that does not require knowledge of
the varisnce or standard deviation, only ths minimum, wmode,

and maximum valus of probable project arrival times. The

triangular distribution resolves the nead for truncating the




normal distribution. Pritsker states the following on the

triangular distribution function (17:697):

The triangular distribution contains more information
about & random variasble than the uniform distribution. For
this distribution, three valuas are spacified: a minimum,
mode, and a maximum. The density function consists of two

linear parts: one part increases from the modal value to the
maximum value; and the othar part decreases from the modal
value to the maximum value. The averags associated with a
triangular density is the sum of the minimum, mode, and
maximum values divided by 3. The triangular distribution is
used when a most likely value can be ascertained slong with
winimum and maximum values, and a piecewise. linesar density
function seems appropriate.

Figure 8 gives the density function and its graph for the

triangular distribution.

2
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Figure 8. Triangular Density Function (17:698)

The investigation of the sensitivity of the performancs
of due date setting rules and scheduling heuristics to
project arrival distributions will be an important
;ontribution to this area of rasearch bescause the desired
effect would be & relative insensitivity to the project

arrival distribution. This would demonstrate that the
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combinations of due date setting rule and scheduling
heuristic would nat need to ba compansated for the
particular typa of project arrival distribution and, hence,
would remein good rules of thumb for scheduling projects in
the dynaemic, multiple resource, multi-project environment.

Limitations. The most significant hurdle anticipataed

will be trying to install the simulation model on an
accessible mainframe computer, debugging the model, and
conducting a pretest of the model using existing data. Once
the simulation is installed, it should be & reasonably
straightforward process to acquire new data (different
project environments, scheduling rules, estc.) and to
evaluate the effectiveness of various dus date assignment
rules and scheduling techniques in & dynamic project arrival

environment.

Literature Raview
A review of current literature has ravealad that very

little resesarch effort has been directed towards the
dynemic, multiple resource, multi-project scheduling
praoblem. Several related articles were discovered that
addressad hauristics and dues datea rules for resource
constrained scheduling problems, but none specifically
addressed the dynamic, multiple resource, multi-project
scheduling problem (1, 2, 3, 72, 9, 16, 18). The most

relavant current ressarch effort was conducted by Dumond
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which provides the foundation of this experimental
investigation (8).

The remaining discussion will be an overview of tha due
date setting rules, scheduling heuristics, and performance
measures that apply to the methodology to be incorporated in
the experimental design.

Due-Date Assi‘nuont RAules. A due date is defined

as the present date plus an astimate of the amount of time
required to complete a project. Meeating an assigned due date
is considered a major performance criterion in project
management. Due date assignment rules can vary from simple
to sophisticated depending on the dagree of ;nfornation
known and used about a project’s characteristics and the
status of the system at the time of project arrival. Oumond
invaestigatad the following four due date rules (6:10-12):

1. MNean Flow Due Date Rule (FLOW).

2. Number of Activities Due Date Rule (NUNMACT).

3. Critical Path Time Due Datae Rule (CPTIMNE).

4. Scheduled Finish Time Due Date Rule (6FT).

The latter two rules are ths more sophisticated and are
considered as the two treetments for the due date rule
factor of the three-factor experimental dasign.

Critical Path Time Due Date Rule (6:11). The
ocriticel path of a project determines the time to complate

the project given thet resources are not constrained. This

rule considers the activity predecessor relationships of the
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project and the duration of the critical activities of that
project. Eince resources are constraeined in this problem an
adjustment is made to the critical path times dues date
estimate by multiplying the oriticel path time estimeta by e
delay factor based on historical datae. This adjusted value
becomes a more realistic esstimate of the project’s
completion time and is used to set a dus date for that
particular project. CPTINE is given by tha following:

DD, = TNOW + Kk, * CPTINE, (1
where

CPTINE, = critical path time of projeact 1
Ry = parameter reprasenting expected delay

Scheduled Finished Time (6:11-12). This rule

finitely schedules a new project into the system along

 with current projects in the system before setting a due

date. Therefore, start and stop times of sach activity of
esch project is established. The scheduled finished time of
the lest activity of the arriving project is an excellent
estimaete of ihe completion time of the new project provided
no new projects arrive. 1In the dynamic project environmant
new projects will continuae to arrive and the scheduled
finish time is usuelly not met. Therefore, the satimate
sust ba compensated by an appropriate delay factor.

The 6FT technique 1nv;lv.. the following three steps in
order to set the due dete for a new arriving project:

1. Temporarily set the dus date of the new incoming
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project as the currant date plus the computed critical path
tims of the new project, without regarding resource neseds.
2. Sochedula the remaining activities of all current

projects in the system plus those activities of the new

project using thea selectad schaduling heuristic (i.e.,
first-in-first-sarved, shortest activity of shortest
project, etc.).

3. Set tha parmanant due date of the new project as
the presant date plus a dalay factér (k2) times the
estimated completion time for tha new project.

The SFT dus date rule is given as follows:

00, = TNOW + ke(SFT(E)s - TNOW) (2)
whare
ke = the eaxpacted delay factor

SFT(E), = the estimatad scheduled finish time for
project i after loading

(SFT(E)oy - TNOW) = estimated completion time for the
new project

The 8FT due date rule determines the sarly activity start
times of the new project based upon resource constraints at
the time. Therefore, tha same project arriving at different
times but using the same SFT heuristic would ba assigned two
diffarent estimates of their completion times. In other
words, if the system is relatively empty a shorter due date

will be assigned than if the system is relatively full.
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Scheduling Heuristics (6:6-9). Project

scheduling hauristics allocate the constrained available
resources based on o prioritized list of the competing
activities from one or more projects. Some hauristics
parform better than others in reducing the mean complestion
time of projects. By assuming that the dynamic, msultiple
resource, multi-project problem consists of a serias of
static problems, then one can use these same heuristics in
the dynamic environment. Dumond investigated the
performance of seaveral schaduling heuristics, some that
ignore the due date and some that are sensitive tao the due
date. Four of the more successful heuristics will be
investigatad in combination with the above due date
assignment rules in this study. They are as follows:

1. First in Systeam, First Served (FIFS).

2. Shortest Activity from Shortaest Project (G8AGP).

3. Shortest Activity from Shortest Project-Based on
the Due Date (SASP{DD]).

4. MWMinimum Late Finish Time-Basad on the Due Date
(MINLFT[ODD]}).

First in System, First Served (FIFE) (6:6-7).

This heuristic is commonly found in the static environment
and many queuing applications as wall as the dynamic
schaduling environments. The projact first in the systam,
hance which has bsen in the system the longest, recaeives

priority on available resources. The index used to
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determine an activity’s priority is based on the arrival
time of the project (ties are broken randomly). Every time
8 naw schedule is developed, the competing activitiaes
priority index is recalculated. The FIFS rule ignoras the
dua date assignad to the project and is given as follows:
I(FIFS) .4 = Ming(ta,) (3)
whare
ta, = time of arrival of project 1
J = set of competing activities

I(FIFS) ., = index value for activity i on project j
using FIFS.

Shortaest Activity from Shortest Project (SASP)

(6:7). This rule was found to be effaective in the static
environment and can be used in the dynamic scheduling
environment. This rule, like FIFS, ignores the due date
assigned to the project and d.tarlin¢s>an activity’s
priority based on the critical path time plus the activity’s
duration. This rule is given as follows:
I(SASP) ., = Mingy(dey + CPTIME,) (a)
where
CPTINME, = critical path time remaining for project 1.
des = duration of activity j for project 1.

Shortest Activity from Shortest Project-Basaed on

the Due Date (EAEP[DD])) (6:9). This hauristic is a modified

version of SASP which accounts for the due date assigned to
a project when computing the activity priority indaex. The
SASP[DD] heuristic is given as follows:
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I(MBLK[DD]}) 45 41f I(MSLK[DD]).y < O
I(BASP{DD] )<y = Ming,
(de s+CPTIME,) otherwise (S)
whars
CPTIME, = critical path time remaining for project 1
das = duration of activity 4§ of project {1
I(MELK[DD] 4 4) = Min,(Ming (LST,.,, LST[DOD]+ 4~EST<,))
LET[DD]) 45 = LST of activity j§ based on project 1i’s
established due date
LET,4 = late start time of activity § of project i
based upon project i’s best complaetion time
ESTy.4 = sarly start time of activity -§ of project 1
This rule gives priority to all activities that have
nagative slack (late). Once all of the late activities hav..
been allocated resources, then all remaining available

resources are allocated by the familiar SASP rule.

Minimum Late Finish Time-Based on the Dues Date

(MINLFT[DD)) (6:8-9). This modified version of the minimum
late finish time heuristic uses the project’s set due date
or the currently computed late finish time of the project’s
last activity as the priority index. The activity with the
esarliest adjusted late finish time is given the priority
for aveilable resources. In other words, the earliest dus
date project activities receive priority. The MINLFT[ODD]
rule is given as follows: '

I(MLFTD) oy = Min,(Ming 4(LFT44,LFTIDD]) 4y,)




where

LFT,5; = lata finish time of activity j of project 1

LFT[(DD] .5 = late finish time of activity j based on
project i’s due date

Parformance Measuraes (5:69-70). As each project is

completed during a simulation run several performance
paramaters are collectad. The dependent variables of
‘int.rnst in this experiment will be the following
performance measures:
1. Project Mean Completion Time - the average project
completion time. It is calculated as follows:
P
[ 2 (tes - tas)l/p ?7)
i=1
where
tc, = time of completion of project 1
ta, = arrival time of project 1
p = total number of projects
2. Project WMean Lateness - the average difference
betwaen the actual project completion time and ths estimated
due date. MNean lateness is calculated as follows:
P
[ X (tea - dde)l/p (8)
i=1
wheares
dd, = due date of project 1
3. Standard Davistion of Project Mean Lateness - the

meossure of the variability in the project lataeness
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distribution. WMeasures the ability of a schaduling
heuristic to consistently meet project dus dates. It is
calculated as follows:
144 i (toe-dde)®=1/(p-1) - [ E: (tes-dds) ) ®p/(p-1))*/® (9)
i=1 i=1
4. Project Mean Tardinass (mean positive lateness) -
measures ths average time by which due dates are exceeded.
Provides a measure of how late, on the average, projects
will be completad using a particular combination of
scheduling heuristic and due date assignment rule. MWean
tardiness is computed as follows:
L
Y (tardiness),/L (10)
i=1
where
(terdiness), = 0 1if (tce - dd,) <= 0, early
(tardiness), = tc‘—dds,. otherwise
L = total number of projects tardy
S$. Average Resource Utilization Rate - the measure of

the average usage rate of all resource types during the

simulation of ths dynamic project scheduling problem.

Experimental Oesign

The purpose of this experiment is to determine the
reletive parformance of four scheduling heuristics and two
due date setting rules under thrae different assumptions of
dynamic project arrival distributions. The experiment will

be & three-factor full factorisl balanced design to analyze
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the effects of due date rule, scheduling heuristic, and
project arrival distribution. Many other due date rules
and scheduling heuristics exist, but the purpose of this

experimant is to explore thosa which performaed the best in

Dumond’s earlier study and sexamine their bshavior under
BE various project arrival distributions. Many different
distributions exist as waell, however, three havae been
selacted and justified for the purposes of this experimental
) investigation. Those three are the uniform, exponential,
X and triangular distributions. The general exparimental
approach will be as follows:
g 1. Saelect a project stream from the Patterson problems
. set (1S).

2. Run a pilot simulation tast run to determine the

-

quantity of resources required to maintain an average

— -
o™

resource utilization rate of approximately 85 per cent for

-

the selectad project stream.

W 3. Kaeeping the resource quantities fixed, run another

X pilot simulation run to determine the appropriate

"historical”™ k-factors for the two due date setting rules.
4. RAun the simulation and collect data for the full

! ' factorial, three-factor experiment.

y

A more datailad description of this procedure is provided in

the following seactions.

Projact Stream. The projects to be used in the

AT R

simulation are obtained from a host of projacts used in

- -
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other project scheduling resssarch and ars conteined in the
Pattarson problem set (15). Twenty projects were
salactad from this available set of projects in order to
represant a heterogeneous population of projects. The
specific projects to be saealected are Problems 7, 9, 10, 13,
14, 20, 31, 37, 44, S4, 59, 61, &3, 70, 73, 92, 97, 98, 101,
and 104.

An observation will consist of 2000 days of operation.
The mean interarrival rate will be the same for sach project
arrival distribution, which is eight days. Therasfores,
approximately 250 projects must be selacted in sequence to-
satisfy 2000 days of project schaduling. This sequence of
projects dur{ng the a simulation is referred to as the
project stream. The project stream is developed by making a
random salection from the prcviohsly salected 20 different
projects repeatedly until approximately 250 projects have
baen seaquencad.

Resource Quantity Determination. In order to make a

reasonable reprasantation of resource usage in the real
world, an average resource utilization rate of approximately
B86% is desired. Dumond also discovered that as one axceeds
the 88X rate, the amount of procassing time begins to
increasa dramatically due to "tightening” of available
resources. The projects selacted for this study require o:'
meany as threse differant types of raeasources. The guantity of

each reasource required to achieve the desired resource
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utilization rate dapends on the project streams selected.
A pilot simulatiaon run is performaed in order to determine

the amount of resources required in order to maintain the
desired resource utilization rate. A tradeoff batwaen

simulation run time and resource utilization rate will be

made in order to obtain a reasonable simulation run time.

Due Date Compensation Factor Detarmination (6:13-14).
The full factorial expariment will be preceded by a pratest
to determine the compansation parameters (k valuass) for the
due date assignment rules of CPTIME and 6FT. Thase k valuess
are sensitive to many different factors (e.g., resource
lavels, project arrival rate, project stresms
chaéact.ri.tics, schaduling heuristic, etc.) and therefore
are unique for sach combination of due date assignment rule,
schaduling heuristic, and project arrivel distribution.

A pretest simulation will ba used to provide an
estimete of mesn complation time (MCT) for each combination
of due date rule and schaduling heuristic using en initiesl
value of ky={. This will provide & BCT value similar to
knowing MCT from historical deta. Based on this data, the
initiel k veluss are detearminad as follows:

CPTINE: &k, = NCT/(mean critical peth time per project)

SFT: Khp = BCT/(NCT - mean lateaness)

wheare

P
mean lateness = ( ¥ TCq - SFT(E)ad)/p (V1)
i=1

42




TCe = time of completion of project i

SFT(E). = initial due date estimate of project i when
it arrived

p = total number of projects
Values of k which produce near zero lateness are
desired and will be obtained by varying the k value betwaen
runs in order to determine the appropriate k value for each
. combination of scheduling heuristic and due date assignment
rule.

Experimental Procedurs and Data Collection. The

completa experiment will examine three factors: 1)
scheduling heuristic; 2) due date assignment rule; and 3)
project aerrival distribution. The scheduling heuristic
factor will have four levels of treatment (FIFS, SAGP,
SASP{DD), NINLFT[DD]). The due date rule factor will have
two levels of treatment (CPTINME, 6FT). The third factor,
project arrivel distribution, will consider three lavels of
treataent (uniform, exponential, triangular). The complete
exparimental design will involve 24 possible combinations of
treatments (cells) with each cell having the same number of
obsarvations per cell (balanced design). The number of
observations per cell cen ba determined by conducting an
initiel simuletion run and using the power test to estimate
the required seample size. Oumond’s main experimental phase
was svccessful with 18 ocbservations par cell and his
sensitivity experiment produced meaningful results at 8
obsarvations per cell. An impoaortent factor to consider in
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determining the sample size is that the simulation runs may
take a long time to complets and thare may bes some
limitations in the amount of computer time accessible to the
researcher. Therefore, for this experiment, 8-10
observations per cell will be assumed to be a reasonable
sample size.

Randomizetion will be introduced in the observations
per cell by changing the random number seed batween runs.
This will generate diffarent random variates from the
project #rrival distribution for esach aobservation per cell.
The same sequance of random number ssads will be usad
batween cells so that no random effects are introduced
betwean comparisons of treatment combinations.

Upon completion of esach simulation run, several
parformance criteria are collected. The primary data of
interest will be:

1. Project mean completion time (days)

2. Project mean delay (latenass in days)

3. Standard deviation of mean lateness (days)

4. Project mean tardiness (mean positive lateness)

§. Average resource utilization rate (percent)

Simulation Model Description (5:203-210)

The simulation modal is designed to simulate a dynamic
project scheduling environment in which there is a
continuous flow of stochastically arriving projects into the

system. As sach neaw project arrives it is assigned a due
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date by a selectad due date rule and then it is scheduled

into the system using a sealected schaduling heuristic. This

schadule astablishas start and stop times for all activities

(currently existing in the system and newly arriving

W e

activities). The activity duration times are assumed ta be
deterministic and, therefore, the schedule is not changed ;5
until & new project arrives. Basically, the simulation of é
the dynamic scheduling problem is a continuous series of

. static, multiple resource, multi-project scheduling problems '
where the new project arrival time is randomly drawn from a
project arrival distribution.

Figure 9 shows that the simulation model is divided
into two sections. The dyno.ic simulator section cresatas
the dynamic project arrival environment. The simulation is e
discrete-avent oriented simulation and advances tha clock to g
‘-aach successive svant. The avents arae: 1) activity start; §
'2) octivity.fininh; 3) project completion; 4) new projcct
arrival; and §) end of the simulation. The interarrival time ;E
of naw projects is & random variate generated from a : !

probability distribution. 1In this case, three different

- -

distributions will be examined, but tha distribution remains

- .-

fixed during a simulation run. As a new project arrives the

model updates all projects in the system and provides a new 3

- &
schadule of activity start and stop times, developed by the
schedulaer, which is then placad on the event calendar. As vt

the system clock advances to the naxt avent, activities are 3
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started and placed in a work-in-process fila. Each activity
ies worked on until it is completed or until it is
interrupted by the arrival of a naw project. When the new
project arrives the status of sach activity is updated and
the work remeining to be done on each activity is updated.
Activities are not preesmpted. In other words, once an
cctivitj is allocatad resources, the activity is eallowed to
bes complatad and tha rescurces required will not be
avaeilable until that activity is finished. As the last
activity of sach project is finithid, the project is
completed, and statistics are collectad on the project
completion time and its deviation from the assigned due
date.

A large portion of tha model is written in FORTRAN code
consisting of approximately 1S00 lines of code which is
interfaced with the SLAN II simulation language developed by
Pritsker (17). The SLAMN II portion of the code maintains
the event calendar, controls the occurrence of each event
and maintains the activity work in process file. The
remeining control of the simulation is governed by the user-
written FORTRAN interface codes.

The original model was installed on a COC 855 series
computer using FORTRAN IV and an esarlier version of the SLAN
languvage. The madel will be modified so that it may be
instelled on the ELXESI 6400 using the UNIX operating system.

The BLAN II, version 3.2, language has beaen designed
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to be upwardly compatible with earlier versions of SLAM.
Therefore, modification of tha existing model should be
relatively straightforward. One must also be careful of the

FORTRAN compiler available on tha computer system. GELAM is
a FORTRAN basead language and accommodates user-written
FORTRAN interfaces quite readily. However, some
modifications to the code may be necessary to insure
compatibility with tha existing FORTRAN compiler.
é Verification and validation of the model was
accomplished earlier by ﬁunond, therefore an extensive
reverification and ravalidation of the model should not
be required. However, bescause some modificetions are being
made to the model for installation purposes and to simulate
the affact of different project arrival distributions, the
i wmodel should be checked for resasonableness to ensure the
code is being implemented properly and that the model is

providing accurate output data.

Data Analysis

The dependent variables, mean completion time, mean
latenass, standard deviation of lateness, mean tardiness,
and average reasource utilization will be analyzed using a
univariate analysis of variance (ANOVA) to determine
the overall significant difference batween factors. All

main and interaction effects will be examined. Independent

obeservations within eech cell will be obtained and common
random numbers will be used betwaen cells so that

48

) 2 1Y )
AN LN Y

DANARENI N AN ) v p
e I N L I O A I GOCOONONO A

"\‘l



significant differences between the various schaduling
heuristics, due date assignment rules, and project arrival
distributions may be observed.

When the experiment is complatad, the data will be
assimilatad and analyzed using the SAS saftware system
(19). The PROC ANOVA routine will ba used tao test for
significant differences in main and interaction effects and
multiple comparison tests will be performed to determine
which treatment levels are significantly different from one
another.

The main goal of this experiment is to investigsate the
effect of different project arrival distributions on
the performance of due date assignment rulaes aﬁd scheduling
hauristics. If the data analysis shows no significance
attributable to this factor then it may be assumed that the
due date rules, scheduling heuristics, and combinations are
insensitive to the project érrival environment. On the
other hand, it will be important to learn the sensitivity of
these scheaduling techniques if the results indicate that
there is a significant difference attributable to the

project arrival distribution used in the simulation.
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II. Experimental RAesults and Data Analysis

This chapter presents the results of the computer

simulation runs that were describad in Chapter 2 as part of

These results are analyzad

the experimental design.

and presanted in the following sactions. This chapter

begins with a description of the actual experiment, followed

by a presentation of the experimental results and data

and concludes with a summary of the results.

analysis,

Description of the Actual Experiment

Recall that the objective of this research was to

investigate tha impact of differences in project arrival

distributions 6n the performance of due date assignment

rules and scheduling heuristics, during a simulation of the

dynamic, multi-project schaduling environment. The
quastions addressed by this research involve the performance
of .chiduling h.uri;tic., due date rules, and combinations
thereof when subjected to different project arrival
distributions.
Performance is measured by the following four criteria:
1) mean completion time; 2) mean delay (lateness); 3)
standard deviation of latenass; and 4) mean tardiness.

Also, the averagae resource utilization rate is measured as a
sescondary criteria to observe differences in resourcae

utilization during the sxpariment.




This experiment was conducted using a three factor full
factorial design to analyze the effects of differences in
dua date assignment rules, scheduling heuristics, and
project arrival distributions during a simulation of a
dynamic, multi-project, constrained resourcas anvironment.
The two levels of the due date assignment rule factor
salected for this .xporii.nt were the Critical Path Time Due
Date Rule (CPTIME) and the Scheduled Finish Time Due Date

- | ARule (SFT). Thae four Levels of the scheduling hauristic
factor selected for this experiment were: 1) First in
Systam, First Served (FIFS); 2) Shortest Activity from
Shortest Project (SASP); 3) Shortest Activity from Shortest
Project-Based on the Due Data (SASP[DD]); and 4) Minimum
Late Finish Time-Based on the Due Date (MINLFT[DD]). The
three levels of tha project arrival distribution factor were
uniform, exponential, and triangular distributions.

The experimental approach is summarized balow:

1. First, the simulation code was installed on an
ELXSI 6400 mainframe computar and modified somewhat in order
to make it compatible with the Fortran compiler and SLAM II
software using the UNIX 4.2 operating systam. Saveral test
runs were made using a pccﬁdo project stream in order to
debug the program and verify that the code was performing

wall.
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2. A project stream consisting of twenty projects was
sealacted from the Patterson problem set in order to
represent a heaterogaeneous population of projects (15).

3. A pilot simulation test run was performed to
determine the resource levels required to maintain an
average resource utilization rate of approximately 85 per
cant. |

4. Once the resource quantities were determined and
fixed, another pilot test run was performed to datermine the
due date rule compensation factors ("k™ values) required for
the two dus date setting rules used in this experiment.

§. Finally, the simulation was run seaveral times in
order to collect data on all possible combinations of due
dates assignment rule, scheduling heuristic, and project
arrivel distribution for the full factorial experiment.

- Thae eaxperiment was conducted using a full factorial
design (4 heuristics, 2 due date rules, and 3 project
arrival distributions) with 24 caells. Each cell contains 8

observetions; this resulted in a total of 192 observations

for the experiment. i
Each obsarvation consisted of the simulation of 2000

deys of projact scheduling in a dynamic, nulfi-projcct,

constrained rasources environment. The mean project

interarrival rete for sach project arrival distribution was

eight days resulting in approximately 280 projects arriving

during the 2000 days. The ranges for each project arrival

852
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distribution were 0-16 days for the uniform distribution, O-

16 days for the triangular distribution, and O to infinity

for the exponential distribution. Each project consisted of

8 number of activities, ranging from 6 to 49. The average
number of activities per project for the project streams
used in this experiment was 27.46. The average critical
path time per project for the project streams was 33.26
days. The projects selactad for this experiment are
contained in the Patterson problem set (15) and they were
silcct.d as defined in Chapter 2. A random selection
process was used to determine the seaquence of projects for
the project stream used in each simulation run. Eight
project streams were used for sach call so that variations
in the performance mesasurements between calls were not
attributable toc the project streaams themselves.

The resource levels chosen for this experiment were
selacted in order to obtain an aiorag. r.souréc utilization
rate of approximately 85 per cent. Resource one was set at
37 available units per day, resource 2 was sat at 33
available units per day, and resource 3 was set at 32
available units per day. The resources were assumed to be
fixad at these levels throughout the simulation run.

The due date compensation factors were determined by
pretest simulation runs to obtain a historical date base

for the calculation of the k values required for each
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combination of due date rule, scheduling haeuristic, and
project arrival distribution. This required an iterative

process in order to obtain k values that produced near zero

latenass. Tables 1 and 2 presents the k value results of
the simulation. The k, values are shown for the CPTIME due

date rule according to scheduling hesuristic and project

B s

arrival distribution. Likewise, the kg values are shaown for

the SFT due date rule.

n

Tl 9

Experimental Results and Data Analysis

B
e a

The results and data analysis for this experiment are

presented balow in taerms of esach of the performance criteria

R

described in Chapter 2. For each performance criteria, the

v e up  aw
-

data is preasented in tabular format as well as graphically

.

in order to prasent the data in a concise and understandable

mannar.

o e T T

In this section, for each performance criterion the

data has been raduced to the average values obtained for

- e

aach cell in the experimental design. The data is then
presented in two sets of tabular and graphical formats so .
¢ that all possible main effects and interaction effacts can
j be illustrated for esach perforwmenca criteria.
The first set of data is presented according to
perfirmance measuremant and due date rule. Each table shows
the performance rasults for sach combination of scheduling
hauristic versus project arrival distribution for each due
date rule used. Likewise the dato is presented graphically
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Uniform
Heuristic
FIFS 1.92
. SASP 1.72
SASP[ 0D) 1.93

MINLFT[DOD] 1.86

Uniform
. Heuristic
FIFS 1.03
SASP 1.44
SASP[ DD) 1.31
MINLFTI[DO) 1.32

Table 1

CPTIME Dua Oate Rule
Selected k, Values

Project Intararrival Distribution

Exponantial

2.27
1.93
2.24

2.22

Table 2

SFT Dua Date Rule
Salected kg Valuas

Project Intererrivel Distribution

Exponantial Triangular
1.03 1.03
1.89 1.40
1.40 1.20
1.38 1.31
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in terme of the perfermance resuits sbteined fer sash
schaeduling heuristic versus the prejeet errival distribution
(escording te the due dete rule).

The secend set of data precents the results sceording
te perforaanes Ssassurenent and sehaduling heuristic. Eeeh
of these tebles shows the perfermsnse results fer sach
cusbination of dus doate sssignment rule end prejeat errivel
distribution fer cssh scheduling heuristis investigated in
this .mrt.nt. Lihkewice, the date ®ren cash of thase
tablee ie precented in greaphicel fere in terme of the
”ﬂm resnits obtained for ceoch dus dote ascignuent
reule versus the prejest errivel distribution (eccsording te
soheduling houristie).

A threa-faster analysiscs of verionas (ANIVA) wes
porforand Por coch perferusnce peremster te test fer ssin
festar effeats, tun-feaster iaterestions, ond three-faster
interestions cssarding te the asthadelagy presented by later
ond Gnseermen (14:7900-038). The throe sein offects ir this
enperiment ore ssheoduling heuristic, dus dote rule,and
prejost asrrivel distridbution. The thees tus-Taster
interestion offente ere oo follawe: 1) soheduling heuristie
ond due dote rule conbinstionce; %) seoheduling heuristic and
oovivel diotribution canbinetions; end 3) due dete ruile ond
orrivel diotribution sonbinstions. The three-fester
intercetion effente ore Lhe cumbinetion of scheduling

hourtictic, dus dote rule, and arrival distribution. q




In order to provide a femily level of significance of
.08 fer the saven possibls effacts teasts, the Kimbell
inequality equation is vsed to calculate the level of
signifiecance required for each test in order to provide the
dosired family level of esignificance (14:819). The
significence level for sech test in the ANOVA was found to
be .0073 in order to essure that there will be only a 8 per
osnt chence for ona or sore of the seven tasts to lead to
the sonclusion of the preasence of fector effects.

Sultiple comparison tests ( Tuhey, Sonferroni, end

Seheffa) were perforsed to identify which levels of each

fester, for tha perfeorasnce msasure under investigetion,

were significently different from one enother. These tests

were ssndusted sccarding te tha methadology presented by

Naster ond Vecseraan ond the computetiens were perforeed

-using the SAS statistical saftuware pachege (19). Appendin

A sontaine tha SAS camputear preagrams, dete inputs, end ANOVA

statiesticel tests conducted for eech of the performence

criterie msesured in thie enpariment.

Gpen Conpietion Time. The mesen completion time {e o

asesure of the averege tims te cemplete sech project. It

i seleulated ae folleowe (5:09) :

[ ]
(‘Z‘ (te, - tas)l/p




wherae

ta = time of arrival of project i

tc = time of completion of project i

P = number of projects
The minimization of completion time is & primary criterion
because it reflects the capability to finish the projects as
.arl& as possible.

Table 3 presants the mesan completion time results of
the simulation for the CPTIME due date rule. These results
are graphed and presented in Figure 10. Table 4 presents
tha mean completion times for the 6FT due date rule and
Figure 11 presents thess results in graph form. The project
interarrival distributions are plotted on the X-axis with
J *1® represanting the uniform arrival distribution, “2"

representing tha exponantiasl distribution, and "3
- representing the triangular distribution. The mean
J completion times for sach scheduling heuristic are plotted
on the Y-axis.

The meen completion times for the FIFE, SASP, SAGP[DO],
and BINLFT[DOD] sohaduling heuristics are presented in Tables
8, 6, 7, and 8, respectively. These results are then
presented in grephical form in Figures 12, 13, 14, end 1S.
The project arrivel distributions are plotted on the X-axis

ond the msen completion times for each due date ruls are

pletted on the Y-aexis.
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The first observation to ba made is that the SAEP
acheduling heuristic mean complation time performance is
better than the other three heuristics for both dua date
rules. In fact, the other threaa heuristics, FIFS, SASP[DOD],
and MINLFT[DO], perform almost identically in sach case.
Sacondly, for all four heuristics, it is apparent that the
mean completion times are sensitive to the diffarence in
project interarrival distributions. The results for the
uniform and triangular distributions are similar, but ar..
somewhat higher for the exponential interarrival
distribution. Also, it is apperant that there is
virtually no difference in mean completion times batwaen the
two dus date rules investigated. Finally,;bccou-. all of
the lines in the graphs shown above remain parallel batwaen
grophs it is assumed that there was no interaction effects
presant for the mean completion time results. Only the
scheduling heuristic and arrival distribution main effects
are presant in the mean complation time results shown above.

A three-factor ANOVA was conducted for the above mean
cosplaetion time results and it was determined that thaere
is a significent difference in the mean c;npl.tlon times
between the main fectors of scheduling heuristic and the
arrival distribution, but not for the due date rule main

factor in this phase of the experiment. Also, all aof the

two-factor and threea-factor interactions were not

t
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Tabls 3
Mean Completion Time (Deys)

CPTINE Due Date Rule
Project Arrival Distribution

Unifore Exponantial Trisngular Row Bean

Hauristioc
FIFS 64.24 78.81 60.78 66 .04
SASP 56 .96 64 .08 88.11 88.71
SASP{ 00] 62.80 74.368 89.236 68.81
NINLFTL DD) 61.84 73.71¢ 88.20 a4 .81
Column Nean 61.39 21.919 88.38 63.89

CPTIME DUE DATE RULE

MEAN COMPLETION TIME

Y o e
-l L2
“n nﬂ"’""”#:"‘“"%:. :-.‘.'. W
fg,: “n- *--ﬁq”--
< BN -
e 100
s i ]

INTERARRIVAL TIME
(UNIFORM.EXPON.. TRIANG.)

Figure 10. Geen Cempletion Time - CPTIBE Ove Date Aule




GINLF T 0D) 63.99

Column Been a2.13

Unifore
Heuristio
FIFS a4.24
SASP 86 .96
SASP{ DD) 63.43

Table 4

SFT ODue Date Rule

Exponential

74.90

76 .31

72.68

"

: 2 -

e' 840 4
™

Mean Completion Time (Days)

Project Arrivel Distribution

60.7¢

SFT DUE DATE RULE
MEAN COMPLETION TIME

—_
]

-
)

INTERARRIVAL TIME
(UNIFPORM.EXPON. TRIANG.)

P e A 00,00 it NN

Trisangular RARow Been
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Figure Y. Geen Completion fime - BF ! Due Dete Aule
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Table 8
Seaen Completion Time (Days)

FIFS Scheduling Heuristioc
Project Arrival Distribution

Unifore Exponentiel friangular Row Mean
Oue Date Rule
CPTINE 64.24 78.61 60.78 66.84
SFT 64 .24 78.81 60.78 66 .84
Column Neen 64 .24 78 .81 60.76 66.84
FIFS HEURISTIC
MEAN COMPLETION TIME
an .
e ————
“n w
g on
< aan
e ne
-+ Y \
| 2 3

INTERARRIVAL TIME
(UNIFORM,EXPON.. TRIANG.)

Figure 12. Geen Campletion Tiae - FIFS MHeuristic
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Table 6
Maean Complation Time (Days)
SASP Scheduling Heuristic

Project Arrival Distribution

Uniform Exponential Triangular Aow Hean
ODue Date Rule
CPTINE §6.96 64 .08 §6.11 $8.71
&FT 86.96 64 .06 §5.11 §8.71
Column Mean 56.96 64 .08 85.11 58.71

SASP HEURISTIC
MEAN COMPLETION TIME

0 o
=
“ \
E “n
¢ 20
) e
mT L
H 2 3

INTERARRIVAL TIME
(UNIFORM,EXPON.,TRIANG.)

leen Completion Time ~ SABP Heuristic

Figure 13.




Table ?

Mean Completion Time (Days)
SASP{ DD) Scheduling Heuristic
Projact Arrival Distribution

Uniform Exponantial Triangular Row Mean

Oue Date Rule

CPTINE 62.80 74.36 $9.36 65.51
SFT 63.43 74 .70 59.88 65.99
Column Mean 63.17 74 .83 §59.61 65.78

SASP[ DD] HEURISTIC

MEAN COMPLETION 'l‘IME‘3 ________
80.08 - CrTIR

.“.1r_—_____,.-—-—-l~—._~_~_“_-.-. &41'7
“n
2200 -
16.00 -
0.00

(DAYS)

r
1 e

INTERARRIVAL TIME
(UNIFORM,EXPON., TRIANG.)

[ ¥ =

Figure 14. WNean Completion Time - SASBP{ND] Heuristioc




Table 8
Mean Complation Time (Days)
MINLFT[DD] Gcheduling Heuristic

Project Arrival Distribution

Uniform Exponential Triangular Row Mean ‘.

Oue Date Rule &

CPTINE 61.54 93.721 58.28 64.51 ::

° SFT 63.89 76 . 31 60.28 66.81 2
Column Wean 62.71 76.01 59.27 65.61 4

MINLFT{ DD] HEURISTIC 1

MEAN COMPLETION TIMEB ‘
........ “

(DAYS)
5

§
™

(r.
-
‘.

INTERARRIVAL TIME "
(UNIFORM.EXPON..TRIANG.) !

Figure 18. Nean Completion Time -~ MINLFT[DO] Heuristic <
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significant for mean completion times at the 0.05 family
level of significance (see Appendix A).

Multiple comparison tests weare conducted to investigate

the significant differances in scheduling heuristic and
project arrival distribution and to identify which levels of
those factors ucr.‘significantly different. Tuhkeay,
8onferroni, and Scheffe tasts were coﬁduct.d at the .08
level using the SAS software system for data analysis
(19).‘ Significant differences were found at this level
which is very conservativae. The results indicated

that only the SASP schaduling heuristic is significantly
diff.gcnt in mean completion time performance oqt of the
four heuristics tested. There were no significant
differancaes in performence attributable to the due date
assignment rule used, howeaver, significant differences in
mean completion time were found for sach leavel of project
arrival distribution.

To summarize the analysis on mean completion time, it
was found that the SAGP heuristic performs significantly
better than the FIFSE, SASPLDU]), and MINLFT{DO) heuristics
which performs on the same lavel. Additionelly, no
significant differences in mean completion time were found
attributeble toc the CPIINE or BFT due date rules. At the
.08 family level of significance, the meen completion times
were found to be significantly different for eech of the

project aerrival distributions fnvestigoted. Finally, no

’ i&ﬁmmmmmammm;sm.i



significant two-factor or thres-factor interaction effects

for mean completion time werse found by this analysis.

Mean Delay Time. Mean delay time (or mean lateness)
is & mesasure of the delay (both positive and negative)
betwaen the actual completion time and ths astimated
completion time of a project (due date). It is determined

as follows (5:69):

P
[ T (tcy, - dda))/p (8)
i=1

whare

dd, = due date of project {

toy, = tima of completion of project 1

P = number of projects

Recall that in this experiment the effort was msade to
achisve neer zero lateneass in order to establiish good dua
date compensation factors ("L" valuas) for each combination
of dua dete rule, scheduling heuristic, end project errival
distribution. These due date compensation factors were
epplied to the due date setting rules to improve their
performence. The teble of mean lateneass values is presented
in Tables 9 and 0. They ere presented grephicelly in
Figures 186 end 17 asccoording to due deate rule.

A three-fector ANOVA wes performed to deteraine (€
there wore any significent differences in project mesen

letenasse. Wo mein fector or interection effects ware found

in thie enperiment at the 08 femily level of significance




Table 9
Mean Delay Time (Days)

CPTINE Due Date Rule

Project Arrival Distribution

Unifora Exponantial Triangular Row Mean
Heuristie
FIFS 1.01 0.78 0.4S8 0.74
SASP 0.32 0.8s 0.34 0.50
SASP{ 00) -0.90 0.76 0.28 0.08
GXINLFT[ 00) 0.43 1.01 0.35 0.60
Coluan Neen 0.22 0.84 0.36 0.47

CPTIME DUE DATE RULE

MEAN DELAY TIME

(DAYS)
SEELEEEEESSE

INTERARRIVAL TIME
(UNIFORM,EXPON., TRIANG.)

Figure 16. WNeen Deley Time - CPTINE Due Date Rule
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Table 10

Mean Delay Time (Deys)
SFT Due Dete Aule
Project Arrivel Distribution

Uniform Exponentiel Trienguler few Ssen

Heuristic
FIFS 0.83 0.87 .62 0.87
SASP -0.91 -0.13 -0.24 -0.62
SASP[ DD]) 0.83 0.44 0.7 0.68
MINLFT[ OD)] 0.48 0.08 0.22 0.2¢
Column Mean ' 0.23 0.24 0.24 0.2
SFT DUE DATE RULE
MEAN DELAY TIME
8
Y )
49
n
20N
@
o -100
a -200
- -3.00
-400
=5.00 +

INTERARRIVAL TIME
(UNIFORM,EXPON.,TRIANG.)

Figure 17. Mean Delay Time - SFT Due Date Rula
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Thte fndicetes thet the oheties of L veluse (ces Tables ' ond
2) prodused dus detee whioh, in gonerel, recuited in & asen
loteonsees «f appresimstely sere. Ageia, this reselt sen be
oaposted dus teo the iatontens) deeign of the superiasnt
ubieh wee to ashiove neer sere lotonses feor oll sbesrvetions
( soe Appendis A) .

Standary Sevigtion of Lotempee. Thie esecure of
porforannse i vead (0 provide came ineight inte the shepe
of the letenses distribution. A low stenderd dovistion of
letonsees domenstretes thet aset of the prejestes cams
slose teo assting their due detes while ¢ high stenderd
doviotion of leteonccs indiceates thet anet prejests will
adeoe their due doates by o cansiderable emsunt of tise.

The stonderd duvistion of lotencsss io deterained es follews
(8:70):
» :
(T (te-4d,)®)/(p-1)-{ T (teo-dd,) 1%/ (p-1))*/® (9)
tet i=9
where
ddy, =~ due dote of project §
te, = tima of completion of project 1§
P = number of projects

The stenderd deviation of lateness results are
presanted esccording to due date rule in tabular fora in
Tables 1%t end 12, and in grephical form in Figures 18 end
19. Likewise, the results are slso presanted eccording to

scheduling heuristic in tabular form in Tables 13, 14, 1§,
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ond 16, ond in grephicel fere (n Figures 20, 21, 22, end 23.
Several achservetians sen be aeda fram the date ond ere
supperted by the three-fester ANBVA:

1. The tus dus dots sriented hauristice (SASH 0D) ond
GENLFT(08])) perfeore chaut the same but aush batter for the
SFY dus date rule.

2. Thae SABP heuristic perferss significently worse
then the othars for beth dua date rules slithough the
perfeorasnas iapreves for tha SFT dus date ruis.

3. UIhe FIFS hauristic parforss sbout the seme as the
tuwe due date oriented heuristics whan used with the CPTINE
dus date rule. Hewever, its performsance improves remarhably
when ueed with the SFT due dete rule.

4. In genarel, thare is an improvement in the standerd
deviation of leateness when the more sophisticated SFT due
dete rule is used.

8. The performence of all four heuristiacs, for both
due datea rules, is significantly worse for the exponantial
projeact errival distribution while the performance is the
sema for tha uniform and triangular arrival distributions.

6. An intaresting obsarvation can be mades with
respect to the FIFG/SFT conbination. It appears as though
this combination of schaduling heuristic and due date
assignmant rule is insensitive to differences in the
project arrivel distribution for the measure of standard

deviation of lateness. Alsao, the due date oriented

21




Table 11
Standard Devistion of Latensss (Days)
CPTINE Oua Dete Rule
Project Arrival Distribution
Uniforw Exponentiel friengular Row Bean
Meuristioc
FIFS 32.12 46.98 27.08 38.40
SASP 80 .00 82.26 44 .28 82.17
SASPF{ 00) 24.7%74 36.80 20.33 27.19
NINLFT[ DD) 21.78 33.78 17.34 24.29
Column Bean 32.16 44 .87 27.28 34.76
CPTIME DUE DATE RULE
STD. DEV. OF LATENESS ,__ __ __
(T ) -~ nrs
SASP
%0 Vg
P “ ,—-"-J\\.~ (-..s.‘g?!]....
g "."-.-.:..‘:tr.‘.“ \‘\\ mw]
< 28004-~"""""" sl lTe
= 13.00 - %
0.00 T 1
1 2 3

INTERARRIVAL TIME
(UNIFORM,EXPON.,TRIANG.)

1 Figure 18. Gtandard Deviation of Lateness - CPTIME
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Teblis 12
Standard Deviation of Leteness (Deys)
SFY Due Oeate RAule
Project Arrivel Distribution

Unifors Exponentiel Triengular - Row Neen

Neuristic
FIFS 2.88 3.17 2.81 2.78
¢ SASP 41.98 81.71 37.98 43.088
SASPF{ DD) 9.99 14.88 8.27 10.98
NINLFT(DD) 9.11 13.61 .08 10.27
Column Baan 18.91 20.77 14.21% 16.986
SFT DUE DATE RULE
STD. DEV. OF LATENESS __ __ __
.00 - R nr
SASP
5208 - T PR
K//"\ (,-.M;»-]----
o %.00 MINLDY( BD)]
e 2000
e lm “_.",r.-l"?.\‘..“
e '--\-.-_‘
mi “““““ R =
1 2 3

INTERARRIVAL TIME
(UNIFORM,EXPON.,TRIANG.)

Figure 19. 8tandard Deviation of Latenass - &FT
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Teble 13
Stendard Davietion of Letensese (Deye)

‘ FIFS Sehaduling Meurietie
Prejeat Arrivel Dietribution

Unifera Enpenential frienguler Reow Gean
Oue Dete Rule

CPTINR .2 48.98 27.00 .40
1 2 f 2.989 3.2 2.8% 2.78
Celumn Baen 17.28 28.07 14.80 19.08

FIFS HEURISTIC

STD. DEV. OF LATENESS ___ __
.0 - ___(rme
=

5200 A

g T

; < 26.00 - ~a

~— 13.00 - |

- ——t—

INTERARRIVAL TIME ]
(UNIFORM,.EXPON.,TRIANG.) |

Figure 20. 6Gtandard Oeviation of Lateness - FIFE
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Table 4
Stendard Davistion of Letenees (Baye)
SANP Sehaduling Maurietie
Progoat Arrivel BDietribution

Unifere Eaponentisl Triongulier Aow Geen
Bue Sete Rule

cPTINE 80.00 a2 .26 aa .20 ee.17
¢ ewT 41.98 8.7 27.98 43.88
Coeluan Been 48 .98 86 .99 41 .11 40.03

SASP HEURISTIC

STD. DEV. OF LATI!NESSE ________

(DAYS)
s EE88 8

-

INTERARRIVAL TIME
(UNIFORM,.EXPON., TRIANG.)

Figure 21. SGtandard Daviation of Lateanmsss -~ SAGP
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Table 18
Steonderd Buviation of Lateness (Deys)

SANFL 80) Seheduling MHeurietie
Projeat Arrivel Diestribution

Unifore Eapenentisel Trionguler fow Been
Sue BDete Mule
oPTINE .74 36 .90 20.33 7. 19
A .9 14.88 e.27 43.88
Column Gean 12.37 20 .04 14.20 19.07
SASP[ DD] HEURISTIC
STD. DEV. OF LATENESS___ __
(T . crrs
5200 L 24
g SR
- T
- 1300 —r—
—a
m T ¥ 1
| 2 3
INTERARRIVAL TIME
(UNIFORM,EXPON.,TRIANG.)
Figurs 22. S&tandard Deviation of Lateness - SASP(DO)
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’ N
Table 18
’ Stendard Daviestion of Lateness (Days)

i .
‘ BIMLFT{DD] SBahaduling Heuristic ‘
Y

Projeat Arrival Distribution N

Unifera Exponantial Triengular Row Been

Oue Date Rule 4

oPTING 21.70 33.78 17.34 24.29 ]

orT 9.11 13.81 s.08 10.27 ‘

Colusn Bean 18.48 23.88 12.71 17.28 v
:;‘5

s

¢

MINLFT[ DD] HEURISTIC “

STD. DEV. OF LATENESS __ __ 3
[ T ] N cPTINE \

20 s ]

man y
2 A "
] a0 ‘_’.d-" \\.\‘ X
e 1300 —t— o o

\ — >

0.00 -+ T »]
1 2 3 ’)
t
INTERARRIVAL TIME ",f
(UNIFORM.EXPON..TRIANG.) l::l

Figure 23. Standard Deviation of Lateness - MINLFT[DD] :';2
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schaduling heuristiocs, when used with the SFT due date rule,
become lese sensitive to chenges in the project arrivael

dietribution, but not es much as the FIFS/SFT combination.

7. There is definitely some intersction effects
present betwean the schaduling heauristic eand due date
factors as well as some interaction effects between the due
dets rule and project arrivel factors. This cen be reedily
seen in the graphs presentad. Note that the parallelism for
these factors is no longar present.

The threa-factor ANOVA indicates that there are
significant mein effects present at the 0.08 family level of
significance for all factors and there are significant
interaction effects betwaan heuristic and due date rule
combinations and batween due date rule and arrival
distribution combinations in the experiment. The results of
these statistical tests on the standard deviation of
latanass are providad in Appendix A.

Multiple comparison tests were conducted in order to
identify which levels of the factors were significantly
different from one another. Tukey, Bonferroni, and Scheffe
tests were conducted at tha 0.0073 lavel which pravides a
family level of significance of 0.05. The results indicated
that for the scheduling heuristic factor, the SASP heuristic
performs significantly worse than all ;f the other
heuristics testad. The dua date rule factor tests indicataed

that tha SFT due date rule provided significantly better
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results in terms of the standard deviation of lateness
ssasure for all cases. Thies is especially true for the
FIFS/SFT combination as illustreted in Figure 19. The ANOVA
also indicetes that all schaduling heuristic and dues date
rvle combinations perfora significantly worse for the
exponentiel project arrival distribution lavel results.

In summary, the standard deviation of latenass
reasults indicate that the SASP heuristic is o very poor
performer regardless of the due date rule and the FIFG/GFT
combination of scheduling heuristic and due date assignmant
rule emargaes as a remarkable performer. MNost importantly,
the FIFS/SFT combination provaead to be insensitive to the
project arrival distribution which is a desired result. The
due date oriented scheduling heauristics, when usad with the
SFT due date rule, demonstrated a decrease in sengitivity to
project arrival distribution co-pﬁr.d to the due date
oriented heuristics using the CPTIME due date rule. In
general, the axponential arrival distribution has a
significant impact on the standard deviation of lateness,
except for the FIFS/SFI heuristic and when the SFT due date
rule is used with due date oriented scheduling heuristics.

Mean Tardiness. Project mean tardiness is the average

amount of positive lateness for each project that has
axceeded its due date. It is determined as follows (5:104):

L
Y (tardiness),/L (10)
i=1
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whare
(tardiness), = 0 1f (to, - dd,) >=0
(terdinass), = to, - dd,, otharwies
L = toetal number of preojects tardy

Pro ject menagers mey be sere cencerned with hew lete,
on tha average, they tend to cempleta projects when terdy
thean how often they mise due detes. 1f tardiness is ¢ more
important factor, asen tardiness cen provide a “"fudge”
fector for the project menager when promising due dates to
customars. The mesn tardiness date is provided in tebular
fora according to due date rule in Tables 17 and 18 and in
graphicel forms in Figures 24 and 28. (ablee 19, 20, 29,

32 and Figures 26, 27, 28, and 29 present the data

according to schaduling heauristic. BSome genersl
observations can be made from these results in terms of mean
tardiness parformence:

1. The due date oriented scheduling heuristics
(SASP{DD] and MINLFT[DD]) perform characteristically the
same for each dues date rule and their performance is better
for the SFT due date rule than the CPTIME due date rule.

2. The BASP heuristic performs poorly in terms of
project mean tardiness.

3. The FIFS heuristic performs remarkably wall when

combined with the SFT due date rule.

LISTEAE M e SO M RS QA g X ' 2O y L B + -l A
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Teble 17
Seon Tardiness (Deys)
CPTIBNE Ouwe Date Muie
Prejeat Arrival ODistribution

Uniferea Eaponentisl Triengular fow Been

Meurietie
FIrs 12.7%6 190.28 10.60 13.87
: SASP 11.87 18.40 10.7%8 12.70
SASP{ 0D) 9.3 14.82 e.20 10.71
SINLF T{ 00) e.e8 13.42 6.91 9.66
Celuman Been 10.67 18.42 9.1 11.723
CPTIME DUE DATE RULE
MEAN TARDINESS a
n
S
<
)
0.00 7 -1
1 2 3

INTERARRIVAL TIME
(UNIFORM,EXPON., TRIANG.)

Figure 24. Mean Tardinass - CPTINE

81




Hauristic

FIFS
SASP

SASP{ DO]
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Table 18
Bean Tardiness (Days)

SFT Due Date Rule

Project Arrival Distribution

Unifora Exponential Triangular Row Mean
1.13 1.27 1.16 1.18
9.66 12.19 9.17 10.34
4.46 6.01 3.85 a.77
4.03 S.51 3.82 4.3S

MINLFT[DD)

Columsn #ean

4.82 6.24 4.42 §.16

SFT DUE DATE RULE

MEAN TARDINESS

20.00 R Frs
SASP
16.00 Y Py R,
. SASHDD)
8.00
--—r5==ﬂ:’#’3¢:r--
400 = Frreasy
oo f————-——- S =
1 2 3

INTERARRIVAL TIME
(UNIFORM,EXPON.,TRIANG.)

Figure 256. Mean Tardiness - SFT
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Table 19
Rean Tardinass (Days)
FIFS Schaduling Heuristic

Project Arrival Distribution

Unifora Exponential Triangular Row Mean

Due Date Rules
CPTINE 12.76 18.28 10.60 13.87
SFT 1.13 1.22 1.16 1.18
Column Mean 6.94 9.76 5.88 7.83

FIFS HEURISTIC

MEAN TARDINESS

(DAYS)
8

) ]

0.00 - > =
I 2 3

INTERARRIVAL TIME
(UNIFORM,EXPON.,TRIANG.)

Figure 26. Mean Tardiness - FIFE Heuristic
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Table 20

Mean Tardiness (Days)

SASP Scheduling Heuristic

Project Arrival Distribution

tiniform Expanantial Triangular Row Nean
Due Date Rule
CPTINE 11.87 15.48 10.74 12.70
sFT 9.66 12.19 9.17 10.34 .
Column Nesan 10.77 13.83 9.95 11.82

SASP HEURISTIC

MEAN TARDINESS

(DAYS)

™

. INTERARRIVAL TIME
(UNIFORM,EXPON.,TRIANG.)

Figure 27. WNean Tardiness - SAGP Heuristic
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Table 21
Mean Tardinaess (Days)
SASP{ DD] Schaeduling Heuristic

Praject Arrival Oistribution

Uniform Exponantial Triangular Aow Mean
Due Oate Rule
CPTINE 9.39 14.83 A 8.20 10.71
SFY 4.46 6.01 3.88 4.77
Column Bean 6.92 10.27 6.02 7.74

SASP[ DD] HEURISTIC

MEAN TARDINESS

20 o
o
-
’ ” ”.‘a‘\.
a ”J ‘-’"‘. ~§.§
: m! e
..T . 1
| 2 3

<INTERARRIVAL TIME
(UNIFORM,EXPON.,TRIANG.)

Figure 28. WNean Tardiness - SASP[DD) Heuristic




Table 22
Mean Tardiness (Days)

MINLFT[DD]) Scheduling Heuristic
Projact Arrival Distribution

Uniforms Exponential Triangular ARow Mean
Oue Data Rule
CPTIRNE 8.68 - 13.42 6.91 9.66
SFT 4.03 §.51 3.82 4.38
Column Mean 6.34 9.47 §.22 7.01

- MINLFT[ DD] HEURISTIC

MEAN TARDINESS

20.00 - : - e
1400 - s
. .J\
E M" ’."_” ‘.\\.
< ot T <p
w 1 ] L] 1
| 2 3

INTERARRIVAL TIME
(UNIFORM,EXPON.,TRIANG.)

Figure 29. WMean Tardiness - MINLFT(DO] Heuristic
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4. In genaral, the mesan tardiness performance improves
across the board when the SFT due date rule is combined with
any of the schaeduling heuristics tested in this experiment.

8. Again, the mean tardiness results from tha
sxponential arrival distribution tend to be worse than the
other two distributions investigated.

Thase ob;.rvationc are supportad by the three-factor
ANOVA.  SBignificant main effects for all three factors
(heuristic, dus date rule, and arrival distribution).
Significant two-factor intaeraction .ff.éts were found for
the schaduling hauristic and dues date rule factor
combinations as well as for the due date rule and arrival
distribution factor combinations. No other interaction
effects were found to be significant in this portion of the
experiment.

Sultiple comparison tasts were conducted at the 0.0073
level to provide a family level of significancs of 0.08 for
the sevan taests. Tukey, Bonferroni, and Scheffe tast were
conducted at the .08 family level of significance. The
results show thet the BASP scheduling heuristic mean
tardiness performance is significantly worse than the
other three heuristiacs. There is ol.nrly.a significant
differance betweean both of the dus date rules and the
exponential project arrival distribution accounts for the

differances in maan terdinass. The ANOVA procsdure and

a7




statistical tests for mean terdiness can be found in
Appendix A.

In summary, the maan tardiness results indicats that
the combination of FIFS schaduling heauristic and SFT due
date rule is clearly the best performer while the
FIFS/CPTIME combination ia the poorast. WNost importantly,
th..FIFSISFT combination seems to ba insensitive to
differences in project arrival distribution. The due date
oriented heuristics used with the SFT dua date rule also
damonstrated a decrease in o.n;itivity to the different
arrival distributions. This fnsensitivity is a desired
rasult bescause one would not have to be concerned about the
potential impact on mean tardiness if the arrival
distribution is unknown.

Av.ra‘g Resource Utilization Rate. This reasearch

effort did not investigate thoroughly the bahavior of the .
resource utilization rate during the experiment other than
to maks some general observations to ensure that the overall
resource utilization rate was approximetely 85 per cent.
Upon complaetion of the simulation of 2000 days per
simulation run it was found that the average resource
utilizetion rata was approxinatniy 85 per cent for all three
typaes of project arrival distribution. However, samplas of
the averaga resource utilization rate during each simulation
run revealed some interesting behavior. The variation in

the resource utilizotion rate appears to be very small for




the unifora project arrival distribution runs. 1In other
words, the project load in the system tends to be fairly
constant during the 2000 days of simulation time. Likewise,
the triangular project arrival results revealed a small, but
somaewhat larger than the uniform distribution, variation in
the avarage resource utilization rate during each run. The
interesting observation ocaurred during tha exponential
project arrival distribution runs. The project interarrivel
times tand to be very small and very large at times, causing
the project load in the systam to veary during the simulation
and, therefore, the average resource utilization rate varies
considerably comparad to the othsr project arrivel
distribution runs. Whan th.vprojcct interarrival tiao is
small the project load in tha system ies high and therefore
the resaurce utilization rate is high. On the other hand,
when the time betwsen projact arrivals is long the system
project load is low ahd cono.quonily the resource
utilizaetion rate is low. In the long run, the average
resource utilizetion rate for the exponantial arrival

dietribution is still approximately 88 per cant.

Suamery of the Results

The purpose of this experiment was to produce data
from the simulation of the dynamic, multi-project,
constreined resources scheduling environment and analyza the
results to search for answers to the resesarch queastions

posed in Chapter 1. This expariment was an extension to




previous research conducted on the performance of scheduling
heuristics and due date assignment rules in a dynamic,
project scheduling environment. The objective was to
interject another factor into the previous expasrimeants
performed, specifically, different types of project arrivesl
distributions, and to analyze the impact on the performance
of schaduling heuristics, dus date assignment rules, and
combinations of scheduling heuristic and due date rule.

In order to address the resesarch questions posed in
Chaptar 1, the results have been grouped according to
project arrival distribution for esach of the performance
parameters and presented balow. The data is presented below
in both tabular and‘graphical format in or&cr to clearly
present the differences in each parformance measurament due
to differences in project arrival distribution.

The results of this three-factor, full factorial
axpariment indicnt. that.thc parformance of scheduling
heuristics, dus date rules, and combinations thereof,
were similar to tha two-factor experiments conductad esrlier
by others (S8). In other words, no new surprises were
discovered for the schaduling heuristic factor or the due
date rule factor. The SFT duas dats rule provides
significantly better performence on all duse date measures
without any penalty in minimizing mean completion times ( see
figures 30-38). However, it was discovered that the new

factor, project arrival distribution, impacts the ability of




Table 23
Maan Completion Time (Days)
Unifora Project Arrivael Distribution

Oue Date Rule

CPTINE 6FT Row Msan
Heuristioc
FIFS 64.28 64.28 64.24
‘ SAGP $6.96 §6.96 856.96
SASP[ DD) sé.ao 63.43 63.12
‘ MINLFT([ OD) 61.54 63.89 62.71
Column Mean 61.39 62.13 61.76

UNIFORM ARRIVAL TIME

MEAN COMPLETION TIME

200 8=~ "
sasp
“.Q tﬂﬂxo F AR VT S - _:= :r.@!i.]j:;.
» 48.00 1 MINLFT{ DD]
e 2.00-
Ei 18,00 -
. 1o |
CPTIME SFT

' DUE DATE RULE

Figure 30. Mean Completion Time
Uniform Arrival Distribution




Table 24

Mean Completion Time (Days)

Exponential Arrival Distribution
Due Data Rule

!
|
} CPTINME SFT Row HMean

} Heuristic

| FIFS . 76.81 75.81 75.51

| SASP 64.08 64.05 64.05

- SASP( DD} 74.36 74.70 724.53

E MINLFT[DD] 23.71 76.31 76.01 .
' Column NMean 71.91 72.66 72.28

EXPONENTIAL ARRIVAL TIME

MEAN COMPLETION TIMEB

“}"VMOMWM“--M & ::’si
. 64.00 40— Yoo e e e - . -
¢SSO

’2‘ 48.00 MINLFT{ DD]
« 32.00-
g 16,00 -

0.00 1

CPTIME ST

DUE DATE RULE

Figure 31. Mean Completion Time
Exponantial Arrival Distribution
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Table 28
Mean Complation Time (Days)
Triangular Arrival Distribution

Due Date RAule

CPTINE 8FT Row Mean
Heuristic
FIFS 60.78 60.78 60.78
SASP §8.11 §5. 11 §5.11
SASP[ DD] §9.36 59.88 59.61
MINLFT( DO] §8.28 60.25 59.27
Column Mean 58.38 $9.00 58.69

TRIANGULAR ARRIVAL TIME

MEAN COMPLETION TIMEG

80.00 N s

‘tuL!P¥BV?PJblrHHmﬂUﬁclb,vv’uaﬁcsg! )‘-%ggtﬁﬁ.--
) 4a00- | " MNLFi(DD]
2 ’
< 32.00 -
8 16.00 -

w ]

CPTIME SFT

DUE DATE RULE

Figure 32. WNean Complation Time
Triangular Arrival Distribution
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Table 26

Standard Deviation of Lateness (Days)

Uniform Arrival Distribution

ODue Date Rule

CPTINE SFT Aow Mean
Heuristic
FIFS 32.12 2.58 17.38
SASP 50.00 41.96 45 .98
SASPT DD] 24.74 9.99 17.37
MINLFT([ DD] 21.78 9.11 15.45 '
Column Mean 32.16 15.91 24 .04

UNIFORM ARRIVAL TIME

STD. DEV. OF LA']'.‘ENESS‘3

56.00
»g? 42.00
3 28.00
- 14.00

DUE DATE RULE

Figure 33. 6tandard Devistion of Lateness
Uniform Arrival Distribution
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Tabla 27

Standard Deviation of Latsness (Days)
Exponential Arrival Distribution

Due Date Rule

CPTINE SFT Row Nean
Heuristic
FIFS 46.98 3.2 25.07
SASP 62.26 51.71 56.99
SASP{ DD] 36.50 14.58 | 25.84
MINLFT{ DD] 33.78 13.61 23.68
Column Mean 44 .87 20.77 32.82

EXPONENTIAL ARRIVAL TIME

STD. DEV. OF LATENESS

:—_ ......
SASP
- x ---------
70.00 — 0
— 42004 ~~. (-"s"m-.]--.-
g . MINLFT{ DD]
< 28.00 .'°'.-?::'\.‘:~.&-&;e‘ | |
. um 5
0.00 + ’

DUE DATE RULE

Figure 234. Stendard Deviation of Latenaess
Exponantial Arrival Oistribution
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Table 28
\ Standard Deviation of Latenass (Days)

Triangular Arrival Distribution

Ouae Date Rule

CPTINE 6FT Aow NMean
Heuristiac
FIFS ' 27.08 2.81 14.80
SASP 44 .25 37.98 a41.11 .
SASP{ DD] 20.33 | 8.27 14.30
MINLFT[ DD] 17.34 8.08 12.71 *
Column HMean 27.28 149.21 20.73

TRIANGULAR ARRIVAL TIME

STD. DEV. OF LATENESS_

- Fm
sasp
- x-------.-
SASP( DD)
: —  MINLFI({DD]
g ” ‘-.‘ .
) 1400 ....:.‘.‘.'.’:.-?-.'-~.-.‘sv.g\1:o«--.‘ %]
0.00 -+ —u |
CPTIME o

DUE DATE RULE o

'a;.

Figure 38. Standard Deviation of Lateness
Trienguler Arrival Distribution
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Table 29

CPTINE
Hauristio
FIFS 12.786
) SASP 11.87
SASP{ DD] 9.39
MINLFT[ DD] 8.6s8

Column Mean 10.67

Mean Tardiness (Days)
Uniform Arrival Oistribution

Due Date Rule

SFT

1.13

4.46

4.03

4.082

6.94

10.7?

6.34

?2.74

UNIFORM ARRIVAL TIME

MEAN TARDINESS

2000
1600
§ 1200
e 800
= 0
0400
cPYINE

9?7

IRNALAAAL - '
AR LI AR AN "'."9(_"}‘\ ’h""

DUE DATE RULE

Figure 36. MNMean Tardinaess
Uniform Arrivael Distribution
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Table 30
’ Mean Tardiness (Days)

Exponential Arrivel Distribution
Oue Date Rule

ﬁ CPTINE SFT Row HNean
Heuristic
FIFS 18.28 1.27 9.76
SASP 16.48 12.19 13.83 .
SASP[ DD) 14.83 6.01 10.27
MINLFT( DD) 13.42 5.81 9.47
Column Mean 16.42 6.24 10.83
! EXPONENTIAL ARRIVAL TIME
MEAN TARDINESS B o
nrs
V. S
SisHoe)
P ML ]

(DAYS)

DUE DATE RULE

Figura 37. WNean Tardiness
Exponential Arrivel Distribution




Table 31
Mean Tardiness (Days)
Triangular Arrival Distribution

Oue Date Rule

CPTINE SFT Row Nean
Hauristio
FIFS 10.60 1.16 ' 6.88
- GAGP 10.24 9.17 9.98
SASP[ DD] 8.20 . 3.886 6.02
‘ BINLFTLDD) 6.91 3.682 5.22
CQIUQp Maan 9.11 4.42 6.77

TRIANGULAR ARRIVAL TIME

MEAN TARDINES

] DUE DATE RULE

Figurc 38. MNean Tardinass
Triangular Arrival Distribution
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due date essignment rules and scheduling heuristics to meet
due dates. Therefore, the remeinder of this discussion will
focus on the rasserch questions posed in Chapter 1.

Ressarch Question 1. Are scheduling heuristiocs,
investigated in previous resesrch, impacted by whether new
projects errive according to ¢ uniform, exponential, or
triangular distribution?

This question is answerad in terms of two mejor
parformence coriteria: ;bility to minimize the mean
completion timaes of projects and ability to meet established
due dates.

If mean coupl.tiop time is the important fector then
fh. rasults show that all of the heuristics tested were
found to be sensitive to each of the diffarent project
arrivel distributions. Figures 10 and 11 illustrate
the differances in mean completion time for each project
arrival distribution. The three-factor ANOVA revealed a
significant difference in mean completion times existed and
the multiple comparison tests indicated that all three
projact arrivel distribution meen completion times were
significantly different from one enother. The average mean
completion times for each scheduling heuristic ere the
column mean values shown in Tables 3 and 4.

The BABP heuristic is the best performing hauristic in
tearms of mean completion tima while the other three

heuristics perform equally well but worse than the SASP
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heuristic. If the SABP heuristic is chosen based on its
osan coapletion time parformance than one needs to be aware
that it’e exceptional performance is due to its ability to
get small projects done very quickly, at the expense of long
projects which take longer than normally expected.

The ability of scheduling heuristics to meset
established due dates is measured in terms of standard
deviation of lateness and mean tardiness. The standard
deviation of latenass measures how closs to the due date
projects are completed. MNean tardinass i.asur.- the averags
tardiness (positiva lataness) of a project whan it is tardy.
The parformance of the heuristics relative to these measurss
is the same and will be discussed togethear.

The BAGP heuristic performs poorly on thase dus date
performence messures. With regard to both standard
deviation of lateness and mean tardiness it parformed
significantly worse than the other three heuristics tested,
SASP{DD], MINLFT[(OD], and FIFS (sae Tablaes 11, 12, 17 and 18
and Figures 18, 19, 24 and 25). Thesa latter three
heauristics performed aqually well on both due date measures.
The performance of all four heuristics deteriorates whan the
projects arrive according to an exponential distribution
relative to their performance when projects arrive according
to a uniform or triangular distribution. It must be noted
that, although the absolute performaencae of the hasuristics

changes depending on tha arrival distribution, the relative
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performance of the hauristics is unchanged and similar to
that found earlier (6, 6).

In summary, the answer to this resesrch question 1is
that the heuristics do performs differently, in an absolute
sansae, depending on the arrivel distribution of new
projects. However, in a relative sense the hasuristics
perform the same; that is, GASP does better in minimizing
maan complation time and worse ot measting dus dates than the
other three heuristics tested (FIFS, SASP[{DD], and
NINLFT[{DD]), regardless of the arrival distribution. This
finding extends the generalizability of the rassearch cited
earlier (S, 6).

Research Question 2. Are due date satting rules,
investigated in previous ressarch, impacted by whether new

o projects arrive according to a uniform, exponential, or
trisngular distribution?

ARecall that the due date for each project is sat when
it arrives to the system and is established by either the
CPTINME or SFT due date assignment rule. Figures 30-38
illustrate the comparison of CPTIME and SFT due date
assignment rules and their impact on the various performance
Messures obsaerved in this expariment. Agaein, this question
will ba answarad in terms of two major performence criteria:
ability to minimize the mean completion time of projects and

ability to meet established due dates.
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With regard to mean completion time, there is very
little difference in mean completion time attributable to
differences in due date rules (see Figures 30-32). However,
sean complation time performances is sensitive to the project
arrival distribution and scheduling heuristic used.

With regerd to due date performance it is obvious that
the SFT due date assignment rule does a much better job at
satting due dates, regardless of the project arrival
distribution, compared to the CPTINE rule ( sese Fi;ur.a 33~
38). The standard deviation of lateness and mean tardiness
ie sensitive to the projact arrival distribution and
scheduling hesuristic used when dues dates are s.t_according
to the CPTINE rule. 1In gcﬁ.ral, this sensitivity diminishas
when the BFT due date assignment rule is used.

In summary, the answer to this research question is
that due date assignment rules do parform differently , in -
an absolute sense, dapending on the arrival distribution of
new projects. Howaver, in a relative sense the dues date
setting rules perform tha same: that is, SFT is a much
batter method of satting due dates when maeting due dates
is important. In terms of minimizing mean completion time,
the CPTINE and SFT dus date assignmant rules pearform esqually
well. This finding extends tha genearalizability of the

research cited earlier (8, 6).
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Ressarch Question 3. Are any combination of
scheduling heuristic and dua date setting rule, investigated
earlier, impacted by whether new projects arrive according
to a uniform, sxponantial, or triangular distribution?

With ragard to mean completion time, there was
virtually no difference attributable to a specific
combination. Although SASP outparformed the other
hauristics on this -.oouro; its performance was identical
for the SASP/CPTIME combination and th..SAGPISFT
combination. Likewise, the other three heuristics when
combined with a dua date setting rule resulted in virtually
. the same perforsance ragardless of nhicb due date satting
rule was used. |

This was not the case with regard to the due date
performance criteria, standard deviation of latensss and
mean tardiness. As noted in ths answer to research question
2, the SFT duas date setting rule outperformed the CPTIME due
date setting rule. When the SFT rule is used in combination
with any heuristic, the combination outperformed, on both
due date measures, tha CPTIME combination with that same
heuristic.

The mast interesting ocbservation during this experiment
was the ocutstanding performance of one combination,
FIFS/SFT, on the due Joto criteria. This combination
outperformed all othaer combinations on both due date

meesures. Additionally, its due date performance remained
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the best regardlass of the arrival distribution of new
projacts. It appears reasonably insensitive to the arrival
distribution. This result extends the generalizability of
the ressarch cited earlic:- (S5, 6).

This chapter provided the detailed results of the
.xpori..nt and addressaed the threse ressarch questions posed
earlier in Chapter 1. These results will be summarized in
Chapter 4 and some insight to the significance of these
findings, practical implications of these results, and

suggestions for future ressarch will be provided.
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IV. Conclusions and Recommendations

This chapter summarizes the results of tha simulation
sxperimant. Tha results indicate that scheduling

heuristics, due date rules, and combinations thersof are
generally sensitive, in an absolute sense, to whether
projacts arrive according to uniform, exponential, or
triangular distributions. They also confirm that the
relative performance of tha tested scheduling heuristics,
due date assignment rules, and combinations thereof, is the
same ragardlass of the project arrival distribution.
Additionally, one particular combination, the FIFS
scheduling heuristic and SFT due date assignment rule,
proved to bs insansitive even in an absalute sense to the
different arrival distributions tested. The significance of
thesa findings, a discussion of the practical implications
of these findings, and recommendations for future research
arse addressad below.

Significance of the ?1ndin's. Although management can
control the method for setting due dates and scheduling
resources to activities to mest these due dates, it cannot
easily control the arrival distribution of new projects.
Performance of several heuristics and due date saetting rules
wis praviously determined for projects arriving uniformly.
It is important to know if these findings hold for other
arrival distributions and, if not, which heuristics and due

date rules perform better in different environments.
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In almost avery cease it was found that the absolute i
performance of scheduling hauristics and/or due date S
assignmant rules are most sensitive ta the exponential g
project arrival distribution. The performance with regard i
to mean completion time was significantly different for each ‘y
arrival distribution, and worst in gh. exponential arrival 1%
. diitribution environment. The performance of the scheduling E
heuristics and dua date setting rules on the due date B

. criteria, standard deviation of lateness and mean tardiness, é
was found to be significantly different for the sxponential 3
~arrival distribution. ’ .ﬁ
The differences in rslative performance attributable to g
.ith.r the scheduling hauristic factor or the due date é
assignment rule factor of this experiment ware basically the ?
sama results obscrv.d praviously (S). SASP performs well on &
the criterion of mean completion time but paoorly on the due $
date orisntad measures. And, in general, the othar thrae %
heuristics teszed, SASP[DD], MINLFT[DD], and FIFS, perform %
squally wall. The analysis indicated some interaction $}
bastwean the due date rule factor and the arrival w
- distribution factor for the standard deviation of leteness ﬁ
and mean tardiness results. In general, the SFT due date k
assignment rule performed significantly batter tpan the . ;
CPTINME rule eaven in the difficult exponantial arrival %
distribution anvironment. The BFT due date rule S
saems to adjust wall to tha project arrival distributions. :$
Y
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And, although the CPTIME due date rule is much simpler to

implement than the SFT due date rule, it was found to be
N more sensitive to different project arrival distributions.

The SFT dus date rule determines the early activity

start times of each new project based on resource
availability at that time. If the system is relatively
empty, the SBFT rule will assign a shorter due date and when
the system is full it will assign a longer due date. The
', SFT due date rule compensates for fluctuations in the |
project load of the system. The triangular arrival
distribution introduced some fluctuations in resource

utilization compared to the uniform arrivael distribution.

The exponential arrivael distribution caused significant
changes in the system project load and apparently the SFT
% due date rule compensates for this very well, especially
i when combined with the FIFS heuristic.

The important discovery of this research was that the
R FIFS/SFT combination provided outstanding results regardless
of the project arrival distribution. It was found that this
particular combination is insensitive to whether new
projects arrive according to the uniform, exponential, or
¢ trianguler distribution. The FIFE/6FT combination was found
- to be the leading performer in previous research and it

N remains so in this research.
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The conclusion is made that the FIFS/SFT combination
parforms the best for two reasons: .

1. The SFT due date rule is schaduling heuristic
oriented, mesaning it provides very good astimates of the
project completion time which tends to ba met by the FIFS
heuristic (5:193). |

2. The FIFS heuristic ignores due dates and therefore
is not as "nervous” as the dus date oriented hauristics
(5:193).

The major significance of these findings is that
although there is sensitivity to project arrivel
distributions, the relative performance of the tested
schaduling heuristics, due date assignment rules, and
combinations of schaduling heuristic and due date
assignment rules 1s unchanged regardless of the project
errival distribution. Because the three distributions
examined (uniform, exponential, gnd triangular) represant
the most likely to occur, this research has ruled out the
factor of project arrival distribution in the dynamic,
multi-project, constrained resources scheduling problem.

The major contributions of this resesarch were: 1)
identifying the specific impact of different project arrival
distributions on the performance of scheduling heuristics,
due date assignment rules, and combinations thereof; 2)
identifying that no significant intaractions batween the

project arrival distribution, schaduling heuristic, or due
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date assignment rule were found to drastically change the

bshavior of scheaduling heuristics or due date rules
investigated previously; 3) the discovery that the SFT rule
decreases the sansitivity to changes in projsct arrival
distribution; and 4) the FIFE/SFT combination performance
provad to be ins.n-itiv. to whether naw projects arrived
uniforaly, exponentially, or approximately normal
(triangular distribution).

Practical Implications of ths Rasults. This research

has addrassad the issue of what impact differences in
project arrival distribution may have on procedures for
setting due dates and scheduling project activities to meet
those due datas in a dynamic, multi-project, constrained
sultiple resource, snvironment. In general it was found
that different project arrival distributions do affect the
performance of scheduling hauristics and due date setting
rules in an absolute sensa, but not in a relative sense.
Because of this, the project manager does not really need to
bs concerned about the arrivel distribution of new projects
because the relative performance of the tested hauristics
and dus date assignment rules is the same.

The best results ara obtained when the Scheaduled Finish
Time (8FT) due date satting rule is applied. Not only does
it provide the most accurate due dates, it providas
significantly bettar results when used with any scheduling

hauristic than the othar due date setting rules, and it {is




virtually not affected at all by differences in project
arrival distribution. Every project manager probably dreams
of such a procedure being available, however thare is a
price to pay for the S8FT due date assignment rule. The SFT
due date setting rule requires a finite scheduling system,
the current status of all projects in thae system, and a
historicel data bqsi to sstablish the due date compensation
factor ("k” value). Not all project managers could

implement this procedure due to the computer

hardware/software requirements, financial constraints,
project duration uncertainty, rasource constraints, etc..
If they could use the SFT rule to set tha dus date of the
arriving project, ;hcy would be wise to use the very simple
First-In-First-Served (FIFE) schaduling heuristic to
allocate resources to the project. |

An alternative to project managers would be to choosa
'th. esasier to implement CPT1ME due date rule. If this s
the case then the manager would want to choose one of the
due date orientad hauristics to schadule the activities.
The SASP{DD] and MINLFT{DD) praoduce similar results using
the CPTIME due date rule. The CPTIME due date setting rule
ignores the current project load when estimating activity
complation times and therefore lacks the "self-compensating”™
feature of the 8FT dua date assignment rule.

Recall that the goals of the project manager are to

first of all determine reasonable due dates for each project
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in order to make a promised completion date to the customer

and then schedule those projects accordingly so that due

dates are mat on time. This research has determinad that

the relative parformance of the tested schaeduling heuristics

and due date setting rules is unaffeacted by the project
arrival distribution. For the project manager, this
confirms that certain scheduling heuristics, dus date
assignmant rules, and combinations thereof will perform
better than others ragardless of the project arrival .
distribution. Tharefore, the alternatives to management acve
1) accept the decrease in parformance capability for the
easier to implement CPTIME dues date assignment rule used
with th.-du. date oriented heuristics; or 2) make tﬁ.
nacessary commitments and investmeants to impleament at least
one of these hauristics conbincd with the BFT due date
assignmant procedure or batter yaet; 3) implement the
FIFS/SFT combination for assured performance.

Recommendations for Future Research. Relatively little

resaarch has besen davoted to the study of the dynamic,
multi-project, constrained resourcaes scheduling problem
which many projact managers face ever day in reality. The
advantage of due date setting rules and schaduling
heuristics is they are good enocugh proceduras for planning
and control purposes in light of the difficulties and
complaexities involved with uncertainties in activity

durations, resource constraints, dynamic project arrivals,
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and so on. Therefors, this area of project management
r.-aino wide open for naw resesarch to maks the project
manager’s task of schaduling and meating dua dates much
simpler. The author provides these suggestions for possible
future ressarch: !

1. Eveluate other due date l.ttin‘ rules and
scheduling heuristics with the uniform, exponential, and
triangular project arrival distributions.

- 2. Explor; other project environmental factors such as
different levels of resourcaes, stochastic activity
durations, dynamic resource availabilities, etc., and ﬁ
conduct a multi-factor axperiment to investigate their

‘i.pact on satting due dataes and using scheduling heuristics !
to meet those dus dates.

These and many other areas of future research could add
to the robu-in.oo of scheduling hauristics and due date
assignment rules already available to today’s pro;.ct
managers. The goal of this and any other research in this
area should be to provide good tools to project managers so
that they can make better estimates of project complation :
times and deliver the product or service on tima, as much as 3

N
‘

possible, to the customer. X
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Three Factor ANOVA Rasults

Appendix A:

Appendix A contains the three-factor analysis of
varianca rasults and presents the ANOVA table and
statistical test procadures ussd to test for main effects,
two-factor interaction effects, and thres-factor interaction
effects for each of the following performance paramaters:

1. Mean completion time.

2. MNean deslay time.

3. Standard Daviation of Lateness.

4. Mean Tardiness.

For esach paramater listed above a copy of the SAS
program is provided and the ANOVA statistical test procedure
is shown. The multiple comparison tests are not shown but
are readily available by axecuting the SAS programs included
in this Appendix.

Mean Completion Time

The SAS program code developed for the mean completion
time parformance parametar is shown in Figure 39. The
output of this source code is an ANOVA table, main and
interaction effacts tests, and multiple comparison tests
( Tukey, anfnrroni, and Schaffe). Table 32 shows the ANOVA
table results for the mean completion time performance
paramater.

The saven statistical tests for factor effects and
interaction effects are shown bealow. The nomenclature for

these tests follow that usad by Neter and Wassaearman ( 14).
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7:::::;.l=:;otao-7a pegesize~68;
GAAM WILL PROVIDE A THAEE FACTOR
ANALYSIS OF VARIANCE USING PAOC ANOVA ON THE :g::ozaf:gzt‘L
::la.t?ll.....'ﬂﬂdl:? NEAN COMPLETION TINE.
dats meencomp;
de sched=) to 4&;
do dd=1 to 2;
d0 arrive! to 3;
do observet tgo 8;
input y 0€;
output;
end;
end;
oand;
oend;
cerds;
69.87 84.13 80.487 67.87 64.39 59.73 59.20 68.58
68.68 72.72 68.11 80.26 78.79 67.92 76.239 92.26
64,24 $9.88 87.99 €3.86 &1.:4 87,23 $8.28 84.09
89.87 64.13 60.47 67.81 £4.39 59.73 59.28 88.58
+-88.88 72.72 68.11 80.26 78.79 €7.92 78.39 92.2¢
64.24 39.66 $7.99 63.38 61.'4 37.23 $8.25 84.09
$8.10 98.94 $5.26 59.09 58.70 85.73 8S.68 88.10
$8.03 62.04 $8.38 68.68 83.93 81.38 65.38 73.8) ;
$8.27 84.08 84.39 $6.48 82.88 §3.82 834.40 86.83
98.10 S46.94 58,28 59.09 85.78 85.73 85.68 $8.10
88.03 62.64 88.38 66.68 65.98 61.38 68.38 73.63
$6.21 34.08 84.29 86.48 $4.80 53.92 84.40 $6.63
68.07 61.88 89.01 86.38 £2.98 89.96 85.58 88.58
65.57 71.82 66.20 79.18 270.36 69.38 76.%4 §87.08
61.62 57.97 86.67 ¢1.88 89.9C $6.91 88.43 62.0!
87.81 62.29 89.68 ¢6.71 84.34 89.68 $0.20 68.2¢
8668.84 71.92 66.78 79.74 79.43 70.98 76.48 08.79%
61.68 89.22 $7.77 63.00 60.88 36.3) 88.238 &1.82
64.968 61.71 88.42 64.87 61.08 87.98 39.08 83.48
" 64.99 71.08 66.62 78.82 7%.72 68.33 77.03 87.08
60.64 57.38 88.062 61.26 88.82 $8.20 $57.26 89.80
68.43 63.50 61.32 67.04 €3.99 99.38 80.%8 86.08
68.07 72.34 69.28 80.77 80.8) 69.31 79 .84 089.04
62.50 59.16 87.82 64.08 61.20 54.00 59.28 682.12
prac meens;
title "GAOUP MEANS FOR PROJECT MEAN CONPLETION TIME (DAYS)";
vear y;
by sched dd erriv;
prac meens;
title "GRAND MEAN FOR MEAN COMPLETION TINE";
- var y;
proc enave;
title “THREE FACTOR ANALYSIS OF VARIANCE *;
cless sched dd errtiv;
model y= sched 4d erriv sched®3d sched®erriv do®erriv
sahed®dd®erciv;
meansg 9ched da arriv sched®dd sched®arriv dd®ereiv
sched®dd®arriv /elone=.018 Bon echeffe tuley:

Figure 39. BSAS Program-Mesn Completion Time
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Table 32
Three~-factor ANOVA Table

lean Completion Time

Source of d.¥. Sum of Mean Squars F P-value

Variation Squares
A 3 2002.03 667.34 29.40 0.0001
[ ] 2 6497 .38 3248.68 143.13 0.0001
c 1 23.482 23.42 1.03 0.3112
AB ] 283.34 42.22 1.86 0.0904
AC | 43.24 14 .41 0.64 0.5934 :
ac 2 0.17 0.09 0.00 0.9963

ABC 6 0.79 0.13 0.01 1.0000

Error 168 3813.08 22.69

Total 191 12633.38

The A factor is the schaduling hauristic factor, the B

factor is the arrival dioiribution factor and tha C factor
is the due date rule factor for this expariment.

Test for Three-Factor Interactions. The first test was

conductad for three-factor interaction effects. The
olt.rnaf!vcl are:
He: all (afY)asn = 0
Ha: not all (aB¥)asn = O
The decision rule is:
I? F® <= F(.9927, 6, 168) = 3.06, conclude H,
If F®& > F(.9927, 8, 168) = 3.06, conclude H,
The F# tast statistic from Table 32 is :
F® = NMBABC/NSE = 0.01
Since F# = 0.0 <= 3.06, the rassarcher concluded that no

ABC interactions are present for the mean completion time
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parameter. In other words, no three-factor interactions
between schaduling heuristic, due dats assignment rule, and
project arrival distribution are present for the mesn

completion time response variable.

Yests for Ywo-Factor Interactions. The rasearcher
tested next for two-factor intersctions. The AB
interactions represent the possible intearactions bstweean
scheduling heuristic and project arrival distribution. The
AC 1nt.raction¢ represent the possible interactions between
scheduling heuristic and due date rule. The 8C interactions
reprasent the possiblae interactions batween due date rule
and project arrival distribution. The alternatives for the

AB intaractions are:

He: all (QB).‘ = Q0
He

~

not all (B )es = 0O
The decision rule is:

If F® <= F(.9927, 6, 168) = 3.06, concluda H,

If F* > F(.9927, 6, 168) =~ 3.06, conclude H,
The F# test statistic from Table 32 is:

F® = MSAB/NEBE = 1.86

Sinca F* = 1.86 <~ 3.08, the resesarcher concluded that no A8
interactions are present. No interactions are present

betwaen the schaduling hesuristic and arrival distribution

factors.
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The alternatives for the AC interactions aras:

H.: all (a"’)‘“ = 0

Ha: not all (@Y )en = O

The decision rule is:

If F® <= F(.9927?, 3, 168) = 4.14, conclude H,

If® F& > F(.9927, 3, 168) = 4.14, conclude H,
The F® test statistic from Table 32 is:

F& = MEAC/MEE - 0.64

Binc. F#® = 0.64 <~ A.id. the researchar concludes that no AC
interactions are presant and tharsfore no significant
interactions are presant batwean the scheduling heuristic
and due date rule factors.

The altdrnativ.s for the BC interactions are:

Ha: a1l (BY)sn =0
He: not all (BY )4 = O
The decision rule is:

If F® <= F(.9927, 2, 168) = §.07, conclude H,

If F* > F(.9927, 2, 168) - §.07, conclude H,
The F* test statistic from Table 32 is:

F®* = MSHBC/MSE = 0.00

Since F# = 0.0 <=~ §.07, the rasearcher concluded that no 8C
interactions are present and, therefore, no significant
interactions are present batween the arrival distribution
end due dete rule factors.

Tests for Main Effects. The following tests were

conductaed to detect the presence of the main effacts of the
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experiment. The aslternatives for the scheduling heuristic
factor main effects (A main effects) are:
He: a1l as = O
Ha: not all a4 =0
The decision rule is:
If F® <= F(.9927, 3, 168) = 4.14, conclude H,
If F* > F(.9927, 3, 168) = 4.14, conclude H,
The F%* test statistic from Table 32 is:
F&* = NGA/NMSE = 29.40
Since F®* = 29.40 > 4.14, the rassarcher concludes that A
main effects are presant and, therefore, main effects for
scheduling hsuristic are present for the mean completion

time response variable.

The alternatives for the project arrival distribution factor
main effects (8 main effects) are:
He: all B, =0
‘Hg: not allA Bs =0
The decision rule is:
If F% <= F(.9927, 2, 168) = §.07, conclude H,
If F* > F(.9927, 2, 168) = §$.07, conclude H,
The F# test statistic from Table 32 is:
F® = MEBR/MESE = 143.13
Since F#* = 143.13 > §.07, the resesarcher concluded that
factor B mein effects are present and, therafore, arrivel
distribution factor main effects are present for the mean

complaetion time response variabla.
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The alternatives for the due date rule factor main effects
(factor C main effects) are:

He: all Yu =0

Ha: not all Y. =0

The decision rule is:

If F#% <= F(.9927, 1, 168) = 7.37, conclude H,

If F# > F(.9927, 1, 168) = 7.37, conclude H_
The F* test statistic from Table 32 is:

F%* = MSC/MSE = 1.03

Since F* = 1.03 <= 7.37, tha researcher concluded that no
due date rule factor main effects are praesent for the mean
completion time response variabla.

Family of Conclusions. The seven s.pérate F tests for

factor effacts led the rasearcher to conclude for the mean
completion tims performance pararameter (with family
lavel of significance <=0.08):

1. There are no thf..—factor interactions.

2. There are no two-factor interactions.

3. Main effects for scheduling heauristic (factor A)

and project arrival distribution (factor 8) are present.
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Mean Delay Time

The SAS program code developed for the mean delay
time performance parameter is shown in Figure 40. The
output of this source code is an ANOVA table, main and

interaction effects tests, and multiple comparison tests

( Tukay, Bonferroni, and Scheffe). Table 33 shows the ANUOVA
table results for the mean delay time performance
parameter.

The saven statistical tests for factor cffeéts and
interaction effects are shown below. The nomenclature for
these tests follow that used by Neter and Wasserman (14).
The A factor is the schaeduling heuristic factor, the B
factor is the arrival distribution factor and the C factor
is the due date rule factor for this experiment.

Test for Three-Factor Interactions. The first test was

conducted for three-factor interaction effacts. The
alternatives are:
Hg: all (af8Y)s4m = 0O
He: not all (aBY)agn = 0O
The decision rule is:
If F® <= F(.9927, 6, 168) = 3.06, conclude H_
If F* > F(.9927, 6, 168) = 3.06, conclude H,
The F#* test statistic from Table 33 is :
F®* = MSEABC/MSE = 0.12
6ince F* = .12 <= 3.06, the researcher concluded that no

ABC interactions are present for the mean delay time
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options linesize=78 pagesize=66;
/® THIS PROGRAM WILL PROVIDE A THREE FACTOR FULL FACTORIAL
ANALYSIS OF VAAIANCE USING PROC ANOVA ON THE PERFORMANCE
PARAMETER.....PROJECT MEAN DELAY TIME.
*)
date deleyber;
do sched=! to 4;
do dd=1 to 2;
do errivel to 3;
do cbserv=! to 8;
input y @@;
output;
end;
end;
and;
end;
cards;
6.01 .86 -2.44 4.43 1.08 -3.48 -3.68 $.26
-9.42 -2.08 -7.32 8.81 4.82 ~-6.17 3.8 172.42
3.93 -.73 -2.2% 3.13 .78 -2.89 -2.06 3.65
.54 .28 .44 .59 .77 .85 .88 .43
.30 .54 .73 .34 .59 .30 .80 .78
.61 .88 .89 .44 .80 .72 .67 .63
1.96 .39 .98 2.48 -.20 -.73 ~-.86 -1.70
-5.48 ~-.38 ~-5.42 3.49 3.17 -1.07 2.06 10.36
1.47 -.73 ~-.26 1,89 .07 -.85 ~.3§ 1.76
.94 -.90 -2.10 ~.34 -1.32 ~1.41 ~1,98 -.13
-4.04 ~-.14 -3.%2 .71 1.09 ~-1.82 .98 5.78
.84 -.92 ~-.68 .57 -.50 ~-1.16 -1,30 1.2}
4.04 -2.17 -4.36 2.80 -.80 -3.69 ~-4.5% 1,79
-8.34 -1.79 -8.06 5.87 $.26 ~3.58 2.83 14,19
2.87 -1.14 -2.08 2.40 .37 -2.06 ~-.62 2.83
1.99 1.40 -.20 1.12 1.33 -.11 -.40 1.49
-1.38 -.83 -2.42 1.97 1.78 1.0% 1.39% 2.08
1.42 .48 .81 1.2% 1.8 -.13 .44 1.13
4.18 .45 -2.47 3.S0 -.28 -3.19 -1.08 2.34
-8.02 -1.83 -6.73 6.13 3.8 -3.71 4,22 14.32
2.74 ~-.82 -1.98 3.23 .84 -2.54 -.82 1.78
1.9¢ .38 .31 .79 .86 -.26 .23 .81
-.81 -.67 -1.11 -.03 2.5 .11 1.12 - .64
.76 .18 -.07 .82 .82 ~.58 .04 .01
proc meens;
title "GROUP MEANS FOR PAQJUECT MEAN DELAY TIME (OQOAYS)";
var y;
by sched dd erriv;
proc means;
title “"GRANDO MEANM FOR MEAN DELAY TIME"™;
ver y;
proc anove;
title “THREE FACTOR ANALYSIS OF VARIANCE ~;
class sched dd arriv;
mocel ye sched dd arriv sched®dd sched*arriv dd®acrriv
schea®rdd®arriv;
meens sched dd arriv sched®da sched®erriv dd®erriv
schad®dd®arriv / alphe=.0073 don scheffe tuhay:
t

Figure 4D0. SAS Progrom-Mean Delay Time
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Three-factor ANOVA Table

Table 33

| Mean Delay Time

paramster. In other words,

completion time response variable.

scheduling heuristic factor,

factor for this experiment.

no three-factor interactions

the 8 factor is the arrival

Tests for Two-Factor Interactions.

tasted next for two-factor interactions.

schaduling heuristic and due date rulae.

Source of d.f. Sum of Maan Equare F P-value

Varistion Squares
-s - - -
A 3 9.35 3.12 0.26 0.8566
8 2 3.26 1.63 0.13 0.8744
C 1 1.872 1.87 0.1% 0.6949
° AB 6 $.05 0.84 0.02 0.99872
AC 3 14.88 4.96 0.41 0.7472
ac 2 3.89 1.98 0.16 0.8520
- ABC 6 8.47 1.41 0.12 0.9944
- . : 3 : £ 1 ¢+ 3 £ 3 f 3 2 4 1 3 £ $ f 2 £ £ 3 3 f J

Error 168 2040.03 12.14
Total 191 2086 .80

betwean scheduling heuristic, due date assignhent rule, and
project arrival distribution are present for cthe mean
The A factor is the

distribution factor and the C factor is the due date rule

The researcher

The AB

’ interactions represent the possible interactions between
scheduling heuristic and project arrival distribution. The
AC interactions represent the possible interactions batween

The BC interactions

represent the possible interactions between due date rule




and project arrival distribution. The alternatives for the
AB interactions ares:
He: all (aB )as = 0
Ha: not all (af )agy =0
The decision rule is:
If F®* <= F(.9927, 6, 168) = 3.06, conclude H,
If F* > F(.9927, 6, 168) = 3.06, conclude H_
The F* test statistic from Table 33 is:
F#* = MEAB/MSE = 0.07
Since F#* = 0.07 <= 3.06, the rasesarcher concluded that no AB
interactions are present. No interactions are present
between the scheduling hauristic and arrival distribution
factors.
The alternatives for the AC interactions are:
Ho: all (@Y )am = O
He: not all (aY )en = O
The decision rule is: ' |
If F& <= F(.9927, 3, 168) = 4.14, conclude H_,
I¢ F* > F(.9927, 3, 168) = 4.14, conclude H,
The F#* test statistic from Table 33 is:
F® = MSAC/MSE - 0.41
Since F®# = 0.41 <= 4.14, the researcher concludes that no AC
interections are present and therefore no significant
interactions are present between the scheduling heuristic

and due date rule factors.
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The alternativas for the BC interactions are:
Hg: all (BY)sn = 0
Ha: not all (BY Jsn = O
The decision rule is:
If F* <= F(.9927, 2, 168) = §.07, conclude He
If F*» > F(.9927, 2, 168) = §.07, conclude H,
The F#* test statistic from Table 33 is:
F# = MGBC/MSE = 0.16
Gince F# = (.16 <= §.07, the researchar conciud.d that no BC
interactions are present and, therefore, no significant
interactions are present between the arrival distribution
and du; date rule factors.

Yests for Nain Effects. The following tests were
conducted to detect the presence of the main .ff.cts of the
experiment. The alternatives for the scheduling heauristic
factor mein effects (A main effects) are:

He: all aa. =0
Ho: not all a4 = 0
The decision rule is:
I? F® <= F(.9927, 3, 168) = 4.14, conclude H,
If F* > F(.9927, 3, 168) = 4.14, conclude H_,
The F%* taest statistic from Table 33 is:
F#* = MEBA/MSE - 0.26

Since F* = (.28 <= 4.14, the researchar concludes that A

main effects are not present and, tharefore, main effects
for
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scheduling heuristic are not prasent for the mean delay
time response variable.
The alternatives for the project arrival distribution factor
main affects (B main effects) arae:
Ha: all 84 =0
He: not all B, =0
The decision rule is:
If F#* <= F(.9927, 2, 168) = §.07, conclude H,
If F* > F(.9927, 2, 168) = 5.0?. concluda H_
The F* test statistic from Tabla 33 is:
F#* = MEB/NSE = 0.13
Since F* = 0.13 <= §.07, the ressarcher concluded that
no factor B main effects are present and, therefore, arrival
distribution factor main effects are not present for the
mean delay time rasponse variable.
The alternatives for the due date rule factor main effacts
(factor C main effects) are:
Ho: all Y, =0
Ha: not all Ya =0
The decision rule is:
If F® <= F(.9927, 1, 168) = 7.37, conclude H,
If F# > F(.9927, 1, 168) = 7.37, conclude H,
The F%* test statistic from Table 33 is:

F®* = NEC/MSE - 0.18




s

Bince F# = 0.18 <= 7,37, the resesarcher concluded that no
dus date rule factor main effects are present for the mean
delay time response veriable.

Family of Conclusions. The saven separate F tests for '

factor effescts lad the rasearcher to conclude for the mean

delay time performence parameter (with family level of }

significance <= 0.05): )
1. Thare are no three-factor interactions.

. 2. There are no two-factor interactions.

T e e W

3. WNain effects fér scheduling heuristic (factor A),
project arrival distribution (factor B), and dua date rule

(factor C) are not present. :

P
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Standerd Deviation of Lateness

The SAS program code developed for the standard

deviation of latenass performance parameater is shown in
Figure 41. The ocutput of this sourcse code is an ANOVA

table, main and interaction affects tests, and multiple
comparison tests (Tukay, Bonferroni, and Scheffe). Table 34

shows the ANOVA table results for tha mean delay time

performance parasmeter.

The saven stntist{col tests for factor effects and
interaction sffects are shown below. Tha nomenclature for
these tests follow that used by Neter and Wasserman (14).
The A factor is the scheduling heuristic factor, the 8
factor is the arrival distribution factor and the C factor
is the dus date rule factor for this expeariment.

Test for Three-Factor Interactions. The first test was

conductad for three-factor interaction affects. The
alternatives are:
Ho: all (afY)egn = 0
Ha: not all (aBY)eyn = 0O
The decision rule is:
If F® <= F(.9927, 6, 168) = 3.06, conclude Hg
If F* > F(.9927, 6, 168) = 3.06, conclude H,
The F® tast statistic from Table 34 1is :
F® = MEABC/MBE = 0.90
Since F®* = 0.90 <= 3.06, the researcher concluded that no

ABC interactions are presant for the mean delay time
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’ options linesize=70 pagesize~64; "
! /% THIS PROGRAN WILL PAOVIDE A THAEE FACTOR FULL FACTORIAL Y
ANALYSIS OF VARIANCE USING PROC ANOVA ON THE PEAFORNANCE i
PARAMETER. ... .PAOJECT STANOARD DEVIATION OF LATENESS TINE.
®/
dete stdlete: .
do scheda~t to 4; . ‘¢
do dd=t to 2: y

do errivel to 3J; ot

do ocbservel to §; .

L input y 80; :
output;

end; Q

end; bt

. end; B

* end; o

cerds; N

38.00 39.69 28.87 35.4°% 29.30 29.38 26.31 42.48 7
44.09 44.79 41.14 47.89 39.32 37.8) 49.08 71.70 o
20.42 24.083 24.43 29.41 238.71 24.47 24.78 34.682
2.87 2.46 2.44 2.78 2.47 2.6 2.68 2.80
3.17 2.80 2.63 3.10 3.41 2.87 J.81 4.8 S
2.47 2.67 2.21 2.40 2.47 2.81 2.62 2.74 '
62.02 49.71 41.18 858.24 49.88 42.24 38.0! 80.87 i
42.26 63.11 S1.46 84.13 68.31 47.68 66.93 94.28 s
49.8% 41,087 39.77 47.88 48.02 J6.68 38.080 87.88 o
$3.66 42.30 38.368 44.11 40.80 38.41 33.03 80.97 o
36.43 81.37 44.11 48.37 88.08 41.89 38.93 74.62 .
43.00 36.417 38.26 36.94 38.00 32.14 30.48 49.58 )

- 29.07 21.76 21.20 29.20 20.98 22.08 18.78 24.98 o

30.02 38.77 31.22 38.63 29.15 25.61 39.44 61.94 "
21.73 12.78 17.14 22.84 18.77 17.99 18.92 27.63 by
11.49 9.36 9.13 10.44 9.07 9.34 8.01 13.14 s

14.91 13.27 12.78 14.36 12.01 13.29 16.39 19.61 .M
8.89 7.74 6.10 8.87 7.62 7.6\ 7.87 9.78 !
24.93 19.97 19.41 28.27 18.11 19.12 16.46 31.00

27.92 33.850 30.09 34.63 24.09 24.47 36.69 §7.78 M

17.97 18.74 18.12 19.46 18.33 14.83 18.99 24.29 4 Sy

9.62 9.41 8.39 9.36 8.77 8.79 7.82 10.84 o

14.92 12.07 12.50 14.308 11.83 12.22 18.73 16.48 Xy

6.26 7.97 7.57 8.48 8.13 7.81 27.43 9.33 AR

proc meens; o

‘ title "GROUP MEANS FOR STANDARD DEVIATION DF LATENESS (DAYS)": 3
ver y;

by sched dd arriv;

proc meens; .

. title "GRAND MEAN FOR STANOCARD DEVIATION OF LATENESS”; ,ﬂ
ver y; ’ ,5

prec enove; X

title “THMAERE FACTOR ANALYSIS OF VARIANCE *; t,
class sched dd erriv;
model y* sched dn erriv sched®dd sched®erriv dd®arriv

sched®dd®erriv; G
means echad d¢ arriv sched®dd sched®erriv dd%erriv Y
sohed®dd®arciv / elphe=.0073 bon scheffe tuhey; i,

Figure 4. G6AS Pragram-Standard
Daviation of Latanass ¢'
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Table 34
Thraee—-factor ANOVA Table

Standard Deviation of Lateness

Source of d.f. Sum of Mean Square F P-value
Variation Squares
A 3 31538.82 10812.94 223.47 0.0000
8 2 15208.29 7602 .65 323.22 0.0000
c 1 4996.70 4996.70 53.11 0.0001
AB 6 168.63 26.44 0.56 0.7601
AC 3 3929.38 1309.76 27.84 0.0001
ac 2 1037.23 518.62 11.02 0.0001
ABC 8 253.43 42 .24 0.90 0.5000
Error 168 7903. 31 47.04
Total 191 65022.77

parameter. In other words, no thras-factor interactions
betweaen scheduling heuristic, due date assignment rule, and
project arrival distribution are present for the standard
deviation of lataness response variable. The A factor is
the schaduling hesuristic factor, th; B8 factor is the arrival
distribution factor and the C factor is the due date rule
factor for this experiment.

Tasts for Two-Factor Interactions. The researcher

tested next for two-factor intaeractions. Thae AB
interactions represent the possible interactions batween
scheduling heuristic and project arrival distribution. The
AC interactions represant the possible interactions beatwaen
schaeduling heuristic and due date rule. The BC interactions

represant the possible interactions between due date rule
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and project arrival distribution. The alternatives for the
AB interactions are:

He

He: not all (@B ey =0

all (B lay =0

The decision rule is:

If F* <= F(.9927, 6, 168) = 3.06, conclude H,

If F* > F(.9927, 6, 168) = 3.06, conclude H,
The F#* test statistic from Table 34 is:

F® = MEAB/MSE = 0.S6
Since F* = 0.86 <= 3.06, the reassarcher concluded that no AB
interactions are present. No interactions are present
between the scheduling heuristic and arrival distribution
factors.
The alternatives for the AC interactions are:
He: all (Y )en = 0
Ha: not all (@Y )an = 0

The decision rule is:

If F& <= F(.9927, 3, 168) = 4.14, conclude H,

I? F& > F(.9927, 3, 168) = 4.14, conélud. He
The F* test statistic from Table 34 is:

F® = NEAC/NEGE = 27.64

Since F#* = 27 84 > 4.14, the researchar concludes that AC
interactions are present and therefors significant
interactions are presant batween the scheduling heuristic

and dua date rule factors.
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The slternatives for the BC interactions are:
".2 all (BY ).’. = 0
Ha: not 811 (BY)yn = 0O
The decision rule 1is:

If F& <= F(.9927, 2, 168) = 8.07, conclude H,

"IP F* > F(.9927, 2, 168) = §.07, conclude H,

The F* test statistic from Table 34 is:
F* = NSBC/MSE = 11.02

Since F* = 11.02 > §.07, the researcher concluded that 8C ;
interactions are present and, therefore, significant
interactions ars present between the arrival distribution
end due dats rule factors.

Tests for Main Effects. The following tests were

conducted to detect the presence of the main effacts of the
experiment. The alternatives for the scheduling heuristic :
factor main effects (A main effacts) are:
He: all «4 = 0
Ha: not all a, = 0O
The dacision rule is: |
If F® <= F(.9927, 3, 168) = 4.14, conclude H,

If F* > F(.9927, 3, 168) = 4.14, conclude H,

P fop-gemar=y

The F* tast statistic from Table 34 is:

F® = NSA/MSE = 223.47

-

Bincae F#* = 223.47 > 4.14, tha researchsr concludes that A

- -

e,

main effects are present and, therefore, main effaects for
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scheduling heuristic are present for the standerd deviation
of latensss response variable.
The alternatives for tha project arrival distribution factor
main affects (B main effects) are:
He: all g4 =0
Ha: not all 84 =0
The decision rules is:
If F* <= F(.9927, 2, 168) = §.07, conclude H,
If F®* > F(.9927, 2, 168) = §.07, conclude H,
Tha F® test statistic from Table 34 is:
F®* = NEBB/MSE = §3.11%
S8ince F* = §3.11 > §.07, the resesarcher concluded that
factor B mein affects are present and, tﬁ.r.fore, arrival
distribution factor main affects are present for the mean
delay time response variable.
The alternatives for the due date rule factor main effects
(feactor C main effacts) are:
He: all Y. =0
Ha: not all Y, = 0
The decision rule is:
If F® <= F(.9927, 1, 168) = 7.37, conclude H,
If F* > F(.9927, 1, 168) = 7.37, conclude H,
The F# test statistic from Table 34 is:
F®* = NSC/MBE = 323.22

Since F%* = 323.22 > 7.37, the researcher concluded that
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due date rule factor main effects are present for the
standard deviation of lateness response variable.

Family of Conclusions. The seven separate F tests for

factor sffects led the resesarcher to conclude for the

standard deviation of lateness performance pararameter (with
family level of significence <= 0.08):

1. There are no three-factor interactions.

2. No two-factor interactions between scheduling
heuristic and arrival distributions (AB8). Interactions do
exist between scheduling heuristic and due date rule (AC)
and also between due date rule and arrival distribution
(80C).

3. Main effects for scheduling heuristic (factar A),
project arrival distribution ( factor B), and due date rule

(factor C) are all present.
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Mean Tardiness

The SAS program code developed for the mean tardiness
performance parameter is shown in Figure 42. The output of
this source codae is an ANOVA table, main and interaction
affects tasts, and multiple comparison tests (Tuhkey,
Bonferroni, and Scheffe). Table 36 shows the
ANOVA table results for the mean delay time performance
paramater.

Thi seven statistical tests for factor effects and
interaction effects are shown below. The nomenclature for
these tests follow that used by Neter and Wasserman (14).
The A factor is the scheduling heuristic factor, the B
factor is the arrival distribution factor and the C factor
is the due date rule factor for this experiment.

Test for Three-Factor Interactions. The first test weas

condﬁct.d for three-factor interaction effects. The
alternatives are:
Ha: all (af8Y)e4n = O
He: not all (afY)agn = 0
The decision rule is:
If F® <= F(.9927, 6, 168) = 3.06, conclude H,
If F# > F(.9927, 6, 168) = 3.06, conclude H,
The F# test statistic from Table 3§ is :
F® = MBABC/MS8E = 0.83
Since F# = 0.63 <~ 3.068, ths resaarcher concluded that no

ABC interactions araea present for the mean tardiness
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options linesize=78 pagesize~68:
/% THIS PROGAAM WILL PROVIDE A THREE FACTOR FULL FACTORIAL
ANALYSIS OF VAAIANCE USING PROC ANGVA ON THE PERFORMANCE
PARANETER. ... .PAQJECT MEAN TAROINESE TIME.
»/
date stdlete;
do sched=1 to 4&;
do dd=t% to 2;
do errive=l to 3;
do observet! to 8;
input y 88;
cutput;
end;
and;
end;
end;
cards;
16.81 12.27 9.77 15.48 12.24 9.15 8.50 17.86
11.84 16.22 12.84 21.23 18.12 11.48 20.12 34.18
13.09 9.43 8.38 12.70 10.68 7.67 8.S6 14.230
1.12 .93 1.06 1.22 1.23 1.13 1.22 1.11
1.10 1.18 1.23 1.26 1.36 1.03 1.82 1.51
1.13 1.24 1.08 1.06 t1.16 1.18 1.22 1.20
13.80 11.33 10.09 13.96 11.68 10.68 10.02 13.76
9.74 15.15 10.S8 18.12 16.589 12.39 16.25 25.03
11.70 9.70 9.97 12.27 10.87 9.62 9.27? 12.80
11.61 9.33 8.33 10.66 9.55 9.04 8.10 10.684
8.29 11.92 8.73 13.10 13.41 10.25 13.18 18.63
10.23 .87 8.69 9.689 8.90 8.58 7.79 10.72
13.67 8.22 6.60 12.19 8.37 6.93 §.27 13.87
8.40 12.91 9.27 17.29 14.66 8.47 16.40 28.88
9.93 6.9% $.90 10.04 7.96 6.00 7.09 11.723
8$.69 4.20 3.80 4.78 4.56 3.86 3.2t 8.58
§.22 $.38 4,11 §.87 8.97 $.98 &§.68 8.12
4.42 3.83 3.68 4.30 3.81 3.18 2.28 4.40
11.80 8.89 8§.38 11.08 7.16 §.77 §.58 12.47
?7.%0 11.88 8.96 16.08 12.08 7.84 15.88 27.29
0.22 8.38 8.02 9.04 6.69 4.42 8.77 9.80
4.54 4.20 3.71 4.38 4.16 3.40 3.308 4.48
8.2 4,99 4.99 5.92 6.20 4.985 8.57 6.07
3.91 3.38 3.18 4.04 3.78 2.84 3.22 3.86
proc means;
title "GROUP MEANS FOR MEAN TARDINESBE (DAYS)":;
ver y;
by sched dd erriv;
pgroc means;
title "GAAND MEAN FOR MEAN TARDINESS”;
vear y;
proc enove;
title “THREE FACTOR ANALYSIS OF VARIANCE ";
cless sched dd erriv;
model y* sched dd arriv sched®da schecd®erriv dd®arriv
sched®*dd®arriv;
meens ached dd erriv sched®dd sched®erriv da®-:priv
sghed®dd®erriv /elohe=.018 bon scheffe tuhey;

Figure 42. SAE Program-Hean Tardiness
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Table 38

Threa-factor ANOVA Table

Mean Tardinass

Source of d.f. Sum of Mean Squere F P-value
Variation Squares
A 3 616.82 205.61 20.97 0.0001
a 2 876.66 2688.33 29.41 0.0001
c 1 2073.43 1036.72 211.46 0.0001
AB [ 1.82 0.30 0.03 0.9999
AC 3 685.22 228.41 23.29 0.0001
B8C 2 173.86 86.78 8.88 0.0002
ABC 6 37.16 6.19 0.63 0.72047
Error 168 1647.28 9.81
Totel 191 §811.94

paramater. In other words, no three-factor interections
between scheduling heuristic, due date assignment rule, and
project arrival distribution are presant for the standard
deviation of lateness response varieble. The A factor is
the schaduling heuristic factor, the 8 factor is the arrival
distribution factor and the C factor is the due date rule
factor for this experiment.

Tests for Two-Factor Interactions. The researcher

tested next for two-fector intaearactions. The A8
interactions represent the possiblae interactions batweaen
scheduling heuristic end project arrivel distribution. The
AC int.r.ottoh. rapresent the possible interactions batween
scheduling heuristic and dua date rule. The BC interactions

represant the possible interactions between due date rule
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and project arrival distribution. The ealternatives for the
AB interactions are:

Ha: all (B )ayg = 0O

He: not all (@B )eys =0

Tha decision rule is:

If F®* <= F(.9927, 6, 168) = 3.08, conclude H,

If F* > F(.9927, 6, 168) = 3.06, conclude MW,
The F#* test statistic from Table 38 1is:

F® = NGAB/NSE - 0.03
Since F#* = 0.03 <= 3.08, the resssarcher concluded that no AB
interactions are present. No interactions are present
betwean thas scheduling heuristic and arrival distribution
factors. |
The alternatives for the AC interections are:
He: 811l (@Y )an = 0
He: not all (@Y Jeu = 0

The decision rule is:

If F®* <= F(.9927, 3, 168) = 4.14, conclude H,

If F& > F(.9927, 3, 168) = 4.14, conclude H,
The F* tast statistic from Table 38 is:

F® = NBAC/NSE = 23.29

Since F#* = 23.20 > 4.14, the reseercher concludes that AC
interactions are present and therefore significent
intersctions are presant batween the scheduling heuristic

and due dete rule factors.
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The slternatives for the BC interactions are: o
e: all (B'Y).,.. =0 ,E;

H.: not all (B‘Y )‘1“ = 0 n':
The decision rule is: ' n%

If F® <= §(.9927, 2, 168) = 5.07, conclude H,
If F* > F(.9927, 2, 168) = S.07, concluda H_

The F* tast statistic from Table 35 is:
F* = MGBC/MGE = 8.85 .

® Since F#*# = 8.88 > §.07, the resaarcher concluded that BC KX

W%
0 ¢
interactions are present and, therefore, significant ;f
intereactions are present batwean the arrival distribution ;§
X
MY
and due dete rule factors. N

Tests for Main Effects. The following tests were e

conduﬁtod to detect the presenca of the main effects of the o
‘i",
experiment. The alternatives for the scheduling heuristic g%
L3¢

factor mein affacts (A main effacts) are: e
He: all a4 = 0 ,u

Ha: not all o4 = 0O | W

The decision rule is: ’ .
If F® <= F(.9927, 3, 168) =~ 4.14, conclude H, a0,

. I? F&# > F(.9927, 3, 168) = 4.14, conclude H_ e,
The F®* tast statistic from Table 38 is: O

F&* = MBA/NMEE = 20.97 2y

Since F®* = 20.97 > 4.14, the resesarcher concludes that A

main affacts are present and, thersfore, main affects for L

139 S
o

X
v 35y , ) & g
RN RO R ORGSO A0 O A OGO RGOS SO AN A I L

--------




schaeduling heuristic are present for the mean tardiness
roipona. variasble.
The alternatives for the project arrival distribution factor
wmain effects (B main effects) are:
He: all gy =0
He: not all 85 = O
The decision rule is:
If F* <= F(.9927, 2, 168) = §.07, conclude H,
If F* > F(.9927, 2, 168) = §.07, conclude H,
The F* test statistic from Table 35 is:
F®* = NSB/MEE = 29.41
Gince F#* = 29.41 > §.07, thes researcher concluded that
A?octor 8 main effects are pressent and, therefore, arrival
distribution factor main effects are present for the mean
terdinass responss variabla.
The .ltlth.éi'.l for the due date rule factor main effects
(factor C main effects) are:
He: all Y = 0O
Ha: not all Y, =0
The decision rule is:
If F% <= F(.9927, 1, 168) = 7.37, conclude H,
If F* > F(.9927, 1, 168) = 7.37, concluda H,
The F* test statistic from Table 36 1is:
F® = NBC/WMBE = 211.46

Since F* = 211.46 > 72.37, the rassarcher concluded that
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due date rule factor main affects ars presant for the

standard deviation of lateness response variable.

Family of Caonclusions. The saven separate F tasts for ﬁé

¥

factor effacts led the ressarcher to conclude for tha ﬁ

standard daviation of lateness performence pararameter (with [

Ve

family level of significance <= 0.08): E

. 1. There are no three-factor interactions. %y
2. No two-factor interactions between scheduling iy

¢ heuristic eand arrival distributions (AB8). Interactions do g%
.iiot between schaeduling heuristic and due date rule (AC) g

and also beatwaen due date rule and arrivel distribution Aﬁ

(8C). ‘;

3. Main effects for scheduling heuristic (factor A), :ﬁ

project arrival distribution (factor B8), and dua date rule 0

{factor C) are all present. '$
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Block 19. Abstract

~
D) This ressarch found, in general, thet different project
arrival distributions do affect the performance of
scheduling heuristics end due date setting rules in en
absolute sense, but not in a relative sense. Because of
this, the project manager doss not reelly need to be
concerned about the arrival distribution of new projects.

The best results are obtained when the Scheduled Finish
Time (SFT) due date satting rule is applied. Not all
project managers could implement- this procedurs due to the
computer hardware/software requiressents, financial
constreints, project duration uncertainty, resource
constraints, etc.. If thay could use the SFT rule to set
the due date of the arriving project, they would be wise to
use the very simple First-In-First-Served (FIFS) scheduling
heuristic to ellocate resources to tha project.

.An alternative to project managers would be to choose
the sasier to implement CPTIME due date rule. If this is
‘the. case than the manager would want to choose aither the
SASP{DD) or the BINLFT[DO] rule which producn similar
results using the CPTIMNE due date rule.

This reseerch has determinad that the relative
performance of the tested scheduling heuristics and due date
setting rules is unaffected by the project arrivel
di.trtbution.\ For the project manager, this confirms that
certain schaduling heuristics, due date assignment rules,
and combinations thereof will pecform better than othars
regardless of the project arrival distribution. Therafore,
the alternatives Eo managemant are 1) accept the decrease in
performence capability for the easier to implament CPTIME
due date assignment rule used with the dus date oriented
heuristics; or 2) -ok. the necessary commitments and
investments to. implement at least one of these heuristics
combined with the GFT due date assignment procedure or
battar yet; 3) implement the FIFS/8FT combination for
assured performsance.
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