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FOREWORD

Among the responsibilities assigned to the Office of the Manager,
National Communications System, is the management of the Federal
Telecommunication Standards Program. Under this program, the NCS, with the
assistance of the Federal Telecommunication Standards Committee identifies,
develops. and coordinates proposed Federal Standards which either contribute
to the interoperability of functionally similar Federal telecommunication
systems or to the achievement of a compatible and efficient interface between
computer and telecommunication systems. In developing and coordinating these
standards. a considerable amount of effort is expended in initiating and
pursuing joint standards development efforts with appropriate technical
committees of the International Organization for Standardization, and the
International Telegraph and Telephone Consultative Committee of the
International Telecommunication Union. This Technical Information Bulletin
presents an overview of an effort which is contributing to the development of
compatible Federal, national, and international standards in the area of Video
Teleconferencing. It has been prepared to inform interested Federal
activities of the progress of these efforts. Any comments, inputs or
statements of requirements which could assist in the advancement of this work
are welcome and should be addressed to:

Office of the Manager

National Communications System
Attn: NT

701 S. Court House Road
Arlington, VA 22204-2198




1.0

2.0

3.0

4.0

5.0

6.0

7.0

TABLE OF CONTENTS

INTRODUCTION . . it ittt et i e et i it et i e 1- 1
BASIC TRANSPORT MEDIA FOR VIDEO TELECONFERENCING ...... 2- 1
2.1 Non - ISDN Transport Media for VIC .. ... .. .. ... 2- 1
2.2 Narrowband ISDN . .. ... i it it it et e e 2- 3
2.3 Broadband ISDN . . . . . i i i i i e e 2- 6
2.4 FTS-2000 . i v i it ittt i it ittt s e e e 2- 8
VIDEO TRANSPORT VIALANS/MANS . . ... .. i i ii e 3- 1
3.1 LAN/MAN OVERVIEW . . ... it i i e e e 3- 1
3.2 VTC Products and Applications . . ... ... 3- 6
VIDEO TRANSPORT VIATHEPSTN .. .. ... ittt 4- 1
4.1 OVEIVIEW o v v it e it et et e et it i i e e e 4- 1
4.2 Commercial Products and Applications . .. ........ccou., 4- 1
4.3 Standardization ACtiVItY . . . .« v v v i i e e e 4- 4
VIDEO TRANSPORT VIAMOBILERADIO . ... ... ...y 5- 1
5.1 Mobile Radio Overview . . . . . v i ittt it e e 5- 1
5.2 VTC Application of Mobile Radio . . ......... ... ... ... 5-12
5.3 Government Applications . ... ... . i 5-14
VIDEO TRANSPORT VIA INTERNET .. ... ... .. . . . 6- 1
6.1 Internet OVErVIEW . . . v v i it e e e e e e e 6- 1
6.2 Video Coding Products . . ... .. v i it i i e 6- 7
6.3 Government Applications . ... .. ..t 6- 8
CONCLUSIONS AND RECOMMENDATIONS .. ... ... o 7- 1




APPENDICES

3.1 - EXAMPLES OF COMMERCIAL PRODUCTS FOR PROVIDING VTC SERVICES
OVER LANs

3.2 - PACKETIZATION OF H.221 FRAMES FOR LANs

3.3 - H.22Z PROTOCOL FOR LANs

3.4 - DESIGN OF H.32Z TERMINALS FOR LANs

3.5 - VIDEO AND AUDIO COMMUNICATION SYSTEMS FOR CSMA/CD LAN

5.1 - SUMMARY OF THE FPLMTS PROJECT

5.2 - RELATIONSHIP BETWEEN FPLMTS AND UPT

5.3 - GUIDANCE FOR THE WORK OF THE RAPPORTEUR FOR THE VIDEOPHONE
PART OF QUESTION 2/15

5.4 - VIDEO CODING IN MOBILE NETWORKS - SOME ASPECTS

5.5 - PROPOSAL FOR A GENERIC DATA STREAM STRUCTURE CONSIDERING
CURRENT SHORT-TERM AND LONG-TERM STANDARDIZATION ACTIVITIES

5.6 - R2072: MATV - THE MOBILE AUDIO-VISUAL TERMINAL

5.7 - R2072: MOBILE AUDIO-VISUAL TERMINAL (MAVT): CHANNEL CODING
ASPECTS

6.1 - PICTURE WINDOW




1.0 INTRODUCTION

The National Communications System has awarded Contract DCA 100-91-C-
0031 entitled "System Engineering and Technical Assistance in the Area of
Facsimile and Video Teleconferencing for the Office of the Manager”, to Delta
Information Systems. The purpose of this document is to summarize the work
accomplished on Subtask 4 (Transporting Video Teleconferencing Traffic) of Task 2
(Technical Work in the Area of Videoconferencing) of this contract.

The purpose of this subtask was to study alternative media for transporting
video teleconferencing traffic. In the first step of the project basic transport media
(as opposed to Alternative Media) which are commonly used for video conferencing
were reviewed. This analysis, contained in section 2.0 provides reference for the
discussion of the non-traditional telecommunication techniques.

Four alternative transport media were examined: LANs/MANs, PSTN, mobile
radio, and Internet. Each of these media is reviewed and analyzed in a separate
section of the report. The status of the technology for each medium is reviewed
including a review of the standardization status. Commercial products, if any, are
identified and classified. Finally the applications and implications of the medium to
provide video telephony services in the Government community are reviewed.

Overall conclusions and recommendations are included in Section 7.0.




2.0 BASIC TRANSPORT MEDIA FOR VIDEO TELECONFERENCING

In general, video teleconferencing requires a high transmission bit rate
relative to other services such as voice and data. For that reason, the availability
of teleconferencing for the government community is dependent upon the
availability of ubiquitous, inexpensive communication channels operating at high bit
rates. The purpose of this section is to review the primary telecommunication
options which are now used for Video TeleConferencing (VTC) today. The
discussion is divided into four parts: (1) Non - ISDN Media (2) narrow band ISDN,
(3) broadband ISDN, and (4) FTS-2000.

2.1 Non - ISDN Transport Media for VTC

Today's teleconferencing user has a range of choices in transmission,
both in network options and selection of data rate. Customarily, teleconferencing
transmission rates are divided into two general categories -- narrowband (switched
56 kbps circuits) and wideband (384 kbps, 768 kbps, 1.544 Mbps) -- though even
this distinction has blurred somewhat as new technologies enable the delivery of
wideband transmission rates through aggregations of narrowband circuits.

Typically, wideband VTC networks are implemented either through dedicated
private T1 networks or virtual private networks (both available from all major
carriers), or through the use of carriers' reservation-based switched wideband
networks (AT&T's Accunet Reserved, Sprint's Meeting Channel, and MCl's
VideoNet). Transmission rates are normally 384 kbps, 768 kbps, or 1.5 Mbps. It
is not uncommon for a user to maintain a private network for internal
videoconferencing while periodically using the carriers' switched services for
communication with off-network sites -- particularly international connections.

In either a dedicated or switched environment, a dedicated T1 trunk must be
brought to the user's premises. If the user wants to retain the flexibility of
choosing services from multiple carriers, then the access line will be routed through
the local telephone company central office; otherwise, the access line is connected
to a single carrier's point of presence for use either in a dedicated or switched
configuration.

Narrowband VTC transmission relies on switched-56 digital service offerings.
Switched-56 network services became accessible to VTC users in 1987, when two
56 kbps circuits could first be synchronized for a total data rate of 112 kbps. A
single switched-56 circuit is generally inadequate for video teleconferencing, but
two 56 kbps circuits can provide enough bandwidth to accommodate the 16 kbps
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or 32 kbps that must be assigned to audio while leaving sufficient capacity for
video transmission.

While the video quality is obviously reduced relative to that available in
wideband videoconferencing, many companies have found it to be acceptable for a
range of teleconferencing applications. These companies have found that the
trade-off of lost picture quality is compensated for by the inexpensive transmission
costs for 56 kbps dial-up circuits. In 1985, the cost of a switched 56 kbps line
war around $75 per hour; today, a switched domestic conference at 112 kbps will
cost no more than $26 per hour -- not much more than a normal long distance
phone call.

Additionally, the introduction of inverse multiplexing technology into the
videoconferencing market has radically altered users’ options for increased
bandwidth. Inverse multiplexers (I-muxes) permit wideband videoconferences to be
carried on switched-56 networks; they do so by dividing a wideband data stream
emanating from a codec into multiple individual narrowband streams -- literally, by
performing the inverse function of a standard multiplexer. At the receiving end, an
I-mux accepts the multiple narrowband data streams and synchronizes them into a
single wideband signa! for receipt and processing by the video codec.

An inverse multiplexer enables users to videoconference over dial-up digital
circuits at rates up to 1.344 Mbps (24 x 56 kbps). This allows users to retain the
flexibility and low cost of dial-up access while enabling better picture quality
through higher data rates.

If users only employ switched-112 services, then the access lines are 56
kbps circuits. Use of an inverse multiplexer requires users to lease T1 access to
the carrier's point of presence. (The cost of T1 access is usually equivalent to four
56 kbps circuits, however, so it is often easy to justify.) After access charges, the
user pays only for the actual calls placed on the switched network.

The Department of Defense has established the Defense Communications
Teleconference Network (DCTN) to provide teleconference services within that
agency. This network provides switched service at a transmission bit rate of
1.544 mbps. Work is presently underway for reducing this bit rate to 768 or 384
Kbps.




2.2 Narrowband ISDN

Users looking for improved network performance (i.e. faster call set-up,
better connections between sites) or access to high-speed switched data services
may use ISDN for videoconferencing. ISDN (Integrated Digital Services Network)
refers to an emerging set of worldwide standards for end-to-end digital information
transfer. It is endorsed by the International Telecommunications Union (ITU), the
American National Standards Institute (ANSI), and virtually every other national
telecommunications authority. Eventually, ISDN will transform the present
telephone network into an end-to-end switched digital network providing variable
transmission rates in 64-kbps increments.

A primary objective of ISDN is to provide a variety of network services
through a standard set of network interfaces. This will enable users in most cases
to access voice, data, and image via a single standard network connection. A
second objective, interoperability of switches and terminal equipment, will be
assured by conformance to standards. Such standardization will lead to significant
reductions in equipment costs; ISDN will also contribute to reduced operating costs
through its capability of continuously monitoring loop performance over the
embedded maintenance channel.

While Japan and some European countries have deployed ISDN more
extensively, fewer than 40% of U.S. central offices are currently equipped to
handle ISDN traffic. Growth should be steady, however; the Regiona! Bell
Operating Companies (RBOCs) project that by the end of 1994, they will have
almost 65 million ISDN-capable lines (57% of all lines) and 1,832 ISDN-capable
switches (19% of all switches). Additionally, each of the seven RBOCs has put
ISDN basic rate tariffs in place.

The Federal Government also strongly endorsed ISDN by awarding a ten-
year, multibillion dollar contract for FTS-2000 to A&T and Sprint. Both proposals
were based on ISDN architecture.

2.2.1 Basic Rate Interface (BRI)

The Basic Rate Interface (BRI) is comprised of two 64-kbps data channels,
know as B channels, and a single 16-kbps signaling channel known as the D
channel. The data and signaling channels are time-division multiplexed into a single
stream to provide a composite full-duplex bandwidth of 144 kbps.

BRI provides a composite bandwidth of 144 kbps (2 x 64 kbps B channels +
1 x 16 kbps D channel) and full duplex transmission with time division muitiplexing
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(TDM) into a single stream containing both user and signalling information.

Basic rate ISDN uses existing network facilities, typified by the twisted pair
local loop and 64-kbps digital switch. Basic rate service (2B + D) can be provided
to the customer by replacing and analog telephone with an ISDN telephone and a
network termination. The B channels (64 kbps) provide circuit-switched voice and
data and packet-switched data; the D channel (16 kbps) provides out-of-band
signalling plus packet data. Basic rate ISDN allows applications such as Group IV
facsimile, PC screen sharing, image transfer and limited motion videophone.
(Primary rate (2B + D) provides up to 1.536 Mbps.)

All seven Regional Bell Operating companies have filed ISDN Basic Rate
Interface (BRI) tariffs.

As inter-switch SS7 connectivity becomes pervasive and equipment for
applications becomes less expensive, ISDN will become more acceptable to the
small user.

2.2.2 Primary Rate Interface (PRI)

The Primary Rate Interface (PRI) is comprised of 23 64-kbps B channels, and
one 64-kbps D channel for signaling, for a composite bandwidth of 1.536 Mbps.
(In Europe, the ISDN PRI configuration is 30B + D.)

Under the PRI standard, certain aggregations of B channels can create high-
speed H channels. Six PRI B channels define an HO channe! at 384 kbps; 23 B
channels define an H10 channel at 1.472 Mbps; 24 B channels define an H11
channel at 1.536 Mpbs. These wideband H channels could possible be used to
meet most demands of data communications users.

Primary rate ISDN (PRI} consists of 23 64-kbps B channels (30B channels in
Europe) and one 64-kbps D channel for signalling. The PRI may also be aliocated
as high-speed (H) channels at 384, 1472 or 1536 kbps. The H channels are
currently viewed as wideband circuits and could possibly be used to meet most
demands of data communications users.

Primary rate channels can be used to multiplex lower data rate channels,
provide high-data-rate wide area network connectivity and implement private
branch exchange (PBX) connectivity.

PRI can also be used for LAN-to-LAN connectivity.




2.3 Broadband ISDN

The Integrated Services Digital Network (ISDN) is divided into two parts --
narrowband and broadband. Narrowband ISDN, described in the last section,
operates at rates equal to or less than the primary rates (e.g. 1.544 Mbps).
Broadband ISDN, also known as B-ISDN, operates at transmission speeds above
the primary rate. B-ISDN promises to allow very high speed digital transmissions
(155.52 Mbps, 622.08 Mbps, 2488.32 Mbps) that will dwarf the N-ISDN.

While the standards for N-ISDN have been sufficiently set in place to permit
deployment of N-ISDN networks and applications today, B-ISDN is not yet market-
ready. Because B-ISDN is still nascent, this section necessarily concentrates on
providing an update of relevant standards and definitions of B-ISDN rather than
describing the technology in terms specific to videoconferencing.

One backbone structure for the B-ISDN consists of a new Synchronous
Digital Hierarchy (SDH) defined in CCITT Recommendations G.707, G.708, and
G.709M12 These recommendations are concerned with bit rates for the
synchronous digital hierarchy, details of the resulting network node interface, and a
synchronous network multiplexing structure. Three digital Synchronous Transfer
Modes (STM) have been so far specified:

STM-1 : 155.62 Mb/s
STM-4 : 622.08 Mb/s
STM-16: 2488.32 Mb/s

The North American version of the standards uses a basic transport module
of 51.84 Mb/s (Synchronous Transport Signal-Level 1, STS-1) and as described by
Ballart and Ching'.

In addition to optical interfaces for the above synchronous bit rates (SONET -
Synchronous Optical Network), CCITT Working Party XVIil/7 has agreed to
standardize an STM-1 electrical interface for inclusion in Recommendation G.703.
SONET is defined in the U.S. by the ANSI standards as listed below.

T1.105-1988 Optical Interface Rates & Formats

T1.106-1988 Optical Interface Specifications: Single-mode

T1.105-1990a Addendum (in voting process)

T1.xxx-1990 Optical Interface Specification: Short Reach (in voting
process)




T1.yyy-1990 SONET OAMG&P specification (drafted, voting to begin 11/90)

Figure 2.1 compares the new synchronous digital hierarchy with the existing
digita! hierarchy.

The general structure and service capabilities of the ISDN are defined in a
total of 77 CCITT Recommendations 1.110 through 1.605. W.ithin this set,
Recommendation .121 provides the basic description of the B-ISDN. Much of the
material in the following paragraphs is derived from this Recommendation.

Asynchronous transfer mode (ATM) is the target transfer mode solution for
implementing a B-ISDN. It will influence the standardization of digital hierarchies
and multiplexing structures, switching and interfaces for broadband signals.

ATM concerns a specific packet-oriented transfer mode using the
asynchronous time division multiplexing technique: the multiplexed information
flow is organized in fixed size blocks, called cells. A cell consists of a user
information field and a header; the primary role of the header is to identify cells
belonging to the same virtual channel on an asynchronous time division multiplex.
Cells are assigned on demand, depending on the source activity and the available
resources. Cell sequence integrity on a virtual channel is preserved by the ATM
layer.

ATM is a connection-oriented technique. Header values are assigned to each
section of a connection when required and released when no longer needed. The
connections identified by the headers remain unchanged during the lifetime of a
call. Signalling and user information are carried on separate virtual channels. ATM
will offer a flexible transfer capability common to all services, including
connectionless services.

Conversational Services

Conversational services in general provide the means for bidirectional
dialogue communication with real-time (no store-and-forward) end-to-end
information transfer from user to user or between user and host (e.g. for data
processing). The flow of the user information may be bidirectional symmetric,
bidirectional asymmetric and in some specific cases (e.g. such as video
surveillance), the flow of information may be unidirectional. The information is
generated by the sending user or users, and is dedicated to one or more individual
communication partners at the receiving site. Examples of broadband
conversational services are videotelephony, video conference and high speed data
transmission.
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Information Flows

Video service information can be characterized in many ways, including:

The direction of information flow: video services may be bidirectional,
e.g. videotelephony and videoconference, or essentially unidirectional,
e.g. video distribution services for business and entertainment.

The symmetry of information flow: messaging, retrieval and
distribution services are characterized by asymmetrical information
flows.

The origin of the source material: how video signals enter the
network (e.g. direct from camera, from storage media, via satellite or
other delivery mechanisms) can also provide a means of characterizing
service information flows.

The B-ISDN will be based on ATM techniques which are well suited to
supporting source traffic which is time varying. The establishment of virtual
connections which involve the transfer of information only when required will mean
that the resources of the network can be closely matched to the needs of the
source traffic.

ATM Performance Parameters which are of concern for the VTC application core.
Cell Loss Ratio
Cell Error Ratio
Cell Transfer Delay
Mean Cell Transfer Delay
Cell Delay Variation

2.3 FTS-2000

The FTS-2000 Project was initiated by the General Services Administration
in the mid-1980's to provide standard common carrier telephone network services
to Government agencies that would satisfy other than specialized information
resources needs. Contracts were awarded in 1988 to two common carriers, AT&T
and SPRINT for FTS-2000 services. The networks operated by these carriers are
referred to as Network A and Network B, respectively. Individual agencies are
assigned to either network in accordance with a plan to maintain a specific




percentage traffic distribution between the networks at the time of the 1988
award.

The services provided to users have been expanded. Currently Switched
Data Services (SDS) and Dedicated Transmission Services (DTS) are available.
Compressed Video Transmission Services (CVTS) is now being provided on the
networks. Its inclusion requires specific requests for the service from user
agencies.




(1]
(2]
(3]

[4]
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3.0 VIDEO TRANSPORT VIA LANS/MANS
3.1 LAN/MAN OVERVIEW

A local area network (LAN) is a communications network that provides
interconnection of a variety of data communicating devices within a small area.
The most common occurrence is a network that is confined to a single building.
Networks that span several buildings, such as on a college campus or military base,
are also common. Another element that could be added to the definition is that a
local network is generally privately owned rather than a public or commercially
available utility. Indeed, typically, a single organization will own both the network
and the attached devices. Some of the typical characteristics of local networks
are:

- single organization proprietorship

- distances involved are of the order of a few miles and in the general
locality

- the deployment of some type of switching technology

- a transmission medium is shared among the attached devices

- transmission is in the form of packets

- a transmission from any one station is received by all other stations
(hence the term "packet broadcasting”

- there is no master station; rather, all of the stations cooperate to
assure orderly use of the transmission medium

- high data rate (0.1 - 100 mbps)

- low error rates (10® to 10"")

In recent years, a new type of network, referred to as a metropolitan area
network (MAN), has been developed. A metropolitan area network shares the
characteristics listed above with the LAN; the difference is that the MAN covers
larger distances and, generally, operates at higher data rates.

The LAN and MAN are distinguished from wide-area networks (WANs). As
the name implies, WANs are networks that cover substantial distances. Public
telephone networks and packet-switching networks are examples of WANs. Table
3-1 summarizes some of the key characteristics of LANs, MANs, and WAN:S.

The |EEE Standards organization has assumed responsibility for the
development of LAN and MAN standards. The standards which have been
developed are illustrated in Figure 3.1.




The IEEE 802 LAN Standards

802.2 Logical link control LLC
2
802.4 802.5 802.6 802.7 802.8 802.9 MAC
‘esma-cd token bus token ring ’DQbB broadband fiber integrated

Physical 1

. carrier sense multiple access with collision detection osl tayer __T
o distributed queue dual bus

Figure 3.1

TABLE 3-1 Characteristics of LANS, MANS, and WANS

Network Data Rate Distance Covered
Local Area Network 1-20 Mbps < 25 km
(IEEE 802)
Fiber Distributed Data Interface 100 Mbps < 200 km
Metropolitan Area Network 30 Mbps-1*Gps < 160 km
(IEEE 802.6)
Traditional Wide-Area Network 10 kbps-1.5 Mbps unlimited
High-Speed Wide-Area 50 Mbps-1*Gbps unlimited
Network

MAC and LLC

a The OSI data link layer of LANs (layer 2) is decomposed in to the
media-access control (MAC) and the logical-link-control (LLC

sublayers.

n The MAC sublayer regulates the access to the channel shared by

nodes on a LAN.

L The LLC sublayer supervises the packet links between nodes.
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= The efficiency of a MAC protocol is the maximum fraction of time that
the nodes can transmit packets successfully when they use the
protocol and when the network is heavily loaded by many nodes.

= The throughput of a LAN is the maximum rate of successful bit
transmissions on the LAN when it is heavily loaded by many nodes.
The throughput is the product of the transmission rate and the
efficiency of the MAC protocol.

Networks based on the |EEE 802.3 standards compose the most widely used
LANs. These are bus networks (see Figure 3.2) that use media-access control
protocol called carrier sense multiple access with collision detection (CSMA-CD).

Token ring networks are another widely used family of LANs. The token ring
networks (see Figure 3.2) were developed by IBM in the early 1980s. The
transmission medium is typically a twisted pair or a coaxial cable, although some
versions use optical fibers. The MAC protocol of the token ring is as follows: A
specific bit pattern, called the token, circulates on the ring. When a node wants to
transmit, it waits until the token comes by. It then replaces the token with another
pattern (SFD) which indicates the start of frame, and it appends its packet. The
node converts the token in to an SFD by monitoring the signal it receives from the
ring and by modifying the token while it is stored in the interface buffer before
retransmitting it. Once the packet has been transmitted, the node transmits the
token, which then becomes available to another node.

It is useful to visualize the location of the IEEE 802 protocol standards in the
context of other related protocol stacks. Table 3-2 compares the OSI layers to
CCITT, TCP/IP, and |EEE 802. Note that TCP/IP is frequently combined with
Ethernet to form a total protocol stack.




TABLE 3-2 Common Protocol Layers

Osi CCITT DOD IEEE 802
7. Application
6. Presentation Various
5. Session
4. Transport TCP
3. Network X.25 iP
2. Link LAP-B Logical link control
Medium access
control
1. Physical X.21 Physical
Repester 1 L Terminating
M :k—> ’jap« > Resistance
Station P . - - 5 3 'y

; Flow |

/ of Yy

‘\\ Data 1

e ) i
e | [
(a) Ring (b) Bus
FIGURE 3.2
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Fiber Distributed Data Interface

The fiber distributed data interface (FDDI) is a network standard developed
by the American National Standards Institute (ANSI) that specifies a 100-Mbps
optical fiber ring network. The fiber distributed data interface (FDDI) network is a
dual-ring network connecting nodes with a maximum length of the fiber of 200 km.
In the literature, FDDI is generally considered to be a LAN and, indeed, most of the
existing installations are within a single building or small cluster of buildings. FDDI
is designed to provide high end-to-end throughput between expensive, high-speed
devices such as mainframes and mass storage devices. It is also used as a
backbone network to connect a number of lower-speed LANs. Table 3-3 is a
comparison of FDDI and 802.5 parameters. ‘

As with the typical LAN, FDDI was originally defined to use packet
broadcasting and to support data traffic. A recent enhancement to the standard,
known as FDDI-1l, provides support for voice traffic and other applications that
normally use circuit switching.

TABLE 3-3 Differences Between FDDI and 802.5

FDDI 802.5

Optical fiber Shielded twisted pair

100 Mbps 4.16 Mbps

Reliability specification No reliability specification
4B/5B code Differential Manchester
Distributed clocking Centralized clocking

Timed token rotation Priority and reservation bits

New token after transmit New token after receive

The Asynchronous Transfer Mode (ATM) format was developed to fulfili a
WAN requirement within the B-ISDN. However, the format also lends itself for use
as a wideband LAN and is beginning to find significant use in this mode. Shared
media ATM networks include DQDB, the Cambridge Fast Ring, the Cambridge
Backbone Ring, the Orwell Ring, and the recently proposed ATM Ring. There are a
number of solutions based on interconnected switches to form general topology
networks.




GENERAL VTC PERFORMANCE ISSUES FOR LAN/WAN MEDIA

Today, virtually all video teleconferencing is transmitted via synchronous
transmission circuits such as switched 56 Kbps and T1 lines. LANs and WANSs are
fundamentally different from these networks in many ways, and some of these
differences can contribute to degraded VTC performance unless precautions are
taken. Some of the technical issues which must be carefully considered in the
design of a VTC system via LANs are listed below.

- The throughput bitrate allocated to one particular user usually fluctuates
depending upon the number of active users and overall traffic through the
network. If the volume is very high, the available bitrate may be so low the
quality is significantly degraded.

- Packet loss from LANs can cause a more serious degradation to the
audiovisual signals than distributed bit errors associated with synchronous
links.

- Occasional serious interruptions in the connection are much more likely in
LANs than synchronous connections. When such problems occur, the audio
signal can be rendered almost useless. It is interesting to note that the audio
is far more critical in VTC sessions than the video. If the audio is unusable,
the conference is unusable regardless of the video. However, it is also
interesting to note that "useful"” video (e.g. still pictures) can be transmitted
under surprisingly adverse conditions.

- In order to achieve an interactive VTC service, the communication media
must have low delay. In the LAN situation, this means that the packet rate
must be high enough to achieve low latency. In many LANs where the
payload bits/packet is fundamentally high, this will dictate that the bitrate for
the audio is governed by the network rather than the source signal itself.

3.2 VTC Products and Applications
There is a great deal of activity in the use of LANs for video
teleconferencing. A large number of commercial products are available for this

application, and there is work to develop standardized terminals for VTC over LAN.
work in these two areas is described below.
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3.2.1 Commercial Products

Examples of commercial products for providing VTC services over LANs are
listed in Table 3-4 and brochures are included in Appendix 3.1.

3.2.2 VTC Standards
At the September 1993 meeting of the ITU SG15, Mr. Okubo was appointed

Rapporteur to adapt the H.320 Recommendations for operation over LAN
networks. The modified Recommendations have been designated as H.32Z.
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4.0 VIDEO TRANSPORT VIA THE PSTN
4.1 Overview

The Public Switched Telephone Network (PSTN) is so universal and
ubiquitous that no description is required. It provides telephone service reliably and
inexpensively to literally all parts of the world. One good measure of the leverage
and power of the PSTN is the recent Group 3 facsimile revolution. No one
remotely visualized the potential for G3 fax because no one fully appreciated the
value of a PSTN connection.

A number of recent technological breakthroughs have made it possible to
realistically provide videophone service over the PSTN. These developments are
listed below.

- advanced video and speech compression technology
- advanced PSTN modem technology (Up to 28 Kbps)

- development of packet transmission techniques '
- low cost VLSI technology

Several companies have developed PSTN videophones. AT&T and Marconi
are now actively marketing units to the consumer on a worldwide basis. All PSTN
videophones which have been developed are discussed in Section 4.2.

The ITU has initiated an "urgent" program to develop an international
standard for the PSTN videophone. The schedule calls for the development of a
stable draft by November 1994. This standardization effort is described in section
4.3. In section 4.4 implications of the PSTN videophone for the Government
community are presented.

4.2 Commercial Products and Applications

Table 4-1 is a summary of the technical characteristics of existing PSTN
videophones. Marconi manufactures a unit which is marketed by British Telecom
and MCI. The AT&T unit is designated as the Model 2500. The Marconi and
AT&T products have been marketed extensively to the consumer in 1993.
Comtech and Sharevision have developed products but not marketed as intensely.
The Sharevision product is interesting because it includes an interactive data
capability to make it particularly applicable to a PC workstation. The European
Cost 211ter and Bosch products are being tested and evaluated. Brochures on
some of these products are included in Appendix 4.1.

4-1




‘|wT3 STY3 e prepuels pasoixdde ue jou §T

LSVd'A 3euy3 pazfubooaxr sT 3I (g)

uotjeloN 949dW ()

T°POW lo0jeljsuowaq axempielq (1)

rAX AN / 0:2y T:2:¥ (AQX) T:T:¥ Ty ‘1% 1:2 ‘1:2
or3ey
232y 0:2:¥ 0¥ 0:2:¥ 0:1:¥ 0:2:% (2) uoTanTosay ooueuTWOIYD
124! [AA¢ 08 0vZ o3 08 ¢l1 96 dweld/sauTT edoueuTwN]
9ILT 9LT 96 0Z2€ ©3 96 821 81 BUTT/STOXT4d SdoueuTUN]

§/31qY

88T ‘0°Vv1 §/3TqQ% 0 $/3Tqy S/3TqQy
§/3171ay 8 ‘2°6 ‘v - §/31qY 9°6 Z€ 03 dn Iea S8 ‘v §/3TqQY - 83eyd 1714
03aIA
WO - 821 JYVYLS 1.SVYd uotTlenpopn

(€) ILSvd"A - (€) ILsvd A -

2 STQZE'A - STQZE A - Iseg"A/VEA ou paseq Zg°A plepuejlgs

butpoo
2dod ON ON WAY'T/rdNW sak STTT21L uoT3081I0) I1011Y

§/37TqY $TQZE"A §/3TqQY S/319) $/319Y
Ve - vl (€) Is¥a A V' v1/9°6 2'61/8°91 P pi/9°6 a3ey 31d
WIAOW

(AxejaTtadoad)
39)oed 9TT{~122 H uotjeztrieyoed Axejetadoagd a-dv'1 paseg awelq poyleW burxaTdIiaTnW
§/31a%

¥2/2°61 §/31qY S/31qY S/3Tay
§/3191 ¥ 91 /v y1/9°6 V'y1/9°6 §/319q Z¢ > 2°61/8°91 AR AVA N (s/31q¥) °3ey 314 Tel0}
WALS XS

(1) ¥dLIt1C NOISIA
H3sod LS0D -dd4YHS HOU.LWOD LY LY INCDYVYH

sauoydoapin N1Sd Bunsixy jo sonsualoeiey) |eauyoap
- 319Vl

4-2



‘papinoid 10U S |duueyD Blep Jasn dleiedas e Joj UoIsIAOid (p)

Y
<+

L-¥ 318Vl

£/319Y 9°6
(p) oaez {p) oxaz -0 :pepoau se (y) oasz (y) oxeaz (p) oxoaz ajey 211d
VYIVd ¥ISN
+dTdD
Dd1 Kxejataxdoad KAaejyatadoad 31S +dT4D d'14D wyytrobTy Butpod
< ZHY Vv ZHY 8 ZHA C°¢ ZHY ¥ ZHY T1°¢ Zyy - Yyapimpueg
§/31Tq} §/319)
£/319% ¥°2 8°9 ‘8°p £/3T9Y 8°V 9°6 03 v ¢ §/31T9Y 8°9 §/3Tq} 0°G §/3191 - 93ed uﬂm_
oranvy =
1
8Xg 8 X 8 8Xx8 Aheldf
1o%xTd % 1oxX1d 4 1°x1d KAoeanooy uoTI0W
Tox1d (+19Z°H 19¢°H
JTey @aq/ioa paT3Tpou) 03 Jefiwis -
yosogd pragiy Kaejatadoad XAdY aid-l1oa Kaejzatadoad wyytaobiy butpod
5/3
£€°8 ‘6z2°9 ‘g Iea s/3 21-0 s/3 61 o3 dn aen aea (sd3y) a3ey swerj
(1) ¥dL 112 NOISIA
HOSOd LS0D ~dAVYHS HOY.LWOD L3 LY INODYYW
J3NNILNOD




4.3 Standardization Activity

In 1992 the ITU-TS appointed a Rapporteur to perform a study to determine
the feasibility of developing a Recommendation for a PSTN videophone. The study
was completed in September 1993 and recommended that work be initiated to
develop a near term Recommendation (1995) to be followed by an enhanced
version in 1998. The ITU-TS has re-appointed the Rapporteur to develop these
Recommendations as detailed in Table 4-2 and Figure 4.1. (See Appendix 5.3.)

TABLE 4-2
ITU-T Recommendations for the Very Low Bitrate Videophone

FUNCTIONAL ELEMENT | NEAR TERM (1995) LONG TERM (1998)
SYSTEM H.32P
VIDEO CODER H.26P H.26P/L
SPEECH CODER AV.25Y WP1S/2
(4Kbps)
DATA INTERFACE _ Based On MLP or HDLL
H.DLP

SUPERVISION CONTROL H.24P
MULTIPLEX/ H.22P
ERROR CONTROL

MODEM PSTN | V.32 bis, V.34/V.8 (V.FAST) R

MOBILE , - FPLMTS

-| Recommendation will not be developed by WP 15/1.
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FIGURE 4.1
FUNCTIONAL BLOCK DIAGRAM FOR VERY LOW BITRATE VIDEOPHONE

The status of each of the Videophone Recommendations being developed is
summarized below.

PSTN Modem

V.32bis (9.6 and 14.4 Kbit/s) and V.FAST (up to 28.8 Kbit/s) modems are
mature and would be employed, thereby greatly increasing the system's
performance relative to existing videophone products.

H.26P - Video Coder

The near term video codec will provide significant improvement in picture
quality relative to H.261, when adapted to videophone, as demonstrated by
computer simulation. Potential improvements result from sub-pel motion
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compensation, reduced overhead, and motion compensation at the block level.
Picture formats being considered include QCIF and lower resolutions.

H.26/L - Long Term Video Coder

The underlying source model of the current standards is: 2D rigid
translationally moving blocks containing highly correlated pels. In general, this is
only a very rough approximation of reality. Differences in subsequent images are
caused by motion of objects, but also by camera motion (zoom, pan), camera
noise, lighting effects, changes in the shape of objects, occlusion of objects and
background, scene cuts, etc. Even when differences in subsequent images are
only caused by motion of objects, the prediction may be suboptimal because:

- the size of the prediction block (16*16) is too large;

- 3-D translations and rotations occur;

- fractional pixel displacements may occur;

- the search window may be too small;

- the search criterion may be suboptimal, for example, in case of
lighting effects;

- the image in the frame memory contains quantization noise.

New video coding techniques, with better underlying source models, have
recently appeared in literature. These techniques have been classified in Table 4-3.
Work is underway in the ITU and ISO MPEG4 organizations to develop a long term
video coding standard using technology of this type.

H.DLP - Data Interface

An optional data channel will be included to be multiplexed with the audio
and video signals. Provision for high resolution still images using JPEG standard
will be provided. It is a goal to interwork with other related ITU Recommendations.
H.320 terminals and some existing videophone products. Table 4-4 is an example
of a bitrate budget for the various virtual channels.




TABLE 4-3
Classification of Coding Techniques
Based on Source Models

e __ ________
LEVEL SOURCE MODEL CODED INFORMATION CODING TECHNIQUE
1 Pels Color of pels PCM
2 Statistically Color of pels or block of predictive coding
dependent pels pels transform coding
3 Translationally Color of blocks and Motion compensated
moving blocks motion vectors hybrid DPCM/DCT
coding
4 Moving structures | Mapping parameters or Fractal coding
shape and motion contour/texture
coding
5 Moving unknown Shape, motion and color Analysis/synthesis
objects of each object coding
6 Moving known Shape, motion and color Knowledge based
object of the known object coding
7 Facial expressions | Action units Semantic coding

H.22P - Multiplex/Error Control

It is proposed to employ packetized network and link layers to adaptively
multiplex several virtual circuits -- speech, video, data, and supervision. This
provides a greater degree of flexibility, and evolutionary growth potential, than
TheSpeech Coder

The near term speech coder (AV.25Y) is to achieve as near toll quality as
possible given the bit-rate budget. The Iong-term speech coder is expected to
achieve toll quality at 4kbps. The long-term work has been referred to the speech
experts within Working Party 15/2.




Schedule

The ITU has assigned an "urgent priority to the PSTN Videophone program,
and the schedule for the near term recommendations is outlined below.

WP 15/1 Meeting Date Tarae atus of the Near Term R mmendation
March '94 . Initial Draft Completed
November '94 Draft Stabilized/Frozen
February '95 SG15 Applies for Resolution 1 Approval
November '95 ITU distributes Draft Recommendation for

Approval by ballot




TABLE 4-4
Example of a Bitrate Budget for Very Low
Bitrate Visual Telephony (kbit/s)

H Virtual Channel
— _ — — |
Overhead/ Speech Video Data
Supervision
(5%) |
9.6 4.8 Kbps 4.3 Kbps'? Variable
Kbps 0.5 Kbps 68 2 30
4.8 8.9 Variable
14.4 0.7
Overall 6.8 6.9
Trans- .
mission @ : : : :
Bit Rate
4.8 16.7 Variable
21.6 “ 1.1 _
6.8 14.7
CRE- : : :
4.8 22.6 Variable
28.8 1.4
6.8 20.6
Virtual Variable Dedicated, Variable \7ariable
Channel Bitrate Fixed Bitrate Bitrate
Bitrate Bitrate V!
Characteristic ’
Priority High High |  ‘Lowest Higher Than
Priority Priority Priority Video, Lower
Than
Overhead/
Speech
(1) The plan includes consideration of advanced speech codec technology such as... (a) a dual
bitrate speech codec (b) reduced bitrate when voiced speech is not present.
(2) Achievement of motion video is considered to be questionable at 4.3 Kbps and inadequate at
2.3 Kbps.
(3) V.FAST operates at increments of 2.4 Kbps; i.e. 16.8, 19.2, 21.6, 24.0, 26.4, 28.8 Kbps.
(4) The channel priorities will not be standardized; the priorities indicated are examples.

4-9




4.4 IMPLICATIONS FOR THE GOVERNMENT

It is concluded from Section 4.3 that a series of ITU Recommendations
(H.32P) will be developed in the near term for videophone and workstation
interaction via the PSTN. It is likely that these Recommendations will have a major
impact on the telecommunications structure within the Government community for
the following reasons.

- At the current time, the presence of ISDN in the government is very
restricted, and the timetable for its introduction is very speculative.
These is no question that ISDN will one day be available in most
government installations. The only question is; When? The PSTN is
ubiquitous and pervasive today and will continue to be.

- Regardless of the ISDN timetable which will evolve, there will be some
government installations in remote locations which will not receive
ISDN for many years.

- In many national emergency scenarios, the PSTN would probably be
more available than ISDN.

- The V.FAST modem standard, which will be finalized shortly, provides
a high transmission bit rate -- approximately 25 Kbps.

- The PSTN videophone could provide an entry into the video phone
service from which a user could migrate to the more capable ISDN
video phone service.

- The PSTN videophone and ISDN video phone will be interoperable.

- The development of the international facsimile standard by the ITU
created a quantum leap in the use of the PSTN for wide variety of
services which was very difficult to anticipate or predict. The
development of Recommendation H.32P could have a similar impact.

- Regional standards projects 'for the PSTN videophone are underway.

The ITU Near-Term Project makes it possible for an International
Standard rather than a Regional one.
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ETSI has a project to develop a Draft Standard for a PSTN
Videophone in late 1995.

TIALD has initiated a prb]ect to develop an ANSI standard for
the PSTN videophone. - :




5.0 VIDEO TRANSPORT VIA MOBILE RADIO
5.1 Mobile Radio Overview
5.1.1 Analog Cellular Radio

AMPS (Advanced Mobile Phone System) is the current air interface standard
for the analog cellular system in the United States. At the time of this writing, the
system is dominant throughout North America and has achieved a moderate
amount of penetration on other continents as well. With an installed worldwide
subscriber base in excess of 10 million units, it is highly probable that AMPS wiill
survive past year 2000. A newer AMPS-like specification known as NAMPS has
the potential to double, or triple, the number of analog subscribers in North
America and provide some additional features now common to most digital cellular
standards.““"’”m

The AMPS air interface is currently specified by the American National
Standards Institute, Electronic Industries Association (EIA), and
Telecommunications Industry Association (TIA). The current version is known
simply as EIA/TIA-553. The base station transmit and receive bands are separated-
by 45 Mhz. The channel spacing is 30 Khz, and each operator within a
geographical area is allocated exactly half of the available channels (416) for
contro! and voice. The modulation technique for the user voice is frequency
modulation.

Narrowband AMPS (NAMPS) is the name given to a more recent air interface
compatibility specification recently sanctioned by the TIA. The current interim
specification is divided into three parts: IS-88 (air interface), 1S-89 (base station
requirements), and 1S-90 (mobile station requirements). NAMPS is a direct
descendent of Narrowband Total Access communication System (NTACS), which is
now enormously popular in Japan.

NAMPS takes each 30-Khz AMPS channel and splits it into three 10-Khz
channels. Each cellular call is allocated a 10-Khz channel in NAMPS just as call is
allocated a 30-Khz channel in AMPS. The resulting three-for-one split results in an
increase in system capacity without the overhead of cell splitting and all its
attendant headaches. NAMPS is compatible with the AMPS system in that the 30-
Khz control channel is still used and mobile stations can be built to handle both
standards beyond increased capacity which makes it attractive.

In the near term, AMPS will remain a viable cellular technology, offering
enhancement features of interswitch or intermanufacturer handoff (1S-41) and
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roaming. However, limitations in capacity and over-the-air call features (e.g.,
ISDN) requiring greater bandwidth will hamper AMPS from competing with future
digital technologies.

5.1.2 Digital Cellular Radio

Digital cellular technology provides solutions to the capacity problem and
other issues prevalent in today's analog cellular systems. Improvements in the
areas of mobility, cost, power consumption, and spectrum utilization are provided
by conversion to digital as listed below.

Increased radio frequency spectrum efficiency and system capabilities
Digital multiple access techniques (MATs) are being developed to
provide additional capacity within the current spectrum allocations for
cellular communications. Analog systems cannot provide these
advanced capabilities.

A signal that can be aimost free of noise and interference impairments
Digital technigues support error correction so that most static, fading,
and other disturbances to the radio channel are undetectable to the
customer or negligible compared to today's analog noise problems.

Low power consumption by the system components
Digital components use less power than analog components.

Improved security features and services
Because it is easier to encrypt a digital signal than an analog signal,
customers will benefit from higher levels of security services.

Digital cellular is in the developmental stage in the U.S. Key issues
remaining to be resolved are listed below.

Ensuring interoperability and compatible interfaces to current analog
systems during the transition to a completely digital environment.
This may be accomplished via a dual mode system in the transition

period.

Providing customers complete mobility to communicate anywhere with
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cellular phones, pagers, pocket phones, and wireless Private Branch
Exchanges (PBXs). This capability heralds widespread use of the
Personal Communications Services (PCS).

Implementing network architectures that eliminate current muitipath
fading environments and ensure soft (no-break) hand-offs.

Developing a seamless internetwork architecture that allows users to
roam nationwide or even worldwide. Such an architecture implies
implementation of an Intelligent Network (IN) that has a common data
base and provides customer identification and service as the user
travels about the seamless environment.

Satisfying customer demand for improved security services. The
authentication and additional security services provided by digital
systems will minimize fraud and other security problems common
today.

Agreeing on a standard multiple access technique. On January 6,
1992, the Board of Directors of the Cellular Telecommunications
Industry Association (CTIA) unanimously passed a resolution stating
that time division multiple access (TDMA) should remain the industry
standard for digital. CTIA is the primary association promoting digital
cellular standards in the United States. TDMA and two other
advanced multiple access techniques are discussed in more detail
below.

Time Division Multiple Access (TDMA)

In the proposed TDMA system, each communications channel, which is 30
kilohertz (Khz) wide, is shared by several users. TDMA divides a channel into six
time slots and assigns two time slots to each user. By so doing, TDMA allows
three users to share the channel bandwidth. CTIA has proposed a 40-millisecond
frame to be shared equally among the three users of the same channel. Applying
this time period to TDMA represents a fivefold increase in channel sharing capacity
over the current analog FDMA system.

Code Division Multiple Access (CDMA)




CDMA, the second MAT being proposed within the digital cellular industry,
employs wideband transmission techniques to achieve capacity gains. CDMA, also
known as spread spectrum, was developed for military applications just after World
War Il. In CDMA transmission, each user's baseband signal is dispersed over the
entire 1.25 Mhz channel. CDMA's system gain is due to the sharing of the same
1.25 Mhz channel by many users, each at a low power level. Each signal's power
is spread over the whole 1.25 Mhz bandwidth so that each user's contribution of
energy per hertz is small.

Extended Time Division Multiple Access (E-TDMA)

E-TDMA, the third MAT being proposed by the industry, is being developed
by Hughes Network systems (HNS) for cellular applications. The cellular industry,
however, is not considering E-TDMA for first generation digital systems.

HNS is incorporating digital speech interpolation (DSI) into E-TDMA to gain

“additional capacity. DSI takes advantage of the fact that the average channel

utilization for speech is less than 50 percent. In DSI, a user occupies a channel
only when the user is active. When the user pauses, the channel can be
reassigned to another user. By having a large number of users sharing a small
number of channels, contention often occurs. However, the collisions will be brief.

5.1.2.1 Digital Cellular Standards

The need for increased system capacity for current cellular systems drives
the development of digital cellular standards worldwide. Europe, Japan, and the
United States are developing digital cellular standards for their respective national
cellular communities. Table 5-1 displays the technical characteristics of the
developing digital cellular standards in North America, Europe, and Japan. These
efforts are not being coordinated with each other, resulting in three distinct digital
cellular standards profiles. Since the three competing cellular standards use
different technical properties the networks are incompatible. Due to the
incompatibility of the three standards, a truly interoperable international cellular
network is currently impossible. However, further development of new digital
cellular standards may eventually provide worldwide seamless roaming to any
cellular user.




TABLE 5-1

Technical Characteristics of Digital Cellular Standards

L GSM ADC JDC
Proponent Europe United States | Japan
Multiple Access Technique TDMA TDMA TDMA
Carrier spacing 200 Khz 30 Khz 25 Khz
Users (channels) per carrier 8 3 3
Voice bit rate 13 kb/s 8 kb/s 8 kb/s
Carrier bit rate 270 kb/s 48.6kbs 42kb/s
Diversity methods Frequency Antenna

hopping diversity
Bandwidth per voice channe! | 25kbz 10 Khz 8.3 Khz
Required C/I 9 Db 16 Db 13 Db

ADC: American Digital Cellular
C/l: Carrier-to-Interface Ratio
GSM: Global System for Mobile Communications
JDC: Japanese Digital Cellular

GSM (EUROPE)

The digital cellular standard closest to full-scale implementation exists in
Europe. Through the European Telecommunications Standards Institute, a group of
European nations developed a digital cellular standard known as Groupe Speciale
Mobile (GSM). The GSM standards use a TDMA technique for efficient use of the
cellular spectrum. GSM cellular has been allocated new spectrum in Europe,
separate from the current analog frequencies. The new frequencies were allocated
with the cooperation of the frequency assignment administrations of all
participating nations. More than 20 European countries have signed a
memorandum of understanding that calls for GSM service on the main transport




routes between the European capital cities by 1995. -

AD NITED STATE

The United States is adopting a dual-mode standard, which allows analog
terminals to continue using the current frequencies, and still allows for the
improvement in channel capacity by using a digital signaling technique. The TDMA
standard being developed in the United States is often referred to as American
Digital Cellular (ADC). _

The cellular radio community in the United States produces standards in a
subcommittee sponsored by the Telecommunications Industry Association (TIA)
and the CTIA (Cellular Telecommunications Industry Association). TIA and CTIA
have created the Cellular Standards committee, TR45, to deal with cellular issues.
There are five subcommittees that perform the standards work:

TR45.1 - Analog Cellular

TR45.2 - Cellular Intersystem Operations

TR45.3 - Digital Cellular

TR45.4 - Personal Communications Services

TR45.5 - Wideband Spread-Spectrum Digital Technology

The current ANSI-accredited standard for analog cellular radio is Electronic
Industries Association/Telecommunications Industry Association (EIA/TIA) 553,
Mobile Station-Land Station Compatibility Standard. The most active '
subcommittees, TR45.2 and TR45.3, are developing Interim Standards to support
the new dual-mode cellular system that is being planned for the transition to all
digital services. The TR45.5 subcommittee was established in early 1992 to
investigate a wideband MAT for digital cellular application. The TR45.1
subcommittee is pursuing a course to standardize the N-AMPS in the United States.

The TIA has recently completed the interim standard designated as 1S54
which fully defines the digital cellular system for TDMA operation. By employing 3
time slots a voice channel has a gross bitrate of 13Kbps and a net payload of
8Kbps. Deployment of operational equipment based on this standard began in
1993. The TIA has also completed an interim standard based on CDMA
technology which is designated as 1S96.




5.1.3 Personal Communication Services

The Telecommunications Industry Association (TIA) has defined Personal
Coemmunications Services (PCS), or wireless communications, as "a mobile radio
voice and data service for the provision of unit-to-unit communications which is
based on microcell and other technologies that enhance spectrum capacity to the
point where it will offer potential for essentially ubiquitous and unlimited,
untethered communications.” This ambitious definition is far more wide-reaching
than the current wireless reality. Most wireless telecommunications systems
cannot provide reliable communication as distance becomes a factor, nor is the
technology as universal as the TIA definition implies.

Experts estimate that PCS will have 115 million subscribers by the year
2000. Varying user requirements will lead to a wide range of access methods.
Telecommunications industry experts believe that PCS could provide a variety of
services instead of merely acting as a pocket-size digital cellular telephone. The
services could include wireline and wireless services on either a local or long-
distance basis for the home or office.

PCS has become the catch-all term for mobile, switched voice services.
Proposed PCSs fall into two basic categories. Personal Communications Network
(PCN) is similar to existing cellular systems, but the cell size may be as small as a
300-foot radius. PCN may be best for low-power, low-cost pocket handsets. The
second category, cordless telephone-second generation (CT-2), is essentially a one-
way call-out system. Its chief attraction is low cost.

5.1.4 UPT (Universal Persona! Telecommunications)

UPT is a telecommunications service concept that provides for personal
rather than terminal mobility. This service concept enables a person to initiate and
receive calls on the basis of a unique, personal, network-transparent UPT number.
Personal mobility is conferred by the user's ability to access a telecommunications
service at any terminal. Users may configure terminals to meet their unique
requirements, limited only by the terminal and network capabilities and restrictions
imposed by the network provider. Personal mobility is limited only by the
network's capability to locate users on the basis of unique UPT numbers used for
addressing, routing, and charging the user’s calls.

UPT service requires the transfer of control information between various
databases to establish the communications environment for the call. Different call
handling procedures are used according to whether calls are routed within a single
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network or across multiple networks. The integrated network functions that are an
integral part of the evolving network for UPT include access, transport, intelligence,
and management. '

Recent developments in emerging technologies such as Intelligent Network
(IN), Integrated Services Digital Network (ISDN) and digital cellular communications
are providing new dimensions to personal telecommunications capabilities. These
capabilities make new services such as UPT possible. UPT represents a complex
concept still in its infancy, with the pace of its evolution dependent upon market
needs and advance in IN technology.

The ANSI T1 committee established the T1P1 committee in late 1990 to
define and develop standards in the area of Personal Communications, which
includes UPT. Within the T1P1 committee are three working groups responsible for
the following activities:

T1P1.1 has responsibility for program management within the
development of personal communications standards.

T1P1.2 has responsibility for functional requirements, interfaces and
the overall PCS architecture.

T1P1.3 has responsibility for service descriptions, functional models
and network interfaces.

Provision of UPT will occur gradually, beginning with a simplified set of UPT
features and capabilities, such as voice only, that later progresses into more
advanced scenarios that include voice, data, and imagery.

The UPT service is described as universal for the following reasons:

UPT operates on any terminal on any network.

UPT supports all basic telecommunications services (e.g., telephone,
mobile, facsimile, video).

‘UPT is available globally (from any geographic location).

UPT service is described as personal for the following reasons:




The user has a UPT number that is associated with the person rather
than with a terminal.

Personal mobility (i.e., mobility between terminals) is provided to the
user.

UPT enables personalization of various service features.

UPT is a service concept, independent of the network, that takes advantage
of the new developments in telecommunications such as the ISDN, Future Public
Land Mobile Telecommunications Systems (FPLMTS), and the mobile satellite
systems which are entering the telecommunications world in this decade. Some of
these concepts are currently being tested, including second and third generation
cordless telephone (CT2/CT3) and other experimental wireless services.

5.1.5 Future Public Land Mobile Telecommunications Systems (FPLMTS)

FPLMTS are systems that will provide telecommunications services to mobile
or stationary users by means of one or more radio links. This mobility will be
unrestricted in terms of location within the radio coverage area. FPLMTS wiill be an
integral part of the Public Switched Telephone Network (PSTN) and will extend the
telecommunications services of fixed networks to mobile or stationary users over
wide geographic areas. The constraints on the system will be those imposed by
spectrum allocation and radio propagation. FPLMTS will aliow users to originate
and terminate calls from small, lightweight portable devices, regardless of location.
FPLMTS will provide voice grade services for making and receiving calls from
anywhere, and should be simple to use. The security and quality of FPLMTS wiill
be comparable to that of wireline services. From a user's perspective, the access
device will probably be a small, shirt-pocket-sized portable terminal. FPLMTS will
have low-power radio access to cellular sites that are connected to the PSTN.
FPLMTS work is being performed by the Radiocommunication Section of the
standardization ITU. A summary of the key features of FPLMTS are:

*high degree of commonality of design worldwide.

*compatibility of services within FPLMTS and with the fixed networks.

*high quality.

*use of a small pocket terminal worldwide.

Appendix 5.1 contains a summary of the FPLMTS project. Appendix 5.2
describes the relationship between FPLMTS and UPT. ‘
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TABLE 5-2 FLPMTS Environments

H ENVIRONMENT

CLASS ' A B C

Business Indoor * A
Neighborhood Indoor/outdoor * B
Home ¥ A
Urban vehicular outdoor * B
Urban pedestrian outdoor * A
Rural outdoor * B
Fixed outdoor * B
Urban satellite ¥ ¥ C&B
Rural satellite * C
Fixed satellite ¥ C
Indoor satellite ¥ C

5-10




TABLE 5-3 Speech Coder Parameters

H PARAMETER H

CLASS A B C

Req Obj Req Obj Req Obj Units

Speech quality without errors G726 G726 G726

Quality loss, two radio MOS
interfaces and transcoding

Coder/decoder delay (one way) 5 2 20 10 100 40 ms
Power consumption 2 2 20 5 300 200 | mw
Speech coder bit rate 32 16 16 4 4 2-3 kb/s
Gross speech bit rate 40 24 32 8 8 4 kb/s
Adaptive bit rate no no yes yes no no

Voice activity detection no no no yes yes yes
Transparent to DTMF no yes no yves no no

5.1.6 Mobile Satellite Systems

Mobile satellite systems are currently being investigated for use with cellular
and hand-held terminals. The recent World Administrative Radio Conference
(WARC) in Barcelona allocated small amounts of spectrum in the L-band (1.5 Ghz)
and S-band (2.5 Ghz) for satellite applications. currently, a number of different
satellite architectures are being discussed:

Motorola has proposed a system called Iridium, a 66 satellite low-earth
orbit (LEO) system, which would provide worldwide communications.
These LEO satellites would be in orbit approximately 500 miles above
the earth. The iridium system would use a lightweight, hand-held
terminal with a stub antenna.

Loral Space and Qualcomm are proposing the Globalstar system,
which has 48 satellites in LEO (orbiting at about 800 miles above the
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earth). Subscribers would receive direct satellite services through
hand-held terminals.

TRW is proposing a system called Odyssey, consisting of 9 satellites
at mid-earth orbit (MEO). These satellites would orbit approximately
6000 miles above the earth. The system plans to use the same
satellite bands as the previous systems and may include Ku-band.
Odyssey utilizes a phased-array stub antenna to access the satellites.

5.2 VTC Application of Mobile Radio

At a meeting on 6-17 September 1993, Working Party 15/1 re-appointed a
Rapporteur for Very Low Bitrate Videophone. Guidance given to the Rapporteur by
the ITU is provided in Appendix 5.3. One of the requirements is to develop a
Recommendation for operation over mobile radio. Several contributions have been
presented to the LBC Group on this topic, four of which are included in the
appendices listed below.

Appendix Title
5.4 Video Coding in Mobile Networks - Some Aspects
5.5 Proposal for a Generic Data Stream Structure Considering
Current Short-term and Long-term Standardization
Activities
5.6 R2072: MATV - The Mobile Audio-Visual Terminal
5.7 R2072: Mobile Audio-Visual Terminal (MAVT): Liaison

Statement to TSS Study Group 15, Special Rapporteurs
Group on very low bitrate video coding (Schaphorst
Group)

Highlights of these appendices are provided below.
.4 - Video Coding in Mobile Network
This document points out some important aspects of mobile networks
(European Universal Mobile Telecommunication Systems. FPLMTS) and gives

guidelines for the development of video coding algorithms for the mobile
application. It is recommended that the algorithms which will be developed by

5-12




MPEG-4 be strongly considered.
.5 - Generic Data Stream

In this document, a proposal for a generic data stream structure is described.
A common and flexible data stream structure is desireable because there will be a
fast development of services and demands in the area of mobile
telecommunications. It is difficult to fix a specific data structure and
simultaneously fulfill future demands of compatibility with existing devices. A
flexible data stream structure can handle a broad variety of applications.

5.6 - The European Mobile Audio-Visual Terminal

This document is an overview summary of the European RACE project
R2072 which is designated "The Mobile Audio-Visual Terminal” (MAVT).
The project objective is to find powerful video and audio coding algorithms for the
transmission of moving and still video in a mobile environment, and implement
them on a demonstrator. This necessitates a study of user requirements, network
and channel-characteristics, service definitions and a general terminal architecture.
The project will deliver future algorithms for low bitrate video (px 8k bit/s) and
audio coding, and a futuristic terminal with several novel features, including a
variable resolution display and good quality audio. New proposals for VLSI chips
for video and audio coding are expected from realisation of the demonstrator.

5.7 - R2072 Mobile Audio Visual Terminal: Channel Coding Aspects

The main technical objectives of the MAVT project are the development of
robust video and audio coding algorithms for transmission of moving and still video
and associated audio in mobile networks. Due to a variety of channel impairments
encountered in case of a wireless mobile propagation medium special counter-
measures have to be undertaken to guarantee the target transmission quality. This
document discusses error control strategies under investigation in the context of
European MAVT project.
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5.3 Government Applications

At the present time the vast majority of operational cellular radio systems
throughout the world are based on analog technology. Work is underway to
convert the systems to a digital format, but this will require some time to
accomplish. Since digital operation is a prerequisite for video telephony,
audiovisual services are not available in the mobile radio environment today. As
work on U.S. digital cellular unfolds the primary payload bitrate for a voice channel
is 8kbps. This low bit rate relative to that available on the PSTN (14.4 Kbps, 28
Kbps) reflects the fact that the mobile radio link is more complex and fragile than
the PSTN.

Videotelephony work which has been accomplished in the PSTN suggests
that it is very difficult to achieve satisfactory videophone performance around
8Kbps. Consequently it is likely that channel aggregation techniques will have to
be employed. If two voice channels are multiplexed to provide a combined bit rate
of 16Kbps it would be possible to achieve satisfactory videotelephony performance
as outlined in section 4.0 of this report. In Europe the term Px8Kbps has been
coined to represent this multichannel concept.

When the mobile radio infrastructure evolves into a digital form,
videotelephony services will naturally evolve. There are many applications in the
Government community which could advantageously employ such services some of
which are listed below.

- There are many instances where it is desirable to transmit video from
a remote field location where no phone exists.

- There would be instances where it would be desirable to access video
from a database at a remote mobile location. The video could be used

to assist in a troubleshooting mission.

- The mobile location could be in a moving platform (aircraft, truck,
ship) as well as land based.

- This mobile visual capability is particularly well suited for use in
disaster scenarios where agencies like FEMA perform critical missions.
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6.0 VIDEO TRANSPORT VIA INTERNET

6.1 Internet Overview

Internet refers to a unique collection of networks, mainly, in the U.S., but
also throughout the world, most of which are built using the Transmission Control
Protocol/Internet Protoco! (TCP/IP) protocol suite and all of which share a common
name and address space. Computers on the Internet use compatible
communications standards and share the ability to contact each other. Users of
the Internet communicate mainly via electronic mail (e-mail), via Telnet, a process
that allows them to login to a remote host, and via the File Transfer Protocol (FTP),
a protocol that allows them to transfer information on a remote host of their local
site. See Figure 6.1.

Terminal YO
Native
TECRET N

Flle
FTP Vo

Application SMTP

Server
TELNET

l

TCP (Transmission Control Protocol)

IP (intemet Protocol)

Network Access

Figure 6.1 Conceptual Structure for Internet Protocol

Currently, there are over 100 countries that have some access to the
Internet, almost 39,000 networks assigned unique IP network numbers, almost one
million hosts known to the domain name system, and at least 3,500,000 users
worldwide.

The Internet exists to facilitate the sharing of resources among participating
organizations, which include government agencies, educational institutions, and
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private corporations; to promote collaboration among researchers; and to provide a
testbed for new developments in networking.

The Internet is a cooperating group of independently administered networks.
Each component network on the Internet has its own administrative body, its own
policies, and its own procedures and rules. There is no central, overseeing
authority for the whole of the Internet. However, certain government agencies
have traditionally been prominent in setting policy that is followed throughout the
Internet. Today important policy decisions come from the National Science
foundation (NSF), administrator of the National Science Foundation Network
(NSFNET), and from the Defense Information Systems Agency (DISA),
administrator of the Defense Data Network (DDN).

In addition to influential government agencies, a strong, mostly voluntary,
coalition of technically knowledgeable individuals guide the development of the
Internet. Innovations that upgrade the technical quality of the Internet are usually
worked out cooperatively by the technical community working together under the
auspices of a group called the Internet Architecture Board (IAB). The IAB has
recently been included as part of the structure of the Internet Society (ISOC).
There is a hierarchy of Task Forces, Areas, and Working Groups under the |AB that
address technical problems and develop solutions. Eventually, solutions are agreed
upon by the Internet community and the IAB recommends they be implemented. In
this way, new additions to the TCP/IP suite of protocol standards are developed,
tested, recommended, and implemented.

ARPANET

The ARPANET does not exist any more, but we include its description
because you will sometimes hear the term ARPANET used interchangeably with the
term Internet. The ARPANET, the predecessor of today's Internet, was the first
packet-switched network to connect heterogeneous computers. That is,
computers of different types could exchange information for the first time because
of the network protocols developed for the ARPANET.

In 1984, the ARPANET was split into two networks: the ARPANET for
research oriented activities, and the Defense Data Network (DDN) for military
operational activities. The DDN still exists as one of the Internet networks; its
MILNET network provides unclassified operational support to military users. The
ARPANET itself was phased out in 1990 in favor of the more advanced NSFNET
backbone.
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NSENET

The Nationa! Science Foundation (NSF) sponsors the main research and
education backbone of the Internet today. This network is called the NSFNET.
The NSFNET is a hierarchical network of networks. At the highest level is the
backbone. At first , the NSFNET backbone connected supercomputer centers, but
the NSFNET evolved to interconnect a group of networks commonly called "mid-
level” networks.

MILNET

The MILNET was established as a separate network in 1984 when it was
partitioned off of the ARPANET. This network is supported by the Defense
Information Systems Agency (DISA) of the Department of Defense. The MILNET is
the unclassified component of the Defense Data Network (DDN). There are
currently six gateways, called "mailbridges,” that link the MILNET with the
NSFNET/Internet.

INTERNET ORGANIZATION

Figure 6.2 is an organization chart of the internet Society showing its
relationship to the Internet Standards and Research Infrastructure which is
illustrated in Figure 6.3.

Experimented work in the transmission of audio and video over Internet is
being performed within the Transport and Service Area (TSV). Within the TSV are
the two related Work Groups listed below.

Audio/Video Transport (AVT)

The Audio/Video Transport Working Group, chaired by Stephen Casner, USC,
was formed to specify experimental protocols for real-time transmission of audio
and video over UDP (User Datagram Protocol) and IP muiticast. The focus of this
Group is near-term and its purpose is to integrate and coordinate the current AV
transport efforts of existing research activities. No standards-track protocols are
expected to be produced because UDP transmission audio and video is only
sufficient for small-scale experiments over fast portions of the Internet. However,
the transport protocols produced by this Working Group should be useful on a
larger scale in the future in conjunction with additional protocols to access
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network-level resource management mechanisms. Those mechanisms, research
efforts now, will provide low-delay service and guard against unfair consumption of
bandwidth by audio/video traffic.

The AVT Working Group may design independent protocols specific to each
medium, or a common, lightweight, real-time transport protocol may be extracted.
Sequencing of packets and synchronization among streams are important
functions, so one issue is the form of timestamps and/or sequence numbers to be
used. The Working Group will not focus on compression or coding algorithms
which are domain of higher layers.

Multiparty Multimedia Session Control (MMUSIC)

The purpose of the MMUSIC Working Group is to develop an infrastructure
to support teleconferencing over Internet. Multimedia session control, defined as
the management and coordination of multiple sessions and their multiple users in
multiple media (e.g., audio,video), is one component of the infrastructure. The
Multiparty Multimedia Session Control Working group is chartered to design and
specify a protocol to perform these functions.

The protocol will provide negotiation for session membership, underlying
communication topology and media configuration. In particular, the protocol will
support a user initiating a multimedia multiparty session with other users over the
Internet by allowing a teleconferencing application on one workstation to explicitly
rendezvous with teleconferencing applications running on remote workstations.
Defining a standard protocol will enable session-level interoperability between
different teleconferencing implementations.

The focus of the Working Group is to design a session negotiation protocol
that is tailored to support tightly-controlled conferences. The current protocol
carries primarily loosely-controlled sessions, i.e., sessions with little to no
interaction among members and with no arbitration facility, security, or
coordination of quality-of-service options for time-critical media.

The main goal of the Working Group will be to specify the session control
protocol for use within teleconferencing software over the Internet. The Working
Group will focus on the aspects of the session control problem that are well
understood, while keeping an eye on evolving research issues. Toward this end,
the Working Group has made an inventory of existing conferencing systems and
their session control protocols. The Working Group will document the requirements
of the existing prototypes as a basis for the protocol development. The Working
Group will iteratively refine the protocol based on implementation and operational
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experience.
6.2 Video Coding Products

Teleconferencing experiments on Internet have been performed using three
different video coding software packages installed on Workstation platforms. The
software packages are briefly described below.

PICWIN by Bolt Beranek and Newman _

PictureWindow (PICWIN) is a software package that allows workstation
users to hold video conferences over IP networks. BBN's PictureWindow system
brings multiparty, wide-area video conferences directly onto your workstation
screen with minimal additional hardware. PictureWindow provides persona! video
conferencing capability through the use of BBN software, Sun's inexpensive
VideoPix frame-capture board, and a video camera on your existing color
SPARCstation. v

PictureWindow compresses and decompresses video entirely in software,
transmits it using standard IP protocols, and displays it in multiple windows under
OpenWindows or the XWindow System. It operates over Internet Protocol! (IP)
based wide-area networks, and it can be used in either point-to-point or multicast
modes. ' ’

PictureWindow video windows measure 320x240 pixels with 16 levels of
gray. Refresh rate depends upon system and network load, but it is typically
between 3 and 6 frames per second.

PictureWindow sends compressed video in UDP/IP datagrams and functions
in both local and wide-area network environments. The actual network bandwidth
used by any one conferee depends on the amount of motion in the supplied video,
and the image quality desired by the viewers. In two-way conferences, each
conferee can selectively adjust the equality and compression parameters for the
image they are viewing. PictureWindow functions best when network paths with
at least 256 kilobits/second are available. Nevertheless, network paths as slow as
56 kilobits/second can be used by decreasing the frame rate and increasing the
acceptable image error. More information on PICWIN is provided in Appendix 6.1.




NV by Xerox

The NV software package encodes frame differences using wavelet coding
over an 8 x 8 pixel array. Motion compensation is not employed. At the default
bitrate of 128 Kbps the picture rate is 3 frames/second. Picture resolution is 320 x
240 pixels.

v Inria
Inria is a research institute in France which has developed the IVS software
package which is based on the H.261 coding algorithm. A picture frame rate of 1-

2 frames/second has been achieved in experiments.

CUSEEME by Cornell University

Cornell University has developed a software video coding software package
which is suitable for the Macintosh PC as well as the Sun Workstation.

6.3 Government Applications

The Internet is now used to provide E-Mail service to millions of users
throughout the world. The primary use for Internet is the provision of a store-and-
forward message service as opposed to an interactive conversational service
(speech, video). Nevertheless, Internet is becoming so pervasive and ubiquitous
that it is natural to consider the extension of Internet to provide videotelephony
services.

Since E-Mail is a personalized service it is natural to consider the use of
Internet for head-and-shoulders videophone applications as opposed to the
videoconferencing application from a conference room. However, as desktop
multimedia workstations become more prevalent and video bridges (Multiport
Control Unit) become more capable, video conferences (like audio conferences
today) will become more desk oriented rather than conference room oriented.
Consequently, in time, Internet could be considered to provide video conferencing
service as well as videophone service. ‘

At the present time the use of Internet to provide videotelephony services
must be considered very speculative. It may never have a serious impact as a
communications medium relative to other media such as switched 56kbps, N-ISDN,
PSTN, and LANS/WANS. Reasons for this viewpoint are listed below.
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Typical transmission bit rates employed for Internet are 128 Kbps for
video and 64 Kbps for speech. The Internet infrastructure does not
support these rates in high volume.

The protocol structure is not well suited to low delay interactive
services.




7.0 CONCLUSIONS AND RECOMMENDATIONS

Video teleconferencing is becoming a very important service throughout the
government community. At the present time the traditional transport media are
switched 56Kbps channels and fractional Tl channels. In this report four
alternative transport media for the VTC application have been examined, and an
overview of the result is provided in Table 7-1.

TABLE 7-1
Overall Summary

Mail. Existing
Internet not well
suited for high
volume of VTC
traffic

products are
employed; one is
commercially
available

TRANSPORT VTC TERMINAL GOVERNMENT

MEDIUM EQUIPMENT APPLICATION
LAN/MAN Several mature Many VTC terminals

configurations exist: | are available; some

Ethernet, Token meet H.261; H.32Z

Ring, FDDI, ATM standardization is

underway
TC vi
PSTN Ubiquitous, mature; Several proprietary v C.Vla these
i media are very

new modem products exist; ITU )

. . important to the
technology increases | standard being ¢
the potential for VTC | developed government;

mobile radio is in
MOBILE Not ready for VTC No products exist; the future
RADIO applications until Europe is planning a
conversion to digital | VTC product; ITU
operation gains standard is being
momentum developed
INTERNET Used primarily for E- | Only software This experimental

work may be
applicable to
future WANs
such as NREN

Since there is considerable promise for the use of these media for VTC
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service in the government community, it is recommended that the government
actively participate in the process of stimulating technology advancement and
standards development in the following specific areas.

- H.32Z; conversion of H.320 to LAN operation

- H.32P; development of a videophone standard for the PSTN and
mobile radio environment

- development of digital mobile radio standards

- further analysis of LAN/MAN technology and related VTC terminal
products to provide guidance for government deployment.




APPENDIX 3.1

EXAMPLES OF COMMERCIAL PRODUCTS
FOR PROVIDING VTC SERVICES OVER LANs




PictureWindow Desktop Video Conferencing

Note: Because PictureWindow uses the MIT-SHM option of X Windows, you MUST run
PictureWindow on the same workstation as your X server. You cannot run picwin on a remote
computer and use an X terminal or other X server to view the results.

To conduct conferences with workstations other than your own, you will need to be con-
nected to a TCP/IP network, and your workstation should be configured with a unique IP
address on that network. Your system or network administrator should be able to help you
if you are uncertain regarding this requirement. Most Sun workstations are connected to
networks of some type (usually Ethernet) and are configured for TCP/IP operation as the
default. You can verify your networking capabilities by consulting the Sun System & Net-
worh Manager's Guide supplied with your workstation or your local network administrator.

If you are setting up your workstation for the first time, a configuration using the Sun-
supplied GENERIC configuration of SunOS 4.1.1, OpenWindows 2.0, and the VideoPix dri-
ver are sufficient to support PictureWindow.
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VIS-A-VIS VIDEO

Full Motion Video on your PC

VIS-A-V1S Video is desktop conferencing software
that delivers full motion video information through
your PC. Since it runs on your PC it is there
whenever you need it, and it combines all the op-
tions and benefits of audiographics conferencing
and full motion video conferencing at the desktop or
conference room through a single PC,

Fully Integrated Deskiop Confsrencing

V1S-A-VIS Video combines the shared space envi-
ronment with video telephony on the same PC.
Users can share graphic information and annotate
in the shared screen at the same time as they can
see and hear the person on the other end in full
motion video.

VIS-A-VIS Video does not restrict desktop con-
ferencing to users with full motion video. Other
VIS-A-VIS users can conmmunicate with VIS-A-VIS
Video users, but without the full motion interface.

Simple Controls For Ease of Use

The VIS-A-VIS Video screen is set-up so that the left
80% of the monitor contains the shared screen, with
the user controls and the full motion video window
on the right 20% of the screen. A set of Function
selection controls allow any two of the Video, Fold-
ers, Pens, or 1/0 functions to be open at any one
time in two open miniature windows,

The "Video" control overlays an image from an NTSC
input source (Full Motion Video Codec, Camcorder,
Camera or VCR) into the miniature full motion video
window. The full motion video image can also be
expanded into the shared space area of the screen
or "zoomed" to a full screen image. A "Re-
mote/Local” feature enables users to view the full
motion video image being transmitted to them from
a remote VIS-A-VIS Video site, or the tmage from
their own site,

The "Folders” control provides four folders and a
wastebasket from which slides can be stored, ma-
nipulated, and dragged to the shared space for
display in a conference.




The "Pens” control gives users a selection of 3 colour
pens, a highlighter, an eraser, a whiteout, or a
keyboard for annotating in the shared space.

The "I/O" contral displays a set of icons showing
which Input/Output devices are avaflable at your
VIS-A-VIS stte. These can include camera image
capture, document scanner input or printer output,

$Simpie Full Motion Conversion

VIS-A-VIS Video is based on the standard VIS-A-VIS
platform and I/O devices, and only requires the
addition of a Videologic DVA card or a Truevision
Bravado board to provide the NTSC overlay (full
motion) function on the PC screen.

VIS-A-VIS Video works with widely available video
codecs, and can be set-up to run in point-to-point
connection through an RS232 interface on the

codecs.

The VIS-A-VIS Video Benefits
O Low cost video conferencing on & PC

O Replaces expensive and time consuming dis-
tance face-to-face meetings

O Offers effective real-time interaction between
people at different locations

O Facllitates fast, effective decision making

®

Audic

Codec

e et T e e e\, Sl S

Video 1

Network

The VIS-A-VIS Video Advantage

{0 Full motion video information provided by a
standard video codec connected to video net-
work services such as 56Kbps, ISDN or frac-.

tional T1

O Offers full integration of video and data on your
PC

) Provides access and control of various multime- -

dia 1/0 devices such as document scamnner,
camera, laser printer and electronic whiteboard

O Offers standard data network connectivity sup-
port of VIS-A-VIS including data bridging

Numerous Applications

VIS-A-VIS Video offers numerous applications for
business, government and education.

[ Project control and management
Manufacturing review
Design/development review
Telecommuting

Distance education

Full motion video conferencing

O 0o agDaGon

Medical consultation and training

For more information, contact
VIS-A-VIS Sales & Marketing, 275 Matheson Blvd East, Mississauga, ON, Canada 14Z 1X8
Phone (416) 890-2773 FAX (416) 890-6789 Toll Free 1-800-263-9673
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Basic Configuration

PC Regqulrements:

Monhors:

Multimedia Options

High Resolution:

Scanner:

Camers:

Printer:

Whiteboard:

Vkieo:

Configuration Guidelines

IBM PS/2, IBM PC/AT or compatible, hard drive (min. 20 MB), 3MB RAM
(4MB High Res.), Wacom tablet (or any compatible tablet and stylus) or
Microsoft mouse or compatible, and MS-DOS V3.3 or later.

{Note: MS-DOS 5.0 recommended).

VGA Monitor—16 colors, 640 x 480 pixel resolution, of
VGA Monitor—256 colors, 640 x 480 pixel resolution.

VIS-A-VIS supports 1024 x 1024 pixels, 16-bit color high resolution multisync
monhtor and Imagraph PM1010 card and cable. An 8-bit VGA card is also re-
quired for VGA support (Non-Interlaced 32.5 to 64KHz). VIS-A-VIS has been
tested with NEC, Hitachl and Taxan AGC monttors.

(Note: MCA High Resolution card not available.)

VIS-A-VIS supports the CANON I1X30 flat bed and HP ScanJet. Scanner in-
terface cards are required.

VIS-A-VIS supports any RGB/NTSC/PAL input device like the JVC Camera,
Cameorder, or the ELMO EV-308 Scanner. Your PC requires a full size 16-
bit slot for & Targa-16 Card to drive these devices.

VIS-A-ViS supports the HP Laserjet Ii, IIP and Series IIl laser printers or any
printer that supports HP's Laserjet Emulation. There are two ways to print
documents from VIS-A-VIS—using a JLaser Card or through the paralie| port
onthe PC. The JLaser Card prints an image in 15-20 seconds. Parallel
printing takes up to 10 times longer. The JLaser Card requires a full size 16-
bit siot in your PC.

VIS-A-VIS supports the SMART Electronic Writing Board with an active area
resolution of 3,500 by 2,600 pixels and an active display area of

120cm x 90cm. A projection system (such as an LCD panel and an overhead
projector) projects the VIS-A-VIS image onto the board.

VIS-A-VIS supports full motion video using the TrueVision Bravado board.
Any codec providing NTSC output can be used with VIS-A-VIS. It has been
tested with NEC, CLI and Picturetel codecs, as well as a PC codec on a card
from VistaCom.

(Note: MCA High Resolution card not available.)

Note: VIS-A-VIS provides support for multimedia options at an additional cost. Each VIS-A-VIS workstation
can be configured according to the user's individual needs.
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-Communication Options

Point-to-Point:

VIS-A-VIS can communicate point-to-point using synchronous, asynchronous, Netbios or TCP/IP
communications.

Asynchronous:  Each PC requires a Hayes or compatible asynchronous modem (@ 2,400 to
19,200bps)

Synchronous:  Each PC requires an EICON Card with X.25 Network Access Software and a
synchronous modem (@ 2,400bps to 84Kbps). Note: your PC requires an 8-
bit siot for the EICON Card.

Netbios LAN: Regulres a Loca! Area Network card running a Netbios layer (acquire from
your local LAN vendor).

TCP/IP LAN: Uses PC/TCP by FTP Software (release 2.05 or later), or PathWay Access by
Woliongong (release 2.0 or later).

Muitipoint:

VIS-A-VIS can communicate multipoint over a LAN, packet-switched network, orthe VIS-A-VIS Data
Bridge.

The VIS-A-VIS Data Bridge Is required for multipoint communications, or when you are communi-
cating between different communication networks (e.g., synchronous to asynchronous communica-

tion).

The Data Bridge supports up to & simultaneous conferences with a total of 32 participants. A Data
Bridge ls not necessarily required for multipoint communication over a LAN or packet-switched
networks, but periormance can be impacted by the number of users, traffic and line speed, and a
Data Bridge should be considered.

PC Requirements: IBM PC/AT or compatible, recommend 20MHz+, 2MB RAM, 40MB+ hard
drive, monochrome mohitor and card and MS-DOS V3.3 or later.

Appropriate synchronous, asynchronous and LAN Intertace cards are required.

Asynchronous:  Regquires a Digiboard Eight Port (.., 8 users) Asynchronous Card. Your PC
requires a ull size 16-bit slot.

Synchronous: Requires an EICON Four Port (4 users) Card with X.25 Network Access soft-
ware. Your PC requires a full size 8-bit siot. ‘

LAN: Netbios and TCPAP LAN requirements are the same as those shown under
*Point-10-Point” section above.

For more information, contact
VIS-A-VIS Sales & Marketing, 2756 Matheson Bivd East, Mississauga, ON, Canada L4Z 1X8
Phone (416) 890-2773 FAX (416) 880-6789 Toll Free 1-800-263-9673

Rev. 02/10




Communique! System Requirements

Supported Platforms: All Sun Microsystems? servers and workstations.
All SPARC-based servers and workstations.
Hewlett-Packard Apollo 9000 Series 700 workstations.
Contact InSoft for availability on other UNIX/RISC platforms.

Recommended Workstation Configuration: 32 Mb RAM.
5 to 10 Mb of temporary disk space.
Full Color Display recommended.

Minimum Software Requirements: SunOS 4.1.X with System V IPC facilities in system kernel
or Solaris 2.X.
OpenWindows* 3.0
HP/UX 9.0.1 or above and HP-VUE 3.0.
50 Mb swap space/ 60 or more preferred.

Communications/Network Requirements

Centact InSoft for specific configuration and bandwidth requirements.

Modem: 9600 baud minimum
to run Communique! without video and audio.

Local Area Network: | Any TCP/IP or Ethernet based network.

Wide Area Network Services: ISDN, SMDS, Frame Relay, Switched 56, FDDI, ATM
56 Kb to T1 and up.

Communique!TV Support

For Real Time, Full Motion Color Video Features -

Hewlett-Packard Series 700 Workstations: HP VideoLive card
using NTSC, PAL and SECAM signal formats.

Sun Workstations: RasterOps SPARC TV Il card
using NTSC, PAL and SECAM signal formats.
Sun VideoPix*®
SBus card using NTSC and PAL signal formats.
Parallax Graphics® XVideo-245V
SBus card using NTSC, PAL and SECAM signal formats.

. Let Communique! productively and profitably change the way you do business.
Call today for complete details and pricing - 717-730-9501.

InSoft

Revolutionizing The Way
You Do Business.

inSoft, (nc., Executive Park West One, Suite 307, 4718 Old Gettysburg Road, Mechanicsburg, PA 17055  Fax: 717-730.9504 email: info@insoft.com

, InSort 1 9 regratend trademark amd Commumigue!, Virrua! Conferenic Rinin. Commungr TV are trademarks of (RSt [ng, - 19 inbatt, Ing
All other tradumarks, tradenames, pruwjucts of services ary nxistered Hademare or tracemarhs of theat Fspyetive company - All spexificabiom authpert B change without Prast Aottt
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Personal Viewpoint = produ brief

Overview

LAN/WAN Desktop Videoconferencing

Personal Viewpolnt provides deskiop videoconferencing
capability to your personal computer. Operating under
Microsoft Windows™ 3.1 in & 386 or 486 Personal
Computer, the Personal Viewpoint is a single ISA
expansion board. The board allews you to videoconference
vio your exisling Ethernet or Token Ring LAN. Using the
TCP/1P wansport protecol, enables Personal Viewpoint 1o
communicale vio bridges end routers.  Personal Viewpoint
uses Viewpoint System’s patented CPY™ [Compressed
Packe! Video) technology to provide variable bit rate, packet

communicalions designed fo minimize LAN offic.
The video display is full color, up to 30 frames per second
ond completely sizable from on icon 1o fullscreen. The
processing powe: required for video compression ond
decompression is contained on the Personal Viewpoint
boord.  Personal Viewpoint will disploy incoming video
even while you are running other Windows applications.
Keattime interactive video conferencing combined  with
other collaborative computing or groupware software

products, provide produciive electronic meeting copability.
Produst Highlights

Personal Viewpoint performs reoktime  compression,
decompression, display and packefization of live video for
ransport over local and wide arec packe! networks.
Copabilities inzlude:

* Realtime video compression & decompressior.

» Scalable color video display under Windows™ 3.1.

frome rate of up to 30 fromes per second,

TCP/IP ransport via Ethemet or Token Ring.

& Varioble Bit Rate Codec with Dynamic Burst Control.
o Less than 70ms of latency,.

Background Display Capability

Personal Viewpoint will display incoming video even
while it is not the active application. This allows you to work
with & word processing document or @ sprecc?;heef while
you confinve your videoconference. Any Window's
application including Client/Server applicotions can be
occessed during the videoconference.

Visual Calier ID

Upon receipt of o conference requast, Personal Viewpoint

user interface software will alert you with o dicleg box
indicating the name of the caller. You have the option of
occepting or rejecting the call. in oddition, you may choose
to preview the colling pany to visually confirm identity. Aher
preview, you ogain hove the option of accepling o
rejecting the conference reques!.

Out ef Band Audio

Due 1o the extremely low latency {less than 70ms) in the
Personal Viewpoint video compression, audico ¢on be
trensmitied out of band, while maintaining synchronization
with the videc. This allows the audio to be transmined over
existing telephone equipment,

Key Chat

Occosionally you may accept o videoconference request
while you ore olready engoged in o telephone
conversation. The Key Chat feature allows you 1o
communicate with the vides caller via the keyboard.

Yideo Mute

Video Mute functions much the same as audio mute on your
lelephone.  When Video Mute is selected your video
transmissior stops. When Video Mute is deselected video
fransmission resumes.

Server Mode

Each Personal Viewpoint delauls into server mode upon
Windows statup.  There are several options with regard to
incoming conlerence completion. The system can be

configured 1o require you to confirm all conference requests.
Listedg known users or selected users from this list can be
ollowed gutomatic call compleiion. The syslem con also be
configured for automatic completien of oll conference
requests. This fecture is especially useful when you will be
away from your desk for an extended period of time. Audio
callers rouled 1o your Voicemail can visuolly ascensin

whether you ore on the phone or away from your desk.

WinSock Compliant

Personal Viewpoint requires ¢ PC TCP/IP stock. The
syslem operates with any PC TCP/IP stack which supports
the Windows Sockets AP,
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Dynamic Burst Control

Personal Viewpoint wses o varicble bit rate codec. The
maximum burst rate is configurable from &4 Kbps 1o 768
Kbps. If the network becomes congested, this con be
dynamically edjusted, with ne interruption 1o ongoing
videoconferences. The maximum burst rate of each end of o
videoconlerence can be configured differently.

Color Micro- Camera

The Personal Viewpoint Color Micro- Cemera is a low
lux, high resolution, color video camera, in o very small form
factor.” The camers is designed to be ploced on top of your
VGA monitor and manually pivots to odjust for monitor
height. The comere con be deaciivated for privocy. The
video output of the camerc is NTSC composite video, A
user supplied NTSC composite comers may be used in
piace of the Celor Micro- Comera,

LAN/WAN Desktop Videoconferencing

g

Ethernet e

2247 Wisconsin Sulte 110

Specifications

Dallas, Texas 75229  214.243.0634.

13.4° x 4.2°
{340mm x 107mm)

form focior:

System requirements:
ot better

Board interface connections:

RGB video output:
sync menitor

VGA feature connecter:  VESA Standard
Video input:

NTSC composite
Video Resolution: 256K x 200V
Power consumption: Nominga!
+3Y  7A
+12v  175A
=12V .05A
Equipment Approvals:  FCC Class B

Personal Viewpoint is an ISA
PC exponsion board that provides
reaHime motion video compression
ond decompression for desktop
video conferencing vio packet
networks. The compressed packet
video con be transmitted over
Ethernet, Token Ring, Frome Reloy
or FDDI. ,
Personal Viewpoint operaies
under Microsofi® Windows™ 3.1
with TCP/IP as the transport
protocol. The enduser price for the
Personal Viewpoint with color

comera is $ ] ,995.

Fax 214.243.0635

Inte!386™DX 25MHz

DB-15 for VGA or muli-

RCA femole connecior



Yiewroint dystems, Inc. FOR IMMEDIATE RELEASE

CONTACT : Richard Penn
2247 Wisconsin Street
Suite 110
Dallas, Texas 75229
TEL: 214-243-0634
FAX: 214-243-0635

ViewPoint Systems Introduces Personal Viewpoint™
Desktop Video Conferencing for Corporate LAN/WAN Networks

Editor's Shmmary

ViewPoint Systems, Inc., of Dallas. Texas has announced a new deskiop video conferencing
system called Personal Viewpoint ™ that operates over existing PC Local Area and Wide Area
Networks, The current refease operates under Microsoft®Windows™3.1. A version that is
compatible with Windows NT™ was introduced with Microsoft at Windows World '93 --
COMDEX/Spring '93 in Atlanta, May 24-27, 1993,

Dallas, Texas, Monday June 7, 1993 -- The new desktop video conf| erencing system for
PCs, Personal Viewpoint, has a unit selling price of $1995 including a color video camera. It
operaies over existing Local Area and Wide Area Nerworks (LAN & WAN) such as Ethernet™,
Token-Ring™, FDDI, Frame Relay, ATM and other networks. Personal Viewpoint isa
plug-in option for 386, 486, or P5-based IBM PC Compatible Computers with Microsoft
Windows 3.1. Production delivery is scheduled to begin in July, 1993.

Personal Viewpoint uses existing, enterprise-wide, Local Area and Wide Area Networks,
without any modifications required, to provide today's most cost effective method for conducting
real-time, full-motion video conferencing. There are NO telephone company installation charges
for wide bandwidth telecom lines, NO ongoing monthly connection charges; and NO time-based

usage charges from a telecommunications carrier,

Glenn Norem, CEO of ViewPoint Systems, states "Personal Viewpoint delivers the productivity
of today's video rele-conferencing room systems to the professional desktop. This new product
empowers the individual with the video conferencing technology once reserved to only the senior
executives of the largest corporations. *

Operation and control of Personal Viewpoint is directed by the user from within the Microsoft
Windows environment. Users can control the size and location of the full motion video window
along with other application information displayed by the Windows 3.1 Graphical User Interface
(GUI). The motion video is displayed at 30 video frames per second, and can be varied in size by
the user from a full screen display to as small as a postage stamp-size icon. The user can choose to
display the image being received or the image being transmitied at any time during the conference.
Incoming video is displayed even while running other collaborative Windows applications.

--more--
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2247 WISCONSIN STREET
SUITE 110

DALLAS, TEXAS 75229
TEL: 214-243-0634

FAX: 214-243-0635

"Personal Viewpoint demonstrates that compressing full-motion video in real-time and delivering it
via the established corporate-wide networks is a reality today! * said Alfred Riccomi, member of
the Moving Pictures Experts Group as one of the U.S. Delegates to the ISO representing the X313
standards commitiee on MPEG.

Personal Viewpoint includes a plug-in ISA bus PC board, video conferencing software, a color
camera small enough to be mounted on top of a VGA monitor, cables and connectors, and TCP/IP
software for $1995. It can be installed into any 386, 486, or P5- based PC compatible system
with a VGA display, which is connected to a Local Area or Wide Area Network (LAN &WAN).
The add-in board accepts video input from any standard NTSC video source such as a camera,
camcorder, cable TV, VCR or Laser Disc player. Personal Viewpoint is available without the
camera for $1595.

ViewPoint Systems' policy is 10 comply with established network standards. The Personal
Viewpoint desktop video conferencing system conforms with the TCP/IP industry standard.
Personal Viewpoint operates with network interface boards that conform to IEEE STD-802.3
Ethernet and [EEE STD-802.5 Token-Ring standards. ViewPoint Systems is one of the leaders in
an effort to establish an industry-wide association to define protocols and standards for video
confersncing over packet-switched networks (eg. LANs & WANS). Network gateways are
planned to interconnect Personal Viewpoint video conferences conducted over packet-switched
networks to video conferencing terminals operating over circuit-switched Telecom Networks using
the CCITT International Standard H.261 (also known as px64).

The Personal Viewpoint sysiem uses an innovative packet video compression technology. It
operates over existing, packet-switched LAN and WAN networks at data rates selectable by the
users and Network Managers ranging from 64 kilobits per second up to 768 kilobits per second.
The video frame rate is selectable by the user for a consiant 30 video frames per second or a
variable frame rate mode of operation.

Personal Viewpoint extends the video communications product offerings of ViewPoint
Systems, Inc., which includes group conferencing systems that operate over both circuit-switched
Telecom networks and existing packet-switched Local Area and Wide Area Networks.

Microsoft® is a registered trademark of Microsoft Corporation.
Windows™ and Windows NT™ are rademarks of Microsoft Corporation
Ethernet™ is a trademark of Xerox Carporation.

Token-Ring ™ is a rademark of IBM Corporation.

Personal Viewpoint™ is a wrademark of ViewPoint Systems, Inc.
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ViewPoint Systems Focuses on LAN Environment,
Announces Personal Viewpoint (TM) Desktop

Videoconferencing System

The Old and the New.... the pabilities over frame relay,
older model of videoconferencing | ViewPoint Systems has re-
via the switched telecommunica- | cendy introduced its premier
tions nerwork - and the new - deskrop board-level product,
real-time video via the LAN, Personal Viewpoint,

While some players in the
videoconferencing industry have | Personal Viewpoint is a single
been slow to focus on the signifi- | ISA 386/486 PC expansion

cance of packer video over the board which enables real-time
LAN, itis clear thar 2 next gen- motion video compression and
cration of videoconferencing decompression via packer

cquipment providers is emerging | switched networks using the
to address these issues associated | wansport protocol TCP/IP
with LAN to telecommunication | supporting communication

network connectiviry. over LANs, bridges and rout-
ers. Compressed packer video
The newly formed ViewPoint can be transported across the
Systems, originally as Bolrer Internet, Echerner, Token- e

pewsantl VIOUPTC,
pusarsne BT

Communications, has been work- | Ring, Frame Relay and FDDI.
ing with PC-based videocon-
ferencing solutions over packet The total price including the
nerworks with companies includ- | color camera, sofrware and
ing Sprint, MCI, Northern manual is $1,995. Windows
Telecom and WilTel. The com- | (TM) 3.1 and a PC TCP/IP
pany is not new to the world of | stack are required. Addition-
packee video and had developed | ally, ViewPoint Systems will
the basic compression technology | announce a version of the

w support videoconferencing ca- | product at Windows World/
COMDEX-Spring '93 this
ISR | month that is compatible with

Published by: Windows NT, a Microsoft/
Personal Technology Research
296 Newton Sureet, Suite300
Waltham MA 02154

(671)893.2600

FAX (617) 8936334
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Personal Technology Research

SRR

Intel initadve to link the PC envi-
ronment with the telecommunica-
tions environment.

Product Overview

Personal Viewpoint uses the
company’s Compressed Packer
Video (CT'V) technology support-
ing variable bit rate coding tech-
niques to achieve temporal and spa-
tial scalable video compression.
Packer nerworks operate asym-
metrically, e.g. data may be sent
and received at different and
dynamically changing dara rates de-
pendent on nerwork traffic.

CPV looks at cach frame of video
and sends only those pixels which
have changed significandy berween
frames and which are necessary to
maintain the integrity of the imagz.
According 1o ViewPoint Systems,
CPV is responsive to the amount of
bandwidth availzble in determining
which pixels will be transmimed
e.g a high bandwidth pipe enables
z greater humber of pixels to be
sent and therefors fewer artifacts.

The company states that the resoiu-
ton of mansmitted video images is
256H x 200V ar 30fps. Users can
select either the constant 30{ps
video frame or variable frame rate
operation.

According ro ViewPoint Systems,
the maximum bursr rate is con-
figurable from 64kbps to 768kbps
and bandwidth parameters can be
dynamically adjusted during an on-
going videoconference. The packet
video implemecntadon is reported
to have extremely low latency at
less than 70ms and therefore will
support out-of-band (telephone
bandser) audio.

Importantly, Personal Viewpoint en-
ables the user to work on an active
Windows application while participar-
ing in an ongoing videoconferenence.
Any Windows application, including
client/server applications may be ac-
cessed during a videoconference.

QOther features include: Visual Caller
ID, “Key Chat”, Video Mute and
Server Mode.

Marker Strategy

ViewPoint Systems plans to market
Personal Viewpoint via established
“LAN 100" distribution channels who
have significant expertise in the sales,
installation and support of daracom
type products within the LAN/WAN
enterprise network environment of
major Fortune 2000 companiss. Ad-
dirionally, the company intends to en-
courage and support teaming agree-
ments with established software ven.
dors so that it will be positioned to de-
liver applications and tools demanded
in the videoconferencing marketplace

r .

for vertical applications.

Support of the Compressed Video
Interoperability Protocol (CVI)(1)
Principals of ViewPoint Systems have
publicized the question which is on
every ones minds these days: Now that
real-time and stored video transmis-
sion capabilities have come to the
desktop via computer and communi-
cations networks, how do we create
working environments which enable
different platforms and different ven-
dors terminal devices 1o “ralk” with

one another? How can we “grow” the
visual communications marker if the
industry itself creares islands of visual

communications users?

This is a big queston because in the
world of video transmission, multiple

coding schemes for compressed
digital video is determined by
specific vendar hardware plat-
forms and needs. If governed by
this paradigm, distinct user
groups have access 1o specific sys-
tems only, while to truly grow the
market for this technology, video
communications must approxi-
mate a percentage of the availabil-
ity and interoperabiliry as is char-
acteristic of the regular telephone.

Users who have invested in a sys-
tem which supports visual tele-
communricartions via PSTN at
Px64 should not have to abandon
use of thelr system to video-
conference with users of a packer
video systems as that offered by
ViewPoint. Therefore, the step
towards the acceptance of a stan-
dard protoco! supporting the
intetoperability among as many
visual comrnunicadons systerms 1s
as is possible und appropriate, i
critical. According to ViewPoint
Systems, which is taking 2 lead in
CVI activities, the capability of
the CVI Protoco! will be demon-
strated before-the end of the sum-
mer 1993,

(1) Riccomi, Alfred and Norem,

Glenn, Interoperabiliry for In-
gomparible Video Codecs: The

“CVI” Protocol, presented at
MPEG Committee Mecting,

March 1993,
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IN\/ISIONTM Video Teleconferencing for Windows

INTERVISION

SvsT1rms CORPORATION

InVision™ Video Teleconferencing for Windows is the result of an evolutionary approach
developed by InterVision Systems Corporation to deliver an affordable audio and video
teleconferencing solution to your very own networked, Microsoft Windows 3.1-based PC. -

Unlike other video teleconferencing solutions that require expensive and dedicated,
single-function, non LAN/WAN-based workstations, as well as costly digital telephone
lines or satellite links, InVision Video Teleconferencing for Windows uses the existing
computer network infrastructure to exchange real-time audio and video information. Your
existing LAN/WAN is no longer limited to simply transmitting and receiving data/text files
and character-based electronic mail messages. [nVision gives you and your colleagues a
long-awaited and very valuable communications tool that is designed to directly increase
your daily effectiveness and productivity. InVision is designed for you and everyone else
on your network!

Increase Corporate Efficiency

With InVision, corporate network users now have a powertul tool that extends the power
of their instalied computer networks beyond file transters and exchanging text messages.
Now users can have face-to-face meetings, across the corporate campus or across the
company, without ever leaving their office. InVision users will realize significant savings
in travel time and increased efficiency.

The most effective way to express your ideas and measure their immediate and
spontaneous impact is through visual contact, and such interaction can be yours with
InVision Video Teleconferencing for Windows.

This is what you can expect from InVision Video Teleconferencing for Windows:

- Increased productivity and efficiency
Reduced out-of-office time

Faster and better decision-making cycles
« More productive meetings

Reduced trave! time

Compatibility is the Key

InVision has evolved from the new generation of Codec {compression-decompression) -
technology for the personal computer. The inVision video teleconferencing solution - T
consists of an Intel i750™ based Codec board, a color video camera, and InVision
software. With this combination of hardware and software, any 80386/486-based PC can
be upgraded to support real-time videoteleconferencing over any computer network
platform: Ethernet, Token Ring, FDDI, or ISDN.

The InVision communications protocol is built on the TCP/IP model, but since the product
uses a Virtual Sockets Library™ AP, it supports any vendor's TCP/IP stack. Support for
additional communications protocols is expected in future releases. And since inVision
has been developed using a Virtual Sockets Library AP, it is also 100-percent compatible
with the Windows Sockets APl standard.




—inVision Video Teleconterencing for Windows is a complete solution which:

Overall Features

. Allows full-motion, real-time color video and audio teleconferencing.

. Utilizes existing Local or Wide Area Network and ISDN infrastructures.

. Usss the international standard TCP/IP as the transport protocol.

. Uses Intel DVI™ and i750-based technology, a giobai de facto
standard for desktop video.

. Provides phone/address book support.

« Operates independently of other Windows-based applications.

. Uses Microsott's Video for Windows compatible hardware.

« LAN independent: Ethernet. Token Ring, FDDI and ISDN.

« Supports both NTSC and PAL video formats.

Video and Connectivity Features

inVision Video Teleconferencing for Windows offers a fuli range of video

and connectivity functionality:

. Bidirectiona!. fuli-duplex audio and video transmission.

« Bangwidtn configuration routines to support oata transmission rates of

128Kbps. 256Kbps and 384Kbps.
+ Adjustable Volume. Brightness, Contrast, Tint and Color saturation.
Uses Host Table as the Address Book functions to maintain names.
. Video Capiure capability to capture single frames or sequences of
frames to disk.
Capture images of remote documents immediately.
Move anc resize the video window o fit your desired workspace and
screen size.
Control your video with on-screen "mute” button.
Review siide presentations on-screen.
Transfer files. access remote systems, log-on to other systems — all
during the iive video teleconference session.
« Operates aiongside other MS Windows applications.
Windows-based Installation.
Context-sensistive online help.

.

.

System Requirements

« Personal Computer with Inte! 386DX/33 Mhz or higher processor
running Microsoft Windows operating system 3.1

« 3.5" high-density (1.44MB) disk drive

» 8 MBytes of RAM

« 3 MBytes of availabie disk space

« any VGA graphics card with a feature connector (or SVGA card running

in VGA mode)
« Microsoft Mouse or compatible pointing device

» One 16-bit expansion slot

interVision Systems Corporation

INTERVISION

SVSTEMS CLORPORATION

Network Support

inVision Video Teleconferencing for Windows is fully
compatible with the following network adapters:

« 3Com

« IBM

* Intel

+ Novell

« SMC

« Any adapter with OD! or NDIS Drivers

InVision operates over existing TCP/IP based
networks, inciuding:

» 3Com 3+ Open TCP

« Beame & Whiteside BW-TCP and BW-NFS

- Distinct Software TCP/IP

+ D-Link TCP/IP tor DOS

Frontier Technologies Super-TCP/IP

» FTP Sottware PC/TCP

« HP ARPA Services for DOS

« Locus TCP/P for DOS

« Microsoft LAN Manager TCP/IP

- NetManage Chameleon & ChameleonNFS

« Novell LAN WorkPlace tor DOS

+ Spry Arr for Windows

+ Sun PC/NFS

+ Ungermann-Bass Net’One

. The Wollongong Group PathWay Access and
Win TCP for DOS

+ Any generic Windows Sockets-based TCP/IP

Product Includes
InVision Video Teleconferencing for Windows includes:

+ InVision Software - Windows DLL (Dynamic Link
Library)

intel i750-based Codec board

Color Video Camera and cables

External Microphone and Speaker (optional)

« Documentation

Support

InVision Video Teieconferencing for Windows comes
with 90 days of telephone technical support. Annual
software maintenance support is available as an

option.

Call for free interactive multimedia brochure for InVision.

InVision is fully compatible with Microsoft® Windows™, inte!®, DVI® multimedia,
indeo™ Video technology, and i750™.

2232 Richelieu Drive, Suite 100 « Vienna, Virginia 22182 - CompuServe: 72002,1677
Telephone: (703) 560-1446 + Fax: (703) 560-4364 + Internet: wk05020@worldlink.com

InVision and InterVision are trademarks of InterVision Systems Corporation.
All other products are trademarks of their respective manufacturers.
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[TU Telecommunicution Standardization Scctor Document AVC-587
Study Group 15 October 1993
Experts Group [or Video Coding und Systems in ATM und Other Network Environments

SOURCE: Stephen Hall, Monush Univensity (Australiun UVC Consortium)
TITLE: Pucketisution of H.221 frumes lor LANs

PURPOSE: Discussion

Abstract

A meuns of uddpting H.320 terminals for use on packet switched LANs, in which the H221 frame structure
Is retuined, is discussed. The appeal of this approach is that it allows maximum use to be made of existing
H.320-related recommendations and equipment. However, the effect of pucket loss is identified as an
important unresolved issue, requiring further study.

1. Introduction

The uduptation of H.320 uudiovisual terminals to packet switched LANs has been considered in AVC-512
and AVC-513. In AVC-512, it was concluded that the replacement of the H.221 multiplex and {ruming
structure with un alternative, H.22¢, would provide the greatest bencelits in terms of performance and
[Texibility. Nevertheless, it wus recognised thut the design of H222 was o substuntial task, und that this
approach might preclude the use of existing H.320 hurdware in H.322 terminals. The alternative H.221-
buscd upprowch is therelore discussed [urther in the present document, in order o provide greater insight into
the relutive merits of the two approaches. .

2. Network configuration

An cxsmple network conliguration is shawn in Fig | In this scenarin, sn H 327 terminagd ennnected o o
LAN is uble to communicate with another H.322 termingd on the same LAN, as well us with & remote
H.320 terminal connected to un ISDN network. Interworking with an H.32x terminad connected to 4 B-
ISDN network is also possible, ussuming that the H32x terminal has an H.320 compatibility mode.

D LAN segment
H.320

R LAN
(]

backbone

Hub Gateway

=

?

H.32z

Public

Customer premises network network

Fig. I Ancxumple network conligurution

The function ol the gateway s to terminate the pucket protocols used on the LAN. However., it does not
need to perform any special operations on the H.221 bit streum itsell (such as remultiplexing), so its
processing loud is relatively low. It is therefore likely thut existing LAN duta gateways could be adupted for
this upplication by meuns ol « soltwure upgrade.

2. Protocol stack

A possible protocol stuck in an H.322 terminal is shown in Fig. 2. At the lowest luyer, the LAN protocol
controls aceess to the physical medium, und provides busic functions such s fruming und bit error detection.
Above this, & "packet aduptition layer” implements the additionud [unctions required to handle read-time
trullic, such us timing recovery. [t thus appeurs to u device ubove the uduptution luyer (in purticulur un
H.320 terminal), that it is tulking dircetly to wn ISDN terminad adupter.




, End-to-network
H.221 bitstream signalling

N ¥

Packet adaptation layer

H H.221 LAN Packets |H LAPD

Payload
Fig. 2 Possible protocol stack in un H.322 terminal

In addition to the H.221 bitstreum, it is necessury to provide 4 puth for the end-to-network signalling (in
purticulur, cull control signulling) [rom the H.322 terminad, across the LAN, to the ISDN network.  This
cun be done by encupsulating [ISDN D-chunnel messuges within LAN puckets.

3. Pucket aduptution layer design issues
Duty Alignment

An H.320 termingd trunsmits und receives streums of dita at o constunt bit mte. The simplest wuy of
carrying this information dcross @ pucket switched LAN is to scgment o bit stream into blocks ol 4 suituble
size (suy & [ew hundred bytes), and then to put these blocks into packets. It muy ut [irst appear thut the
pucketisution process should be wigned to the H.221 [ruming structure, so thut d pucket always contuins un
integrul number of [rumes. This technique can improve loss resilience when applied to the packetisation off
individuwl mediu streams (cg. wligning puckets to video GOBs, us desceribed in AVC-513). However, in the
configurution desceribed here, the media streams have aiready been multipleaed into H 221 [rames in such i
way thut there is no alignment to media units.  Furthermore, the fuct thut the H.221 [rumes are of 4
constuant length mukes it relutively struightlorwurd for the packet adaptation luyer to maintain the H.221
franw stractuie i the cvent ol packet Touss, pruvided it Raeows Tow aoudh data has Tacn Tost, T s
reasons. packet/frume wlignment is not necessury, which gives greater freedom in the choiee ol the packet
sizc.

Pucket size

The pucket size on populur LANS (cg. Ethemet, Token Ring, FDDI) cun be chosen by un applicution from
u fwrly wide runge, typically 64 - 1500 bytes, with a packet header ol 20 - 30 bytes. The need to minimise
the pucketisution delay ut low bit rutes leads to the requirement for fairly short puckets, in the region of
few hundred bytes.  For exumple, when the H.221 bit rate is 128 kbits, u packet payloud of 320 bytes
tkes 20 ms to wecumuliate. The pucketisition deluy is incurred at cuch point where data enters the LAN, ic.
once in the trunsmit direction und once in the reeeive direction in Fig. 1.

In generud, successive LAN puckets may have different sizes. However, in this application, u fiaed pucket
siec is uppropriate, as this corresponds to a constunt packetisution deluy, and makes it casicr to decide how
much dummy dutu should be generated o repluce d lost packet.

Pucket loss

LAN protocols automaticadly perfom error checking on both header and payloud bits, and corrupted puckets
are discarded. However, LANs typicudly have very low bit crror riges, in the region of 1079 s0 that packet
losscs duc to bit errors are correspondingly rure. Pucket losses duce to queuc overllows are more likely, but
cun be minimised by good network design und management. In any event, the loss of a pucket contuining
H.22i dutu is equivalent to u lengthy error burst on un ISDN chunnel (ussuming thut the lost pucket iy

-
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repluced with dummy duta). This muy have a severe subjective effect on the communication, particularly if
it causes 4 loss of H.221 [rume or multiframe alignment in the H.320 terminad. It is to be expected that the
pachit sice wuuld have a su ung cunclativie with Qie GlTent L packet Tusa, Lut nu quantitatve ivaults un this
issuc are availuble ut present.

Packet loss cun be deteeted in the LAN environment by meuns of sequence numbers in the pucket heuders.
[t muy therelore appeur thut the effect of packet loss on the video signal could be mitiguted by initiating u
picture refresh through o "Fust Updute Request”. However, this BAS code cun only be sent in the H.22
scrvice chunnel, which is not availuble to the packet adaptation layer.

In contrust, the loss of & LAN packet containing end-to-network signalling will be tuken cure of by the D-
chunncl protocol, which will sutomatically perform retrunsmission.

Timing recovery

As the trunsport time on packet switched LANs is variable, it is necessury to buller the received puckets in
the adaptution protocol, in order to recreate o constant bit rate stream. The extra delay incurred in this
process can be kept smull by minimising the pucket jitter through uppropriute design und control of the
LAN.

The [uct that the ISDN network clock is not dircetly available to the H.322 terminad must also be taken
into uccount. This meuns thut the H.32¢ terminal muy produce duts faster thun it cun be transmitted on the
ISDN link, leading to dats loss. A solution is to gencerute u suituble clock signal within the packet
aduptation luyer, und to lock this to the ISDN network clock, by passing (low control information across
the LAN in the pucket headers.

4. Conclusion

One upproach to creating un H.322 terminul, in which the H.221 bitstreum und signalling messages [rom
conventiona] H.320 terminal wre packetised, hus been discussed. The advantages are thut musimum usce is
made ol existing H.320-related recommendations in the H.322 design, and thut existing H.320 cquipment
may be converted to H.322 by meuns ol un "add-on" udupter. However, the subjective impact of packet loss
is unknown, and {urther study of this issue is therelore required before w conclusion can be reached on the
feusibility of this upprouch.
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TITLE: H.22z protoco! for LANs
PURPOSE: Proposal

Abstract

This document describes an H.22z protocol for transporting real-time audiovisual/multimedia
information over packet switched local area computer networks. The required functions are
identified, and a corresponding packet structure is proposed.

1. Introduction

Document AVC-512 discusses the basic design of an H.32z terminal, which is intended for connection to
packet switched local area networks (LANSs). The present document describes an associated H.22z protocol,
which provides the terminal with 8 means of conveying multimedia information across the LAN. The
H.22z protocol assumes that the LAN is able to transport packets between two or more network nodes
within suitable delay bounds, but with no guarantee of delivery (ie. using an "unacknowledged datagram™
service). Such a service can be offered on suitably configured Ethemet, Token Ring, FDDI and ATM
LANs, which incorporate basic resource allocation mechanisms in network switches and routers. Examples
of unacknowledged datagram protocols include IEEE 802.2 LLC Type 1, and Intemnet IP. The H.22z
protocol adds functions to enhance the basic datagram service as appropriate. For example, it implements
an automatic retransmission scheme to correct errors in end-to-network signalling streams. A layered
protocol model incorporating H.222 is shown in Fig. 1.

End-to-end  End-to-network

Video Audio Data  signalling signalling
R R N N
H.22z

Fig. 1 Layered protocol model incorporating H.22z

2. Functions of H.22z

® Packetisation: The H.22z protocol must segment the various data streams into units which are suitably
sized for transport on the LAN. The length of each LAN packet can be maiched 10 the bit rate of the
associated data stream, in order to minimise the packetisation delay. Where a natural data unit, or
"message”, is present in the stream, such as a video GOB or slice, then it may be advantageous to align

the packets with these data units. For example, the effects of packet loss on video quality can be———

reduced by aligning GOBs/slices to packets. However, since a long message may span more than one
packet, an indication of the last packet in the message is required, in order o minimis¢ the reassembly
delay. This can be provided by a "segment type” field in the H.22z packet header, which indicates that




the packet contains the beginning of a message (BOM), the continuation of a message (COM), the end
of a message (EOM), or a single segment message (SSM). In addition, it is possible that messages will
not be aligned to byte boundaries in the packet payload. An example is where the payload is created
by segmenting a continuous bit stream from a video codec. The provision of pointers in the H.22z
packet header to the first and last bits in the payload avoids the need for time-consuming bit-shifting
operations prior to packetisation.

*  Muldplexing:  As deseribed fo docwinent AVC-312, dic H.22e prownu! iy ijuited W pruvide @
multiplexing function for the various data streams from a single terminal. Furthermore, a packet
multiplex approach, where each packet contains only one type of data, is shown in AVC-512 to be
preferable 10 one based on the encapsulation of H.221 frames. This leads to the requirement for a
"stream identification” field in the H.22z packet header. The field should be sufficiently large to allow
the identification of streams from multiple terminals, in order to accommodate future multipoint
configurations.

e  Error handling: Packets may be lost on LANs due to bit errors or queue overflows. Bit error rates on
LANs are very low, typically 109, and queue overflows can be avoided through proper network design
and management. Nevertheless. the Insses which do occur must be detected by the H.22z protocol. and
this can be done using a sequence number in the H.22z packet header. In addition, appropriaie action
must be taken once an error has been detected. In the case of lost audio or video information, the
terminal must be informed of the occurrence and location of the loss, in order to allow it to employ its
own error concealment or recovery techniques (eg. a "fast update request”). In contrast, lost end-to-
network signalling information can simply be retransmitied. However, special measures must be taken
to avoid the loss of end-to-end signalling and C&I information (eg. BAS), since this may be delay-
sensitive. For example, packets containing such information can be duplicated prior to ransmission.

e Timing recovery: Most LANs operale asynchronously, implying that there is no fixed timing
relationship between successively delivered packets. Furthermore, there is often no master network
clock which can be used as a liming reference by the terminals. The H.22z protocol must therefore

provide a means of recovering the timing between packets, and synchronising the terminals. This can
be done using a combination of buffering and sliding window flow control, leading to the requirement
for a numbered acknowledgement field in the H.22z packet header.

3. Packet structure

A structure for H.22z packets, designed according 1o the above requirements, is shown in Fig. 2. Note that
the H.22z packe! header is only 3 bytes long, while the payload may be several hundred bytes in length, so
that the packetisation overhead is very low.

SID | SEQ| ACK| ST | PF| PL PAYLOAD

SID = Stream identifier (8 bits)
SEQ = Segment sequence no. (4 bits)

ACK = Acknowledgement no. (4 bits)
ST = Segment type = BOM, COM, EOM or SSM (2 Dits)

PF = Pointer to first bit in payload (3 bits)
PL = Pointer to last bit in payload (3 bits)

Fig. 2 H.22z packet structure
4, Conclusion

A simple protocol for transporting multimedia information from H.32z terminals across packet switched
LANSs has been proposed. Further work is required 10 specify its operation in detail.
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TITLE: Design of H.32z terminals for LANs

PURPOSE: Proposal

Abstract

The demand for access to multimedia services from LAN-attached desktop computers is
increasing, and a standards-based solution will ensure maximum connectivity is achieved,
through interworking with existing and future TSS SG15 terminals. Two options for the design of

H.32z terminals are proposed, and i is concluded that the scheme in which the various data
streams are multiplexed into separate LAN packets offers the greatest benefits.

1. Introduction

There is a growing demand from users for access to audiovisual/multimedia services, using desktop

computers which are attached to packet switched local area networks (I ANs). While propriesary

solutions suitable for local or closed-user-group communications are emerging, wide cornectivity can
only be achieved through a standards-based approach. In particular, interworking with terminals covered
by current and future TSS SG15 recommendations (eg. H.320 and H.32x) is required. With this in mind,
and considering the many similarities between packet switched LANs and ATM networks, we believe
that the Experts Group is in the best position to develop the appropriate recommendations (H.32z, H.22z,

elc.).

Existing and future packet switched LANs are likely to incorporate a range of networking technologies,
including Ethernet, Token Ring, FDDI and ATM. The common denominator in such LANs is the ability
to transport variable-length packets asynchronously between network nodes (involving segmentation and
reasseibly hn tic case uf ATM). By wuufligwing the nciwork appropriatcly, and using bandwidth
allocation mechanisms in network routers and switches, the delay constraints imposed by real-time
multimedia traffic can be satisfied.

An example network configuration is shown in Fig. 1, where two H.32z terminals are connected to a
high-speed LAN backbone via dedicated Ethernet and Token Ring segments. The LAN hub allocates
bandwidth for the real-time traffic and switches packets between the different LAN segments. A gateway
between the LAN and the public network allows communication with remote H.320 and H.32x terminals,
by converting between the H.22z protocol used on the LAN and the H.221 or H.22x protocols used in the
public network. Note that the gateway is part of the customer premises network, but it has standard
ISDN and B-ISDN network interfaces.

]

C] Ethernet !
L =F—— FDDI or ATM | @ =

|

1

H.32z Hezz] | LAN backbone

Hub oy Gateway

L] roenm : |
- en ring E @ =
|
i
{
i

[H.222)
H.32z (H.22n H.32x
Customer premises network Public network

Fig.l Example network configuration.




2, H.32z Termina! Design

We consider below two ways of creating an H.32z terminal, by converting an H.320 terminal for
operation on a packet switched LAN. Essentially, these involve making a "cut” through the existing
design in one of two places (marked A and B in Fig. 2), and implementing a new H.22z protoco! for

transporting the multimedia information across the LAN. This approach makes substantial use of
modules covered by existing recommendations, and should therefore enable the realication of H.32z2

terminals in the near future.

1.400-Series Recs.

.

Rec. H.261

Video
__Codec

Rec. H.221

Video /O Equipment

H.200 / AV.250 Series Recs.

Audio
| Codec |

T Series, H.200/AV.270-Series Recs., elc.

Audio VO Egquipment Delay

MUX/

DMUX Network Neatwork

Interface

Telematic Equipment

Recs. H.242, H.230, H221

. ianall
System End to-egzls'gna ing
Control

A C SuSarSuN [N

End-to-network signatling }
1.400-series Recs.

SRR R _*_-____..__.._

w
>

Fig. 2. H.320 terminal structure [from TSS Rec. H.320, Figure 1/H.320, 1990]

Scheme A:

In this approach. the B.221 framing function is retained in the H.32z terminal. and one or more H.221
frames are placed into packets for transmission across the LAN. The benefits of this approach are:

® There is minimal disruption to the existing H.320 terminal design.

e The temporal relationship between the various data streams esiablished by the H.221 frame is
implicitly maintained across the LAN.

Scheme B:

In this approach, the multiplexing, framing and network interface functions which are specific to ISDN
(or B-ISDN) are omitted from the H.32z terminal, and placed in the gateway. Each data stream (video,
audio, signalling, elc.), is then transmitted separately across the LAN, ie. using a different LAN packet
for each type of data. Scheme B offers the following benefits:

e Different data streams can be provided with the appropriate quality of service on the LAN. For
example, automatic retransmission can be provided for corrupted or lost end-to-network signalling
information, whereas the extra delay incurred makes this inappropriate for audio and video.

e There is scope for implementing advanced service featres by making use of the unique
characteristics of the LAN environment. For example, multicast packet addresses can be used to
send video and audio information simultaneously to @ number of terminals on the LAN. Similarly,
an audio stream can be separately routed to a terminal which does not have a video capability.




e  Any increase due to packetisation in the end-to-end audio/video delay cah be minimised, by varying

3.

the LAN packet length according to the occupancy of the video coder output buffer. In this case the
buffer will be emptied in bursts, so that it will be necessary to perform the video rate control function
using a8 "virtual” buffer (ie. an up/down counter), rather than the physical buffer.

The H.322 terminal is more amenable to incorporation in desktop computers, since the H.221 bit-
oriented multiplex is replaced by a byte-oriented approach. This facilitates access by application
software to signalling and user data in the multimedia streams.

Extension to higher bit rates is facilitated. For example, it may be desirable in the future to create an
H.32z terminal which can handle a bidirectional video stream at CIF resolution for conversational
services, and a unidirectional stream at a higher spatial resolution, for retrieval services. The flexible
nature of packet-oriented multiplexing allows such enhancements to be added without redesigning

the multipiex.

Conclusion

Two ways of designing an H.32z terminal for use on packet switched LANs have been described. On

balance, the benefitc offered by scheme R, in which the individual data crrmame are multiplexed intn
scparate LAN packets, are considered to outweigh those offered by scheme A, which is based on the
encapsulation of H.221 frames. An H.22z protoco} designed according to scheme B is proposed in AVC-
513. Further work is required to establish whether other portions of the H.320 terminal (eg. H.242,
H.230) need to be modified for the LAN environment. In addition, the potential for harmonisation of
H.32z with H.32x and associated recommendations should be considered.
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Experts Group for Video Coding and System . October 21, 1993

in ATM and Other Network Environments '

Source : NTT . 1
Title : Vides and Audio Communication System for CSMA/CD LAN
Purpose : | information

1. Introduction

. NTT has developed a realtime video and audio communications system for 10 Mbps
CSMA/CD LAN, Thls system consists of an audio-video reattime communication. adapter and ISDN
visua! telephone gateway This adapter establishes connection by TCP protocol, .and transmits audio

- and video data with 16-208 kbps by UDP. ITU-T Rec. H.261 and G.728 coding algorithms are used

for coding/decoding video and audio respectively. For real-time audio-video communication over
LANs, congestion control and video frame refresh controls are implemented. The .ISDN visual
telephone gateway realizes interconnection between the audio-video real-time communication
adapter and ISDN visual telephons terminal based on ITU-T rec. H.820 terminal, L

2 Service concepts

~ Fig.1 shows the audio-video tele-conference system. PCs, W8s and the auduo-wdeo real-
time communication adapters are connected with 10 Mbps CSMA/CD LANs, LAN-to-LAN
connections can bs made v:a basic- or primary-rate ISDN circuits. ISDN visual telephone gateway is
for lmarconnectuon between the adepter and ISDN visua-telephone bassd on ITU-T H-series
Recommendations.

© (1) Audio-Video real-time communication over LANS and WANSs

The adapter can establish a connection with another adapter over LANs or WANs.
Transmission rates of audio and video are 16 kbps, and 16-192 kbps varigble, respectrveiy The
n'_naxlmum transmission rate of the pair is 208 kbps. When 5 pairs of adapters with 208 kbps
transmission rate are communicated at the same time, it oocupies about 2.1 Mbps of 10 Mbps
CSMAIODLANcapacfty If these terminals are set at 144 kbps ( 128 kbps for video and 16kbpsfor
audio ), total bitrate of audio-video communication is about 1.4 Mbps. :

2 Interconnectlon betwaen aud:o-v»deo real-time communication adapter and ISDN visual telephone
The ISDN visual telephone gateway realizes interconnection between the audio-video
reamme communication adapter and ISDN visual telephone based on TU-T Recommendaﬁons The




gateway converts communication protoco! and video-audio data frame format only, because these
both equipments implement ITU-T Rec. H.261 video coding scheme and G.728 audio coding schems.
However when an ISDN visua! telephone has only G.711 audio codmg schame, the GMY
transcodes these coding schemas mutually.

3. Communication protocois and congestion control
3.1 Communication protocols ‘ )

Figure 8 shows a call setup and release sequenéa over LAN. TCP protoco! is used for thess
connection establishment sequence, and UDP datag?ém transmission i8 used for realtime
transmission of coded audio and video data.

" (1) Call satup

The adapter Initiates a call when the adapter gets ‘call' command with IP address parameter
from PC/WS. The adapter transmits call setup commands to a destination adapter in TCP. The
destination adapter responds with call setup eccept command when the adapter establishes the call.
These commands, call setup and call setup accept, have some parameters which Indicate audio data
length, video encoder transmission capability, video decoder mode request, ete.

(2) Coded audio and video data transmission _

The adapters sand and receive audioivideo coded data with UDP. The audio data and video
datz are combined in a packet to decrease the number of packsts, and transmitted at regular intervals.
This is to achieve better transmission efficiency. The packst structure is shown in Figure 4. A packet
consists of a control command, e sequence number, an audio data length, a video data length,
coded audio data and coded video data. The control command indicates fast update request, loop
- back request and, transmission and reception bit rates. The sequence number 'shows the packet

number and is used for detecting packet loss by checking it continuity. The audio date is fixed at 0,
70, 110 or 150 bytes in a packet. The video dats is filled with variable length coded data at regular
intervals in a packet.

(3) Call release

The adapter releases a call when the adapter gets ‘release’ command from PC/WS. The
adapter transmits release command to the destination adapter by TCP, then stops audio-video data
trangmission through UDP data packets.

3.2 Congestion control

The UDP _is very simple and easy t0 process, so it can suft ;ealtime data ransmission,
However, when LAN traffic becomes heavy, UDP packets are discarded. The adapter can detect a
packet discard by checking the sequence number-in the data packet, then lowers video throughput by
one step automatically to relieve congestion and sets the encoder in fast update mode to olear
decoded video. When congestion persists, it adjusts rate one step further. Transmission rates retumn




to thelr original speed once congastion is cleared. I some audio data is logt, it is replaced with silence
date to maintain audio-video synchronizatior,

3.3 Interconnection with ISDN visual telephone ' _
" Figure 4 shows an interconnection 8aquence between LAN terminals and ISDN equipments.

(1) Cal! setup

When & connection is established, the Qsteway converts communication protocols mutually,
Video and audio transmission modes of both LAN and ISDN terminals are set in this step.

(2) Audio-video communication

The gateway converts data frame format and audio coding schemes. The video codec of
the adapter is based on ITU-T rec. H.261, but has no BCH forward error code scharme, The pateway
adds BCH forward error codes. Since the audio codec of the adapter has only G.728, the gateway
tfranscodes it to G.711 coding scheme if G.728 is not supported by the ISDN terminal. When a visual
telephone has G.728, the gateway simply transfers the audio data. Then the gateway multiplexes
 coded audio and video data in H.221 frame for an ISDN visual telephone.

To avold overtiow of coded video data from the adapter to the ISDN terminal, the gateway'
8ets video data trensmission rate of the LAN terminal lower than the one for LAN-to-LAN _
communication. For example, i 2B is the ISDN rate with G.728, LAN video rats Is sst to 77 kbps.
When video buffer is in under fiow, fill bits are buried in BGH frames.

4. Design concept and terminals
' Hardware archhtecture of audio-video real-time communication adepter and ISDN visual
telsphone gateway are described here. '

' 4.1 Audio-video real-time communication adapter
~ Figure 5 shows a block diagram of the adapter. LAN IF has 10 Mbps CSMA/CD LAN ( 1SO
802-3 10BASES ) interface, treats TCP/IP protocel, and communicates control data in TGP and codsd.
audio-video data in UDP. PAD packs coded audio and video data in'a packet VIDEO CODEC
. encodes and decodes video signals based on ITU-T Rec. H.281, However, the video codec has no
BOH forward error comection framing pattem. This is because the UDP packet has checksum and
Frame rate is 15 #/s in CIF and 30 1/s in QCIF, Data rate is 182 kbps at maximum. AUDIO OGDEC E
éncodes and dacodes audio signal based according 1o ITU-T Rec, G.728. Date rate is 16 kbps fixed.
Audio-video resl-time communication adapter is shown in Figure 8, and the specifications
are summarized in table 1.




4.2 1SDN video-phone gateway

Figure 7 shows a block diagram of the gateway. LAN IF has 10 Mbps CEMA/CD LAN (180
802-3 10BASES ) interface, and communicates with an audio-video real-time communication adapter. -
PAD packs/separates coded audio and video data infirom & packet. ACC transcodas audio data when
& visua! telephone has only G.711 audio codec. When @ visua! telephone has G.728 audio codec, the
ACC transters 1. The video codec of the adapter has no BCH forward error code scheme, ECF codes

- nd decodes BCH. MUX multiplexes/demuttiplexes coded audio end video data Inffrom H221 trame.

NIF has an interface of basle-rate ISDN clrcutts, and communicates with an ISDN visua! telephone.

Table 2 summarizes the specifications of the gateway.

5. conduslon

Information on an implementation of video and audio communication system for LAN has
been provided to facilitate making & standardization program.,

Table L. Specification of audio-video Table 2. Specification of

real-time communication adopter ' ISDN visual telephone pateway
e ' Specification . Ten - Specification
. 10 Mbps CSMA/CD L. 10 Mbps CSMA/CD LAN |
LANTF .|as0 802.3 10BASES) LANTF . |aso 8023 10BASES)
Ly [Comm. promool [ TCPAPprotocol - LAN  |Comm. protocol |TCPAP protocol
inteiface | Andio-video data :o*‘_li‘;‘avgdqo'mbined. A s format - - |UDP datgrama packes
packet 13-29 pacb:s/i " - | Transmission rats {16208 kbps
Transmission rae |16-208 kbps 1 |soNE Basic-rate IF (2xB)
Coding algorid "[TTU-T Rec. H261 - ISDN {Comm. protocol  JITU-T Rec, H.242
i _ » gngs?ihﬁ)cm | [interface| Do formas . |TTU-T Rec. HL221
R‘ssckm'an pixe .
m 1176144 pixels (QCIF) ___|Trnsmission rete {64, 128 kbps
. |Datame 16, 37, 77, 128, 192 kbps Contro] |Interface RS-232C
Inpm,Omput signal [NTSC cormposite interface | Transmission rate {12, 2.4, 4.8, 9.6 kbps
Coding algerithm  |ITU-T Rec. G.728 . - }Size : 110(W)x340(H)x400(D) mm
*‘Aﬁ;& Desrer 16 kbps -
fnterf2ce  Tranemission mte |12, 2.4, 4.8, 9.6 kbps -
Size . 1110(W)x340(H)x400(D) mm |
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SUMMARY OF THE FPLMTS PROJECT
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ATTACHMENT 1

Documents Document 8-1(TEMP[47(Rev.;)—§
CCIR Study Groups Palermo, 21 Octcber 1992
Period 1990-1994 Enclish only )

Procram Management Team

Program for the introduction of FPLMTS

1. Purpose

The FPLMTS Program identifies short and long term milestones, in
the form of specific output documents, the time scale for their

.

production and the allocation of responsibilities.

2.  High level program

A diagrammatic representation of the conceptual high level program
is contained in Figure 1 with a.detailed description of each
element provided in Table 1.

+ sheculd be noted that the concepts may need to be applied
differently on a per issue basis, for example, in scme cases,
particular elements may not be applicable and hence may be
bypassed.

3. -Milestones for the overall definition of FPLMTS

The milestones for the overall definition of FPLMTS have been given
in annex 1. These milestcnes are identified from a top-down
perspective with the view to get FPLMTS in cperation around the
year 2000. The milestcnes are given irrespective of
responsibilities within the ITU.

4. Framework of detailed recommendations for FPLMTS

The framework of detailed recommendations. for FPILMTS is given in
annex 2. The detailed recommendations are the complete and
detailed description of all aspects of FPLMTS that are necessary to
get FPLMTS in operation. Baseline recommencations needed in the
interim to arrive at specific decisions are not included in this
framework.

It should be noted that the framework of detailed recommendations
in annex 2 does not identify explicit CCIR or CCITT
recommendations, but is more to be seen as an overview of the
various technical issues that need to be addressed in order to
arrive at a detailed description of FPLMTS, to be used for FPLMTS
program management. It should also be noted that the '

responsibilities shown are based on the organizational structure of

the CCIR and CCITT as of October 1992.

The detailed structure of CCIR or CCITT recommendations explicitly
on FPIMTS or including FPLMTS issues will have to be defined by the
parties responsible for their production. Further, it should be
noted that although an identified technical issue needs to be
addressed, there are no assumptions implied concerning the need for
standardization or the degree of standardization for the particular
technical issue.

O47RIEM1.DOC
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Figure 1: FPLMTS Program (Conceptual)
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Annex 1
Milestones for the overall definition of FPLMTS

First overall system objectives set (CCIR Rec 687): Mid 90
Initial framework of services defined (CCIR Rec 816): Mid 92
Network architecture defined (CCIR Rec 817): Mid 92
Objectives for satellite integration set

(CCIR Rec 818): Mid 92
Objectives for support of developing countries set

(CCIR Rec 819): . Mid 92
Spectrum identified by WARC-92 Mid 92
Initial radio interface framework defined: Mid 93
Initial FPLMTS spectrum usace principles defined: Mid 93
FPIMTS traffic requirements defined: End ¢3
System cbjectives and framework finalized: Mid 94
Framework of services and facilities finalized: Mid 94
Security principles defined: Mid 94
Initial FPLMTS terminology defined: Mid 94
Network procedures finalized: End 94
Radio interface signalling reguirements defined: End 94
Netwerk intsrworking scenarics defined: End 94
Framewcrk for satellite integration defined: End 94
Netwerk management principles defined: End 94
Chcice of radio access principles: Mid ¢85
Chcice cf speech/channel coding principles: Mid 95
Data services principles defined: Mid 95
Detaziled security regquirements defined: Mid 85
Initial performance requirements defined: Mid 95
Speech and channel ccding issues defined: End 95
Physical radio access structure ready: Mid 96
Radio interface protocols ready: End 96
Complete audio aspects ready: End 96
Security algorithms ready: End 96
Video coding issues defined: End 96
Network protocols ready: Mid 97
Data services issues ready: Mid 87
Detailed network management reguirements ready: Mid 97
FPIMTS terminology finalized: Mid 97
Physical radio access performance ready: End 97
Complete video aspects ready: End 97
Conformance specifications ready: End 98

Possible start of service: 2000 - 2002

!
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FPLNTS
technical area:

========::2:::::2:322338882882823:=8=8=8=S=8==:============:====8===

RADIO ASPECTS (physical layer and signalling)

framework of radio system
Multiplexing and multiple access
Channel coding

Modulation

Transmission and reception
Physical link control
Synchronization

Radio interface protocols, layer 1
Radio interface protocols, layer 2
Radio interface protocots, layer 3

Responsibility:

76
16
TG
16
16
TG
16
TG
16
16

8/1
8/1
8/1
8/1
8/1
8/1
8/1
8/1 and
8/1 and
8/1 and

CCITT
ccItT
ceITY

NETWORK MANAGEMENT ASPECTS (requirements, models and procedures)

Overatl THN framewcrk
Perfcrmance management
Fault management
Configuration management
Accounting management
Security management

End user profile management

AUDIO ASFECTS (cetailed descriptions)
Speech cocdecs description

Voice Activity Mechanisms

Echo control

Transmission requirements

VIDED ASPECTS (detailed descriptions)

Video codecs description
Transmission requirements

TERMINAL ASPECTS (functienal reguirements)

Terminal acdaptation functions

TG
T¢
76
TG
TG
16
76

8/1 and
8/1 and
8/1 and
8/1 and
8/1 and
8/1 and
8/% and

CSITT SGXV
CCITT SGXV
CCITT SGXI!
CCITT SGXII

CCITT SGXI!

cIITT
gaiTT
ceIvT
ccIiyT
coiTy
caIrT
calTT

SGX!
SGX1
SGX!

SGlv
SG1v
SGiv
SGIV
salv
SG1vV
SGIV

SECURITY ASPECTS (principles, functions and detailed descriptions)

Security for FPLMTS
Security algorithms for FPLMTS .-

TG 8/1 and CCITT S$GXI
76 8/1 or national

To be
finalized:

12794
06/97
06/97
06/97
06797
06/97
06/97

12/95
12/96
12/96
12/96

12/97
12/97

06/97




ATTACHMENT 2

Documents Document 8-1/TEMP/66(Rev.1)=E
CCIR Study Groups Palermo, 22 October 1992
Period 1990-1994 English only

Task Grou 1
DRAFT OPINION
The CCIR,
considering

a) that the CCIR has a program on Future Public Land Mobile
Telecommunication systems (FPLMTS) which would enable worldwide.
compatibility;

b) that major programs for future mobile communications within each
Region are at early stages;

c) that resources of budget, manpower, and planning expertise are available
to these programs which substantially exceed those readily available to the
CCIR;

d) that, without international coordination, these regional programs would
tend to diverge;

e) that international standards for future mobile communications (i.e.
FPLMTS) will not be effective unless these regional programs are harmonized;

f) ‘that the production of CCIR Recommendations on FPLMTS will be an
important step in achieving this harmonization,

is of the opinion

that the ITU, as a matter of policy, should make every effort to persuade
regional and national authorities to support the CCIR in an explicit manner in its
development of Recommendations on FPLMTS and strongly encourage regional
organizations to work together towards a single worldwide standard.
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STUDY GROUPS Montpellier, 10 June 1993

' English only

Source: Document 8-1/231 -

TG 8/1 Working Group lil

DOCUMENT CATEGORY  : Working Document

SOURCE : Working Group il

STATUS : Working

DATE : 10 June 1993

TO : Participants to Task Group 8/1

ACTION : Comments from participants

SCHEDULE : By the next TG 8/1 meeting (October 1993)

Working Document

CONSIDERATIONS ON THE RELATIONSHIP BETWEEN FPLMTS AND UPT

1. General

UPT is a service concept that is provided by a UPT service
provider which in principle may be different from the FPLMTS
service provider. This does not preclude that a FPLMTS service
provider also may be a UPT service provider, and vice versa.

FPLMTS supports UPT, and thus provides mobile access to UPT users,
which logically are different from FPLMTS users. A UPT user is a
FPIMTS user by default when accessing FPLMTS, but does not
necessarily have to be associated with a regular FPLMTS
subscriber. Conversely, a FPLMTS user does not need to be a UPT
user.

2. Mobility and Portability Concepts

Simply by being a radio system, FPIMTS will have the possibility
to provide "terminal mobility". In addition, FPLMTS supports UPT
with the inherent "personal mobility" offered by UPT.

Further, FPLMTS should have the possibility for connecting
standard Terminal Equipments (TEs) to FPLMTS Mobile Terminations
(MTs), thus providing "standard terminal portability". A FPLMTS
Mobile Termination is the part of the FPLMTS Mobile Station which
terminates the radio path at the mobiie side and adapts the
capabilities of the radio path to the capabilities of the terminal
equipment.

TG8-1\TEMP\I06EM DOC
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An additional feature which is being considered for FPLMTS is the
"FPLMTS user mobility". The FPLMTS user mobility is & feature
offered by FPLMTS simply because the FPLMTS user, and its
associated FPLMTS subscription, may be physically separated from
+he FPLMTS terminal (e.g. with some form of a smart-card).

There are various advantages in physically separating the FPLMTS
user from the FPLMTS terminal, including:

* The FPLMTS user will have some form of discrete mobility
between Mobile Stations, the "FPLMTS user mobility".

* The security involved in the FPLMTS services are substantially
improved, for the FPLMTS users and subscribers as well as the
FPLMTS operators and service providers.

i There is much greater flexibility for the FPLMTS services
providers in handling the FPLMTS users, and much greater
flexibility fcr the FPLMTS users/subscribers to change FPLMTS
service providers.

* The FPLMTS Mobile Station market will be more open since there
.are no requirements for associating a Mobile Station
physically to a subscription.

3. Numbering, Identificaticn and Addressing

It may be appropriate to separate the identification of FPLMTS
users and the FPLMTS Mobile Terminations. This gives the FPLMTS
networks the possibility to address FPLMTS users and FPLMTS
terminals independently, as appropriate, depending on the choices
of the FPLMTS subscriber or service provider. It also simplifies
the handling of UPT users accessing the FPLMTS network, as the UPT
user identity simply may be associated directly with the FPLMTS
Mobile Termination identity.

The FPLMTS users and the FPLMTS Mobile Terminations are always
logically separated, but there is still the option to have the two
physically integrated into one equipment, if this is desired.

Concerning numbering for FPLMTS, a FPLMTS user will always have a
dialable "FPLMTS Number", with which the calling parties can
reach the FPLMTS users. A FPLMTS number may be mapped on to a
FPLMTS Mobile Terminaticn identity or to a FPLMTS user identity,
depending on the =23reerents set up at subscription time between
the FPLMTS service provider and subscriber.

One objective of FPLMTS is that it should support Universal
Personal Telecommunication (UFT). This means that a UPT user can
access service via the FPIMTS network, by using his "UEFT Number".
There is, however, no requirement thazt a FPLMTS user needs to have
a UPT number (or, in other works, needs to be a UFPT user). If,
however, a FPLMTS user also is a UPT user, he may be reached by
calling parties via FPLMTS by <the use of his FPLMTS Number and his
UPT Number, as appropriatc.

The FPLMTS Number, whether 1= 1s usecd f:xr FPLMTS Mobile

TG2-9TEMP SO5EM DOC
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Terminations or for FPLMTS users, will have approximately the same
requirements on the numbering plan as the UPT Number. Therefore,
the numbering plan appropriate for the FPLMTS Number is also CCITT
recommendation E.168.

The mobility and portability concepts involved with FPLMTS and UPT
are illustrated in fig 1, together with the numbers and identities
foreseen.

FPIMTS
Mobile
Station
Standard
Terminal
Equipment
Standard
------- - = - - terminal
pertability
| i
# |
v v
— ! FPLMTS 1]
UPT Mobile Network
user ! FPIMTS | | Termination |
user
; i i
UPT FPLMTS FPIMTS
user | user } terminal |
ID ID 1D \
| |
| 1 t
UPT FPIMTS FPLMTS
Number |  Number ! Number }
| | i
[ | I
Personal FPLMTS Terminal
mobility user mobility
(UPT) mobility (FPLMTS)

(FPLMTS)

Fig 1. FPLMTS and UPT mobility/portability concepts and related
numbers and identities.

4. Agreements reached at June 1993 TG 8/1 meeting

The following agreements were reached at the June 1993 joint meeting of WG il
WG IV and other interested TG 8/1 participants. Text based on these aqreements is
required for inclusion in this working document.

TG8-1"TEMPVIOEEM.DOC
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_a) Sut;scn:ptioh to UPT and FPLMTS are independent, i.e., an FPLMTS user
may optionally subscribe to UPT and a UPT user may or may not be an FPLMTS user.

b) The terminal identity and user identity are loqically separated. They may
optionally be physically separated, thereby providing FPLMTS user mobility.

()] FPLMTS will require a diallable number (FPLMTS number). This number

should conform to E. 164 with characteristics similar to UPT (E.168). FPLMTS numbers will

be associated with FPLMTS user IDs (in the case of FPLMTS user mobility) or with the

FPLMTS terminal (in the case of the user ID logical entity being physically combined with
the terminal ID entity in the terminal). This matter needs to be further considered by

ISSG2.

d) FPLMTS subscription is associated with an FPLMTS user, not an FPLMTS
terminal

ANNEX 1
Veocabulary

* FPLMTS user: A person, entity or process actually using the
FPLMTS services. A FPLMTS user is associated with a unique
FPIMTS user identity.

* FPLMTS subscriber: A legal person or entity associated with
the FPLMTS subscription and responsible for the charges
incurred by his associated FPLMTS users, if any. A FPLMTS
subscriber may ke responsible for several FPLMTS users.

* FPLMTS service provider: A legal person or entity responsible
for providing FPLMTS subscriptions to FPLMTS subscribers.

* FPLMTS operator: A legal person or entity ultimately
responsible for providing complete FPLMTS network
functionality to FPLMTS users. Parts of the complete FPLMTS
network functionality may, however, be provided by other
parties.

* UPT user: A user using UPT services, and which is associated
with a UPT subscriber and UPT service provider.

* UPT subscriber: The subscriber associated with a UPT user. A
UPT subscriber subscribes to a UPT service provider.

* UPT service provider: A legal person or entity responsible
for providing UPT subscriptions to UPT subscribers.

TG8 1\TEMP\1O6EM DOC
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GUIDANCE FOR THE WORK OF THE
RAPPORTEUR FOR THE VIDEOPHONE
PART OF QUESTION 2/15




ANNEX B

ITU-TS Temporary Document TD_ (15/1)

STUDY GROUP 15
WORKING PARTY 15/1
Geneva, 6=-17 September 1993

Title: Guidance for the Work of the Rapporteur for the Videophone
(Very Low Bitrate) Part of Question 2/15

Source: Chairman of Working Party 15/1

1.0 ITntroduction

F

At a meeting on 6-17 September 1993, Working Party 15/1 re-
appointed a Rapporteur for Very Low Bitrate Visual Telephony. The
purpose of this document is to define the guidelines, regquirements,
objectives and work method for the work of the Rapporteur.

The Rapporteur presented a report (TD 7) at the 6-17 September
meeting outlining work accomplished since the last meeting,
tentative technical conclusions, and a recommended work plan. This
reporT may be used as general guidance for the Rapporteur'$"work,
subject to the particular requirements and objectives outlined
below.

2.0 Obiectives

c The objective is to develop two sets of draft ITU-TS
Recommendations for Very Low Bitrate Visual
Telephony. The first, (H.VLC/N), employing near
term technology would be finalized in 1995. The
second, Recommendation (H.VLC/L) employing more
advanced technology, would be finalized in
approximately 1998.

H.VLC/N will consist of a number of Recommendations
for major functional elements of the videophone
system such as thcse noted below:

-A Videophone System Operating at a Very Low Bitrate
(H.32P)

-Video Coder for The Very Low Bitrate Videophone
(AV.263)

-Speech Coder for The Very Low Bitrate Videophone

-Multiplex/Error Control for The Very Low Bitrate
Videophone (H.22P)

-Supervisory Control for The Very Low Bitrate Videophone
(H.42P)

-Data Interface for The Very Low Bitrate Videophone

-PSTN Modem for The Very Low Bitrate Videophone
(V.22bis, V.34/V.8{V.FAST})




H.VLC/L will include additional Recommendations in

technical areas requiring more time to develop such

as:

- Advanced Video Coding

- Advanced Speech Coding

- Operation Over The Future Public Land Mobile
Telecommunications System (FPLMTS)

o H.VLCN must be prepared for the future and must
pave the way for H.VLC/L in such a way that the
transition from the near term to the long term
standard will be relatively easy. Backward
compatibility is required.

> o} Follow the guidance from SG 1 outlined in their
TD 27 Liason Statement. (Annex A)

o Follow the guidance from SQEG outlined in TD 28.
(ANNEX B)

<] As an objective, an optional data channel
would be included to be multiplexed with the
audio and video 51gnals Provision for high
resolution still 1miges using the JPEC+i5§ndaEé >,
T 1 1% \n weoer 124
i%rhl Pe rpff;’%ded l1I’U Rc.«:a's Ja‘h

o) The speech coder okjective for H.VLC/N is to
achieve as near toll gquality as possible given
the bit-rate budget. In long term H.VLC/L it is
expected to achieve toll quality at 4kbps. This
work has been referred to the speech experts
within Working Party 15/2

o The objective for H.VLC/N is to achieve a picture
quality significantly better than H.261 when oper-
ating with the corresponding parameters.

o The objective for H.VLC/L is to achieve picture
gquality considerably bet;er than H.VLC/N.

o Full auéfm m;x/n? In mM/T"Pé‘Mf'

3.0 Reguirements

Coter
o Corrse=geressen for multi-point operation.

o , flexible, robust multiplex structure to maximize
the utility of the available transmission bit rate.

o Use of V.32bis and V.FAST modem technology for
H.VLC/N to maximize the transmission bitrate while
providing adeguate error resilience.

o lm+evapevalﬁh+y wiH., H 32 '+€TWH6QIS
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4.0 Work Method

In order to achieve good results, the Rapporteur
will convene experts wishing to contribute to the
work.

Work should be accomplished through correspondence as
much as possible.

The Meeting of Experts between meetings of the WP
15/1 must be approved by the WP 15/1.

The Rapporteur must coordinate the work with other
Study Groups and other appropriate standards bodies.
Study Group 15 will transmit official requests for
cooperation to other Standards Groups and Standards
Bodies when required.

Work jointly with SG 1 to develop a detailed set of
Technical Requirements for all functional elements of
the Very Low Bitrate Videophone.

Collaborate with ISO/IEC JTC 1/SC29 WG1ll (MPEG4),
particularly in the area of advanced video coding.

The Rapporteur will provide progress reports at all
meetings of Study Group 15 and/or Working Party
15/1.

" e e & et e o o —— =




APPENDIX 5.4

VIDEO CODING IN MOBILE NETWORKS -
SOME ASPECTS




TSS SG15 Special Rapporteur LBC-93-070
for very Low Rate Visual Telephony Boston, 9.-10. July 1993

Title : Video Coding in Mobile Networks — Some Aspects
Source : BOSCH C/FOH and IENT Aachen !

Purpose : Discussion

1 Introduction

Mobile telecommunication is of increasing importance. This point of view is justified by
the deveiopment of the European Universal mobile telecommunication System (UMTS)
(1] headed by ETSI STC SMG3. Comparable work is performed internationally by ITU-R
TG8-1 responsible for the standardization of the Future Pubdlic Land Mobile Telecommu-
aication Systens (FPLMTS) [2]. These networks will be used as a basis for all mobile
teiecommunication services by the vear 2000. The proposed range of applications can be
described as muitimedia services. Thus within these networks video transmission will be
oniy one possibie service. One important projec: in this context is the European RACE
project MAVT R2072 currently deveioping a first mobile audio-video terminal [3].

The picture quality of future video services must be significantly better than the
quaiity of current codecs. Thus high sophisticated video coding algorithms are necessary
to mest the demand for very high quality. This target is verv close to that of MPEG-

4. 50 MPEG-4 can be seen as a possiple video coding standard used within the UMTS
a resuit MPEG-4 caips will

(FPLMTS). Furcher the time scheduie is weil adjusted. As a

pe the frst choice for UMTS. .
Since there are basic differences between mobile networks and fixed networks, mobile
aspects siould be considered in the development of novel video coding algorithms in

MPEG-4 from the beginning.

2  Mlobile Aspects

There are mainly two differences between mobile and stationary video communication:

* image material

e iransmission aspects

‘contact D.Lappe or Kl.Illgner
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2.1 Scenes in a Mobile Environment

In mobile environments there are no restrictions of the scenes to be transmitted to some
purpcses. The scenes are much more complex than those currently assumed in fixed
nesworks at very low it rates, e.g. Miss America or Salesman. The characteristics of the

image material can be surnmarized as follows:
moving camera : zoom, pan, vibration, auto focus

motion types : e strong movements possible
s motion in the background ?
¢ much stronger motion in the 3D space compared to video con-
* ference like scenes
Thus there are a lot of regions with highly varying motion.

objet types : arbitrary objects, highly structured background

or scene cut like situations characterized by very fast pan aad/or

scene cuts :
rapidly cianging background

outdoor scenes : illumination changes, varying contrast, whether conditions as rain,

mist, snow, esc.

. noise : camera noise

2.2 Transmission Aspects

xed telecommunication networks the ercor probabiiitv on the transmission links is
Thus using error correciing codes an almost error free data

R
In 3

verv smail (P, = 1077).

transmission is possible.
However in mobile channeis an error free data transmission can not be guaranteed.

Thus the coder must consider the current channe! characieristics to enable a reiiable data
transmission. As a result the coder is influenced by the channel.

*WVhat should be the definition of background if no dominant object is present?
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In the following some important aspects are listed :

channel characteristics :
time and/or frequency selective fading, burst errors

channel capacity :

¢ only small channel bandwidth

¢ Due to the varying error probability a stationary or even fixed net
channel capacity can not be assumed.

several channels : :
To ensure a target picture quality more than one channel might be

necessary. This introduces additional problems as how to distribute the
information over the channels and to achieve a stable transmission.

bit error sensitivity :
Some types of symbols are more sensitive to bit errors than others.

More significant information needs a higher error protection than less
significant information [4].

svnchronization :

e As a result of not correctable errors coder and decoder will lose
syncaronization.
¢ There might be a loss of data bits e.g. in case of handover.

3 Prerequisites for Video Coding Algorithms

The described characteristics of the image material and the transmission lead to conditions
a video coding algorithm should fuifill.

e Concerning the image material model-based approaches assuming special types of

scenes as e.g. head and sooulder scenes might not be the best solution.

e Complex motion models are necessary to cope e.g. with different overlaid types of
motion.
Scene cuts and similar situations must be detectable, because temporal prediction
might fail.
Due to the varving net channel capacity the coding algorithm should be able to
generate different bit rates as close as possible at the rate-distortion bound for each

generated rate.
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o To meet the requirement of high quality even if the net channel capacity is low

(high error probability) the coder should be able to use more than one chaanel.
A multi-resolution approach might be a solution with a very high error protection
in the base layer to avoid losing significant information necessary for decoding the

additional layers.

The selection of the information to be coded might consider the dependency between
different types of symbols; e.g. in current algorithms if there in an error in a motion
vector the DCT-coefficients for that block are useless.

It can be assumed that there will be some status information from the decoder
available at the coder. 3

A coder - decoder resynchronization is necessary. That means that the type of
coded information may be influenced by the decoder!

Conclusion

The increasing importance of mobile networks (UMTS) requires the consideration in the
deveiopment of novel video coding algorithms. The ciose relation between the topics of
MPEG-4 and UMTS seems to favour the coming MPEG-L video coding algorithm for

usage in UMTS.

The pavper tried to point out some important aspects of mobile nesworks and to give

guidelines for the deveiopment of video coding algorithms userul in these networks.

5

Acknowledgement

The paper was writien as part of a joint investigation project with Robert BOSCH GmbH,

2 Thais work has been partly founded by the
cean Comission under the contrac: RACE R2072 MAVT.
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PROPOSAL FOR A GENERIC DATA STREAM
STRUCTURE CONSIDERING CURRENT
SHORT-TERM AND LONG-TERM
STANDARDIZATION ACTIVITIES




TSS SG15 Special Rapporteur | LBC-93-069
for very Low Rate Visual Telephony Boston, 9.-10. July 1993

Title : Proposal for a Generic Data Stream Structure Consi-
dering Current Short-term and Long-term Standardi-

zation Activities
Source : BOSCH C/FOH and IENT Aachen !
Purpose : Discussion

1 Introduction

The current situation in the fleld of very low bit rate video coding shows uncertanties
about the applications low bit rate coding should be used for. On the one hand there is
the PSTN videophone. For this application a video coding algorithm has been developed
in COST211ter [1]. But there are also devices (AT&T, Marconi) already on the market.
On the other hand a mobile videotelephony hardware is curreatly under development in
the RACE project R2072 MAVT (see related paper).

Although all coding schemes under consideration use a DCT-based hybrid DPCM loop
and therefore the same type of data is coded, the data stream structures are partly or

even completely incompatible (fig.1).

Figure 1: Compatibility of low bit rate videocoding algorithms

Thaus to achieve interoperability one has to make compromises or one might need
switching devices as e.g. in ISDN - PSTN connections. These solutions can introduce
serious problems in the future, because there is a fast development of services and demands
in the area of telecommunication. Additionally the rapid development in the area of mobile

‘contact D.Lappe or Kl.Iligner
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Figure 2: Evolution of low bit rate videocoding standards and devices

telecommunication (UMTS) should be considered. These problems can be avoided by
defning rore fAexibie standards assuming one type of applications as e.g. video coding
via point-to-point links. The main intention shouid be that encoder and decoder agree
upon coding parameters and transmit the coded data with a generic structure.

One step towards more fexible video coding standards is the definition of a generic
data stream structure. [t should have the capability to inciude all known data structures
and must consider specific problems of target applications as e.g. mobile communication.
For future demands the data structure in question shouid additionaily ailow more sophi-
sticated coding algorithms as e.g. region oriented coding schemes and hierarcaical coding

(fg. 2).

\-e2

2 Currently used data structures

In current block based video coding algorithms the symbols to be coded are the motion
vecsors and the DCT-coefficients for each block or macroblock. Additionally there are
overaead bits for the coder control signalling e.g. the update mode (INTER/INTRA).
There are two main possibilities for multiplexing of these symbols into one video data
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picture layer:

— pic code > (MBLK Iayea——,—

MBLK layer:

r motion DCT p—

CMP VLC mode information and description which blocks are coded
motion VLC motion vectors of the macroblock, horizontally predicted

DCT VLC quantized DCT-coefficients of the coded blocks (see CBP)

Figure 3: Multiplexing of the symbols in the H.261
sirearn.

2.1 Sequential Multiplexing

This scheme is used in the H.251 [2! and in the COST 211iter Simulation model [1]. All
data for one macrobiock is collected and transmitted. In the so-called macroblock layer
(MBLK layer) first some codewords signal what has been coded for that macroblock. In
the second par: the motion vectors ‘ollowed by the DCT-coeficients are transmitted. The
macroblocks are processed sequentially (fig. 3).

An advantage is that coding and decoding may be done just in time introducing only
small coding deiay. Another advantage couid be less storage requirements. The disadvan-
tage of this concept is that an adaptation to global characteristics is hardly possible. Each
macroblock is handled more or less independently from the other macroblocks. Thus it is
diffcuit to impiement e.g. a region oriented scaeme.

The characseristics of mobile channels is completely different compared to stationary
channeis. One aspect is the error probability. In the ISDN the worst case error rates are
2~ 10-%...10~7 whereas in mobile channels burst errors with rates up to =~ 107!...107?
must be considered (4]. Thus in mobiie videophones the error protection has to be adapted
to the different bit error sensitivities; e.g. motion vectors are more seasitive than coded
DCT-coeficients and require therefore more error protection.
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Figure 4: Multiplexing in MAVT

.2 Global Multiplexing

In the alternate scheme which is used in the MAVT videophone (fig. 4) all data of one type
is collected for the whole picture and transmitted as one block. Thus first the complete
displacement vectorfield is transmitted and in the second block the update information.
This concept of data partitioning allows independent error correction o various types
of data. Further a more efficient coder control is possible, because all data for coding of a
complete image is available at once. So one can optimize the update information in terms

of the available bitrate.
The main disadvantage is a slightly greater storage requirement and 2 coder delay of

at least one picture.

2

3 Prerequisites

The definition of a generic data stream structure has o consider curreat data stream
sirucsures. Further the requirements for mobiie environments must be taken into account.

It is expected that for mobile videophones at least two channeis each with a net bitrate
of 9.6 kbps are necessary to mest the quality requirements. Therefore the coding structure

should be based on a layered scaeme.

The video coding algorithm must be able to adopt o variable net bitrates on the
channmel. Thus the data stream structure has to comsider scalable coding schemes. :

For future demands {MPEG IV 7) region oriented codecs should be abie to use the

same data stream struciure.
The requirements to consider are summarized as foilows:

capability for interworking with the H.261 data siream structure (no transcoding,

only reformatting)
o stability against burst errors which occur in mobile channeis
e scalability - nearly optimal performance at different bitrates

o dynamic channel allocation - layered coding

1 defined. Thus in the context of this paper layered
ms. Scalability mostly has the
r the generation of varying bit

2The terms layered and scaladle coding are not wel
coding means refinement only of the resolution using seperate data strea
meaning of partially decodeable data streams, but stands in that paper fo

rates with nearly optimal performance.
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e support of region oriented coding schemes

o fast picture startup mode - necessary e.g. in case of severe channel errors

4 A generic Data Stream Structure

The global multiplexing scheme is better suited for mobile environments and is more
flexible to meet the prerequisites. Thus we propose as a generic data stream structure an

extension of the global multiplexing used in MAVT.
Between the picture startup code and the motion information a block describing the

coded regions is inserted (fig. 4,5). The idea behind this is that only regions itself and
their associated motion and update information should be coded.

“‘{ pic code C address )——LC mocion}'——@—

Figure 5: Extended multiplexing

4.1 Description of the parts

The picture startup code (fig. 6) handles general information valid for one frame, e.g.
biock or region oriented coding. The modes for motion compensation (e.g. displacement

vectors or parametric motin decription) and update coding (e.g. DCT, suobana coding)
are signailed here, too. Special update information giovally valid as e.g. the quantizer
stepsize can also be inciuded here. Further one could think about VLC-codewords signal-
ling one set of modes instead of coding each mode separateiy.

In she address part (fig. 7) the shape and position of each coded region is transmitted.
Also the update mode ‘or that region can be signaliled, if the desired mode is different to
the giobal mode. First the position of the region to be coded is transmitted. This can be
the upper left corner of a surrounding rectangle reiative to the previous region position.
The coding method for the shape is stiil open because efficient lossless contour coding
scaemes are very expensive compared to the available bitrate. Lossy coding via spline
approximation seems to be more promising than chain codes. However this approach
introduces additional problems in case of layered coding.

Block oriented coding is handled by coding the aumber of skipped, that means not
coded, blocks assuming a sequential scanning in the position codeword. This replaces the
COD bit from the COST 211ter Simuiation model. Thus each block is regarded as one
region. No shape information needs to be coded. If the type of motion or update mode
differs from the global mode the locaily used modes are signalled in the coding mode
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pic code:
' | I
— SYNC TR —PTYPE] PEI PSPAR.E-—I ‘
l ; i [, T
— B el raver - TEREF - QUANT
SYNC 20 picsure startup synchronisation
TR 5 time reference
PTYPE 1 fast update or normal mode
PEI 1 signalling extra information in PSPARE
PSPARE 8 extra information
BLK/REG 9 Switch whether arbitrarily shaped regions are coded or
blocks. If biocks are coded no shape information is
transmitted later but one furcher bit signals a blocksize
of 8x3 or 16x16 pel
motion mode 9 parametric motion descziption, motion vectorfield or e-
ven no motion
LAYER 2 number of extended laver
UPDATE mode 4 DCT (always 3x8), subband coding, pyramid coding
QUANT 5 main quantizer stepsize

Figure 6: extended picture code (pic code)
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CMP SHAPE

Figure 7: Multiplexing within the address part

——{ motion F EOR B update } EOR

EOR  End of region

Figure 8: Multiplexing within the motion and update part

pattern (CMP) codeword. Thus one can switch within one frame between parametric
motion description or displacement vectors and between DCT-coding or subband coding.

The motion information cocded next may be motion parameters or a displacement
vectorfleld. If displacement vectors are used as motion information thev are predicted
onlv within the associated region, not across the region bcundaries. In this block all
motion information is stored sequeatially but only for those regions for which motion
information has been signalled in the address part. Additionally one could agree in case
of block oriented coding upon that the motion vectors are 1ot the original motion vectors
but are predicted from the neighbored vectors (DPCM instead of PCM).

Coding of the update information oniy associated with one region is easily possibie.
The same principle for arranging the update information as for the motion information
is used. No further considerations have to be made in case of iransform coding. Using
a alerarciical coding scaeme, e.g. a pvramid, the update information must be extended
bv a number signalling the layver of the pyvramid. This can be done by appending a
second update block for the second laver just beaind the first update block. However
an independent lavered coding as described below seems 1o be more suitable. Subband
coding is aiso possibie regarding one subband as one layer. Within each subband only the
spatial region corresponding to the region in question is coded.

4.2 Extensions

Independent layered coding can be implemented by using the same data structure (fig.
53). The administration information and the region information is coded in the base layer.
The second layer is transmitted in the following frame starting again with a pic code. The
aumbe of the coded layer is signalled in the picture startup code. Assuming that there
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is no motion information in the second layer one can skip the region block as well as the
motion block and can just transmit a second update block. The refinement information
can be a more detailed region description considering the already known description.
Also one can code just a second update block containing additional pyramid layers or
bandpasses. But evea a more detailed motion description is possible by signalling this in
the “second” picture startup code.

If necessary even nearly the original data stream structure of e.g. COST can be genera-
ted by coding only the first macroblock in the “frst” picture layer. The next macroblock
is coded in the “second” picture layer and so on. The disadvantage of a lot of picture
startup codes may be solved by using only one bit for signalling whether there is another
layer or not-

The structure can be refined by introducing a sequence startup code as in MPEG [5].
In general there must be a handshake procedure at the beginning of a video session. This
handshake procedure includes the transmission of mode and update information valid for
crte sequence. Thus there can be a reduction of bits necessary for administration.

5 Conclusion

for a genmeric data stream structure is described. A common
anc Zexibie data stream structure is very important decause there will be a fast deve-
loomezt of services and demands in the area of mobile telecommunications. Thus it is
imrossible o fix a specific data structure and simultaneousiy fuifill future demands of
compatibility with existing devices. A dexibie data stream structure can handle a broad

varietv of applications. The coder and decoder will fnally agree upon what actually wiil

In the paper a proposal

te irzzsmitted.
can be expected that future mobile videocodecs contain a motion estimation and
moticn compensation part and a par: for coding the residual image. For example the
anaivsis-svnthesis coding developed at University of Hannover [3] anc introduced at COST
21:iter and MPEG-1 as a starting point for the development of future coding schemes can
be handled by that data stream structure.

Thus the proposed data stream structure might be useful even for the future coding
scheme deveioped by MPEG-4. Within the project RACE MAVT this data stream struc-

ture s expected to be used.
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R2072 Mobile Audio Visual Terminal:
Channel Coding Aspects )

R. Mann Pelz
R. Bosch Research Insdwurte Communicadons
D-3200 Hildesheim, Germany

Abstract

The main technical objecdves of MAVT are the development of robust video and audio cod-
ing algorithms for transmission of moving (sdll) video and associated audio in DECT and
UMTS. Due (0 a varietry of channe!l impairments encountered in case of a wireless mobile
propagadon medium addidonal countermeasures have o be undertaken to guarantes the mrget
gransmission quality. This paper includes corresponding error congol sategies under inves-

dgadon in the context of the RACE MAVT project

I. Introduction

A new chailenging feid of research is the area of very iow bit rate video source coding with
data rates of px8 kb/s (n=1..3) in connecdon with 2 mobiie wirsiess Tansmission such as in
DECT and the furure UMTS. Corresponding X.261 non-compatble and compatibie source
coding algorithms have been developed in the context of the MAVT project. In geaeral low
bit rate source coding algorithms are very sensidve o channe! errors due to the high com-
pression factors. Furthermore, 2 targe: aerwork may only guarantes a specific average wans-
mission quaiity (network dependent), which will not suffics in the consider applicadon (e.g.
DECT). Therefore, an addidonal servics dependent error conmoi sTategy must be appiied,
whica shouid consider the underiying channe! characteristics as well as the sensidviry of the
sourcs against channel erTors or ervor events.

Secdon I includes some aspects related to the neswork and mansmission channel characteris-
tics in case of the target networks, with special emphasis on DECT. An efficient channel
coding design must consider the characierisdcs of the undeclying discrete channel, which
determines the error procsss. Results obuained through a descripdve modeiling approach in
case of a daw mansmission in DECT with 32 kb/s are presented.

In the context of MAVT two source coding approaches are considered, namely a H.261 non-
compadble hybrid algorithm and H261 related algorithms with different informadon darm
rates. Corresponding forward esror correcdon stategies are presented in Secdon IOI, where
a-priori knowledge about the bit sensidviry of the sourcs codec is incorporated in the design

of a non-uniform error protecdon scheme.




I Channe! Characteristics

A general time-varying multipath channe! introducss dme and frequency dispersion in the
mransmitted, whereby two interference effects can be described. In case of a pure tdme selec-
dve or frequency dispersive propagation channel, the field saeagth of the recsived envelope
exhibits exweme variations, i.e., signal fading, which are inversely proportonal to the maxi-
mum Doppler frequency foo.,. For low signal levels, ie., a low signal to noise rado, this
implies error bursts in case of a dam transmission due to the channel memory. For high
SNRs the effects due to the random phase predominates yielding an irreducidle error floor.

A pure Feguency selecdve or dme dispersive propagadon channel is characterized by a fre-
quency dependent Tansfer funcdon, where the variadons are inversely propordonal to the
underlying deiay spread <,. Due to the nonideal speczal characterisuc, the Tansmitted signal
is linearly distorted, which implies intersymbol intesference (ISD) in case of a dara mans-
mission. The general case is characterized by a superposidon of the above two effecss.

The stadstcal squcmre of the resulting error process is compietely determined by the under-
lying discrete channel. Relevant stadsdcal parameters can be determined fom corresponding
exTor sequences sither by direc: procsssing (descripave modeiling) or Tom a parameterized
mathematcai mode! (generadve modeiling). The error process can be equivalendy described
in termns of successive gaps of leagth g, where a gap is defined as a sTing of v-1 consecudve
erTor fres symbois betwesn two error symbols and having 2 leagth egual 0 v. The gap pro-

ess represents a realizadion of a stochasdc precsss and thersfore it can be described by
corresponding swatdsdcs such as the g2p density and cumuiadve dismibuton, wheredy in case
of a so called renewal process, i.e., uncorreiated successive gap lengts, the gap process is
uniquely defined by the singie error gap deasity {(v)=Pz(g=v) or diszibudon F(v)=Pr(g,>Vv),

Y veN.

A relevant parameter for code design in case of random error correcdon is the block error
propabilicy P(m.n)=Pr(number or exors=m, biock of length n). Herewith one obtins the

resuiting error rate in case of a biock code capable of correcdng t errors direcdy. In case of

burs: erTor correcdon, the reievant parameter is the burst eror prooability Q(,n)=Pr(burst

length=1, biock of length n), where 2 burst is the length staring from the first error to the last
esTor irespecdve of the smucture in betwesa. For bit interieaving the relevant parameter is
the autocovariance coefficient p(x)=cov(e,e)/var(e) of the error process. The interieaving
degre= shouid be chosen equal to the value of x for which p(x) is zero or a minimum. Fur-
ther relevant stadsdcs, as well as the ones discussed above, can be desived direcdly from the
corresponding gap process and are preseated in [1]. The foilowing figures represent ezTor pro-
files evajuated from corresponding erTor sequences in case of a DECT wansmission link and
a general dme-variant multipath channe! with a dara rate of 32 kb/s. The propagadon channel
is characeerized by the classical Doppier specum and a one sided exponendal power profile.
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1. Combined Source-Channel Coding

A. Source coding

There are two vides source coding approaches which are followed in the context of MAVT,
namely a H.261 noncompatble hybrid codes and several H.261/MPEG related algorithms (2.
The considered source data rates in case of DECT are 8, 16 and 24 kb/s for the noncompat-

ible and 16 and 24 kb/s for the compadblie code. The frame rate equals 6.25 Hz, while the

spatial resoludon is QCTF in both cases. The associated CELP spesch codec is characterized

by a totai data rate of 8 kb/s including channel coding. The compound gransmission in DECT
includes addidonal conmol and synchronizadon informadon and wil be accomplished by
using one slot of the TDMA frame, ie., with 2 gross data rate of 32 kb/s. Both coding
approaches will be applied in case of narrowband UMTS, while in the broadband case the
H.261 compadble scheme alone will be considered. In this applicadon higher data rates (>32

xb/s) are allowed.

B. Error control strategies

Due 0 compatibility resgicdon a uniform error protecdon (block codes) for the information
part adapted to the corresponding applicadon wiil be foilowed in case of the H.261 compat-
ibie scheme. Key aspecs are the selecdon of an appropriate frame alignment signal (FAS)
inciusive error protecdon and the necessary error protecdon of the bit rate allocadon signal
(BAS) in case of the target wireless mopile Tansmission. In case of the noncompatibie video
codec an uneguai random error protecdon scheme will be adopted. The design of the

sourcs
proper individual channel ccdes considers a-priori knowiedge zbout the sensicviry of the
source informadon against channei errors. Referencs to figure 4 reveals, that the individual
bits i at the ourput of the source encoder exhibit 2 significant differencs with respec: (0 their

segmeatal signai 1o noise rado (SEGSNR) in case of singie independent channe! erors.
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Fig. 4 Bit seasidviry of the H261 noncompadble hybrid video
codec with 16 kb/s. a Luminance. b Chrominance




This fact suggests the application of different error protecdon levels, which can be realized
efficiendy through rate compadble puncaured convoludonal (RCPC) codes [3]. A further
approach which is under investigaton is a concatenated scheme, composed of an outer block
codec and an inner RCPC codec. In both cases a convolutional interleaver will be applied for
randomizing the underlying error events. In general the opdmizadon of the proper error

correcton scheme represents a compromise betwesn affordable redundancy, resulting delay _

and computadonal burden. On the receiver side several strategies for improving the system
performance can be applied. Current investigation are concerned with soft-decision video
decoding and efficient error concealment methods.
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PictureWindow Desktop Video Conferencing

2. What is PictureWindow?

BBN’s PictureWindow system brings multiparty, wide-area video conferences directly
onto your workstation screen with minimal additional hardware. PictureWindow gives you
personal video conferencing capability through the use of BBN software, Sun’s inexpensive
VideoPix frame-capture board, and a video camera on your existing color SPARCstation. :

4
3
3

Lad

PictureWindow compresses and decompresses video entirely in software, transmits it
using standard IP protocols, and displays it in multiple windows under OpenWindows™
or the X Window System. It operates with equal ease between offices and between
continents over Internet Protocol (IP) based wide-area networks, and it can be used in
either point-to-point or multicast modes. -

v

B

b

What PictureWindow Does

In PictureWindow, video from each conferee appears ina separate workstation window.
Participants may join or leave the conference at any time; new windows appear as partici-
pants join and disappear when they leave. A user can only participate in one video confer-
ence at a time, but the number of participants in the conference is limited only by worksta-
tion and network speed.

ool o Al

Initiating or joining a conference is simple: you run the PictureWindow program and
press the Connect ... button. PictureWindow will display your personal video conference
address book. Select a person to confer with and confirm the connection; if the person
you have selected accepts vour call, video images from their workstation will appear within
a few seconds and your image will automatically be displayed at their location. To add more
conferees. just press Connect... again. You can terminate a single connection by pressing the
Hang up button in its video window. You can terminate the entire conference by clicking F
on the Hang up all button in the main PictureWindow window.

M

PictureWindow video windows measure 320x240 pixels with 16 levels of gray. Refresh
rate depends upon system and network load. but is typically between 3 and 6 frames per
second. A SPARCstation™ 1, 1+, 2, IPC, or IPX will support video conferences with six to
eight participants. PictureWindow easily coexists with other applications on the worksta-
tion, so users can confer over documents using other tools while participating in a video '
conference.

PictureWindow sends compressed video in UDP/IP datagrams and functions in both local j 3
and wide-area network environments. The actual network bandwidth used by any one con- :
feree depends on the amount of motion in the supplied video, and the image quality desired
by the viewers. In two-way conferences, each conferee can selectively adjust the quality and ;
compression parameters for the image they are viewing. PictureWindow functions best
when network paths with at least 256 kilobits/second are available. Nevertheless, network
paths as slow as 56 kilobits/second can be used by decreasing the frame rate and increasing
the acceptable image error. ;

.
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User’s Manual

PictureWindow System Requirements

PictureWindow currently runs on Sun Microsystems® SPARCstations or fully compatible
workstations equipped with 8- or 24-bit color frame buffers. It requires a local X server
with the MIT shared-memory extension, such as MIT X11R5, OpenWindows 2.0, or
OpenWindows 3.0. Transmit capability requires the installation of the Sun VideoPix card;
however, receive-only copies of the software are available that do not require any additional
hardware to be added to your Sun SPARCstation.

. Video input can come from any color or black-and-white television source, such as a
camera, camcorder, or VCR. Available video input formats are NTSC and PAL video, and
they can be supplied using composite or S-Video input connectors. Sources with lower

. background noise will yield better video compression ratios.

The required hardware to run PictureWindow is as follows:
¢ Sun SPARCstation 1, 1+, 2, 10, IPC, or IPX workstation
¢ 8-bit or 24-bit color or grayscale frame buffer
¢ 16 Meg main memory (minimum)
¢ Sun VideoPix card
* Black-and-white or color, NTSC or S-Video camera
e Ethernet with TCP/IP protocol stack running (standard Sun configuration)
¢ Access to CD-ROM drive to load VideoPix software driver
¢ Access to floppy disk drive to load PictureWindow software (standard on all above
workstations).
The operating system software requirements are:
e SunOS™ 4.1.1 or later!
* Sun VideoPix device driver

(i.e., system reports:
vfc0 at SBus slot 1 0x0 on booting)

* IPCSHMEM option enabled (Note: the GENERIC kernel configuration that came with
your Sun has this option enabled, but the GENERIC_SMALL kernel configuration does
not). .

You also need to run an X Window System-compatible windowing environment. The
requirements for this software are:

¢ X Window System compatibility

* An X Window Server that exports an 8-bit PseudoColor visual

¢ The MIT-SHM extension that permits memory-mapped X windows.

OpenWindows 2.0, OpenWindows 3.0, X11 Release 4, and X11 Release 5 will all satisfy
the requirements for the windowing software when run on 8-bit or 24-bit color displays.

1At present, Picture Window is not supported under Solaris®versions 2.0 or later.
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