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AGENDA |

Mr. Ray Martone
Defense Communications Agency
28 January 1988

SRI INTERNATIONAL
Engineering Research Group

1300 SRI Overview EL 149 D.A. Johnson
1320 SRI Technical Base and
Project Sampler EL149 D.L. Nielson
1340 First and Second Floor (Bldg. E) D.L. Nielson
1350 ¢Z Networking and Third Floor
(Bldg. E) EJ330 M.S. Frankel
1445 Tour Bldgs. A and 1 N.A. Walker
Communications Systems 110 N.A. Walker
Tour ERG Facilities N.A. Walker
1600 letwork Information Services
and NIC Area EJ228 E.J. Feinler
1630 SRI Support Systems and WDC EL149 B.E. Camph
J.J. Gruender
R.M. Tidwell
1645 Wrap-up EL149 D.L. Nielson
J.P. McHenry
1700 Adjourn

REPORTS

333 Ravenswood Ave. ® Menlo Parx, CA 94025
415, 326-6200 « TWX: 910-373-2046 # Telex: 334-486




NETWORK INFORMATION
SYSTEMS CENTER

Computer and Information
Sciences Division

ENGINEERING RESEARCH GROUP




- NIC HOTLINE (800) 235-3155
AREA CODE 415
. DDN Network Information Systems Center
SRI International
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Major Project Effort

DDN Network Information Center




NIC CONTRACT HISTORY

1970-1972 DARPA/RADC CPFF, Unsolicited Research
1972-1983 DCA CPFF, Unsolicited Research
1983-1988 DDN DCS CPFF, Sole Source

1988- 777 Plan to compete




IMPACT OF COMPETITION

e Loss of Continuity

e Expensive to Move

e Confuses Users; Require Retraining
e NIC Loses "Neutral" Status

e Loss of SRI Co-Investment

e Contractor Forced Into
Competitive Stance

e Interruption of Technology Transfer
e Loss of Valuable Information




ALTERNATE SUGGESTION

e Continue NIC as sole source contractor
e Set up military policy board

* Policy

e Services

» Guidelines

e Sanction NIC as DCA online protocol and
technology transfer POC

« DDN software repository
e Online services to DDN users

e Assist DCA with info liaison to DTIC,
NTIS, etc.

e Fund Internics activity to define
e Infrastructure

» Protocols
e Administration




INTERCONNECTIVITY
AND INTEROPERABILITY

HOSTS USERS

NETWORK \. f NETWORK

OPERATIONS /MANAGEMENT
GOV'T VEND

CONTRACTORS T —* et et T HOORS
MILITARY P SF;:EECNI%IIRZSED
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NON-DOD
CINEY // \ GOVERNMENT
UNIVERSITIES LANS

BITNET NSFNET




VALUE ADDED SERVICES

e Replication

e Generic Implementations

e Interoperability/Interconnection
e Internic Cooperation
 Neutrality and Objectivity

e Save Time for DDN DCS Personnel




THE PROBLEM

DRAWING BY ROBERT OSBORN




HOW WE HAVE APPROACHED
THE PROBLEM

e GIVEN A TELEPHONE. A TERMINAL,
AND THE NETWORK

® WE BRING INFORMATION TOOLS
TO THE KNOWLEDGE WORKER
ELECTRONICALLY




HOTLINE

e BILLING

® ACCESS PERMISSION

e NAME SERVICE

e PROTOCOL INTERCONNECTION

® PRIVACY/AUDIT TRAIL




CURRENT NIC EFFORT

e Core NIC

e DDN Audit Trail/Billing System

e Internet Naming/Addressing

e User Registration

e TAC Access

e Maintain 2 Document Centers

e Maintain DCA Computer Facility
e Software Design/Implementation
e Publications/Products




CORE NIC

e User Assistance, Hotline, Online
e Repository, Document Centers
e Reference Software

e Network/DDN DCS Liaison

e Information Servers
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DDN AUDIT TRAIL/BILLING

e Who, How Long, and Kind of Usage
e Capacity and Use Planning
e Billing to Individual Level




Network Audit and Control

e Tasked by Defense Data
Network (DDN)

e Joint effort by DDN, SR,
BBN, AYDIN

» Three interlinked tasks:
e TACACS

e Network Audit Trail
System (NAURS)

e Network Billing and
Usage System (NURS)




Network Audit Trail System

e TAC user activity
o Network utilization
e Capacity planning

e Network usage trends




Reports Generated

e Summary Reports
"« Number of logins

- Average length of
logins

« Percent prime time use

o incident Reports

- Simultaneous TAC
logins

- Excessive duration of
logins

» Ad hoc Reports

« Emergency, one-of-
Kind reports




Billing Reports

e Based on usage
e Accumulated by PDCs

e Customized for:

e DCA (Total net activity)
e Service Branches
 Organizations

e Sites

e Individuals




Future

» Profile User Activities

e Expert system

e Audit Trai! Protocol
enhancements

e Portable NAURS/NURS

e Applicability to other
(classified) networks




Information Available

e |dentity of TAC user

e Location of TAC used

e Time of use

e Locations of remote hosts

e Durations of sessions

e Data traffic




INTERNET NAMING/ADDRESSING

e Design

e Implementation
e Administration
e Replication




DDN Naming and Addressing

« Transition: Flat Naming -> Hierarchical Naming
« Transition: TCP/IP -> OS|

NIC’s Role

« Registry for Hosts and Domains

« Administer Top-Level Domains

« Provide Data Files to Key Sites

« Provide Uninterrupted Network Operation
« Provide Official DoD Internet Host Table
« Assist Network Interoperability

. Teamwork - OSD, DCA, DARPA, NSF, NIC,
MITRE




USER REGISTRATION/TAC ACCESS

e TAC Cards, Passwords
e Hotline
~ « WHOIS Directory Service




TACACS

Terminal Access Control System

» Register users
o issue TAC Cards
e Rolling update

e Remove unauthorized users




DOC CENTER SERVICES

e DDN NIC (Menlo Park)

e DDN Technical Document Center (McLean)
e Catalogs

e Online Search Service

¢ Collection Maintenance




DATA ENTRY

Data Entry
From Dialog *

Remote Data
Direct Data : Entry and
Entry (VOld) DBMS i1 Training
(PC-DOTS)
4
OUTPUT PRODUCTS USERS
Library DDN Technical
. Catalogs Doc. Center
v
\ / Reference
Shelf | c Y| Staff
e * | DATA BASES | !
T | :
NIC Libra
Al (NIC DOCS) [P |~ sut
Bibliographies | +— | O (DDN DOCS) |
5 O 1>l 5aM
\ (PC Users)
]
Quality Control BIBLIO (Network
Indexes Users)

NIC Information Tools

* Available but not currently used




DDN COMPUTER FACILITY

e PSNs

e TAC

e Mainframes
e Peripherals
e Workstations
e LANs
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Imagen XP 3320 Laser Printer

( 4 DH11s '—’ Dataproducts LZR2665 Laser Printer
Apple LaserWriter

RX02 Dual Floppy

Disk Drive
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LP27
800LPM | LP20 Lineprinter | PDP-11/40 Front
Lineprinter] Interface End Processor

To ANID
MILNET Niiisce KL10-E Model B CPU
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To AN20 v /
ARPANET Interface [ | i Memor)
Cl20
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Star
Coupler
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RPO6 39MW
Disk Drive

2TU78
1600/6250 bpi
Tape Drives

2 RPO7 111 MW
Disk Drives

SRI-NIC
SYSTEM
CONFIGURATION




SOFTWARE DESIGN/DEVELOPMENT

e User Programs

e Information Servers

e Distributed Data Bases
e Malil éystems

e Protocols

e RFCs




PUBLICATIONS/PRODUCTS

e PC Software Tools

e Handbooks

 User Manuals

e Protocol Guidelines

e Reference Documents
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Myron Du Bain
Chairman
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OFFICE OF THE PRESIDENT
William F. Miller
President and Chiel Executive Olficer

Geolffrey A. Steel
General Counsel
Richard A. Marciano
Vice President lor
Commercialization and Ventures
Bernadette R. McAllister
Assistant lo the President

International

David Sarnolf World Business

Research Center”

James J. Tietjen'
Senior Vice President

Sclences Group
Paul J. Jorgensen
Senior Vice President
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David A. Johnson
Senior Vice President

Business Consulting
Group

John P. Henry, Jr.
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J. Ronald Nater
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William B. Bader
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Policy Division

*A wholly owned subsidiary of SR
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Administration
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Vice President
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February 1986

ENGINEERING RESEARCH
GROUP
David A. Johnson
Servor Vice Preswient

600
Programs snd Human Resources
Plans Office
Roy M. Tidwull : Charles K. Bollon
Vice Prassdent Dwrwcior
920
Fred J MacKenzie
Senor Administrative
Engineer
806
Sclentilic Stall
Allen M. Peterson
Senior Scientilic Advisor Melissa A Beers
801 Business Manayer
60
Research and System Technology Advanced Technology Compulter Sclence
Analysis Division Divislon Divislon and Technology Division
Aobert S. Leonard Lawrence E. Sweeney, Jr. W. Frank Greenman Donald L. Nielson
Acting Drvigron Director Vice Prassdent and Dwector Vice President and Diveclor Vice President and Director
John P. McHenry Frankhin F. Kuo
Deputy Dewizeon Dwector Associate Director
610-628 630 649 650-669 670-679
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COMPUTER AND INFORMATION
SCIENCES DIVISION
Donald L. Nielson
Vice President and Director

870
| |
= ol o Business Administration Pubiications
Associate Director Barbara E. Camph R. Alan Burt Valerie Longo Maslak
and Sr. Scientific Advisor . Mar.,Contract Administration g o5 v -
I | T 1
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Friedrich von Henke Program Director Mary Stahl
Program Manager Natural Language Raymond C. Cumming
074 Philip R. Cohen Applied-Artificial Intelligence Sr. Staff Scientist
Program Director Technology
Charles L. Ortiz Computer Communication Alex Spiridon
Robert Bolles Program Director T Staff Scientist
Oscar Firschein Mark Lewis
Thomas Garvey Distributed Computing Technology Program Manager (Acting) Edward H. Huber
Cambridge Computer Robert Moore Louis C. Schreler Sastri L. Kota
Sclence Research Centre Richard Waldinger Program Director System Design Sr. Staff Engineers
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Amold Smith Program Director Distributed-Resource
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Sr. Project
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859-3533
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OBJECTIVES

- Review NIC progress to date

« Clarify NIC processes and procedures
« Explore problem or bottleneck areas

« Propose solutions

« Agree on future effort

6/14/88
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SOME REALITIES

« Funding is tight
« Deadlines are approaching

« A coordinated plan of action is needed




6/14/88

KEY ISSUES

. Billing system needed by Oct. 89

. Transition to domain naming system in

progress
« OSI protocols replacing TCP/IP
- DCA revising data management procedures

- New network architectures being considered
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HOW CAN SRI HELP?

« Provide objective technical expertise
. Provide liaison and coordination

« Interpret requirements in terms of future
technology

. Assist with preparation of a technical

"roadmap" that will leverage DCA effort

. Provide rapid prototyping and bootstrapping
within military community

. Draw on years of experience in DDN

environment
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Milestone Schedule

February 1988 through January 1989
Task 1

CORE NETWORK INFO CENTER SERVICES

«1a - USER ASSISTANCE SERVICES

« 1b - USER/RESOURCE DIRECTORY
MAINTENANCE
- WHOIS DB

-NETWORK RESOURCES DB
-PROTOCOLS DB
- BIBLIOGRAPHIC DB

«1c - TABLE/DATA ADMIN




6/14/88

L CORE INFO CENTER SERVICES, Cont.

«1d - TACNEWS, NOTIFICATION SERVICES,
MGT BULLETINS

.1e - NETWORK INFO SERVERS

.1f- NCDS

.1g - NAME/ADDRESS REGISTRATION
.1h - LOCAL AREA CALLING LIST
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Milestone Schedule

February 1988 through January 1989
Task 1a: User Assistance Services

FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN

Ongoing

Activities:

« Hotline Service (daily)

. Answering NIC@SRI-NIC.ARPA mail (daily)
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HOTLINE CALLS

Month Totals
May 1987 652
May 1988 024

42% increase
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NIC ROLE MAILBOX USAGE

Mailbox Usage
May 1987 May 1988

NIC 414 221
® SERVICE N/A 1568
REGISTRAR 1321 1486
HOSTMASTER 1231 1526
ACTION 407 217
TOTALS 3373 5018

&

49% increase
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Milestone Schedule
February 1988 through January 1989
Task 1b
1988-1989 FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN
Ongoin

1. WHOIS DB ( J g) 3. Protocol DB
PaLY 2. Network Resources DB 4. Bibliographic DB
weeky @ @mmzmmmzmzm@Emizmem
Monthly 4 4 - 4 4 4 4 4 4 4 4 4
Activities:

1. WHOIS Database ( updated daily)

2. Network Resource Database
— TAC telephone list (daily)
— NIC/QUERY files (weekly)
— Online reference files (daily)

3. Protocol Database - DDN Protocol Implementations (daily)

4. Bibliographic Database (NICDOCS)
— Data entry (daily)
— Produce catalog & index (monthly)
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NETWORK INFO SERVERS

Service Name Usage
May 1987 May 1988
WHOIS 51423 89265
TACNEWS 1817 1199
NIC/QUERY 2228 1342
TOTALS 55468 91806

66% increase
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NIC-MAINTAINED DIST. LISTS

List Name List Count
July 1986 May 1988
° POCs (HA, NSCs) 495 825
RFC List 679 603
TCP-IP List 423 419
NAMEDROPPERS N/A 202
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DDN PROTOCOL IMPLEMENTATIONS

Month Totals
Products as of Feb 1987 194
® Products as of Feb 1988 245

26% increase in one year
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NIC DOCS DB

Month Totals
May 1987 1923
May 1988 2527

31% increase in one year




6/14/88

Milestone Schedule

February 1988 through January 1989

Task 1d: TACNEWS, Notification Services,
MGT Bulletins

Activities:

« TACNEWS Files  (Update as needed)

« Newsletters, Mgt. Bulletins, Dist. Lists
(Update as needed)




MGT BULLETIN ACCESS STATS

Filename

DDN-NEWS-23
DDN-NEWS-36
DDN-NEWS-37
DDN-NEWS-38
DDN-NEWS-39
DDN-NEWS-40
DDN-NEWS-41
DDN-NEWS-43
DDN-NEWS-44
DDN-NEWS-45
DDN-NEWS-46
DDN-NEWS-47
DDN-NEWS-48
DDN-NEWS-50
DDN-NEWS-51
DDN-NEWS-52
DDN-NEWS-55

DDN-NEWS . INDEX

6/14/88

1370
1663
1218
1665
1890
1990
1172
747
1036
926
885
802
504
864
1937
1310
178

12999




NEWSLETTER ACCESS STATS

Filename

DDN-MGT-BULLETIN-12
DDN-MGT-BULLETIN-17
DDN-MGT-BULLETIN-18
DDN-MGT-BULLETIN-20
DDN-MGT-BULLETIN-22
DDN-MGT-BULLETIN-26
DDN-MGT-BULLETIN-27
DDN-MGT-BULLETIN-28
DDN-MGT-BULLETIN-30
DDN-MGT-BULLETIN-31
DDN-MGT-BULLETIN-32
DDN-MGT-BULLETIN-33
DDN-MGT-BULLETIN-34
DDN-MGT-BULLETIN-35
DDN-MGT-BULLETIN-36
DDN-MGT-BULLETIN-37
DDN-MGT-BULLETIN-38
DDN-MGT-BULLETIN-39
DDN-MGT-BULLETIN-40

DDN-MGT-BULLETIN. INDEX

6/14/88

951
1166
1033
1033
1554

779
1063
1304
1519
1025

883

821

360

420

465

416

457

485

164
8874




6:"1 4rr88

NEW TACNEWS LOCATOR

Features

e Quick Look-up
e Provides three different TAC numbers
e Locates TACs on either MILNET or ARPANET

e Removes guesswork of finding nearest TAC
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SUMMARY OF TAC NO. SERVICES

e TAC phone numbers printed on TAC cards
e CONUS TAC phone list

e EUR/PAC TAC phone list

e TAC Locator
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DOCUMENTS SHIPPED, 1988
as of 06/10/88

ARPANET Information Brochure 71
DDN New Users Guide 177
DDN Protocol Handbook 451
DDN Protocol Impl. and Vend. Guide 179
DDN Subscriber Interface Guide 104
DDN Subscriber Security Guide 65
DDN X.25 Specifications 73
RFCs 2,375

RFC Subscriptions 67




Milestone Schedule

February 1988 through January 1989
Task 2 - Software Conversion

Legend: -

* Current location + DB Conversion

# Start or Complete Work . Documentation & Testing
= UNIX Conversion : Other

FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN

1988-1989 ==——z= = F==—=———————a—— === ———————~———
DB ACTIVITIES
Final design Frs208td
Construct & Tune T AR
Build Load Tools #reecesssssccé
Load DBs CEECRRE ST
SERVERS
NICNAM L e e e ST |
TCPHST fd+++++++++4, .. .84
MLSRV frmmemmem=f fumm=g §
TACNEWS fm==mm= & o onl
INFO-RETRIEVAL PROGRAMS
QUERY femmm—— # $§....4
OTHER LARGE PROGRAMS
RFC fre==m==f FH++t++++++E, ... @
HOST $=F $+++++++++E. ... 4
BIB ===} L o o ot IR &

NIC C LIBRARIES

COMND =$..4
LIBNIC F++++++d. ... 8
C APPLICATION PROGRAMS
Table Production L ASS S S st l s SN
Database Checking LARE A SR G0 I
List Generation $4t44444448, .. .4
Other R R S SN

TACACS/DB SOFTWARE

e S S S |

1988-1989 eeow =3 -t 4. 4 S 1
FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN
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SOFTWARE CONVERSION STEPS

. Convert software to C-Language
. Convert software to UNIX operating system
. Convert software to use Ingres data base

. Test




6/14/88

INGRES INSTALLATION PROBLEMS

. All SUN equipment has been delivered
« Delivery slipped from Oct 87 to May 88

. The SUN 4/280 data-gathering machines only
run under SUN OS 4.0

. Falcon did not deliver SUN OS 4.0

(We are resolving this now)
. Ingres 5 (current) only runs on SUN OS 3.4
. Ingres 6 will run on SUN OS 4.0

. Ingres 6 will not be available
until Aug-Nov 88




DBMS STRATEGIES

1
Run both OSs

2
Use VAX-780

3
Wait

SOLUTIONS | Two Networks: Use SUN OS 4.0 Use SUN OS 4.0
Use SUN OS 4.0 on all on all
on SUN-4s and
on SUN-3s
Use SUN OS 3.4
on SUN-3s
Install Ingres 5 Install Ingres Convert DB
on SUN OS 3.4 on SRI VAX 780 software when
IMPACT Switch when Ingres 6 Move when Ingres 6 Ingres 6
available Aug-Nov? available available
COST No additional g
cost for Ingres $40,000
5 to 6 upgrade
LABOR Double Ingres Double Ingres
installation installation
Double SUN OS
maintenance
Conversion Conversion
from5to 6 from5to 6
SCHEDULE Tight Tight May not finish
by Jan 89
OTHER May impact other

SRI work
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ONGOING PROGRAMMING ACTIVITIES
All TASKS

e Maintenance of Current TOPS-20 Based
Programs

e Programming Support of Naming and
Addressing Work

e Modifying TACACS Registration Programs to
Meet New Requirements

e Creating New Table Generation Programs As
Needed

e Software Conversion Efforts
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Milestone Schedule

February 1988 through January 1989

Tasks 3,4 and 6
Legend:
# Start or Complete Work & Software installation
* Ongoing production . Testing & Implementation
= C/UNIX Conversion % Documentation

FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN

1988-1989 e= 3 === 3 -~ 3 —3- = —3 - - == =5 =

TACACS ACTIVITIES (Task 3)

PfCﬁUCthn TR R AR R R R R A AR AR R AR R R R A AR A RN R R AR AR AR RN R AR AR AR AR AR TR AR AT R AR TR TN

Transition
Software ====c=====ficef.......... #

Documentation #%%%%%4

NAURS (Audit-Trall & Usage Reporting System) (Tasks 4 and 6)

Prototype

Hemning TR AR AR R AR AR ERA AR T AR AR A AR AR AR R RS RTRAARRASTRRRTRARAR R AR ARt e R
Write

Interfaces ===========ss==cc====§55sé¥.......... i

Production

Soﬂ'wafe l:===‘lt"_"="_"'_'====t=’=====t==-=====t======l=--'&&&‘ ............. '
Documentation

Sys Des Feanenes FReER%%4

User Man #23%4%%¢4 $52%%%%¢4

Ops Man $25848%4 $ReRRRS4
1988-1989

FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN




6/14/88

MILNET REGISTRATION STATUS

« Operational and stable
« Reregistration proceeding smoothly

« Currently keeping on top of operational needs

« Processing registration mail

« Answering phone queries

« Providing HAdmin training

» Generating and mailing TAC Cards
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ARPANET REGISTRATION STATUS

« System in transition

« Moving to same registration procedures as
MILNET

« Will use same Userid scheme
« Will have HAdmin approval for both systems

. Data base clean-up taking place
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POTENTIAL PROBLEM AREAS

. Current system barely meets today’s needs
« Hotlist limits soon will be exceeded

. Incompatibility with ARPANET

. Incompatibility with NACs

. Rapid increase in hosts/HAdmins/NACs

« Too many untrained, unreachable HAdmins




SOLUTIONS

« Move to TAC Release 114

« Proceed with MILNET login hosts

. Eliminate hotlist system

. Standardize MILNET/ARPANET registration

. Provide HAdmins with registration training kit

6/14/88
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AUDIT TRAIL - CURRENT STATUS

« Prototype running; meets specs and
requirements

« New equipment delivery has slipped
(May 88 vs Oct 87)




6/14/88

AUDIT TRAIL - NEXT STEPS

. Implementation of new equipment now
targeted for 31 Jul 88

. Installation of prototype software on new equip
now targeted for 31 Sep 88

. Installation of Ingres now targeted for
Sept-Oct 88

« Implementation of production features by
Dec 31
- Real-time analysis

« Integration with Ingres
- Integration with usage/billing reporting system
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AUDIT TRAIL - PROBLEM AREAS

« No resolution of Audit-trail V2 protocol issues
. V2 protocols dependent on TAC Release 114
« Lack of coordination NIC/NMCs/BBN/DCA

. Impact on Usage/billing

« V2 protocols have precedence info
« V2 has receive/send breakdown
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SRI BILLING SYSTEM - STATUS

« Prototype system is running; meets specs

« Reporting system is modifiable

- to meet Oct. 1989 deadline requirements
« to be ported into DISNET environment
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SRI BILLING SYSTEM - PROBLEMS

. File delivery problems from BBN
. Incomplete NCD data being delivered

« Lack of coordination NIC/NMCs/BBN/DCA
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SUGGESTIONS
OPERATIONS/DATA FLOW

. Locate usage-data MC at SRl
« NIC operators could then monitor the MC

. Transfer data directly from MC to NAURS and
eliminate slow FTP through busy PSN 73
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SUGGESTIONS - DISNET PORTING

« Place PSN and UDH in SCIF environment at
SR

« Maintain WHOIS as unclassified db as it is
being done for MILNET

« Blank DISNET TAC user info from general
access in WHOIS

« Port billing data from WHOIS to secure UDH

« UDH -> PSN -> DDN -> DISNET all KG
encrypted except physically secure connection
from UDH to PSN

« Porting would only involve NAURS

« No need to classify WHOIS db to support
DISNET

« DISNET host info already processed by NCDs
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@ Milestone Schedule

February 1988 through January 1989
Task 1c

FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JA_IE

1988-1988

Ongoing
Twice Weekly
1, 2

Ongoing
Once Weekly
3, 4

Ongoing

. Daily

5 6

Activities:

1. Official DoD Internet Host Table (twice weekly)
2. Domain system root files (twice weekly)

3.NSC .and HA distribution lists (weekly)

4. Supplementary host files (weekly)

5. NCDs/NCANSs - monitor and maintain (daily)

6. WTRs/HLs/DSRs - monitor and maintain (daily)




6/14/88
Milestone Schedule

February 1988 through January 1989
Task 1f

FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN

Ongoing

Activities (now under task 1c):

« NCDs/NCANSs - monitor and maintain (daily)
« WTRs/HLs/DSRs - monitor and maintain (daily)
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@ DATA COLLECTION STATUS

NCD Problems

« Unclear purpose statement

« Missing or incorrect data

« Nonstandard and confusing data

« Numerous untrained NCD preparers

« No notification of template changes
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DATA COLLECTION STATUS

Impact of Bad NCD Data

« Corrupts operational host tables and billing
reports

« Wastes time and money

. No way to verify data with HAdmins and NSCs

. Incomplete name or address info
-No E-mail

- No commercial phone number
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DATA COLLECTION STATUS

NCDs - What is Needed

« Standardization
. Data Conformity
« Machine-readable format

. Simplification
. Have POCs create SAFs

. Give POCs access to data
« More coordination between NIC and net mgrs

« Procedure manual (with cooperation)




6/14/88

DATA COLLECTION STATUS

NCDs - How SRI Can Help

. Develop NCD data input program with built-in
training

. Lead working group to standardize data
« Coordinate and train POCs

. Prepare procedure manual
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DATA COLLECTION STATUS

Recent Improvements

+MILNET and ARPANET now using same form

. More communication with net managers begun

. No more duplicate copies
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Milestone Schedule

February 1988 through January 1989
Task 1g

FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN

Daily Ongoing
1
2 2 2 2
Activities:

1.Name and Number Registration (daily)
« IP networks

» Autonomous systems
- «Domains
. Hosis/gateways/'l‘ ACs

2. Internet Numbers RFC (quarterly or as needed)
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DDN GROWTH

NETWORK NAMING AND ADDRESSING STATISTICS

May 1987  May 1988 Increase
ARPANET/MILNET Hosts 820 1717 110%
Internet Hosts (includes ARPAMIL) 4,178 5,639 35%
ARPANET/MILNET TACs 148 189 28%
ARPANET/MILNET GWs 134 180 34%
Internet GWSs (includes ARPA/MIL) 182 240 32%
ARPANET/MILNET Nodes 217 259 19%
Connected Networks 637 915 44%
Domains (top-level, 2nd-level) 328 546 67%
Hostmaster online mail 979 1526 56%
NCD online mail 252 819 225%

(Size of current host table = 607,577 bytes)
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° Milestone Schedule

February 1988 through January 1989
Task 1h

FEB_MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN
1988-1989 iy P

R

M0 06 0 0 0 0 6 0 0 o

Activities:

Local Area Calling List (monthly)
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MILNET Domain Name Transition

® Task 5

MAY JUN JUL AUG SEP OCT NOV DEC JAN FEB MAR APR
1988-89

1,2,3][4.5]
MAY JUN JUL AUG SEP OCT NOV DEC JAN FEB MAR APR
18989-90
b9 9.10

Milestone Description

1. NIC preparations
2. Issue DDN Management Bulletin

@ 3. ldentify "MIL" subdomain groupings according
to sponsoring agency

No new "ARPA" registrations accepted

Begin 7-month notification period; begin adding
"MIL" nicknames

6. End HA notification period

7. Switch nicknames and primary names

8. "Exception group" name changes completed
9. Eliminate "ARPA" nicknames

0. Name transition completed
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® MILNET DOMAIN NAME TRANSITION

NIC Preparation for Transition

- Write RFCs

« Compose DDN Management Bulletin

- Identify all hosts by sponsor

« Specify new names for hosts

« Send email message to HAdmins

« Prepare input file for mass DB changes
« Modify and test MAKEZ program
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By MILNET DOMAIN NAME TRANSITION

During the Transition

« Maintain host tables
« Provide root domain name server tables
« Provide domain name service for net 26

« Continue to register domains




REGISTERED WITH DDN NIC

——

DOMAINS AND HOSTS

Top-level domains
2nd-level domains

Hosts in.CA
Hosts in.COM

Hosts in
Hosts in

Hosts in

Hosts in

.EDU
GOV
Hosts in .
Hosts in .
Hosts in .
Hosts in .
Hosts in .
Hosts in .
.ORG
Hosts in .
US
Hosts still in .ARPA

143 (net 10)
1729 (net 26)

770 (other nets)

33
513

421
2436
325

199
20

21
11

2642

6/14/88
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TASK 9 - DDN NIC COMPUTER
FACILITY

e 9a System Uptime

e 9b Access Control

e 9c System Services

e 9d GFE Equipment

e Oe Off-site Storage

e 9f Node Site Coordinator
e 9g TACACS System
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Milestone Schedule

February 1988 through January 1989
Task 9 and Computer Facility

Legend:
+ Start or Complete Work
: On-going Work

FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN

1988-1989 e e e T e e e e e
2065 System Support bbbt g e et Sl Oa T PR S detd i) o ot A e St C b e e o T O

NAURS Equipment Installation
Ethernet Cable

NI20 5

Sun CPUs [ Frettseicesy

Sun Workstations <

NAURS System Support et o e ettt etk oo e
1988-1989

FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN




COMPUTER FACILITY
ON-GOING TASKS

e Maintain operational facility.
Includes SRI-NIC.ARPA and
NAURS equipment (F4, Sun
fileservers, workstations and
CPUs).

e Support for GFE equipment.
Includes: Mail Bridge, Login Host,
Packet Switches, MicroVAX, and
TAC

e Butterfly gateway support for
DARPA. Butterfly is now part of
the ARPANET backbone, and

requires regular attention.

e Act as Node Site Coordinator for
PSNs and TAC

e Provide off-site storage for copies
of NIC software. Provide storage
procedures as requested for CDRL
A009.

6/14/88




COMPUTER FACILITY
ACCOMPLISHMENTS

e Installed SUN systems for SRI-
NAURS replacement

e Installed new version of Domain
software on SRI-NIC.ARPA

e Installed Ingres on MicroVAX.
Working with BBN to bring up UDH
system on MicroVAX.

e Installed CPU board upgrade on
MILNET-ARPANET Gateway

6/14/88
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SRI-NIC IS OVERLOADED

Average 5 min. LA from Fri 1/01/88 to Thu 6/09/88

10 +
|
|
|
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0 2 4 6 g 10712 314 16 38 20 22
TIME OF DAY

e Increase the amount of memory by
1 MW. (~$9,000)

e Migrate some wusers to other
systems.

e Move some of the servers to other
systems.
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Programming and
Development Workstations

P 4 SUN 3/50 Workstations

1 SUN 3 /180 File Server
1 Sun 4/2805-8 CPU

DEC-2065
SRI-NIC
A A
N N
2 2
0 0
Milnet Arpanet
PSN PSN

3
A

Data Reduction

SUN 4/280 CPU

KX

Sun MCP/3-02
X.25 Interface

¥

( 3

SRI NIC
NETWORK

Workstation

v

File Server
SUN 3 /180
File Server

Data-Gathering
SUN 3/160S-4

DIAGRAM

Data Analysis

2 SUN 3 /60 Diskless
Workstations
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NAURS (SUN EQUIPMENT)
INSTALLATION
PROBLEMS

The current NAURS system (F4) must be
phased out bB Sep tember aintenance
support by Mc onneII Douglas ends at that
time.

e We are waiting for assignment of
Milnet PSN ports.

eSun 40S has not yet been
delivered. It is needed in order to
install the Sun 4/280s.

e Sun Link software will currently
only run under Sun 30S, so it will
be necessary to have two versions
of Sun OS running on the network.

e Waiting for final approval to
purchase Sun sources.
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CURRENT NAURS (F4)
PROBLEMS

Problem: Have not been able to consistently
gather audit trail data or generate TAC Cards
since May 24.

e Constant communication with the MMC
over the past three weeks has not
solved the problem.

e The personnel at the trouble desk do
not track the problem in a consistent
manner. We have had to reopen the call
several times although final resolution
was not reached.

* Field engineers have been dispatched 3
times. The boards relating to that port
have been completely replaced three
times.

e TAC cards that were generated while
the system was working on June 2 were
Incorrect.

e Problem could have been caused by an
upgrade to PSN 7. SRI was not given
any advance warning that PSN 7 was
being loaded.
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DMS Architecture

Preface

This document, the Defense Message System (DMS) Target Architecture and
Implementation Strategy (TAIS), was initiated by the Defense Message System
Working Group (DMSWG) which was constituted in January 1988 by ASD(C3I) to
evaluate the future of DoD's messaging systems in light of the Inter-
Service/Agency Automated Message Processing Exchange (I-S/A AMPE) Program
termination. Primary DMSWG objectives were to define the baseline DMS and
reliably estimate its cost to the DoD and to formulate a target DMS
architecture and implementation strategy based on achievable technology that
satisfies writer-to-reader requirements while reducing cost and staffing and
maintaining services. Secondary objectives were improvements in
functionality, survivability and security. This document is intended to
demonstrate that the enclosed DMS target architecture will satisfy mission
essential requirements, and that the accompanying implementation strategy
will allow the DMS to be developed, tested and implemented in a resource
constrained environment.

The recently established DMS Implementation Group has coordinated this
document with all Services and agencies and obtained authorization to
release it to Government and industry. Recommended changes and other
comments to this document are welcome. The intent is that the DMS TAIS be a
"living document" continually being updated as requirements, plans and
technology change. Reproduction of this document in whole or in part is
authorized but care should be taken to ensure that additional recipients are
added to the Appendix D distribution list or that they receive subsequent
updates by other means. Comments to the document and distribution list
changes should be forwarded to the address provided below.

For industry recipients: This document is provided for information only
and should not be considered a solicitation. Inputs from industry are
welcome but will be used for planning purposes only. The Government does
not intend to award a contract based on this document (to include subsequent
updates) or otherwise pay for inputs submitted by industry as the result of
this document. Inputs should be mailed to the address provided below.
Written inputs will facilitate distribution and review by the proper
Government audience. Subsequent to written inputs, presentations to the DMS
Implementation Group (DMSIG) or its Working Groups may be arranged through
the Points of Contact listed below. Scheduling of such presentations will
be at the discretion of the DMSIG Chair.

DMS TAIS Office of Primary Responsibility:

Defense Communications Agency
ATTN: Code B604
Washington, D.C. 20305-2000

(4
e Points of Contact: Mr. Thomas W. Clarke (703) 285-5392
MAJ Paul D. Grant (703) 285-5131
viii
. — e ,,—,—,—_— =B







DMS Architecture
Section 1

Introduction

1.1 Background.

A Multi-Service and agency Defense Message System Working Group (DMSWG)
was formed by ASD/C3I (IS) in January 1988 to assess the future of DoD's
messaging systems given termination of the Inter-Service/Agency Automated
Message Processing Exchange (I-S/A AMPE) Program and the imposition of
severe budget constraints. Primary objectives were to define the baseline
DMS and reliably estimate its cost to the DoD and to formulate a target DMS
architecture based on achievable technology that satisfies writer-to-reader
requirements while reducing cost and staffing and maintaining services.
Secondary objectives were improvements in functionality, survivability and
security. As an initial task, a request for information (RFI) from industry
was formulated and distributed to obtain industry comments on architectural
alternatives and component availability. RFI responses, current Service and
agency architectural plans, ongoing efforts such as NSA's Commercial COMSEC
Endorsement Program (CCEP) and Secure Data Network System (SDNS) program,
and protocol standardization initiatives such as the Government Open Systems
Interconnection Profile (GOSIP), were reviewed and factored into formulation
of a recommended target architecture and the transition phases necessary to
evolve from the baseline to the target. The phased DMS implementation
strategy specifies the objectives and actions for each phase of the
evolution from the baseline to the target. A preliminary review of the DMS
Target Architecture and Evolutionary Implementation Strategy was presented
to the C3I Systems Committee of the Defense Acquisition Board (DAB) on 25
May 1988. The Committee approved, in concept, a management structure and
implementation strategy outlined in this document as the basis for further
work on the DMS, subject to a reevaluation when DM3 requirements are
validated and initial funding and schedule baselines are confirmed. On 3
August 1988, the Under Secretary of Defense for Acquisition issued DMS
Program Guidance, providing conceptual approval of the DMS architecture,
implementation strategy, test and evaluation strategy, and management
structure, tasking the Defense Communications Agency with responsibility for
overall DMS coordination, and providing initial tasking to the Services and
agencies necessary to begin execution of the DMS implementation strategy.

1.2 Definitions.

The following terms, used frequently in this document, are defined as
follows:

1.2.1 Defense Message System (DMS): The DMS consists of all hardware,
software, procedures, standards, facilities, and personnel used to exchange
messages electronically between organizations and individuals in the
Department of Defense (DoD). The DMS must be interoperable with and provide
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those systems. The major components of the baseline DMS are the AUTODIN
System, including the baselevel Telecommunications Centers (TCCs) and
Electronic Mail (E-Mail) on the DoD Internet. Currently, the DoD
Internet consists of the Defense Data Network and associated Local Area
Networks.

standard interfaces for tactical and allied systems but does not include
|

1.2.2 DMS Projects/Components: DMS components are the hardware, software,
procedures, etc. currently existing in the baseline and postulated hardware,
software, procedures, etc., required to achieve the target architecture.

DMS projects are efforts required to acquire the needed components, develop
the needed procedures, etc. The DMS projects and components fall into one
of the following three classes:

a, "Central": DMS "Central" projects and components are those that are
acquired or developed to support the core architecture and all users of the
DMS. 1In general, they can be characterized as backbone components or major
policies and standards. Examples of "Central™ projects and components in
the baseline are Defense Communications System (DCS) Mode I protocol, Simple
Mail Transfer Protocol (SMTP) and other DoD standard protocols, ACP 117 CAN-
US SUPP-1, the Message Address Directory (MAD), the AUTODIN backbone and
electronic mail service via the DDN. Since "Central" DMS projects and
components support all users, the active participation and support of all
Services and agencies in their development, testing and deployment is
necessary.

b. "Joint": DMS "Joint" support projects and components are individual
Service or agency projects or components that show maximum likelihood of
satisfying operational needs within other Services and agencies and
advancing the DMS architecture. Support of these projects will avoid
duplication of development efforts and promote standardization of
components. Examples of opportunities for "Joint" projects and components
in the baseline are the replacements for the Standard Remote Terminal (SRT),
Digital Subscriber Terminal Equipment (DSTE), and Digital Communications
Terminal (DCT) 9000 equipments.

€. "User Unique™: DMS "User Unique" projects and components are those
which are developed or acquired by a single Service or agency to satisfy
unique operational requirements. They will conform to the intent of DMS
architectural guidelines, except where dictated by unique requirements.
Examples of "User Unique™ projects and components in the baseline include
use of office codes in message preparation, procedures for message
distribution, the Service and agency AMPEs, implementation of local area
networks and Automated Message Handling Systems (AMHSs), Remote Information
Exchange Terminal (RIXT) and Modular AMME Remote Terminal (MART) software
for the SRT, all unique AUTODIN interfaces and terminals in use at TCCs, and
electronic mail hosts on the DDN.

1.2.3 DMS Message: The term "message" is defined in ACP 167, "Glossary of
Communications - Electronics Terms", to be "any thought or idea expressed
briefly in plain or secret language, prepared in a form suitable for
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transmission by any means of communications."™ 1In the DMS context, the means
of communications is restricted to common-user electronic methods. DMS
messages fall into one or the other of the following classes:

a. Organizational: This class includes command and control messages
and communications exchanged between organizational elements. These
messages require approval for transmission by designated officials of the
sending organization and determination of internal distribution by the
receiving organization. Because of their official and sometimes critical
nature, such messages impose operational requirements on the communications
systems for capabilities such as non-routine precedence, guaranteed timely
delivery, high availability and reliability, and a specified level of
survivability.

b. Individual: This class includes working communications between
individual DoD personnel within administrative channels, both internal and
external to the specific organizational element. Such messages do not
generally commit or direct an organization. Information messages and those
requiring only a basic transport service will be treated as a part of this
class. The driving requirements on the communications system for this class
of messages are connectivity down to the level of the individual and ease of
use for the individual users.

1.3 Scope.

While the DMS is a system in the sense that its components work together
to perform a function, it is, and will continue to be, the result of many
separate development and acquisition activities. In the baseline, the DMS
currently encompasses three different mission areas and over 100 separate
projects. It is also important to note that many of the current physical
components implement other major Automatic Data Processing (ADP) functions
in addition to the DMS functions supporting DoD messaging.

From an architectural standpoint, the DMS includes all components
involved in DoD messaging from writer to reader, with the exception of the
transmission systems providing connectivity such as the Defense Data Network
and the baselevel transmission facilities. From an organizational and
management standpoint, further clarification is required. The baseline DMS
contains both Defense Communications System (DCS) components such as the
AUTODIN Switching Centers and non-DCS components such as the baselevel
Telecommunications Centers (TCCs). As the DMS evolves from the baseline to
the target, the current DCS/non-DCS distinction is subject to change with
deployment of new components performing new architectural functions.
Determination of operational direction and management control
responsibilities will be required on a component-by-component basis.

In summary, the DMS is a DoD messaging architecture with an
implementation strategy for evolution from the baseline to the target.
Given it's broad scope, it cannot be managed either as a traditional DCS or
traditional non-DCS Program. The primary DMS objective is coordinated DoD
execution of the DMS implementation strategy. The management structure
necessary to achieve this objective is outlined in Section 2, paragraph 2.6.
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1.4 Requirement.

1.4.1 General. The DoD requires an improved message communications system
based upon evolutionary upgrades to the current collection of systems. This
system, the DMS, must be based upon a set of validated requirements and
organized under a basic architectural context. The DMS is centered around
the principles of standardization and interoperability, while preserving
adaptability for implementing Service unique functionality and
customization.

1.4.2 Problem. The major components of the current baseline are the
AUTODIN system (to include the baselevel), providing message service between
organizational elements, and E-Mail providing message service between
individuals (staff personnel). While both components provide messaging
service to DoD users, their disjointedness precludes the interoperability
required to allow a rationalization of message traffic and needed migration
of interactive data exchanges from AUTODIN to DDN. Further, functional
deficiencies with both components cause the services provided to users to be
less than optimum. At the AUTODIN baselevel, obsolete equipment results in
high maintenance cost and service degradation. The current TCC method of
providing service is staffing intensive and results in message service
delays to writers and readers. E-mail suffers from a lack of
standardization of the service provided to users. The Inter-Service/Agency
Automated Message Processing Exchange (I-S/A AMPE) was aimed at resolving
some of these problems and its recent termination has invalidated the
Integrated AUTODIN System (IAS) architecture. At the same time, multiple
Service/agency (S/A) architectures have been formulated to resolve baselevel
problems. The result is that DoD currently has no overall future
architecture.

1.4.3 DMS Requirements. The specific requirements for the DMS are quoted
from the draft Multicommand Required Operational Capability (MROC) 3-88.
The requirements are stated from the perspective of writers and readers,
independent of specific implementations to allow the flexibility for
multiple solutions and satisfaction of Service/agency unique applications.

a. Connectivity/Interoperability.

(1) The DMS should allow a user to communicate with any other
user within the DMS community. The community of users includes
organizations and personnel of the Department of Defense. In addition, the
DMS must support interfaces to systems of other government agencies, allies,
tactical and defense contractors. System users may be fixed, mobile or
transportable.

(2) Connectivity must extend from writer to reader. Messages
should be composed, accepted for delivery, and delivered as close to the
user as is practical. Current efforts, such as extension of automation to
users and improved base level message distribution systems, are responsive
to this requirement.
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(3) The DMS must be interoperable with and provide standard
interfaces for tactical and allied systems. It should lead DoD's migration
to international standards and protocols.

b. Guaranteed Delivery.

(1) The DMS must, with a high degree of certainty, deliver a
message to the intended recipient(s). If the system cannot deliver a
message, a method of promptly notifying the sender of the non-delivery must
be available.

(2) For organizational message traffic, the DMS must have the
capability to maintain writer-to-reader message accountability.

¢. Timely Delivery. The DMS must recognize messages that require
preferential handling. The urgency of the most critical information
requires handling above and beyond simple priority. The DMS must
dynamically adjust to changing traffic loads and conditions to provide
timely delivery of critical information during peacetime, crisis, and war.
Delivery time for a given message will be a function of message precedence
and system stress level.

d. Confidentiality/Security. Confidentiality precludes access to or
release of information to unauthorized recipients. The DMS must process and
protect all unclassified, classified and other sensitive message traffic at
all levels and compartments. The DMS must maintain separation of messages
within user communities to satisfy confidentiality. Security is based upon
requirements for integrity and authentication as well as confidentiality.

e. Sender Authentication. The DMS must unambiguously verify that
information marked as having originated at a given source did in fact
originate there. For organizational traffic, a message must be approved by
competent authority before transmission.

f. Integrity. Information received must be the same as information
sent. If authorized by the writer, the DMS may make minimal format changes
to accommodate differences in capabilities between the component systems
serving the writer and the reader. However, the DMS must ensure that
information content of a message is not changed.

g. Survivability. The DMS must provide a service as survivable as the
users it serves. It must not degrade the survivability of systems
interfaced to it. Methods such as redundancy, proliferation of system
assets, and distributed processing may be employed. Surviving segments of
DMS must be capable of reconstitution.

h. Availability/Reliability. The DMS must provide users with message
service on an essentially continuous basis. The required availability of
the DMS should be achieved by a combination of highly reliable and readily
maintainable components, thoroughly tested software, and necessary
operational procedures.
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i. Ease of Use. The DMS must be flexible and responsive enough to
allow user operation without extensive training. Use of the DMS should not
require the knowledge of a communications specialist.

J« Identification of Recipients. The sender must be able to
unambiguously identify to the DMS the intended recipient organizations or
individuals. The necessary directories and their authenticity are part of
the DMS.

k. Message Preparation Support. The DMS must support user-friendly
preparation of messages for transmission, to include services such as U.S.
Message Text Format (USMTF) assistance.

l. Storage and Retrieval Support. The DMS must support storing
messages after delivery to allow retrieval for such purposes as readdressal,
retransmission, and automated message handling functions such as archiving
and analysis, with the capability of incorporating segments into future
messages. The minimum storage period for organizational messages will be
specified by Allied Communications Procedures.,

m. Distribution Determination and Delivery.
(1) For organizational message traffic, the DMS must determine
the destination(s) of each message (in addition to the addressee(s)
specified by the originator) and effect delivery in accordance with the
requirements of the recipient organization. “

(2) For individual message traffic, the DMS must effect delivery
of each message to the individual(s) specified by the originator.
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DMS Architecture
Section 2

Implementation Strategy

2.0 Introduction.

The current DMS is expensive, staffing intensive, and even with this
expense and staffing, it does not provide optimum service to the users
(writers and readers of messages). Previous efforts to improve DoD's
messaging systems have met with limited success and this can be attributed
in large part, to multiple, uncoordinated implementation strategies that
have fostered maintenance of the existing DoD messaging structures.
Examples are the current array of Service and agency projects and the
recently canceled I-S/A AMPE Program which assume that existing formats,
procedures (to include manual operations) and interfaces between systems
must be maintained. The result of the current strategy is a type of
paralysis that promotes continuation of "business as usual"™ and hinders
DoD's ability to derive the economic and user service benefits that can be
realized with migration to newer technology and international standards.
Recently imposed DoD budget constraints mandate change. Rapidly advancing
technology and industry movement to standards, coupled with needed
improvement in DoD's acquisition strategy, can provide the opportunity to
improve service to users at lower cost. The DMS Implementation Strategy
must support rapid transition to less costly baselevel implementations of
the DMS using existing, evolvable components shared among the Services and
agencies. This will involve development of standard DMS policies,
procedures, protocols, services, and components which rationalize the
implementation of the DMS at a rate which the Services and agencies can
absorb, while maintaining adequate Service and agency control of those
components of the DMS which must differ to accomplish unique local missions.
The DMS Implementation Strategy must be clear, and have agreed upon goals
and visible benefits. It must include aggressive "operational" testing of
new components, protocols, and procedures in live user environments to
provide proof of purported benefits prior to widespread deployment.
Implementation must be truly evolutionary with the concept of "releases"
being fundamental, not only for software, but for policy, procedures and
hardware as well. Although backward compatibility through multiple
"releases" is essential to permit phased deployment of new DMS components,
aggressive phase out of obsolete components, procedures, protocols, formats
and media is also essential. An effective DMS Management Structure, to
include oversight and execution of the DMS Implementation Strategy is
crucial to the success of the DMS evolution.

2.1 DMS Component Development.

Components developed for the DMS must maximize the use of non-
developmental items (NDI), Portable Operating System Interface (POSIX),
Government Open Systems Interconnection Profile (GOSIP), commodity
purchases, commercial off-the-shelf (COTS) products, and products endorsed
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under the Commercial COMSEC Endorsement Program (CCEP). In addition,
evolution to Integrated Services Digital Network (ISDN) compatibility is
required to allow use of the ISDN as the DMS transport mechanism.

2.1.1 "Central" Components. Development of "Central"™ support components
will receive a high priority from OASD/C3I in terms of funding support
because of their critical importance to the success of the DMS.

2.1.2 "Joint" Components. Development of "Joint" projects and components

will be encouraged. Those projects and components designated as "Joint"

will enjoy a higher priority in terms of funding support than "User" unique
projects and components because they will have the greater potential for

cost reduction and/or widespread benefit for multiple Service and agency users.

2.2 Phase Out of Obsolete Elements.

When it is fully implemented, the major achievement of the DMS will be
the transition from today's obsolete and DoD-unique equipment, protocols,
procedures and media to the 2008 state-of-the-art, standard, interoperable
2lements. Some phase outs will be accommodated by conversion to an existing
alternative. However, most element phase outs will be conditional based on
the phase in of new (replacement or alternative) elements. The primary
consideration is the essentially uninterrupted provision of communications
to the users during the phased evolution of the DMS from 1988 through the
achievement of the target architecture at the end of 2008.

2.2.1 Equipment. The phase out of obsolete Service and agency equipment is
aimed at reducing maintenance costs and will be based on the phase in of
equipments which are selected for their ability to implement or evolve to
portable operating systems, standard high order languages, and other DoD or
international standards.

2+.2.2 Protocols. International protocol standards consistent with the
Government Open Systems Interconnection Profile (GOSIP), will be phased in
as the older AUTODIN and DoD standards are phased out. Migration to CCITT
X.400 Message Handling System and X.500 Directory Services is a specific DMS
objective.

2.2.3 Formats. To fully achieve the requirement for a user to communicate
with any other user, an X.400 based Common Message Format (CMF) will be
developed and phased in as X.400 is phased in. The CMF will facilitate the
phase out of existing AUTODIN and E-Mail formats. Compatibility with the
U.S. Message Text Format (USMTF) must be maintained.

2.2.4 Procedures. The procedures of the baseline AUTODIN, an outgrowth of
the manual and semi-automated predecessors of AUTODIN, are staff intensive.
The procedures originated when the least expensive resource in a
communications system was the staff. Also, the procedures assumed that only
communicators could perform the communication functions. Currently, the
most expensive resource is the staff. Automation of the messaging function
and user participation (given that the users or their administrative support
personnel become computer literate) reduce the need for dedicated
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communications personnel and staffing intensive procedures. Achieving the
DMS Target Architecture will require significant changes to the procedures
currently in effect as the DMS moves toward standard protocols, simplified
user formats and the elimination of the current TCC based messaging service.
Consistent with the overall DMS Implementation Strategy, procedural actions
must be fully integrated into DMS project and component developments and
testing activities.

2.3 Extension of Automation to Users.

As a means of reducing Telecommunications Center (TCC) staffing
requirements, automation of TCC functions and extension of messaging service
to the users will be a primary initial objective. Minimal impact to the
users' resources (personnel and fiscal) will be a DMS implementation
criteria.

2.4 Test and Evaluation Strategy.

An evolutionary developmental approach and rapid acquisition/deployment
strategy is planned for the DMS evolution. To make this possible, a test
and evaluation strategy containing both traditional and non-traditional test
approaches is being developed by the DMS Test Planning Working Group (TPWG)
in the DMS Test and Evaluation Master Plan (TEMP). The initial TPWG
membership includes Service and agency representatives and Operational Test
Agency (OTA) representatives from the USA, USN and USAF. Since the DMS
baseline is an existing operational system, and its planned evolution
contains many projects which, while they conform to an architecture, are
largely autonomous in their development, testing of the DMS will be a
continuous but coordinated activity. The scope of test and evaluation,
application of T&E strategies and methodologies employed will be formulated
by the TPWG for DMS projects and components. The T&E strategy will be
designed to support an acquisition strategy that will employ advanced
concepts of prototyping, Beta testing, and rapid deployment to the maximum
extent possible.

2.4.1 Beta Testing. Beta testing is defined as the measurement of the
favorable and unfavorable impacts to users in a baseline environment that
result from the addition of a new component to that environment. Users of
the planned component actively participate in the Beta test and provide
feedback on operational and technical issues. Feedback may be incorporated
as changes to a future Beta version based on feasibility and need for such a
change. Beta testing results are ultimately considered in deployment
decisions.

2.4.2 Testbeds. To support the DMS test strategy, a number of new testbeds
(depicted in Figure 2-1) are planned.

a. Research and Development (R&D) Testbed. This testbed will be
required to gain confidence in the approaches planned for advanced DMS
phases (e.g., X.400/X.500 components with SDNS protection). Specifically,
in keeping with the DMS objective of maximizing the use of commercial off-
the-shelf (COTS) products, R&D efforts during Phase I will be aimed at
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ensuring that commercial products planned for the Phase II timeframe (e.g.,
SDNS) will indeed satisfy DMS requirements. The R&D Testbed will serve as
the vehicle for testing early R&D solutions for feasibility and
compatibility with other DMS components.

b. Beta/Operational Test and Evaluation (OT&E) Testbeds. In addition
to the development and certification testbeds currently in use, combined
OT&E and Beta testbed capabilities will be provided. Where feasible,
existing testbeds will be expanded to provide these new capabilities which
will be used to place new DMS components in an on-line operational
environment as quickly as possible to gain confidence in their operational
effectiveness and to obtain early feedback from the users. Initial plans
are for DCA to provide a Beta/OT&E testbed capability for "Central" support
DMS component testing and for each of the Services and agencies to provide a
Beta/OT&E testbed capability for "Joint"™ DMS component testing. These
testbeds will be used to test both developmental and non-developmental
components.

2.4.3 Test Approach. In addition to the testbeds, which will provide a
complete system environment for new DMS components, development and
certification testing will be performed on individual DMS components. To
minimize the time required to field components and to gain confidence that
components are likely to be operationally effective and useful,
certification will normally take place in two steps.

a. Initially, components will be certified to operate on the DMS in
the non-mission eritical, high support environment provided by the Beta/O0T&E
testbeds. Although this will be a true operational environment (i.e., real
users and live message traffic), steps will be taken as necessary to reduce
risks associated with such early use. For example, components might be
restricted to unclassified, low-precedence operational traffic with test
traffic providing the stress testing required for full OT&E. Further,
technical support from the component developers would be readily at hand and
the ability to revert back to normal (old system) operations, if necessary,
would be provided. Components that are developed to handle high precedence
and extremely sensitive information will require more strenuous testing
before being placed in a live environment.

b. After proof of the effectiveness and usefulness of components,
certification testing will be performed, if required, to qualify the
components for operational use in a normal support, mission critical
environment.

2.5 Acquisition Strategy.

With the current speed of technology advances, DoD acquisition policies
and procedures frequently result in a new component being obsolete before it
can be acquired and fielded. New procedures to provide for rapid deployment
of both developmental and non-developmental items (NDI) after successful
Beta/QOT&E testing are required to ensure that cost-saving new technology and
needed capabilities are provided to users in a timely manner. DMS use of
requirements contracts for hardware, standards for protocols and operating
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system interfaces, are part of the rapid deployment strategy. Further
definition of this strategy is required to ensure that objectives are met
and it is evident that realization of rapid deployment objectives w;l;
require not only innovative testing methods but a compatible acquisition
(funding and contracting) strategy. A DMS Aquisition Strategy Working Group
(ASWG) is being formed to formulate the funding and contracting strategy
necessary to accelerate acquisition and fielding of DMS components.

2.6 Management Structure.

The DMS Management Structure, depicted in Figure 2-2, is designed to
ensure a fully coordinated DoD evolution from the baseline to the target
architecture while minimizing the resources necessary to manage the
evolution. Since the target architecture is a significant departure from
the baseline, reevaluation and redefinition of operational direction and
management control responsibilities for new DMS components (as required) is
an additional aspect of the evolution that must be addressed by the
management structure. Management of the DMS falls into two major categories
"oversight" and "execution" which are outlined in the following paragraphs.

2.6.1 DMS Oversight. The oversight of the DMS evolution will be
accomplished within existing boards and committees to the maximum extent
possible. The Defense Acquisition Board, the C3I Systems Committee, and a
newly formed DMS Panel will be the oversight bodies responsible for
establishment of DMS policy and resolution of DMS issues. Normally, issues
are expected to be resolved at the DMS Panel level. Procedures guidance
will be provided by the Military Communications Electronics Board (MCEB)
through membership on the Panel. Policy guidance will be provided by the
Assistant Secretary of Defense for Command, Control, Communications, and
Intelligence, ASD(C3I). Requirements guidance will be provided by the
Organization of the Joint Chiefs of Staff (JCS) through membership on the
Panel. Acquisition guidance is received from the C31 Systems Committee of
the Defense Acquisition Board (DAB). The DMS Panel will be chaired by the
Director, Information Systems, or designated representative, for ASD(C31).
Members of the DMS Panel will be from the Services and agencies, the MCEB,
and 0JCS(J6) at the O7 level. Meetings will be held when called by the
Chairman, when requested by Panel members, or when unresolved issues are
identified by the DMS Coordinator (this position is described in the
following paragraph).

2.6.2. DMS Execution. Execution of the DMS program requires the
establishment of a DMS Coordinator, DMS Project Managers, Service and agency
Testbed Managers, a DMS Support Staff, and a DMS Implementation Group.

a. DMS Coordinator. The DMS Coordinator is responsible for providing
day-to-day coordination of all DoD DMS activities through management of the
DMS Support Staff (described below), and for providing the Chairman of the
DMS Implementation Group (described below). The DMS Coordination role is
assigned to the Defense Communications Agency (DCA) and the DMS Coordinator
designated by DCA is the normal interface point with the DMS Panel.
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b. Service/agency DMS Coordinators. Coordination of DoD-wide DMS
activities will be difficult given the wide geographic and organizational
disbursal of DMS participants. To enhance the effectiveness of the DCA DMS
Coordinator, each Service and agency (Army, Navy, Air Force, DIA, DLA, and
NSA) has assigned a S/A DMS Coordinator to interact with the DCA Coordinator
and Support Staff. Each S/A DMS Coordinator serves as the DMS focal point
for his/her Service or Agency for working DMS technical, programmatic and
coordination matters, The intent is to informally formulate problem
resolutions in a working environment prior to submission of formal
solutions. It is not expected that the single Coordinator will be
intimately familiar with all DMS issues but should have the ability and
authority to solicit participation of technical or programmatic experts from
within his/her Service or agency in side meetings or working groups formed
to obtain resolution of specific DMS issues.

¢. DMS Project Managers. To successfully evolve from the DMS baseline
to the Target Architecture, specific DMS "Central™ s