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1300 

1320 

1340 

1350 

1445 

1600 

16)0 

1645 

1700 

AGENDA 

tlr. Ray Martone 

Defense Communications Agency 

28 J 8nu8ry 1988 

SRI INTERNATIONAL 
Engineering Research Group 

SRI Ove=-view 

SRI Technical Base and 
Project Sampler 

First and Second Floor (Bldg. E) 

C2 Nen.'orking and Third Floor 
(Bldg. E) 

Tour Bldgs. A and I 

Communications Systems 

Tour ERG Facilities 

Network Information Services 
and NIC Area 

SRI Support Systems and WDe 

Urap -up 

Adjourn 

EL 149 

EL149 

EJ330 

110 

EJ228 

EL149 

ELl49 

REPORTS 
333 Ravenswood Aile . • Menlo Par" , CA 94025 
415 326-6200 • TWX 910-373-2046 . Tele)!; 334-486 

D.A. Johnson 

D.L. Nielson 

D. L. Nielson 

M.S. Frankel 

N.A. Walker 

N.A. Walker 

N.A. Walker 

E. J. Feinler 

B.E. Camph 
J.J. Gruender 
R.M. Tidwell 

D. L. Nielson 
J.P. McHenry 
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NETWORK INFORMATION 
SYSTEMS CENTER 

Computer and Information 
Sciences Division 

ENGINEERING RESEARCH GROUP 



• NIC HOTLINE (800) 235· 3155 
AREA COOE 415 

• DON Network Information Systems Center 
SRI International 
Menlo Park, CA 

~ON Sr. Project 
Administrator NETWORK INFORMATION SYSTEM~ Assistant 

Barbara Haley 
859·3533 

I I 
NIC NIC DBASE 

REFERENCE IX>CUMENT SERVICES-

SERVICES ml "nIQNS. NAMING, 

DON DOC 
CENTER 

M.'Y 
Francine Eliubeth Stahl 

Peril lo Redfield 

859·613" 859·6187 859·4775 

N. Delio • M. JONlson M. eelmonte 

H Hvnl1ey l. KanaNa • P Kelly 

S. Smith A. Marine 
l. VOlopaelt 

DON OICS 
DOC COITEA 

Hu_ 
Brown 

(7031285·523 

C. Wilson 

0 

•• I\~f 

S. Romano 
O. YOUngQUist 

(c 

C~NTER Val Collins 
Elizabeth Feinler 859·3640 

Director 
859·6287 

I I 1 I 
COMPUTER TACACS NIC SYSTEM 

FACILITY AUDIT TRAil PRODUCTS: ARCHITECTURE 
BILLING rx>CUMENTATION R&D 

OBt.1S1 
SOFTWARE 

VIVian F,ed Sieve CONVERSION 
Neou OSlaDlk Dennen K.n 

Harr,oshen 
859·4781 859·61" 859·2277 859-6552 

" 

M LoTlor o ~ U ..• p.e, ... 
• O. Oakley • T. Barit., 

N Fischer I. Macky 

F. Curiel 
L G.1ZIS 
V. Hood 

i) 

T. Koumrian 
S Lederman 
S. Lucas 

• loA.. Hamamoto 
J Landsberg.n 
H. Sam.shima 

Sit. Representatives: 
HAOMIN • E. F.inler 
NSC · V. Neou 
TECHNICAl POe· V. Neou 

Person behind Role Mamx: 
NIC · N. Dorio 
ACTION - V. Neou 
REGISTRAR - N. FISCher 
HOSTMASTER - S. Romano 
NEWS · F Permo 
SUGGESTIONS· F. Perillo 

M. Recker 
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• 

Major Project Effort 

DON Network Information Center 

.' 
• 

• 



• 

• 

• 

1970-1972 

1972-1983 

1983-1988 

1988-

NIC CONTRACT HISTORY 

DAR PAIRADC CPFF, Unsolicited Research 

DCA CPFF, Unsolicited Research 

DON DCS CPFF, Sole Source 

??? Plan to compete 



• 

• 

• 

IMPACT OF COMPETITION 

• Loss of Continuity 

• Expensive to Move 

• Confuses Users; Require Retraining 

• N IC Loses "Neutral" Status 

• Loss of SRI Co-Investment 

• Contractor Forced Into 
Competitive Stance 

• Interruption of Technology Transfer 

• Loss of Valuable Information 



• 

• 

• 

• 

ALTERNATE SUGGESTION 

• Continue NIC as sole source contractor 

• Set up military policy board 

• Policy 

• Services 

• Guidelines 

• Sanction N IC as DCA online protocol and 
technology transfer POC 

• DON software repository 

• Online services to DON users 

• Assist DCA with info liaison to OTIC, 
NTIS, etc. 

• Fund Internics activity to define 
• Infrastructure 

• Protocols 

• Administration 



• • 
INTERCONNECTIVITY 

AND INTEROPERABILITY 

HOSTS USERS 

NETWORK 
OPERATIONS 

GOV'T 
CONTRACTORS~ 

MILITARY 

\ I NETWORK 
~ ~MANAGEMENT 

, 

NIC 
__ ... VENDORS • 
.~ SPECIALIZED 

CENTERS AGENCI ES /. 

CSNET / I 
UNIVERSITIES 

~ NON-DOD 
GOVERNMENT 

lANS 
BITNET NSFNET 

• , 



• VALUE ADDED SERVICES 

• Replication 

• Generic Implementations 

• Interoperability/lnterconnection 

• Internic Cooperation 

• • Neutrality and Objectivity 

• Save Time for DDN DCS Personnel 

• 



• THE PROBLEM 

, 

Q 

DII" WING BY R08EIIT OS80llN 

• 



• 

• 

HOW WE HAVE APPROACHED 
THE PROBLE~I 

• GIVEN A TELEPHONE. A TER~IINAL . 

AND THE NElWORK 

• WE BRING INFOR~IA TlON TOOLS 

TO THE KliOWLEDGE WORKER 

ELECTRONICALLY 



• 

--- --

• BILUNG 

• ACCESS PERMISSION 

• NAME SERVICE 

• PROTOCOL INTERCONNECTION 

• • PRIVACY/AUDIT TRAIL 



• 
CURRENT NIC EFFORT 

• Core NIC 

• DON Audit Trail/Billing System 

• Internet Naming/Addressing 

• User Registration 

• TAC Access 

• Maintain 2 Document Centers 

• • Maintain DCA Computer Facility 

• Software Design/Implementation 

• Publications/Products 

• 



• 
CORE NIC 

• User Assistance , Hotline, Online 

• Repository, Document Centers 

• Reference Software 
• 

• Network/DON DCS Liaison 

• Information Servers 

• 

• 
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DON Whois Usage 
July 1984 - Dec. 1987 

70000 
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·Period of heavy 
network congestion 
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• 
DDN Hotline Usage 

July 1984 - Dec. 1987 

• 

• Hotline Number removed from TAe banner 
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• 
DON AUDIT TRAIL/BILLING 

• Who, How Long, and Kind of Usage 

• Capacity and Use Planning 

• Billing to Individual Level 

• 

• 



• 

• 

• 

• 

Network Audit and Control 

• Tasked by Defense Data 
Network (DON) 

• Joint effort by DON, SRI, 
BBN, AYDIN 

• Three interlinked tasks: 
·TACACS 

• Network Audit Trail 
System (NAURS) 

• Network Billing and 
Usage System (NURS) 



• 

Network Audit Trail System 

. • T AC user activity 

• • Network utilization 

• Capacity planning 

• Network usage trends 

• 



• 

• 

• 

Reports Generated 

• Summary Reports 
. • Number of logins 

• Average length of 
logins 

• Percent prime time use 

• Incident Reports 
- Simultaneous T AC 

logins 

• Excessive duration of 
log ins 

• Ad hoc Reports 
.. Emergency, one-of­

kind reports 



• 

• 

• 

Billing Reports 

• Based on usage 

• Accumulated by PDCs 

• Customized for: 

• DCA (Total net activity) 

• Service Branches 

• Organizations 

• Sites 

• Individuals 



• 

• 

• 

• 

Future 

• Profile User Activities 

• Expert system 

• Audit Trail Protocol 
enhancements 

• Portable NAURS/NURS 

• Applicability to other 
(classified) networks 

, 



• 
Information Available 

• Identity of T AC user 

• Location of T AC used 

• • Time of use 

• Locations of remote hosts 

• Durations of sessions 

• Data traffic 

• 



• 
INTERNET NAMING/ADDRESSING 

• Design 

• Implementation 

• Administration 

• Replication 

• 

• 



• 

• 

• 

• 

DON Naming and Addressing 

• Transition : Flat Naming -> Hierarchical Naming 

• Transition : TCP/IP -> OSI 

NIC's Role 

• Registry for Hosts and Domains 

• Administer Top-Level Domains 

• Provide Data Files to Key Sites 

• Provide Uninterrupted Network Operation 

• Provide Official 000 Internet Host Table 

• Assist Network Interoperability 

• Teamwork - OSD, DCA, DARPA, NSF, NIC, 
MITRE 



• 
USER REGISTRATION/TAC ACCESS 

• TAC Cards, Passwords 

• Hotline 

• WHOIS Directory Service 

• 

• 



• 

• 

• 

• 

TACACS 

Terminal Access Control System 

• Register users 

• Issue T AC Cards 
• 

• Rolling update 

• Remove unauthorized users 



• 

• 
DOC CENTER SERVICES 

• DON NIC (Menlo Park) 

• DON Technical Document Center (McLean) 

• Catalogs 

• Online Search Service 

• Collection Maintenance 

• 

• 



• 

• 

• 

DATA ENTRY 

Direct Data 
Entry (Void) 

Data Entry 
From Dialog ' 

--·1 DBMS I· Remote Data 
Entry and 
Training 

(PC-DOTS) 

.. .. , ........ ......... ..... ... ,' , .......... , , .......... ... ........... , .... , """ ,. ," "" ""', ... ,., ... ,'",., .. 

OUTPUT I?RODUCTS 

Library 
Catalogs 

\ 
Shelf •• f-­
Lists 

Bibliographies I -

Quality Control 
Indexes 

C 
A 
T DATA BASES 
A (NIC DOCS) 
L (DON DOCS) 
0 
G 

USERS 

DON Technical 
Doc. Center 

! Reference 

~ L---=S.::ta",ff----, 
B 
I 
B 
L 
I 

0 

_...,.. NIC Library 
Staff 

-........ SAM 
\. (PC Users) 

BIBLIO (Network 
Users) 

NIC Information Tools 
• Available but not currently used 
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• 
DDN COMPUTER FACILITY 

• PSNs 

• TAC 

• Mainframes 

• Peripherals 

• Workstations 

• LANs 
• 

• 

• 



• , 
• 

• 

• 

• 

4 DHlls 1-. 

lP27 

64 Lines 
Imagen XP 3320 Laser Printer 
Dalaproducts LZR2665 laser Primer 
Apple LaserWrher 

BOO LPM lP20 llneponlet PDP-11 /40 Front 

RX02 Dual Floppy 
Disk Drive 

Uneprinle Interface End Processor 

To AN20 

MllNET Interlace 

To AN20 
ARPmET Interlace 

RH11 Massbuss Channel 

3 
RP0639MW 

R 
DISk Ouv. 

K110-E Model B CPU H 

MCA25 Cache Memory 2 
2TU78 0 3 MW MG20 Memory '60016250 bpi 

M 
Tape Orives 

a 
s 
S 2RP07'1' MW 
b Olsk Drives 

U 

S 

SRI-NIC 

SYSTEM 

CONFIGURATION 
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• 

• 
SOFTWARE DESIGN/DEVELOPMENT 

• User Programs 

• Information Servers 

• Distributed Data Bases 
• 

• Mail Systems 

• Protocols 

• • RFCs 

• 



• 
• 

• 

• 
PUBLICATIONS/PRODUCTS 

• PC Software Tools 

• Handbooks 

• User Manuals 
• 

• Protocol Guidelines 

• Reference Documents 

• 

• 



• 

DDN NETWORK INFORMATION CENTER 

IN PROGRESS REPORT 

• 6/14/88 

• 
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(NGINEERING RESEARCH 

GROUP 
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NK: • REFERENCE 
SERVICES 

Francine 
Perillo 

859·6134 

N. Dorio 
H. Hunlley 
S. Sm~h 

• 

NIC HOTLINE (800) 235·3155 
AREA CODE 415 

DON Network Information Systems Center 
SRI International 

Sr. Project 
Administrator 
Barbara Haley 

859·3533 

NK: 
DOCUMENT 

COLLECTIONS 

Elizabeth 
Redfield 

859·6187 

M. Johnson 
L Kanerva 
A. Manne 
l. Voropaetf 

Menlo Park, CA 

DON 
NETWORK INFORMATION 

SYSTEMS CENTER 
Elizabeth Feinler 

Director 
859·6287 

I 
DBASE COMPUTER TACACS 

SERVICES; FACILITY AuorrTRAIL 
NAMING. BILLING 

ADDRESSING 

M.'l' Vivian F,od 
Stahl Noo" OSlapik 

859-4775 859-4781 859-5111 

M. Selmonte M. LOller N. FIscher 
P. Kelly B. Lm M. Hamamolo 
S. Romano J Landsbergen 
D. Weiman H. Sameshlma 

( OperatIOns) 

F. Curiel 
L Gui. 
V. Hood 
T. Koumrian 
S. Lederman 

joAnne Clarke 
Secretary 
859·3640 

NK: SYSTEM 
PRODUCTS; ARCHITECTURE 
DOCUMENTS R&D 

DBMS! 
SOFTWARE 

CatolWard 
CONVERSION 

859·3611 K.o 
Dan Oakley Harrenslien 
859·5905 859-5552 

A Townsend T. Barker 
S. Kahn 
I. Macky 
M. Recker 

Sit. Repressntatives: 
HADMIN - E. Fliinler 
NSC· V. N90U 
TECHNICAl POe· V. Neou 

Person Behind Role Mailbox ~ 

NIC • N. Dorio 
ACnoN • V. Neou 
REGISTRAR · N. FIscher 
HOSTMASTER • M Belmonte 
NEWS· F. Penllo 
SUGGESTIONS· F. Penno 



6/14/88 • 
OBJECTIVES 

• Review NIC progress to date 

• Clarify NIC processes and procedures 

• Explore problem or bottleneck areas 

• Propose solutions 

• Agree on future effort 

• 

• 



6/14/88 • 
SOME REALITIES 

• Funding is tight 

• Deadlines are approaching 

• A coordinated plan of action is needed 

• 

• 



6/14/88 

• 
KEY ISSUES 

• Billing system needed by Oct. 89 

• Transition to domain naming system in 

progress 

• OSI protocols replacing TCP/IP 

• DCA revising data management procedures 

• • New network architectures being considered 

• 



• 

• 

• 

HOW CAN SRI HELP? 

• Provide objective technical expertise 

• Provide liaison and coordination 

• Interpret requirements in terms of future 

technology 

• Assist with preparation of a technical 

"road map" that will leverage DCA effort 

• Provide rapid prototyping and bootstrapping 

within military community 

• Draw on years of experience in DON 

environment 

6/14/88 
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• 

• 

Milestone Schedule 

February 1988 through January 1989 

Task 1 

6/14/88 

CORE NETWORK INFO CENTER SERVICES 

.1a - USER ASSISTANCE SERVICES 

.1b - USER/RESOURCE DIRECTORY 
MAINTENANCE 

.WHOIS DB 

• NETWORK RESOURCES DB 

• PROTOCOLS DB 

• BIBLIOGRAPHIC DB 

.1c - TABLE/DATA ADMIN 



• 

• 

• 

,CORE INFO CENTER SERVICES, Cont. 

.1d - TACNEWS, NOTIFICATION SERVICES, 

MGT BULLETINS 

.1e - NETWORK INFO SERVERS 

.1f-NCDS 

.1g - NAME/ADDRESS REGISTRATION 

.1 h - LOCAL AREA CALLING LIST 

6/14/88 



• 

• 

• 

Milestone Schedule 6/14/88 

February 1988 through January 1989 
Task 1a: User Assistance Services 

-.,.;FE:8:M:A:R::::AP:R:::MA:Y:::JU:N:::JU:L:A:U:G::SE:P:OC::::T:N:O:V:::DE:C~JAN 1988-1989 I-

Ongoing 

Activities: 

• Hotline Service (daily) 

• Answering NIC@SRI-NIC.ARPA mail (daily) 



• 

• 

• 

• 

HOTLINE CALLS 

Month 

May 1987 

May 1988 

42% increase 

Totals 

652 

924 

6/14/88 
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• 
DDN Hotline Usage 

July 1984 - May 1988 
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• 

• 

• 

NIC ROLE MAILBOX USAGE 

Mailbox 

NIC 

SERVICE 

REGISTRAR 

HOSTMASTER 

ACTION 

TOTALS 

May 1987 

414 

N/A 

1321 

1231 

407 

3373 

49% increase 

Usage 

May 1988 

221 

1568 

1486 

1526 

217 

5018 

6/14/88 
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• 

• 

Milestone Schedule 

February 1988 through January 1989 
Task 1b 

6 / 14 /88 

1 988.1 989 FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN 

(Ongoing) 
1.WHOISDB 3. Protocol DB 

Dally 
2. Network Resources DB 4. Bibliographic DB 

Weekly 

Monthly 

Activities: 

1. WHOIS Database ( updated daily) 

2. Network Resource Database 

- TAC telephone list (daily) 

- NIC/QUERY files (weekly) 

- Online reference files (daily) 

3. Protocol Database . DON Protocol Implementations (daily) 
. .' 

4. Bibliographic Database (NICDOCS) 

- Data entry (daily) 

- Produce catalog & index (monthly) 



• 

• 

• 

NETWORK INFO SERVERS 

Service Name 

WHOIS 

TACNEWS 

NIC/QUERY 

TOTALS 

May 1987 

51423 

1817 

2228 

55468 

66% increase 

Usage 

May 1988 

89265 

1199 

1342 

91806 

6/14/88 



• • • 
DON Whois Usage 

July 1984 - May 1988 

100000 
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• 
NIC-MAINTAINED DIST. LISTS 

List Name 

• POCs (HA, NSCs) 

RFC List 

TCP-IP List 

NAMEDROPPERS 

• 

July 1986 

495 

679 

423 

N/A 

List Count 

May 1988 

825 

603 

419 

202 

6/14/88 



• 
DON PROTOCOL IMPLEMENTATIONS 

Month Totals 

Products as of Feb 1987 

• Products as of Feb 1988 

194 

245 

26% increase in one year 

• 

6/14/88 



, 
6/14/88 

• 
NIC DOCS DB 

Month Totals 

May 1987 1923 

• May 1988 2527 

31 % increase in one year 

• 



• 

• 

• 

6/14/88 

Milestone Schedule 

February 1988 through January 1989 

Task 1d: TACNEWS, Notification Services, 
MGT Bulletins 

Activities: 

• TACNEWS Files (Update as needed) 

• Newsletters, Mgt. Bulletins, Dist. Lists 

(Update as needed) 



6/14/88 • 
MGT BULLETIN ACCESS STATS 

Filename Totals 

DDN-NEWS-23 1370 
DDN-NEWS-36 1663 
DDN-NEWS-37 1218 
DDN-NEWS-38 1665 • DDN-NEWS-39 1890 
DDN-NEWS-40 1990 
DDN-NEWS-41 1172 
DDN-NEWS-43 747 
DDN-NEWS-44 1036 
DDN-NEWS-45 926 
DDN-NEWS-46 885 
DDN-NEWS-47 802 
DDN-NEWS-48 504 
DDN-NEWS-50 864 
DDN-NEWS-51 1937 
DDN-NEWS-52 1310 
DDN-NEWS-55 178 
DDN-NEWS.INDEX 12999 

• 



• 
NEWSLETTER ACCESS STATS 

Filename 

DDN-MGT-BULLETIN-12 
DDN-MGT-BULLETIN-17 
DDN-MGT-BULLETIN-18 
DDN-MGT-BULLETIN-20 

• DDN-MGT-BULLETIN-22 
DDN-MGT-BULLETIN-26 
DDN-MGT-BULLETIN-27 
DDN-MGT-BULLETIN-28 
DDN-MGT-BULLETIN-30 
DDN-MGT-BULLETIN-31 
DDN-MGT-BULLETIN-32 
DDN-MGT-BULLETIN-33 
DDN-MGT-BULLETIN-34 
DDN-MGT-BULLETIN-35 
DDN-MGT-BULLETIN-36 
DDN-MGT-BULLETIN-37 
DDN-MGT-BULLETIN-38 
DDN-MGT-BULLETIN-39 
DDN-MGT-BULLETIN-40 

• DDN-MGT-BULLETIN.INDEX 

Totals 

6/14/88 

951 
1166 
1033 
1033 
1554 

779 
1063 
1304 
1519 
1025 

883 
821 
360 
420 
465 
416 
457 
485 
164 

8874 



6/14/88 

• 
NEW TACNEWS LOCATOR 

Features 

• Quick Look-up 

• Provides three different T AC numbers 

• Locates TACs on either MILNET or ARPANET • • Removes guesswork of finding nearest TAC 

• 



6/14/88 

• 
SUMMARY OF TAC NO. SERVICES 

• TAC phone numbers printed on TAC cards 

• CONUS TAC phone list 

• EUR/PAC TAC phone list 

• T AC Locator 

• 

• 



• 

• 

• 

DOCUMENTS SHIPPED, 1988 
as of 06/10/88 

ARPANET Information Brochure 

DDN New Users Guide 

DDN Protocol Handbook 

DDN Protocol Impl. and Vend. Guide 

DDN Subscriber Interface Guide 

DDN Subscriber Security Guide 

DDN X.25 Specifications 

RFCs 

RFC Subscriptions 

6/14/88 

71 

177 

451 

179 

104 

65 

73 

2,375 

67 



• 

• 

• 

Milestone Schedule 

February 1988 through January 1989 
Task 2 - Software Conversion 

Legend: 
• Current location 
# Start or Complete Work 
=: UNIX Conversion 

. ' ' . 
+ DB Conversion 
. Documentation & Testing 
: Other 

FEB MAR APR MAY JUN JUL AUG SEP OCT - NOV DEC JAN 
1988-1989 N-=iH *1 *= I F f' 1+ j- .., ., WI , 
OB ACTIVITIES 

Final design 
Construct , Tune 
Build Load Tools 
Load DBs 

SERVERS 
NICNAM 
TCPHST 
MLSRV 
TACNEWS 

INFO-RETRIEVAL PROGRAMS 
QUERY 

OTHER LARGE PROGRAMS 
RFC 
HOST 
BIB 

NIC C LIBRARIES 
COMND 
LIBNIC 

C APPLICATION PROGRAMS 
Table Production 
Database Checking 
Li st Generation 
Other 

TACACS/DB SOFTWARE 

.::::::. . : : : : : :. 
.:::::::::::: :. 

.:::::::::. 

.+++++++++++++++++++ •... of 

.+++++++++ •.•.•• . ---------, .----... . f------, . -... . 
. ------. •••••• 

. ------. .+++++++++ •.... , f-' .+++++++++ •.•..• f------. .++++++++++++++++++ •...... of 

.------.. .. 
.++++++ •. ... t 

.+++++++++ •....• 

.+++++++++ •.... f 
t +++++++++ •.•. . f 
.+++++++++++++++++++ •....• 

.+++++++++++++++++++ •....• 

1988-1989 EE~~~!~~~! 7--~~I ~-~~I ~~1.~~~b.~~~!+~E4~.d~'~H4~eJ~~~.j~~~I~~j~~ 
FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN 



6/14/88 

• 
SOFTWARE CONVERSION STEPS 

• Convert software to C-Language 

• Convert software to UNIX operating system 

• Convert software to use Ingres data base 

• Test 

• 

• 



• 

• 

• 

6/14/88 

INGRES INSTALLATION PROBLEMS 

• All SUN equipment has been delivered 

• Delivery slipped from Oct 87 to May 88 

• The SUN 4/280 data-gathering machines only 

run under SUN OS 4.0 

• Falcon did not deliver SUN OS 4.0 

(We are resolving this now) 

.Ingres 5 (current) only runs on SUN OS 3.4 

.Ingres 6 will run on SUN OS 4.0 

• Ingres 6 will not be available 

until Aug-Nov 88 



• DBMS STRATEGIES 

1 2 3 
Run both OSs Use VAX-780 Wait 

SOLUTIONS Two Networks: Use SUN OS 4.0 Use SUN OS 4.0 
Use SUN OS 4.0 on all on all 

on SUN-4s and 
on SUN-3s 

Use SUN OS 3.4 
on SUN-3s 

Install Ingres 5 Install Ingres Convert DB 
on SUN OS 3.4 on SRI VAX 780 software when 

IMPACT Switch when Ingres 6 Move when Ingres 6 Ingres 6 

available Aug-Nov? available available 

COST No additional 

• cost for Ingres $40,000 + 
5 to 6 upgrade 

LABOR Double Ingres Double Ingres 
installation installation 

Double SUN OS 
maintenance 

Conversion Conversion 
from 5 to 6 from 5 to 6 

SCHEDULE Tight Tight May not finish 
by Jan 89 

OTHER May impact other 
SRI work 

• 



. 6/14/88 

ONGOING PROGRAMMING ACTIVITIES 

• All TASKS 

• Maintenance of Current TOPS-20 Based 
Programs 

• Programming Support of Naming and 
Addressing Work 

• Modifying TACACS Registration Programs to 
Meet New Requirements 

• • Creating New Table Generation Programs As 
Needed 

• Software Conversion Efforts 

• 



• 

• 

• 

Milestone Schedule 

February 1988 through January 1989 
Tasks 3, 4 and 6 

Legend: 
, Start or Complete WolI< 
• Ongoing production 
• C/UNIX Conversion 

& Software installation 
. Testing & Implementation 
% Documentation 

3111188 

FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN 
1988·1989 

TACACS ACTIVITIES (Task 3) 

Transition 
Software ---------f"' •... .. ..... • 
Documentation .\'",. 

NAURS (Audit·Trall & Usage Reporting System) (Tasks 4 and 6) 

Prototype 
Reporting •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

Write 
Interlaces --'"'--""-~."".-'-.,------ .""' •. • ........ f 

Production 

Documentation 
Sys Des 
User Man 
Ops Man 

1988·1989 

nnn" 
"""'I """'I 

! ! ! ! ! 

FEB MAR APR MAY JUN 

",nnt 
"""H 

! ! ! 

JUL AUG SEP 

nHUU 

! ! d ! 

OCT NOV DEC JAN 



6/14/88 

• 
MILNET REGISTRATION STATUS 

• Operational and stable 

• Reregistration proceeding smoothly 

• Currently keeping on top of operational needs 

• Processing registration mail 

• Answering phone queries 

• Providing HAdmin training 

• • Generating and mailing T AC Cards 

• 



• 

• 

• 

6/14/88 

ARPANET REGISTRATION STATUS 

• System in transition 

• Moving to same registration procedures as 

MILNET 

• Will use same Use rid scheme 

• Will have HAdmin approval for both systems 

• Data base clean-up taking place 



6114/88 

• 
POTENTIAL PROBLEM AREAS 

• Current system barely meets today's needs 

• Hotlist limits soon will be exceeded 

• Incompatibility with ARPANET 

• Incompatibility with NACs 

• Rapid increase in hosts/HAdmins/NACs 

• • Too many untrained, unreachable HAdmins 

• 



6/14/88 

• 
SOLUTIONS 

• Move to T AC Release 114 

• Proceed with MILNET login hosts 

• Eliminate hotlist system 

• Standardize MILNET/ARPANET registration 

• Provide HAdmins with registration training kit 

• 

• 



• 

• 

• 

6/14/88 

AUDIT TRAIL· CURRENT STATUS 

• Prototype running; meets specs and 

requirements 

• New equipment delivery has slipped 

(May 88 vs Oct 87) 



• 

• 

• 

AUDIT TRAIL - NEXT STEPS 

• Implementation of new equipment now 

targeted for 31 Jul 88 

6/14/88 

• Installation of prototype software on new equip 

now targeted for 31 Sep 88 

• Installation of Ingres now targeted for 

Sept-Oct 88 

• Implementation of production features by 

Dec 31 

• Real-time analysis 

• Integration with Ingres 

• Integration with usage/billing reporting system 



6/14/88 

• 
AUDIT TRAIL - PROBLEM AREAS 

• No resolution of Audit-trail V2 protocol issues 

• V2 protocols dependent on T AC Release 114 

• Lack of coordination NIC/NMCs/BBN/OCA 

• Impact on Usage/billing 

• V2 protocols have precedence info 

• V2 has receive/send breakdown 

• 

• 



6/14/88 • 
SRI BILLING SYSTEM - STATUS 

• Prototype system is running; meets specs 

• Reporting system is modifiable 

• to meet Oct. 1989 deadline requirements 

• to be ported into DISNET environment 

• 

• 



• 6/14/88 

SRI BILLING SYSTEM - PROBLEMS 

• File delivery problems from BBN 

• Incomplete NCD data being delivered 

• Lack of coordination NIC/NMCs/BBN/DCA 

• 

• 



• 

• 

• 

SUGGESTIONS 
OPERATIONS/DATA FLOW 

• Locate usage-data MC at SRI 

6/14/88 

• NIC operators could then monitor the MC 

• Transfer data directly from MC to NAURS and 

eliminate slow FTP through busy PSN 73 



• 

• 

• 

6/14/88 

SUGGESTIONS - DISNET PORTING 

• Place PSN and UDH in SCIF environment at 

SRI 

• Maintain WHOIS as unclassified db as it is 

being done for MILNET 

• Blank DISNET TAC user info from general 

access in WHOIS 

• Port billing data from WHOIS to secure UDH 

• UDH -> PSN -> DON -> DISNET all KG 

encrypted except physically secure connection 

from UDH to PSN 

• Porting would only involve NAURS 

• No need to classify WHOIS db to support 

DISNET 

• DISNET host info already processed by NCDs 



• 

• 

• 

6/14/88 

Milestone Schedule 

February 1988 through January 1989 
Task 1c 

1988-1989 
FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN 

Ongoing 
Twice Weekly 

1, 2 

Ongoing 
Once Weekly 

3,4 

Ongoing 
Daily 
5,6 

Activities: 

1. Official 000 Internet Host Table (twice weekly) 

2. Domain system root files (twice weekly) 

3. NSC .and HA distribution lists (weekly) 

4. Supplementary host files (weekly) 

5. NCDs/NCANs - monitor and maintain (daily) 

6. WTRs/HLs/OSRs - monitor and maintain (daily) 



• 

• 

• 

6/14 /88 

Milestone Schedule 

February 1988 through January 1989 
Task 11 

oFro=E:B::MA:R:::A:PR:::M:A:Y:J:U:N :J:U:L:A:U:G:::SE:P::OC:T:::N:OV::D:EC::J::jAN 1988-1989 f-

OngoIng 

Activities (now under task 1 c): 

• NCDs/NCANs - monitor and maintain (daily) 

• WTRs/HLs/DSRs - monitor and maintain (daily) 

-. . -



6/14/88 

• DATA COLLECTION STATUS 

NCD Problems 

• Unclear purpose statement 

• Missing or incorrect data 

• Nonstandard and confusing data 

• Numerous untrained NCO preparers 

• No notification of template changes 

• 

• 



• 

• 

• 

DATA COLLECTION STATUS 

Impact of Bad NCO Data 

• Corrupts operational host tables and billing 

reports 

• Wastes time and money 

6/14/88 

• No way to verify data with HAdmins and NSCs 

• Incomplete name or address info 

• No E-mail 

• No commercial phone number 



• 6/14/88 

• DATA COLLECTION STATUS 

NCDs - What is Needed 

• Standardization 

• Data Conformity 

• Machine-readable format 

• Simplification 
• Have POCs create SAFs 

• Give POCs access to data 

• • More coordination between NIC and net mgrs 

• Procedure manual (with cooperation) 

• 



6/14/88 

• DATA COLLECTION STATUS 

NCDs - How SRI Can Help 

• Develop NCD data input program with built-in 

training 

• Lead working group to standardize data 

• Coordinate and train POCs 

• Prepare procedure manual 

• 

• 



6/14/88 

• DATA COLLECTION STATUS 

Recent Improvements 

• MILNET and ARPANET now using same form 

• More communication with net managers begun 

• No more duplicate copies 

• 

• 



• 

• 

• 

6 / 14 / 88 

Milestone Schedule 

February 1988 through January 1989 
Task 19 

FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN 
1988·1989 I 

Dally Ongoing 
1 

l 2 J l 2 J I 2 I 

Activities: 

1. Name and Number Registration (daily) 

.IP networks 

• Autonomous systems 

. • Domains 
" " . ' 

• Hosts/gatewaysrr ACs 

2. Internet Numbers RFC (quarterly or as needed) 

2 



• 

• 

• 

6/14/88 

DDN GROWTH 

NETWORK NAMING AND ADDRESSING STATISTICS 

ARPANET/MILNET Hosts 

May 1987 

820 

Internet Hosts (includes ARPA/MIL) 4,178 

ARPANET/MILNET TACs 148 

ARPANET/MILNET GWs 134 

Internet GWs (includes ARPA/MIL) 182 

ARPANET/MILNET Nodes 217 

Connected Networks 637 

Domains (top-level, 2nd-level) 328 

Hostmaster online mail 979 

NCD online mail 252 

(Size of current host table = 607,577 bytes) 

May 1988 

1717 

5,639 

189 

180 

240 

259 

915 

546 

1526 

819 

Increase 

110% 

35% 

28% 

34% 

32% 

19% 

44% 

67% 

56% 

225% 
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• 

• 

Milestone Schedule 

February 1988 through January 1989 
Task 1h 

6/14 /88 

1966-1969 FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN 

1 1 

Activities: 

Local Area Calling List (monthly) 

' . .. 



6 / 14 /88 

MILNET Domain Name Transition 

• Task 5 

MAY JUN JUL AUG SEP OCT NOV DEC JAN FEB MAR APR 
1988-89 

11,2,31 ::s I~ [iii 

1989-90 
MAY JUN JUL AUG SEP OCT NOV DEC JAN FEB MAR APR 

[5 I 
19,101 

Milestone Description 

1 . NIC preparations 

2 . Issue DDN Management Bulletin 

• 3. Identify "Mil" subdomain groupings according 
to sponsoring agency 

4. No new "ARPA" registrations accepted 

5. Begin 7-month notification period; begin adding 
"Mil" nicknames 

6. End HA notification period 

7. Switch nicknames and primary names 

8. "Exception group" name changes completed 

9. Eliminate "ARPA" nicknames 

10 . Name transition completed 

• 



6/14/88 

• MILNET DOMAIN NAME TRANSITION 

NIC Preparation for Transition 

• Write RFCs 

• Compose DON Management Bulletin 

• Identify all hosts by sponsor 

• Specify new names for hosts 

• Send email message to HAdmins 

• • Prepare input file for mass DB changes 

• Modify and test MAKEZ program 

• 



6/14/88 

• MILNET DOMAIN NAME TRANSITION 

During the Transition 

• Maintain host tables 

• Provide root domain name server tables 

• Provide domain name service for net 26 

• Continue to register domains 

• 

• 



• 

• 

• 

DOMAINS AND HOSTS 

REGISTERED WITH DDN NIC 

Top-level domains - 33 

2nd-level domains - 513 

Hosts in.CA - 2 

Hosts in.COM - 421 

Hosts in .EDU - 2436 

Hosts in .GOV - 325 

Hosts in .IL - 1 

Hosts in .IT - 3 

Hosts in .MIL - 199 

Hosts in .NET - 20 

Hosts in .NL - 2 

Hosts in .NO - 3 

Hosts in .ORG - 21 

Hosts in .UK - 1 1 

Hosts in .US - 1 

Hosts still in .ARPA - 2642 

143 (net 10) 

1729 (net 26) 

770 (other nets) 

6/14/88 



• TASK 9 - DON NIC COMPUTER 
FACILITY 

• 9a System Uptime 

• 9b Access Control 

• 9c System Services 

• 9d GFE Equipment 

• ge Off-site Storage 

• 9f Node Site Coordinator 

• • 9g T ACACS System 

• 

6/14/88 



• 

• 

• 

Milestone Schedule 

February 1988 through January 1989 
Task 9 and Computer Facility 

Legend: 
• Start or Complete War1\; 
: On-going Wor!< 

6/14/88 

FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN 

2065 System Support .................................................................... , .......................................... . ................................................................................................................ 
NAURS Equlpmentlnstallalion 
Ethernet Cable • 
NI20 • 
SunCPUs 
Sun Workstations 

NAURS System Support 

.::::::: :::::. 

• 
.................... ......................................................... ... .................... ........................................................... . 

1988-1989 ! ! 1 ! ! ! ! ! ! ! ! ! 

FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JAN 
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• 

• 

COMPUTER FACILITY 
ON-GOING TASKS 

• Maintain operational facility. 
Includes SRI-NIC.ARPA and 
NAURS equipment (F4, Sun 
fileseNers, workstations and 
CPUs). 

• Support for GFE equipment. 
Includes: Mail Bridge, Login Host, 
Packet Switches, MicroVAX, and 
TAC 

• Butterfly gateway support for 
DARPA. Butterfly is now part of 
the ARPANET backbone, and 
requires regular attention. 

• Act as Node Site Coordinator for 
PSNs and TAC 

• Provide off-site storage for copies 
of NIC software. Provide storage 
procedures as requested for CDRL 
A009 . 

6/14/88 
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• 

• 

• 

COMPUTER FACILITY 
ACCOMPLISHMENTS 

• Installed SUN systems for SRI­
NAURS replacement 

• Installed new version of Domain 
software on SRI-NIC.ARPA 

• Installed Ingres on MicroVAX. 
Working with BBN to bring up UDH 
system on MicroVAX. 

• Installed CPU board upgrade on 
MILNET-ARPANET Gateway 

ql1 4/88 
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• 

• 

• 

• 

SRI-NIC IS OVERLOADED 

Average 5 min. LA ~rom Fri 1/01/88 to Tbu 6/09/88 

10 + 
I 
I 
I 
I 
I 
I 
I 
I 
I 

5 + 
I 
I 
I 
I 
I * 

• 
• 
* 
* 

* 
* 

** 
* * 

* * 
** 

* 
• *** 
** *** 

** 
** ** 
**** *** 

*** * *. *. * 
***** 

6/14/88 

1* * ** •• 
1·****** * 
I ***** 
I 

o + 
+---+---+---+---+---+---+---+---+---+---+---+---
o 2 4 6 8 10 12 14 16 18 20 22 

TIME OF DAY 

• Increase the amount of memory by 
1 MW. (-$9,000) 

• Migrate some users to other 
systems. 

• Move some of the servers to other 
systems . 



• 
DEC-2065 

Arpanet 
SRI-NIC AN20 IMP 

A 
N 
2 
0 

SRI NIC 
Milnet 

• IMP NETW ORK 

DIAG RAM 

Audit 
tra i I 

F4 

• 
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• 

• 
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• 

A 
N 
2 
o 

Milnet 
PSN 

DEC-2065 
SRI-NIC 

Sun MCPI3-02 
X.2S Interface 

File Server 
SUN3/180 
File Server 

A 
N 
2 
o 

Arpanet 
PSN 

Data-Gathering 
SUN 3/160S-4 

Wor1<slation 

NI20 

Programming and 
Devek:lpment Workstations 

4 SUN 3150 Workstations 
1 SUN 3 /180 File Server 

1 Sun 41280S-a CPU 

SRI NIC 

NETWORK 

DIAGRAM 

2 SUN 3 /60 Diskless 
Workstations 



• NAURS (SUN EQUIPMENT) 
INSTALLATION 

PROBLEMS 

6/14/88 

The current NAURS system (F4) must be 
phased out by September. Maintenance 
support by McDonnell Douglas ends at that 
time. 

• We are waiting for assignment of 
Milnet PSN ports. 

• Sun 40S has not yet been 
• delivered. It is needed in order to 

install the Sun 4/280s. 

• 

• Sun Link software will currently 
only run under Sun 30S, so it will 
be necessary to have two versions 
of Sun OS running on the network. 

• Waiting for final approval to 
purchase Sun sources . 



• 

• CURRENT NAURS (F4) 
PROBLEMS 

6/1 4/88 

Problem: Have not been able to consistently 
gather audit trail data or generate T AC Cards 
since May 24. 

• Constant communication with the MMC 
over the past three weeks has not 
solved the problem. 

• The personnel at the trouble desk do 
not track the problem in a consistent 
manner. We have had to reopen the call 

• several times although final resolution 
was not reached. 

• Field engineers have been dispatched 3 
times. The boards relating to that port 
have been completely replaced three 
times. 

• TAC cards that were generated while 
the system was working on June 2 were 
incorrect. 

• Problem could have been caused by an 
upgrade to PSN 7. SRI was not given 
any advance warning that PSN 7 was 
being loaded . 

• 
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OMS Architecture 

Preface 

This document , the Defense Message System (OMS) Target Architecture and 
Implementation Strategy (TArS), was initiated by the Defense Message System 
Working Group (OMSWG) which was constituted in January 1988 by ASD(C31) to 
evaluate the future of DoD's messaging systems in light of the Inter_ 
Service/ Agency Automated Message Processing Exchange (I -S/ A AMPE) Program 
terminatiorl. Primary DMSWG objectives were to define the baseline DMS and 
reliably estimate its cost to the DoD and to formulate a target DMS 
architecture and implementation strategy based on achievable technology that 
satisfies writer-to-reader requirements while reducing cost and staffing and 
maintaining services. Secondary objectives were improvements in 
functionality, survivability and security. This document is intended to 
demonstrate that the enclosed OMS target architecture will satisfy mission 
essential requirements, and that the accompanying implementation strategy 
will allow the DMS to be developed, tested and implemented in a resource 
constrained environment . 

The recently established DMS Implementation Group has coordinated this 
document with all Services and agencies and obtained authorization to 
release it to Government and industry. Recommended changes and other 
comments to this document are welcome. The intent is that the OMS TAIS be a 
"living document" continually being updated as reqUirements, plans and 
technology change. Reproduction of this document in whole or in part is 
authorized but care should be taken to ensure that additional recipients are 
added to the Appendix D distribution list or that they receive subsequent 
updates by other means. Comments to the document and distribution list 
changes should be forwarded to the address provided be low. 

For industry recipients: This document is provided for information only 
and should not be considered a solicitation. Inputs from industry are 
welcome but will be used for planning purposes only. The Government does 
not intend to award a contract based on this document (to include subsequent 
updates) or otherwise pay for inputs submitted by industry as the result of 
this documtnt. Inputs should be mailed to the address provided below. 
Written inputs will facilitate distribution and review by the proper 
Government audience. SubseQuent to written inputs, presentations to the DMS 
Implementation Group (DHSIG) or its Working Groups may be arranged through 
the Points of Contact listed below. Schedulin~ of such presentations will 
be at the discretion of the Ot-ISIG Chair • 

OMS TAIS Office of Primary Responsibility: 

Defense Cot:1lDunica t.ions Agency 
ATTN: Code 8604 
Washington, D.C. 20305-2000 

Points of Contact: Hr. Thomas W. Clarke 
HAJ PaulO . Grant 

viii 

(703) 285-5392 
(703) 285-5131 
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Section 1 

Introduction 

1.1 Background . 

A Hulti-Service and agency Defense Message System Working Group (OHSWG) 
was formed by ASO/C3I (IS) in January 1988 to assess the future of DoD's 
messaging systems given termination of the Inter_Service/Agency Automated 
Message Processing Exchange (I- S/A AHPE) Program and the imposition of 
severe budget constraints. Primary objectives were to define the baseline 
OMS and reliably estimate its cost to the DoD and to formulate a target OMS 
architecture based on achievable technology that satisfies writer-to-reader 
requirements while reducing cost and staffing and maintaining services. 
Secondary objectives were improvements in functionality. survivability and 
security. As an initial task, a request for information (RFI) from industry 
was formulated and distributed to obtain industry comments on architectural 
alternatives and component availability. RFI responses, current Service and 
agency architectural plans, ongoing efforts such as NSA's Commercial COHSEC 
Endorsement Program (CCEP) and Secure Data Network System (SONS) program, 
and protocol standardization initiatives such as the Government Open Systems 
Interconnection Profile (GOSIP) . were reviewed and factored into formulation 
of a recommended target architecture and the transition phases necessary to 
evolve from the baseline to the target. The phased OMS implementation 
strategy specifies the objectives and actions for each phase of the 
evolution from the baseline to the target. A preliminary review of the OMS 
Target Architecture and Evolutionary Implementation Strategy was presented 
to the C31 Systems Committee of the Defense Acquisition Board (DAB) on 25 
Hay 1988. The Committee approved, in concept, a management structure and 
implementation strategy outlined in this document as the basis for further 
work on the OMS, subject to a reevaluation when OMS requirements are 
validated and initial funding and schedule baselines are confirmed. On 3 
August 1988, the Under Secretary of Defense for Acquisition issued OMS 
Program Guidance, providing conceptual approval of the OMS architecture, 
implementation strategy, test and evaluation strategy, and management 
structure, tasking the Defense Communications Agency with responsibility for 
overall OMS coordination, and providing initial tasking to the Services and 
agencies necessary to begin execution of the OMS implementation strategy . 

1. 2 Definitions. 

The following terms, used frequently in this document, are defined as 
follows: 

1.2.1 Defense Message System (OMS): The OMS consists of all hardware, 
software, procedures, standards, facilities, and personnel used to exchange 
messages electronically between organizations and individuals in the 
Department of Defense (DoD). The OMS must be interoperable with and provide 

PAGE 1-1 

j 
... 



I 

standard interfaces for tactical and allied systems but does not include 
those systems. The major components of the baseline OMS are the AUTODIN 
System, including the baselevel Telecommunications Centers ( TCCs ) and 
Electronic Mail (E_Mail) on the DoD Internet. Currently, the 000 
Internet consists of the Defense Data Network and associated Local Area 
Networks. 

1.2.2 OMS Projects/Components: OMS components are the hardware. software, 
procedures, etc. currently existing in the baseline and postulated hardware, 
software, procedures, etc., required to achieve the target architecture. 
OMS projects are efforts required to acquire the needed components, develop 
the needed procedures, etc. The DHS projects and components fall into one 
of the following three classes: 

a. "Central": OMS "Central" projects and components are those that are 
acquired or developed to support the core architecture and all users of the 
DHS. In general, they can be characterized as backbone components or major 
policies and standards. Examples of "Central" projects and components in 
the baseline are Defense Communications System (DCS ) Mode I protocol, Simple 
Hail Transfer Protocol (SHTP) and other DoD standard protocols, ACP 117 CAN­
US SUPP-1, the Message Address Directory (MAD), the AUTOOIN backbone and 
electronic mail service via the ~ON. Since "Central" OMS projects and 
components support all users, the active participation and support of all 
Services and agencies in their development, testing and deployment is 
necessary. 

b. "Joint": OMS "Joint" support projects and components are individual ~ ) 
Service or agency projects or components that show maximum likelihood of 
satisfying operational needs within other Services and agencies and 
advancing the OMS architecture. SUpport of these projects will avoid 
duplication of development efforts and promote standardization of 
components. Examples of opportunities for "Joint" projects and components 
in the baseline are the replacements for the Standard Remote Terminal (SRT), 
Digital Subscriber Terminal Equipment (DSTE), and Digital Communications 
Terminal (DCT) 9000 equipments. 

c. "User Unique": OMS "User Unique" projects and components are those 
which are developed or acquired by a single Service or agency to satisfy 
unique operational requirements. They will conform to the intent of OMS 
architectural guidelines, except where dictated by unique requirements. 
Examples of "User Unique" projects and components in the baseline include 
use of office codes in message preparation, procedures for message 
distribution, the Service and agency AHPEs, implementation of local area 
networks and Automated Message Handling Systems ( AMHSs ) , Remote Information 
Exchange Terminal (RIXT) and Modular AKHE Remote Terminal ( MART) software 
for the SRT, all unique AUTOOIN interfaces and terminals in use at TCCs, and 
electronic mail hosts on the DON. 

1. 2.3 OMS Message: The term "message" is defined in ACP 167, "Glossary of 
Communications - Electronics Terms", to be "any thought or idea expressed 
briefly in plain or secret language, prepared in a form suitable for 
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transmission by any means of communications." In the DHS context. 
of communications is restricted to common - user electronic methods. 
messages fall into one or the other of the following c l asses: 

the means 
D~ 

8. Organizational: This class includes command and control messages 
and communications exchanged between organizational elements. These 
messages require approval for transmission by designated officials of the 
sending organization and determination of internal distribution by the 
receiving organization. Because of their official and sometimes critical 
nature, such massages impose operational requirements on the communications 
systems for capabilities such as non-routine precedence, guaranteed timely 
delivery, high availability and reliability, and a specified level of 
survivability . 

b. Individual: This class includes working communications between 
individual DoD personnel within administrative channels, both internal and 
external to the specific organizational element. Such messages do not 
generally commit or direct an organization. Information messages and those 
requiring only a basic transport service will be treated as a part of this 
class. The driving requirements on the communications system for this class 
of messages are connectivity down to the level of the individual and ease of 
use for the individual users . 

1.3 Scope . 

While the OMS is a system in the sense that its components work together 
to perform a function, it is, and will continue to be, the result of many 
separate development and acquisition activities . In the baseline, the OMS 
currently encompasses three different mission areas and over 100 separate 
projects. It is also important to note that many of the current physical 
components implement other major Automatic Data Processing (ADP) functions 
in addition to the DHS functions supporting DoD messaging. 

From an architectural standpoint, the OMS includes all components 
involved in DoD messaging from writer to reader, with the exception of the 
transmission systems providing connectivity such as the Defense Data Network 
and the baselevel transmission facilities. From an organizational and 
management standpoint, further clarification is required. The baseline OMS 
contains both Defense Communications System (DCS) components such as the 
AUTODIN Switching Centers and non - DCS components such as the baselevel 
Telecommunications Centers (TCCs) . As the DHS evolves from the baseline to 
the target, the current DCS/non-DCS distinction is subject to change with 
deployment of new components performing new architectural functions . 
Determination of operational direction and management control 
responsibilities will be required on a component _by_component basis. 

In summary, the OMS is a 000 messaging architecture with an 
implementation strategy for evolution from the baseline to the target . 
Given it's broad scope, it cannot be managed either as a traditional DCS or 
traditional non_DCS Program. The primary DMS objective is coordinated DoD 
execution of the OMS implementation strategy . The management structure 
necessary to achieve this objective is outlined in Section 2, paragraph 2 . 6. 
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1.~ Requirement. 

1.4.1 General. The DoD requires an improved message communications system 
based upon evolutionary upgrades to the current collection of systems. This 
system, the OMS, must be based upon a set of validated reQuirements and 
organized under a basic architectural context . The OMS is centered around 
the principles of standardization and interoperability, while preserving 
adaptability for implementing Service unique functionality and 
customization. 

1. 4 . 2 Problem . The major components of the current baseline are the 
AUTO DIN system (to include the baselevel), providing message service between 
organizational elements , and E- Mail providing message service between 
individuals (staff personnel). While both components provide messaging 
service to DoD users, their disjointedness precludes the interoperability 
required to allow a rationalization of message traffic and needed migration 
of interactive data exchanges from AUTODIN to DDN. Further, functional 
deficiencies with both components cause the services provided to users to be 
less than optimum . At the AUTODIN baselevel, obsolete equipment results in 
high maintenance cost and service degradation . The current TCC method of 
providing service is staffing intensive and results in message service 
delays to writers and readers. E- mail suffers from a lack of 
standardization of the service provided to users. The Inter-Service/Agency 
Automated Message Processing Exchange (I-S/A AHPE) was aimed at resolving 
some of these problems and its recent termination has invalidated the 
Integrated AUTODIN System (lAS) architecture . At the same time, multiple 
Service/agency (S/A) architectures have been formulated to resolve baselevel 
problems. The result is that DoD currently has no overall future 
architecture. 

1·~.3 OMS Requirements. The specific requirements for the DHS are quoted 
from the draft Hulticommand Required Operational Capability (HROC) 3-88. 
The reQuirements are stated from the perspective of writers and readers, 
independent of specific implementations to allow the flexibility for 
multiple solutions and satisfaction of Service/agency unique applications. 

a. Connectivlty/lnteroperability. 

(1) The OMS should allow a user to communicate with any other 
user within the OMS community. The community of users includes 
organizations and personnel of the Department of Defense. In addition, the 
DHS must support interfaces to systems of other government agencies, ailles, 
tactical and defense contractors . System users may be fixed, mobile or 
transportable. 

(2) Connectivity must extend from writer to reader . Messages 
should be composed, accepted for delivery, and delivered as close to the 
user as is practical. Current efforts, such as extension of automation to 
users and improved base level message distribution systems, are responsive 
to this requirement. 
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(3) The OMS must be interoperable 
interfaces for tactical and allied systems. 
to international standards and protocols. 

b. Guaranteed Delivery. 

with and provide standard 
It should lead DoD ' s migration 

(1) The OMS must, with a high degree of certainty, deliver a 
message to the intended recipient(s). If the system cannot deliver a 
message, a method of promptly notifying the sender of the non-delivery must 
be available. 

(2) For organizational message traffic, the OMS must have the 
capability to maintain writer - to-reader message accountability • 

c. Timely Delivery. The OMS must recognize messages that require 
preferential handling. The urgency of the most critical information 
requires handling above and beyond simple priority . The OMS must 
dynamically adjust to changing traffic loads and conditions to provide 
timely delivery of critical information during peacetime, crisis, and war. 
Delivery time for a given message will be a function of message precedence 
and system stress level. 

d. Confidentiality /Security . Confidentiality precludes access to or 
release ot information to unauthorized recipients. The OMS must process and 
protect all unclassified, classified and other sensitive message traffic at 
all levels and compartments. The OMS must maintain separation of messages 
within user communities to satisfy confidentiality. Security is based upon 
reqUirements tor integrity and authentication as well as confidentiality. 

e . Sende r Authentication. The DHS must unambiguously verify that 
information marked as having originated at a given source did in fact 
originate there. For organizational traffic, a message must be approved by 
competent authority before transmission. 

f. Integrity. Information received must be the same as information 
sent. If authorized by the writer, the OMS may make minimal format changes 
to accommodate differences in capabilities between the component systems 
serving the writer and the reader. However, the OMS must ensure that 
information content of a message is not changed. 

g . Survivability. The OMS must provide a service as survivable as the 
users it serves. It must not degrade the survivability of systems 
interfaced to it. Methods such as redundancy, proliferation of system 
assets , and distributed processing may be employed. Surviving segments of 
OMS must be capable of reconstitution. 

h. Availability/Reliability. The OMS must provide users with message 
service on an essentially continuous basis. The required availability of 
the DHS should be achieved by a combination of highly reliable and readily 
maintainable components, thoroughly tested software, and necessary 
operational procedures. 
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i. Ease of Use. The DMS must be flexible and responsive enough to ~ ) 
allow user operation without extensive training . Use of the OMS should not 
require the knowledge of a communications specialist. 

J. Identification of Recipients . The sender must be able to 
unambiguously identify to the DHS the intended recipient organizations or 
individuals . The necessary directories and their authenticity are part of 
the OMS. 

k. Message Preparation Support. The DHS must support user_friendly 
preparation of messages for transmiSSion, to include services such as U.S. 
Message Text Format (USHTF) assistance . 

1 . Storage and Retrieval Support . The OMS must support storing 
messages after delivery to allow retrieval for such purposes as readdressal, 
retransmission, and automated message handling fUnctions such as archiving 
and analYSiS, with the capability of incorporating segments into future 
messages. The minimum storage period for organizational messages will be 
specified by Allied Communications Procedures . 

m. Distribution Determination and Delivery . 

(1) For organizational message traffic, the DHS must determine 
the destination(s) of each message (in addition to the addressee(s) 
specified by the originator) and effect delivery in accordance with the 
requirements of the recipient organization. 

(2) For individual message traffic, the DHS must effect delivery 
of each message to the individual(s) specified by the originator. 
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OMS Architecture 

Section 2 

Implementation Strategy 

2.0 Introduction . 

The current OMS is expensive, staffing intensive. and even with this 
expense and staffing, it does not provide optimum service to the users 
(writers and readers of messages). Previous efforts to improve DoD's 
messaging systems have met with limited success and this can be attributed 
in large part, to multiple , uncoordinated implementation strategies that 
have fostered maintenance of the existing DoD messaging structures . 
Examples ~re the current array of Service and agency projects and the 
recently canceled l-S/A AMPE Program which assume that existing formats, 
procedures ( to include manual operations ) and interfaces between systems 
mu~t be maintained. The result of the current ~trategy i~ a type of 
paralysis that promotes continuation of "business a~ u~ual" and hinders 
DoD's ability to derive the economic and u~er service benefits that can be 
realized with migration to newer technology and international standards. 
Re cently impo~ed DoD budget constraints mandate change. Rapidly advancing 
technology and industry movement to standards, coupled with needed 
improvement in DoO'~ acquisition strategy, can provide the opportunity to 
improve ~ervice to users at lower cost. The OMS Implementation Strategy 
must support rapid transition to less costly ba~elevel implementations of 
the OMS using existing, evolvable components ~hared among the Services and 
agencie~. This will involve development of standard OMS policies, 
procedures, protocols, serVices, and component~ which rationalize the 
implementation of the OMS at a rate which the Services and agencies can 
absorb, while maintaining adequate Service and agency control of those 
components of the OMS which must differ to accomplish unique local missions. 
The OMS Implementation Strategy must be clear, and have agreed upon goals 
and visible benefits . It must include aggres~ive "operational" testing of 
new components, protocols, and procedures in live user environments to 
provide proof of purported benefits prior to w1despread deployment. 
Implementation must be truly evolutionary with the concept of "releases" 
being fundamental, not only for software, but for policy , procedures and 
hardware as well. Although backward compatibility through multiple 
"relea~e~" i~ essential to permit phased deployment of new OMS components, 
aggres~ive pha~e out of obsolete components , procedures, protocols, formats 
and media is also essential. An effective OMS Hanagement Structure, to 
include oversight and execution of the OMS Implementation Strategy is 
crucial to the success of the OMS evolution . 

2.1 OMS Component Development. 

Components developed for the DMS must maximize the use of non ­
developmental items (NOI), Portable Operating System Interface (POSIXl, 
Government Open Systems Interconnection Profile (GOSIP), commodity 
purchases, commercial off-the -shelf (COTS) products, and products endorsed 
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under the Commercial COHSEC Endorsement Program (CCEP). In addition. 
evolution to Integrated Services Digital Network (ISD N) compatibility is 
required to allow use of the ISDN as the OMS transport mechanism. 

2.1.1 "Central" Components . Development of "Central ft support components 
will receive a high priority from OASD/C3I in terms of fUnding support 
because of their critical importance to the success of the OMS . 

2 . 1.2 "Joint" Components. Development of "Joint" projects and components 
will be encouraged . Those projects and components designated as "Joint" 
will enjoy a higher priority in terms of runding support than "User" unique 
projects and components because they will have the greater potential for 
cost reduction and/or widespread benefit for multiple Service and agency users. 

2.2 Phase Out of Obsolete Elements . 

When it is rully implemented, the major achievement of the OMS will be 
the transition from today's obsolete and DoD-unique equipment, protocols, 
procedures and media to the 2008 state -of-the-art, standard, interoperable 
elements . Some phase outs will be accommodated by conversion to an existing 
alternative . However, most element phase outs will be conditional based on 
th~ phase in of new (replacement or alternative) elements. The primary 
cunside ration is the essentially uninterrupted provision of communications 
to the users during the phased evolution of the OMS from 1988 through the 
achievement of the target architecture at the end of 2008. 

2.2.1 Equipment. The phase out of obsolete Service and agency equipment 1s • 
aimed at reducing maintenance costs and will be based on the phase in of 
equipments which are selected for their ability to implement or evolve to 
portable operating systems, standard high order languages, and other DoD or 
international standards . 

2.2.2 Protocols . International protocol standards consistent with the 
Government Open Systems Interconnection Profile (GOSIP), will be phased in 
as the older AUTODIN and DoD standards are phased out. Migration to CCITT 
X.qOO Message Handling System and X.500 Directory Services is a specific OMS 
objective. 

2.2 .3 Formats. To fUlly achieve the requirement for a user to communicate 
with any other user, an X.qOO based Common Message Format (CMF) will be 
developed and phased in as X. qOO is phased in. The eMF will facilitate the 
phase out of existing AUTODIN and E_Mail formats. Compatibility with the 
U.S. Message Text Format (USMTF) must be maintained. 

2.2 . q Procedures. The procedures of the baseline AUTODIN, an outgrowth of 
the manual and semi-automated predecessors of AUTODIN, are staff intensive. 
The procedures originated when the least expensive resource in a 
communications system was the staff . Aiso l the procedures assumed that only 
communicators could perform the communication functions. Currently, the 
most expensive resource is the staff. Automation of the messaging function 
and user partiCipation (given that the users or their administrative support 
personnel become computer literate) reduce the need for dedicated 

PAGE 2-2 

.......... --------------'~--~-~-

• 

• 

• 



• 

• 

• 

• 

communications personnel and staffing intensive procedures. Achieving the 
OMS Target Architecture will require significant changes to the procedures 
currently in effect as the OMS moves toward standard protocols, simplified 
user formats and the elimination of the current TCC based messaging service. 
Consistent with the overall OMS Implementation Strategy, procedural actions 
must be fully integrated into OMS project and component developments and 
testing activities. 

2.3 Extension of Automation to Users. 

As a means of reducing Telecommunications Center (TCC) staffing 
reqUirements, automation of TCC functions and extension of messaging service 
to the users will be a primary initial objective. Minimal impact to the 
users' resources (personnel and fiscal) will be a OMS implementation 
criteria. 

2.4 Test and Evaluation Strategy. 

An evolutionary developmental approach and rapid acquisition/deployment 
strategy is planned for the OMS evolution. To make this pOSSible, a test 
and evaluation strategy containing both traditional and non-traditional test 
approaches is being developed by the OMS Test Planning Working Group (TPWG) 
in the OMS Test and Evaluation Master Plan (TEMP). The initial TPWG 
membership includes Service and agency representatives and Operational Test 
Agency (OTA) representatives from the USA, USN and USAF. Since the OMS 
baseline is an existing operational system, and its planned evolution 
contains many projects which, while they conform to an architecture, are 
largely autonOmOUS in their develOpment, testing of the DMS will be a 
continuous but coordinated activity. The scope of test and evaluation, 
application of T&E strategies and methodologies employed will be formulated 
by the TPWG for DHS projects and components. The T&E strategy will be 
designed to support an acquisition strategy that will employ advanced 
concepts of proto typing, Beta testing, and rapid deployment to the maximum 
extent possible. 

2.4.1 Beta Testing. Beta testing is defined as the measurement of the 
favorable and unfavorable impacts to users in a baseline environment that 
result from the addition of a new component to that environment. Users of 
the planned component actively participate in the Beta test and provide 
feedback on operational and technical issues. Feedback may be incorporated 
as changes to a future Beta version based on feasibility and need for such a 
change. Beta testing results are ultimately considered in deployment 
decisions. 

2.4.2 Testbeds. To support the OMS test strategy, a number of new testbeds 
(depicted in Figure 2-1) are planned. 

a. Research and Development (R&D) Testbed. This testbed will be 
required to gain confidence in the approaches planned for advanced DHS 
phases (e.g., X.400/X.500 components with SDNS protection). Specifically, 
in keeping with the DMS objective of maximizing the use of commercial off_ 
the_shelf (COTS) products, R&D efforts during Phase I will be aimed at 
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ensuring that commercial products planned for the Phase II time frame (e.g., 
SONS) will indeed satisfy DMS requirements. The R&D Testbed will serve 8S 

the vehicle for testing early R&D solutions for feasibility and 
compatibility with other OMS components. 

b. Beta/Operational Test and Evaluation (OT&E) Testbeds. In addition 
to the development and certification testbeds currently 1n use, combined 
OT&E and Beta testbed capabilities will be provided. Where feasible, 
existing test beds will be expanded to provide these new capabilities which 
will be used to place new OMS components 1n an on-line operational 
environment as quickly as possible to ga!n confidence 1n their operational 
effectiveness and to obtain early feedback from the users. Initial plans 
are for DCA to provide a Beta/OT&E testbed capability for "Central" support 
OMS component testing and for each of the Services and agencies to provide a 
Beta/OT&E testbed capability for "Joint" OMS component testing. These 
testbeds will be used to test both developmental and non_developmental 
components. 

2.4.3 Test Approach. In addition to the testbeds, which will provide a 
complete system environment for new OMS components, development and 
certification testing will be performed on individual OMS components. To 
minimize the time required to field components and to gain confidence that 
components are likely to be operationally effective and useful, 
certification will normally take place in two steps. 

a. Initially, components will be certified to operate on the DMS in 
the non-mission critical, high support environment provided by the Beta/OT&E 
testbeds. Although this will be a true operational environment (i.e., real 
users and live message traffic), steps will be taken as necessary to reduce 
risks associated with such early use. For example, components might be 
restricted to unclassified, low-precedence operational traffic with test 
traffic providing the stress testing required for full OT&E. Further, 
technical support from the component developers would be readily at hand and 
the ability to revert back to normal (old system) operations, if necessary, 
would be provided. Components that are developed to handle high precedence 
and extremely sensitive information will require more strenuous testing 
before being placed in a live environment. 

b. After proof of the effectiveness and usefulness of components, 
certification testing will be performed, if required, to qualify the 
components for operational use in a normal support, mission critical 
environment. 

2.5 Acquisition Strategy. 

With the current speed of technology advances, DoD acquisition policies 
and procedures frequently result in a new component being obsolete before it 
can be acquired and fielded. New procedures to provide for rapid deployment 
of both developmental and non-developmental items (NDI) after successful 
8eta/OT&E testing are required to ensure that cost_saving new technology and 
needed capabilities are provided to users in a timely manner. OMS use of 
requirements contracts for hardware, standards for protocols and operating 
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system interfaces, are part of the rapid deployment strategy. Further • 
definition of this strategy is required to ensure that objectives are met 
and it 1s evident that realization of rapid deployment objectives will 
require not only innovative testing methods but a compatible acquisition 
(funding and contracting) strategy. A OMS Aquls1tlon Strategy Working Group 
(ASWG) is being formed to formulate the runding and contracting strategy 
necessary to accelerate acquisition and fielding of OMS components . 

2.6 Management Structure. 

The OMS Management Structure, depicted in Figure 2-2, is designed to 
ensure a fully coordinated DoD evolution from the baseline to the target 
architecture while minimizing the resources necessary to manage the 
evolution . Since the target architecture is a significant departure from 
the baseline, reevaluation and redefinition of operational direction and 
management control responsibilities for new OMS components (as required) is 
an additional aspect of the evolution that must be addressed by the 
management structure. Management of the DHS falls into two major categories 
"overSight" and "execution" which are outlined in the following paragraphs. 

2.6.1 OMS OverSight. The oversight of the OMS evolution will be 
accomplished within existing boards and committees to the maximum extent 
possible. The Defense Acquisition Board, the C31 Systems Committee, and a 
newly formed OHS Panel will be the oversight bodies responsible for 
establishment of OMS policy and resolution of OMS issues. Normally, issues 
are expected to be resolved at the OMS Panel level. Procedures guidance 
will be provided by the Military Communications Electronics Board (HCEB) 
through membership on the Panel. Policy guidance will be provided by the 
Assistant Secretary of Defense for Command, Control, Communications, and 
Intelligence. ASD(C31). ReqUirements guidance will be provided by the 
Organization of the Joint Cbiefs of Staff (JCS) through membership on the 
Panel . Acquisition gUidance is received from the C3I Systems Committee of 
the Defense Acquisition Board (OAB) . The OKS Panel will be chaired by the 
Director, Information Systems, or designated representative, for ASD(C3I). 
Members of the OKS Panel will be from the Services and agencies, the HCE8, 
and OJCS(J6) at the 07 level. Heetings will be held when called by the 
Chairman, when requested by Panel members, or when unresolved issues are 
identified by the OMS Coordinator (this pOSition is described in the 
following paragraph) . 

2.6.2. OMS Execution. Execution of the DHS program requires the 
establishment of a OKS Coordinator, OKS Project Managers, Service and agency 
Testbed Managers, a DHS Support Staff, and a OMS Implementation Group. 

a. OMS Coordinator. The OMS Coordinator 1s r esponsible for providing 
day-to_day coordination of all DoD OMS activities through management of the 
OMS Support Stafr (described below), and for providing the Chairman of the 
OHS Implementation Group (described below). The OMS Coordination role is 
assigned to the Defense Communications Agency (DCA) and the OKS Coordinator 
designated by DCA is the normal interface point with the DHS Panel. 
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b. Service/agency OMS Coordinators . Coordination of DoD- wide OMS 
activities will be difficult given the wide geographic and organizational 
disbursal of OMS participants. To enhance the effectiveness ot the DCA OMS 
Coordinator, each Service and agency (Army, Navy, Air Force, DIA, DLA, and 
NSA) has assigned as/A DMS Coordinator to interact with the DCA Coordinator 
and Support Staff. Each S/A DMS Coordinator serves as the DMS focal point 
for his/her Service or Agency for working DMS technical, programmatic and 
coordination matters . The intent is to informally formulate problem 
resolutions in a working environment prior to submission of formal 
solutions . It is not expected that the single Coordinator will be 
intimately familiar with all OMS issues but should have the ability and 
authority to solicit participation of technical or programmatic experts from 
within his/her Service or agency in side meetings or working groups formed 
to obtain resolution of speoifio DMS issues. 

c . OMS Project Managers. To sucoessfully evolve from the DHS baseline 
to the Target Architeoture, specifio OMS "Central" support and "Joint" 
projects/components will be identified . Initial examples of such 
projects/components are the Phase I AUTODIN-to-DDN Interfaoe (ADI), Central 
Direotory (DIR) and TCC Automation projeots described later in this 
dooument . As these projects/oomponents are identified, the Servioes and 
agencies will nominate OMS projeot Managers for each. The selected DMS 
Project Managers will have development, testing and deployment 
responsibilities. 

• 

d. OMS Testbed Managers. As indicated in paragraphs 2.Q and 2.5 of 
this document, a primary DMS objective is to streamline the testing and ~ 
acquisition process to aooelerate deployment of components . Primary tools 
for execution of the new process are the OMS Testbeds. It is envisioned 
that Testbed Managers will be required for three levels of test and 
evalUation activities to support the OMS T&E Strategy . To support R&D 
testing of futUre DHS components , a joint R&D Testbed oapability will be 
required. To support Beta/OT&E testing of "Central" support components, a 
DCA managed "Central" support Beta/OT&E Testbed will be required. To 
support Beta/OT&E testing of "Joint" components , multiple Service and agency 
managed Beta/OT&E Testbeds will be required. Establishment of these 
testbeds 18 expected to occur via expansion of existing testbed capabilities 
to the maximum extent practical . Close coordination among the Testbed 
Managers, DMS Project Managers and the OKS Coordinator is essential. 

e. OMS Support Staff . Managed by the DCA OMS Coordinator, this staff 
will consist of DCA personnel performing day- to-day DMS coordination 
activities. Following is an initial list of the funotions to be performed by 
the DMS Coordinator supported by the DMS Support Stafr: 

(1) Maintain and distribute DHS Target Architecture and 
Implementation Strategy documentation in coordination with the Services and 
agencies. Ensure consistency with the Integrated Communications 
Architecture (ICA) and other DCA and OSD initiatives. 

(2) Serve as the OMS focal point for Government and Industry. 
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(3) Lead development, documentatlon~ coordination and approval of 
new OMS acquisition/testing strategies necessary to speed deployments. 

(~) In coordination with OJCS and the HeEB, participate 1n or lead 
joint development of requirements and procedures for OMS projects/components. 

(5) Participate in efforts to resolve OMS policy issues. 

(6) Coordinate development of OMS "Central" support project and 
component plans. 

(7) Review Service and agency baselevel plans for consistency 
with the DHS Target Architecture and Implementation Strategy. 

(B) Coordinate and submit recommendations for ftCentral" and 
"Joint" project/component assignments to the DMS Implementation Group. 

(9) Coordinate OMS Testbed activities through the deSignated 
Service/agency activity (e .g., Testbed Managers). 

(10) Coordinate development/deployment of "Central" and "Joint" 
projects/components through the deSignated Service/agency activity (e.g. , 
DHS Project Managers). 

(11) Host/conduct meetings of the OMS Implementation Group. 

f. OMS Implementation Group. This group, ohaired by the DHS 
Coordinator, will perform the fUnotions of OMS Implementation Coordination, 
DMS Projeot Management and Funding Recommendations, and DKS Issue 
Coordination. It is important to note that this group's oharter will be to 
formally achieve Servioe and agenoy technical and programmatio consensus on 
DHS implementation issues (to include DMS project management 
recommendations) but is not a programmatiC decision making body. Decisions 
regarding OMS policy, projeot management assignments, funding 
responsibilities, etc., will be made by the DMS Panel. The OKS Panel will 
also resolve technical or programmatio problems that oannot be resolved by 
the Implementation Group. In effect, the Implementation Group will function 
as an organized body of lead teohnioians and mid-level managers having 
responsibility for OKS Implementation Coordination and provision of 
teohnioal support and programmatic input to the OMS Panel. To facilitate 
acbieving oonsensus on OMS issues or recommendations, the Services, 
agencies, OJCS, and the MCEB should each have a primary member or spokesman 
at eaoh meeting to formally state (or vote) organizational positions. The 
primary member from each Service and agency will be the designated 
Servioe/agency OMS Coordinator. Additional non-voting members of this group 
will be representatives of the DMS Testbed Managers and OMS Projeot 
Managers. Since this group will also be the forum for distributing overall 
OMS philosophies and practices, it is envisioned that associate members from 
the Taotical and non-DoD communities will be added as the OKS evolution 
progresses to ensure that all OMS users are included in the evolution. 
Meetings of the DKS Implementation Group will be conducted regularly; e.g . , 

~ monthly. Hosting arrangements will be ooordinated by the DCA OMS 
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Coordinator and the OMS Support Staff. Working Groups will be assigned as 
required to develop specific OMS plans/strategies and to work specific OMS 
issues. All plans, strategies, and recommendations formulated by the 
working groups will be submitted to the OMS Implementation Group for 
adoption or submission to the OMS Panel, as appropriate . 

(1) Implementation Coordination. To facilitate formal 
coordination of OMS implementation activities, representatives of the 
Service and agency OMS Project Managers and Testbed Managers should be 
present as required to provide status and advise of any issues. 

(2) DMS project Management. This group will serve as the forum 
for coordinating recommendations for OMS "Central" and "Joint" Project 
Management and fUnding recommendations. These coordinated recommendations 
will subsequently be submitted to the OMS Panel for approval. The need for 
OKS Projects and Project Managers may very well originate from the OMS 
Panel. In this event, the Implementation Group will serve as the body to 
perform further analysiS and provide technical and/or programmatic input to 
the OMS Panel, as directed, to support DHS decisions. 

(3) OMS Issue Coordination . This group will also be the initial 
forum for obtaining joint positions on OMS issues. Issues that cannot be 
resolved by the OKS Implementation Group will be submitted to the OMS Panel 
for resolution. The intent is to obtain coordinated joint positions on OMS 
issues (to include recommended solutions) to the maximum extent possible 
within the OMS Implementation Group. Procedural issues will be referred to 
the MCEB for development , coordination and promulgation, and requirements 
issues will be referred to OJCS for formal validation. 

2 . 7 Phased Implementation. 

To achieve the OMS Target Architecture, there must be a clear, 
comprehensive understanding of the baseline, the terminology, and the three 
evolutionary implementation phases. The baseline architecture, the two 
intermediate architectures, and the target architecture are snapshots of a 
continuing , evolving, achievable phased implementation of the OMS. 

2 . 7.1 Baseline OMS. AUTODIN and E-Mail are the baseline systems for the 
DHS (depicted in Figure 2-3). AUTOOIN and E-Hall are disjoint, existing 
operatio~l capabilities, each using its own backbone, procedures, formats, 
etc. See Section 3 for a more comprehensive baseline OMS presentation. 

2 .7. 2 . OMS Terminology. As part of the DMS architectUral formulation 
process, it was necessary to define physical components and logical 
functions that could be applied to the baseline, target, and all 
intermediate implementation phases . 

a . CCITT Recommendation X. 400 Messaging. To derive the economic and 
interoperability benefits associated with migration to international 
standard protocols, DoD intends to use International Standards Organization 
(ISO) protocols conforming to the Open Systems Interconnection (OSI) Model. 
The OSI application level for messaging 1s X. 400 and OMS will conform to the 
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x.400 Message Handling System (MHS) model. Of critical importance to the ., ) 
success of the DMS is the assurance that the CClTT x.400 Recommendation 
documents military requirements of the United States and its allies, such as 
precedence. To provide optimum Allied interoperability, military 
requirements such as precedence must be included in the x.400 
Recommendation. 

(1) X.400 Message Transfer System (HTS). At the center of the 
x.400 Message Handling System (HHS) is a set of cooperating Message Transfer 
Agents (HTAs) called the Message Transfer System (MTS). All message 
transfers from senders to recipients take place via one or more MTAs in the 
HTS. The MTS is thus the logical backbone of the x.400 HHS. The MTS 
performs a version of store-and_forward message switching based on the x.400 
envelope. Each X.400 message consists basically of an envelope and its 
content. The content will be in the Common Message Format (CHF) of ACP-XXX. 
(ACP-XXX is a Phase 1 procedural action, see 4.3.2e.) The envelope carries 
the addressing information used by the MTA to determine the routing through 
the MTS. The MTS neither modifies nor examines the contents of an X.400 
envelope except to perform code conversion if required. 

(2) X.400 User Capabilities. A User Agent (UA) is an application 
process, acting on behalf of a user, that interacts with the MTS to send and 
receive messages. A Message Storage Agent (HSA) is a capability that, when 
used, is in series between an MTA and a UA and provides long term (e.g., 30 
days) storage and retrieval for the UA(s). The set of UAs, HSAs. etc., and 
the interconnecting HTS constitute the x.400 Message Handling System. Users 
may send and receive both individual and organizational messages via their 
UAs. However, to satisry the DoD requirements associated with 
organizational messages, all organizational messages must be released 
(approved for transmission) by an Organizational User Agent (OUA). Further, 
the organizational messages must be initially received by an OUA which also 
has responsibility for distribution determination and delivery to recipients 
either directly or via UA(s). An X.500 Directory (DIR) function will 
provide necessary identification and addressing data for both organizational 
and individual users of the DHS MHS. 

b. DMS Physical Components/Logical Functions. 

(1) Physical Components. Actual hardware devices are categorized 
by their physical location within the OMS. Thus, a component serving the 
entire OMS is a Global Component (GC). One serving a lar&e area but less 
than the entire OMS is a Regional Component (RC). An Installation Component 
(IC) serves a single post, camp, station base, etc. An Organizational 
Component (OC) serves a single organizational unit. Finally, at the lowest 
level of the OMS is the User Component (UC) which serves an individual user. 

(2) Logical FUnctions. The functions (e.g., software 
applications that can be implemented in one or more of the physical 
components) include: User Agent (UA) and Organizational User Agent (OUA) 
which act on behalf of users to send and receive messages. The Message 
Storage Agent (HSA) provides long-term storage and retrieval. The Message 
Transfer Agent (HTA) provides the basic message relay capability and acting 
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together as the Message Transfer System (MTS) delivers messages to the 
intended recipients via UAs/OUAs. The X.SOO Directory (OIR) provides 
necessary addressing information to UAs, QUAe and MTAs. The Management 
function (HGHT) provides features such as network configuration management, 
system control, performance monitoring and cryptographic key management . 

(3) Implementing Functions as Components. The X.400 10glcal 
functions must be implemented in OMS physical components . This mapping will 
be a flexible process that will be based on the state of technology, the 
need to use non-developmental items (NDI) of hardware and software from 
commodity buys (e.g. , AFCAC 251), workload, user unique requirements. 
availability of facilities and other factors (e.g., reduction of staffing). 

c. Baseline Physical Components. Figure 2-4 depicts the baseline in 
terms of its OMS physical components. The AUTODIN backbone and the DON 
Directory function are considered Global Components (GC). Service/agency 
AMPEs and Electronic Mail Hosts are considered Regional and Organizational 
Components (Re/OC). Baselevel TCCs are considered Installation and/or 
Organizational Components (IC/OC). E-Mail user terminals are considered 
User Components (UC). 

d. 
adds OMS 
baseline 

Baseline Physical Components and Logical Functions. Figure 
logical functions to the baseline physical components. The 
has now been depIcted from the DHS perspective. 

2-5 

2.7·3 Phase I. The first phase. depicted in Figure 2-6. is targeted for 
completion by 1993 and will emphasize automation of existing TCC functions 
and extension of messaging services to the users to reduce cost and manning 
at the baselevel . The addition of AUTODIN-to-DON Interfaces (ADI) . improved 
directory services (DIR) . and migration of DON E- Mail from Simple Hail 
Transfer Protocol(SHTP) to X.400 are also planned for this phase. In 
addition to the immediate alleviation of the severe TCC obsolescence 
problems. this phase will lay the foundation for achieving future changes. 
The users will derive additional benefits from the ADI and OIR transition 
capabilities but AUTCniN and DDN E-Mail will still exist as separate but 
interoperable entities at the end of the phase. See Section 4 for a more 
comprehensive Phase I OMS presentation. 

2.7.4 Phase II. The second phase, depicted in Figure 2- 7 . is targeted for 
completion by 2000 and will produce the most obvious improvements for the 
users. An integrated DMS based on X.400 messaging (vice distinct AUTQDIN 
and E-Mail) will emerge; protocols, procedures, formats, etc. , will change; 
Installation Information Transfer Service (IITS) will begin to be deployed 
at the baselevel; rully integrated and centrally maintained X.500 directory 
service will become available; SnNS and CCEP technology will have a major 
influence on the security architecture; and as TCC functions and 
responsibilities are shifted to the users' workstations, TCCs will begin to 
be phased out. The AUTODIN switching Centers will evolve to regional X.500 
directory System Agent (DSA) and Directory User Agent (DUA) and x.400 
Message Transfer Agent (HTA) functions. Development of the x.400 QUA and UA 
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components will provide a common user interface to the OMS for both 
organizational and individual messaging. See Section 5 for a more 
comprehensive Phase II OMS presentation . 

2.7.5 Phase III (Target). The third and final phase, depicted in Figure 
2-8, 1s targeted for completion by 2008 and will achieve the OMS Target 
Architecture. The major efforts for this phase are the provision of a fully 
integrated ISDN-based long -haul and baselevel communication structure, and 
the completion of all actions initiated prior to Phase Ill. See Section 6 
for a more comprehensive Target DHS presentation. 

2 . 8 Security Policy . 

2.8 . t OMS Security Certification and Accreditation Process . The OMS 
Implementation Group has established the OMS Security Policy Working Group 
(SPWG) to address security aspects of OMS policies and implementation 
strategies and to provide technical guidance reg~rding security 
certification and accreditation during the development, testing, deployment 
and op~ration of the OMS. The voting membership of the DHS SPWG consists of 
one accreditor representative from each of the four major Designated 
Approval Authorities (OAAs, i.e ., NSA, OIA. OCA and JCS) and one security 
representative each from the Army, Navy, and Air Force. NSA and OIA also 
provide technical evaluation of the OMS security features and will provide 
security certification support for OMS components. The security 
accreditation process is based upon system configuration, security 
certification results, established policy and procedures, and validated 
operationdl requirements. The four OAAs are responsible for the ultimate 
decision regarding authorization of each OMS component to process 
information. 

2.8.2 Policy Guidance. The basic security policies for the OMS with 
respect to physical, emanations, communications, computer, personnel, 
procedural. and facility security are documented in the appropriate DoD 
directives and their implementing instructions. There are, however, a 
number of areas where OMS implementation guidance is required to apply 
existing policy, and there are other areas in which existing policy appears 
inadequate to deal with problems the OMS raises. These areas include the 
following: 

- clearance levels of OMS component developers and facilities. 

- interconnection of systems with different ranges of classified 
information, or different user clearance levels . 

- use of non-developmental items in secure enVironments. 

- use of OMS components in multiple security environments. 

- maintenance of accreditation as major, but evolutionary, changes 
are made to the OMS . 
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_ use of OMS equipment developed for one security environment in 
other envi r onments. 

_ accreditation plans for individual OMS components. 

Guidance in these areas, when established, will be included 1n Appendix C. 
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DHS Architecture 

Section 3 

OMS Baseline 

3.0 Introduction. 

Figure 3- 1 depicts the current Automatic Digital Network (AUTODIN) and 
Electronic Hail on the DoD Internet which, collectively, constitute the 
baseline DHS . 

3.1 AUTODIN. 

AUTODIN was established in the 19603 to provide secure, automated 
store-and - forward message service to meet the operational requirements of 
the Department of Defense. 

3.1.1 Components. The principal components of the existing organizational 
message system are the backbone store-and - forward message switches, Service 
and agency (S/A) store-and_forward processing fac1lttles, a variety of 
terminat!ng facilities (message source and destination potnts), special data 
pattern processing facilities, special purpose narrative message facilities, 
and paper_based directory services. 

a. AUTODIN Switching Centers (ASCs) . There are 15 operational ASCs 
distributed throughout the world and two test ASCs. The ASCs perform store ­
and-forward message switching functions, some message validation functions, 
format conversion, and some specialized routing functions . 

b. Automated Message Processing Exchanges (AHPEs). There are over 100 
AHPEs which include Army'S Automated Multi-Media Exchange (AHHE), Navy ' s 
Local Digital Message Exchange (LDMX), Air Force's Air Force Automated 
Message Processing Exchange (AFAHPE), NSA's STREAHLINER, and DIA ls 
Communications Support Processor (CSP). The AMPEs provide a concentrator 
and limited switching functions for attached terminals, plus other functions 
such as conversion of destination names (Plain- Language Addresses [PLAs]) 
into internal AUTODIN addresses (Routing Indicators [RIs]), and distribution 
determination of messages based on a variety of criteria, which may differ 
for different types of AHPEs. Some of the AHPEs (e .g., AMMEs) are 
obsolescent to the point that the required maintenance effort is costly and 
incorporation of enhancements is difficult • 

c. Telecommunications Centers (TCCs) . TCCs are the principal entry 
and exit pOints for AUTODIN messages. TCCs contain , or are associated with, 
administrative message centers which conduct over- the - counter (OTC) 
operations. A variety of terminal equipment types are used , some 
specifically designed for AUTODIN while others are standard commercial 
equipment used with special AUTODIN Interface Devices (AIDs). Narrative 
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Messages are generally entered from paper DO Form 173 originals via optical 
character readers, though some TCGs manually prepare messages on Video 
Display Terminals (VDTe), punched paper tape or 80 colUmn cards. 
Additionally, automated message preparation and entry support (including 
preformatted messages, message masks, etc.) 1s provided by some systems, by 
means of VDTs either in the TCe or 1n the user1s work area. nata pattern 
messages which are transmitted by a TCe (as opposed to those entered 
directly into AUTODIN from a data processing center) are generally entered 
from magnetic tape. Some TCGs are beginning to phase 1n floppy disk as an 
input/output media for both narrative and data pattern messages. Much of 
the equipment in the Tees is obsolescent to the point that the required 
maintenance effort is costly and the age of many of the systems makes it 
difficult to implement modifications and enhancements to the system hardware 
or software. As a result, enhancements to extend automation to users and to 
reduce the manual, staff intensive, operations within the TCCs have been 
limited. 

d. Data Processing Installations (DPIs). Some DPI computers have 
automated interfaces to AUTODIN (either directly to an ASe or via an AMPE) . 
These interfaces are generally used to send and receive data, rather than 
narrative messages. 

e. Automated Message Handling Systems (AMHSs). Some users have 
implemented or are implementing components which assist in the automated 
processing of messages, including message coordination and release, storing, 
sorting and retrieving messages for various purposes after receipt, and 
electronic mailbox distribution schemes. 

f. Directories (DIR). Directories are distributed as documents. The 
Message Address Directory (MAD) contains organization names and associated 
Plain Language Addresses (PLAs). ACP 117 CAN-US Supp-1 includes PLAs with 
assigned routing indicator listings. 

g. Specialized User Terminals. Below the level of TCCs, AUTODIN has a 
number of user terminals which support a limited work center (as opposed to 
a TeC which may support one or more organizations), and which generally are 
operated by the users themselves (as opposed to being operated by 
communications personnel). These terminals often support missions which 
have limited communications requirements, in terms of volume and 
distribution of traffic. As a result, relatively slow and inexpensive 
terminal equipment can be utilized to support these requirements. 

3.1.2 Connections. Essentially, all equipment connection in AUTODIN is via 
dedicated transmission lines protected with separate link encryption 
equipment. ASCs are multi_connected, with a total of 64 trunk lines 
connecting the 15 Ases. Trunk line speed i8 usually 4800 bps with 2400 and 
1200 bps also used. There are currently about 1400 terminals (including 
AMPEs and DPls) directly connected to the switches. There are about 600 
additional terminals connected to the backside of AMPEs. Terminal line 
speeds vary from 45 to 4800 bps. ASC connectivity with the Allied, Tactical 
and Commercial Refile communities is via tailored interfaces. Further, 
tactical units such as Navy afloat commands, communicate with AHPE systems 
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via tailored interfaces . 

3.1.3 Concept of Operations. The following is a typical message processing 
scenario. A message is prepared off-line on a DO Form 173 with a special 
OCR font. If not already known from previous messages, the preparer 
determines the PLAs of the intended recipients from the HAD. The message is 
signed by a designated release authority for the sending organization and 
carried to the local TCC. The TCC operator checks the DO Form 173 for a 
signature authorizing release. If the terminal is not connected to an AHPE 
(which does PLA to RI conversion), the operator looks up the PLAs in ACP 117 
and enters the Rls onto the message, together with the Originating Station 
Routing Indicator (OSRI), Originating Station Serial Number (OSSN), and Time 
of File (TOF). The message is then entered into the terminal via the OCR 
where it is reformatted in accordance with JANAP 128 or ACP 126/ACP 127 
(manuals describing the detailed format of electronically transmitted 
messages) . Some OCRs are also capable of performing PLA-to-RI conversions. 
If there is no OCR, the operator may manually reformat and key in the 
message. The message is then transmitted electronically using an AUTODIN 
specific protocol. At either the AHPE or ASC, the first several lines of 
the message are validated, and messages (known as service messages) are 
returned to the TCC operator, indicating the nature of any errors 
encountered . If the receiving device is an AHPE, PLA-to-RI conversion is 
performed and the message is sent to an ASC, and any local deliveries are 
made. The ASC makes delivery to its directly connected terminals, 
determines the destination ASCs and makes delivery to the "next hop" ASCs. 
One copy of the message is sent to each "next hop" ASC, together with only 
those Rls which each "next hop" ASC is responsible for routing to. This 
process is repeated until the message is delivered to all recipient 
terminals. At the recipient terminal, multiple copies of the message may be 
produced based on a number of criteria, such as office codes indicated by 
the preparer as additions to the receiving organization'S PLA, the subject 
matter of the message, content indicator codes, NATO Subject Indicator 
Codes, or even the contents of the message text, dependent upon the 
operational requirements of the users supported by the recipient terminal. 
This message distribution determination may be done manually or may be 
automated in the receiving AHPE or terminal, depending upon the volume of 
traffic handled by the AHPE/terminal. The messages are then distributed to 
the actual recipients through normal administrative channels. While this is 
the basic concept of operations, there are a number of special actions which 
may occur, and many details that support user unique operational 
requirements have been omitted. The most important of these will be 
described in comparing the AUTODIN service to the OMS requirements. 

3.1.~ Estimated Cost. The principal costs of the complete AUTODIN system 
include the backbone and the subscriber regional and/or organizational 
facilities operation and maintenance, personnel (military and civilian), 
connectivity, as well as equipment upgrades, replacements, software 
enhancements, and associated cryptographic equipment and peripherals. Also, 
equipment and installation for planned new sites 1s included. An estimate 
of the associated costs for Fr88 is roughly $2 Bil110n which does not 
include costs associated with originator message preparation (external to 
the TCC) and conveying messages back and forth to TCCs. 
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3·1.5 Estimated Staffing . The total staffing effort directly associated 
with the annual operations and maintenance of the AUTODIN system is 
approximately 38.000 staff-years. 

3.1.6 Comparison to Requirements. 

8. Connectlvlty/lnteroperabl11ty. The roots of AUTODIN as a military 
system cause it to place heavy emphasis on "commander - to_commander" 
communications, and the HAD, the official AUTODIN directory, extends only to 
that level of addressing. For example , the Secretary of Defense, together 
with the Office of the Secretary of Defense (OSO) (about 1900 people), has a 
slngle entry: SECDEF WASHINGTON DC. Since the number of messages received 
daily by the Secretary and aso is on the order of 1200 to 2000. it is 
clearly impractical to expect the personal attention of the Secretary or 
even his immediate staff. A similar situation exists at any large military 

( command. As a result, a number of locally standardized approaches are taken 
to reach the appropriate reCipients . The most common of these is to include 
staff element identifiers with each PLA . This approach is specified by 
Service/agency message preparation formats and instructions , and is 
generally used as one of the methods to distribute messages. The staff 
element identifiers (office symbols) are not standard across Hilitary 
Services and Defense Agencies , and their use may be difficult on messages 
which cross S/A boundaries . The result is that connectivity between 
commanders is essentially complete, although generally handled manually at 
both ends. Connectivity between lower elements of the organization, and 
even individuals, via "for" instructions in the message text , is 
accommodated. However , the manual operations and distribution efforts 
required at most TCCs can introduce substantial delays in communications 
between organizational elements . 

b. Guaranteed Delivery . From entry into the sending TeC to initial 
delivery at the receiving TCC, AUTODIN takes many measures to avoid losing 
messages, and, in the unlikely event a message is lost, to inform the sender 
so that the message can be retransmitted . Messages are initially logged at 
the TCC, stored redundantly at the ASC or AHPE at which they are first 
received, and not acknowledged to the TCC until such storage is complete . 
Similar positive acknowledgments are required on each store and forward 
stage until final delivery to a TCC. Finally, if any destination TCCs a r e 

t unable to deliver the message, the originating TCC is notified. There are 
problems, however, in the manual stage of the process at the sending and 
receiving ends. Feedback on errors may not be immediate, dependent upon the 
priority of the message. As a result, format errors may cause the messages 
to be sent back to the originator through normal distribution channels , and 
messages will be delayed or even lost in this process . On the receive end , 
the limitations in connectivity discussed earlier , and the lack of extension 
of automatlon, may cause messages to be distributed to the wrong user(s) 
within the recipient organization, with the potential for delays or even 
loss of some messages . 

• c. Timely Delivery. AUTODIN uses multi - level precedence to assure 
timely delivery of high priority messages. Many special actions a r e taken 
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to assure very rapid delivery to the actual user (rather than a distribution 
box at the TCC) for the highest precedence messages: (1) alternate routing 
(including to alternate destination TCCs) is used to bypass failed 
components; (2) preemption of messages in process is employed on 
input/output lines, and internally if necessary; (3) messages which would 
otherwise be rejected are marked as potentially flawed and delivered anyway; 
(4) alarms ring on receipt to get the operator's attention; (5) twenty-four 
hou r a day staffing of the TCCs is provided to assure rapid response; (6) 
procedures at the receive end assure that the commander or duty officer is 
immediately notified of receipt. Total TCC-to - TCC time for high precedence 
traffic is no more than a few minutes . However, manual procedures at both 
ends may add substantially to the actual writer_to _reader time. Also, lower 
priority messages are given less extraordinary service, and a large volUme 
of high precedence messages may delay the receipt of the lower priority 
messages at the TCC . Under extreme circumstances (e.g., high traffic 
volUmes and a large number of high precedence messages) AHPEs or TCCs may 
remove routine messages from the system and mail them to the recipients. 
Portions of the AUTO DIN also support perishable traffic, e.g ., traffic (such 
as time -sensitive weather data) which the originator has requested to be 
removed from the system without delivery if it is not delivered within a 
certain time frame. 

d . Confidentiality/Security . With a few exceptions for some 
unclassified access lines , all transmission lines 1n AUTODIN are protected 
with military encryption equipment. Terminals are identified by community 
of interest and classmarked with the security levels they are allowed to 
process. Messages in ASCs, AHPEs, and some terminals are checked for valid 
security levels prior to acceptance and before delivery. A variety of 
measures, including parity and block checksums and header / trailer sequence 
numbers on messages, are taken to maintain separation of messages . Software 
in the ASCs is extensively tested before release. Software, hardware, and 
procedures for AHPEs and TCCs are subject to a standard independent test 
before they are connected to AUTODIN, in addition to accreditation 
procedures of the owning organization. The resulting AUTODIN system is 
accredited for all levels of classified information although some terminal 
equipment and many TCes are only authorized to receive certain levels of 
information . Much of the security is provided by procedures and by 
personnel security (e .g., TCC operators are typically cleared for the 
highest level of information author ized the TCC). Equipment is generally 
dedicated to AUTODIN . On- line programming and interactive access is not 
permitted , except in the case of AHHSs, which have on_line access. 

e . Sender Authentication. TCC operators check for Signature of the 
release authority on a message before it is transmitted. In most cases, 
physical access to a TCC is controlled, and appropriate identification is 
required. 

f. Integrity. Within the system, and on most access lines , integrity 
is maintained by matching header and trailer sequence numbers, and character 
and block parity checks . Some code conversion will occur, e.g., from 8-
level ASCII to 5-level ITA- 2, unless prohibited by the sender. A3ynchronou3 
lines, especially those using ITA- 2 line code (which includes no character 
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parity) may introduce errors which go undetected by the system . Another 
source of errors are the CeRs which occasionally misread a character on the 
DO Form 173. 

g. Survivability. The AUTODIN backbone (15 Ases and their interswitch 
trunks) incorporates redundant Interswltch routing, with each ASe multiply 
connected to other ASes. The routing between ASes 1s swltchable (under the 
control of the ASe operators) to deal with the failure of one or more ASes . 
However, the backbone is not considered survivable and almost every stress 
scenario presumes the loss of some to all of the backbone, isolating 
surviving AHPEs and terminals. The AHPEs and terminals depend upon the 
AUrODIN for long - haul communications . Therefore, selected AUTODIN terminals 
and most AHPEs are connected to multiple ASCs. Additionally, selected AHPE 
subscribers are also multiply connected. 

h. Availability/Reliability . Substantial equipment redundancy , 24 -
hour staffing, back- up power, alternate routing, multiple connectivity of 
ASCs, multiple connectivity between ASCs and AHPEs/TCCs, and redundant 
storage of messages are employed to provide very high availability and 
reliability in peacetime . The AUTODIN availability under stressed 
conditions is subject to its survivability . 

i. Ease of Use. A few hours of training is required to prepare the 
usual AUTODIN message on a DO Form 173, and the actual entry of messages 
into AUrODIN at a TCC is normally done by trained operators . However , 
increased automation of TCCs , and extension of automation to users (in the 
form of pre-prepared message masks and other message preparation support) 
can reduce the amount of training required for users and can reduce the 
number/training level of TCC operat~ons personnel . The TCC and other 
AUrODIN communications and cryptographic equipment is maintained by 
trained maintenance personnel, though the use of more modern equipment is 
reducing the numbers and training levels of these maintenance personnel. 

j. Identification of ReCipien t s. As indicated earlier , the HAD 
provides the address information required for commander - to-commander 
messages . While organizational element identifiers (office symbols) are 
widely used, there is no DoD- wide standard method for identifying recipien t s 
below the commander level . Users tend to build up a list of organizational 
element identifiers for those elements with whom they communicate routinely. 
and use those identifiers to address the majority of their messages. In 
other cases , the message is sent to the intended recipient's commander for 
further distribution determination and delivery . While the intent is to 
give the receiving commander the flexibility to determine the appropriate 
organizational elements for action and information , the practical effect is 
that two types of possible errors may occur; some messages are delivered to 
reCipients who have no interest in the message and some messages are not 
delivered to interested organizational elements . Additionally, extra copies 
of messages may be distributed to ensure delivery to interested elements . 
Procedures are in place to prevent delivery of copies to users not cleared 
for them • 
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k. Preparation Support. The amount of message preparation support 4t) 
provided to users varies from virtually no support (other than the use of 
preprinted DO Forms 173), to office automation equipment/software which 
supports the proper placement of fields on DO Forms 173, to message 
editing/preparation terminals (connected to AMPEs) which provide the user 
with menu-oriented or mask-oriented support of message preparation. While 
there are no inherent limitations to such user support within the system, at 
the present time much of the support comes only at the level of office 
automation equipment/software. AMHS type systems may also be used for 
message preparation. 

1. Storage and Retrieval Support. The ASCs and AHPEs store messages 
for retrieval. The ASCs may retrieve messages only for redelivery to the 
original recipients. The AHPEs may retrieve messages for redelivery to the 
original recipients and for readdressal to other recipients. AMHSs store 
messages and permit a range of operations, such as sorting, analysis, and 
editing into new messages. Full integration of AHHSs into AUtODIN is not 
complete. 

m. Distribution Determination and Delivery. At many TCCs, especially 
lower volume TCCs, message distribution is determined manually. Messages 
are examined for staff element identifiers, subject matter, key words in a 
key word field (a NATO requirement), and key words in the text. The next 
step is to make copies of the messages and put them into distribution bins. 
At some AHPEs and TCCs, the above procedures are automated. Finally. 
administrative personnel pick up and deliver the messages to the intended 
recipients. AHHSs take a somewhat different approach. Users have profiles 
based on the same elements used by AHPEs, but rather than using these to 
cause delivery of the messages, only a notification of receipt is placed in 
a user accessible file. The user can then choose to read the message at a 
CRT, print it, or delete it based on no interest. 

3.2 Electronic Hail on the DoD Internet (E_Mail). 

The Derense Data Network (DDN) was established in 1982. It is a set or 
world-wide networks based on technology developed by the Derense Advanced 
Research Projects Agency (DARPA) as the ARPANET in the early 1970s. A major 
use of the ARPANET was providing electronic mail to the DoD research 
community . This capability was extended to other operational users on the 
DON. At about the same time the DDN was established, the protocols in use 
were expanded to facilitate connection of baselevel transmission facilities 
(including local area networks) to wide-area networks such as the ARPANET 
and the new DDN networks. Collectively, the long_haul and baselevel 
transmission facilities are termed the DoD Internet. 

3 . 2.1 Components. The principal components of the E-Mail system are host 
computers supporting electronic mail, user terminals, on-line directories, 
and the DoD Internet. Except for some E-Mail hosts, all of these components 
may be used for many other purposes besides electronic mail, such as general 
purpose ADP, access to remote data bases, and general computer-to_computer 
communications. 
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a. Electronic Hail (E-Mail) Hosts . An electronic mail host is a 
computer which has (1) an application program which interfaces with users on 
terminals to compose, send, and receive messages; and (2) an instantiation 
of the Simple Hatl Transfer Protocol (SHIP) and the necessary underlying 
protocols which allow it to send mail to and receive mail from other E-Mail 
hosts. Storage to keep received mail until users have read it 1s also 
required. Additional support, such as editors for composing messages, and 
sortIng, storing, and retrieving messages after they have been delivered, 
may also be provided. 

b . User Terminals. Almost any computer terminal or PC with terminal 
emulation software can be used for electronic mail. 

c. Directories (DIR). The DON Network Information Center (NIC) 
computer contains a directory of over 50,000 users of E-Mail. The directory 
contains the user's name and mailbox address conSisting of an identifier for 
the user and an identifier for the E_Mail host; e.g., SHITH@DDN1.ARPA. 
Inquiries are made by users from their terminals. A second directory, which 
contains host names and corresponding internet addresses, used in the DoD 
Internet Protocol, is also located at the NIC. This directory is in the 
process of being distributed throughout the DoD Internet with only the 
"directory of directories" at the NIC. Processes internal to the mail hosts 
normally access this directory . 

d. DoD Internet. This is not a OMS component per se, but is included 
for completeness. The baseline DoD Internet has three major divisions: 

(1) Classified DON. A set of physically , procedurally and 
cryptographically secured packet switching segments providing the backbone 
for classified E-Mail (e.g., OSNET 1, DSNET 2, DSNET 3). 

(2) Unclassified DDN - A set of packet switching segments 
providing the backbone for unclassified E_Mail (e .g . , MILNET, ARPANET) . 

(3) Baselevel Transmission Facilities. The baselevel 
transmission facilities consist primarily of the base cable plant including 
the main distribution frame(s) and dial central office(s). These facilities 
traditionally support switched voice cirCUits, dedicated point-to - point 
CommUnications and Simple star networks . Many digitization programs 
upgrading the baselevel transmission facilities are underway to allow more 
flexibility in the use of newer automation technologies for local area 
networking. 

3.2 . 2 Connections. Asynchronous terminals may connect to DON Terminal 
Access Controllers (TACs) directly or via dial -up circuits (for unclassified 
terminals). They may also connect to a host computer directly or through a 
LAN. Synchronous terminals currently connect directly to hosts, which then 
connect to the DON. Computers, including those which act as E_Mail hosts, 
may connect to either a DON network or a LAN network . The LANs are 
connected to the DOH by gateways or hosts using the DoD Internet Protocol . 
In a like manner, introperability with the research community (ARPANET) and 
the commercial community is accomplished by the use of gateways . 
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3.2 . 3 Concept of Operations. The following is a typical E_Mail scenario. 
A user logs onto an E-Mai l host with a user 10 and password . The sending 
user either uses a local list of commonly used addresses or requests the 
address of the intended recipients by typing , for example, "Who is Smith, 
John C.". The E-Mail host makes an inquiry to the NIC directory, and 
retu rns the address of the requested name. The user then requests the mail 
host to send a message by issuing a command , e.g ., "send". Themail host 
then prompts the user for the addresses (usually with "TO" and "CC" 
prompts), the subject, and the text of the message. If the user is using a 
PC or workstation , a file on the workstation may be included as all or part 
of the text, so the message does not have to be composed while on - line to 
the mail host . Once the message 1s composed, some systems may permit the 
user to edit it. After the user is satisfied with the message, the user 
r equests that it be sent by typing a command, e.g., "mail" or a message 
termination character. The mail host then immediately checks the addresses 
for proper format and correct host names (which may require inquiries to the 
NIC host directory, if the names are not already in the mail host's cache of 
host names and internet addresses), and informs the user of host addressing 
errors before returning control to the user. Themail host then adds 
"from", date and time fields to the message and sends the message to all of 
the recipient mail hosts through the DDN employing DoD standard protocols. 
Nor mally, only one copy of the message will be sent to each receiving E-Hail 
host , even though several addressees may be served by one host. If a 
receiving host is unavailable, the message is stored at the sending host for 
a period of time and periodic attempts are made to deliver it. After some 
time-out period, an undelivered mail notice is placed in the sender's 
mailbox , together with the unsent message . The receiving mail host checks 
the names of the intended recipients against those of the users it serves. 
If the recipient is registered, the message is placed in the appropriate 
mailbox. If the recipient is not on that host, it may check for users on a 
forwarding address list . If the recipient is not on either list, the 
sending host is notified, and a non-delivery notice is put in the sender's 
mailbox . When the recipient signs onto the mail system at some later time, 
the system indicates mail has been received. The recipient can normally 
scan through the message subjects and senders (and on some systems, search 
the text and other fields for key words) and read, save or discard the 
messages based on the results . If the recipient has a printer available, 
the message may be printed . In some cases, if requested by the sender, the 
r eceiving system may deliver a notification message to the sender when the 
receiving system has sent the message to the user ' s terminal. If the user 
wishes to reply to the message, the user issues a command, e.g., "reply". 
In this case the user need enter only "cc" addressees and the text of the 
r eply because the system enters all other fields . The recipient may also 
forward the message to other recipients. Finally, the user may keep some 
number of messages on file at the mail host for whatever purposes needed, 
for example, to maintain history files on different SUbjects. Alternately, 
message5 may be stored at the user1s PC , although the ability to manipulate 
message5 based on field contents may be lost unles3 the U3er ha3 
applications software for that purpose. 

PAGE 3- 10 

0 ) 

• 

t )) 



.-

• 

• 

• 

• 

• 

3·2.4 Estimated Cost. The principal costs of E-Mail are the operation and 
maintenance of the related equipment. Operation and maintenance of the DDN 
itself currently costs approximately $100H annually. This includes the 
backbone, directory services, access lines, and cryptographic equipment. 
Since the DON is still expanding rapidly, annual operations and maintenance 
costs are expected to rise. Host DON host computers perform many functions 
and are not dedicated to E-Mail. Considering backbone and host costs, 
electronic mailboxes are currently available for an estimated annual average 
cost of $1000 per mailbox . Assuming one mailbox per registered user, costs 
associated with DON E- Mail hosts are approximately $50H per year . 

3·2.5 Estimated Staffing. Total DON staffing, government and contractor, 
is about 300. A current estimate of manpower for E-Mail hosts is one person 
per SOD mail accounts. With the 50.000 user estimate, another 100 people 
are committed to support them. Therefore, total current staffing is 
estimated at 400. Personnel maintaining base LANs and COHSEC are not 
included. 

3.2.6 Comparison to Requirements . User requirements are not uniformly 
satisfied by E-Mail, because the host software supporting the user is not 
standard. With the exception of the DDN's Simple Hail Transfer Protocol 
(SHTP), the remainder of the user service is provided by the host hardware, 
software and cable distribution. The user's perception of the service is 
determined primarily by the host's capabilities and limitations. 

a. Connectivity/Interoperability. E_Hail service is provided on 
several disjointed network segments which are physically separated by 
security classification. For purposes of electronic mail, the unclassified 
segment of the DDN is a single open system . Any unclassified mail user can 
communicate with any other unclassified user. The number of users 
registered in the DoD Internet Directory is over 50,000. These users have 
mailboxes (which may be shared) and most have individual directory entries . 
There are many other users with mailboxes who are not entered in the 
directory, usually because they communicate only with other users or an 
individual host or a set of hosts with its own directory. Such users may 
still send and receive mail, but identifying them is more difficult. 
Mailbox owners also are generally willing to pass messages to other 
individuals. but no formal procedure is in place. The classified segments 
of the DON are not connected to the unclassified segments nor to each other, 
and messages cannot be sent between them without a manual extraction from 
one and reentry into another. 

b. Guaranteed Delivery. The source mail host keeps outgoing messages 
until it has confirmation of receipt from all destination mail hosts. In 
general, messages are stored on disk only once at the source and 
destination, so there are windows in which a single disk crash can cause the 
loss of a message, e.g. , between back - ups and before transmission (at the 
source) or delivery (at the destination) . In such cases, users are rarely 
notified that a message may be lost . If a sender is particularly concerned 
that a message has been delivered and read. the recipient can be requested 
to reply (acknowledge) in the body of the message. Since replies are 
extremely easy (see concept of operations), this approach provides a manual 
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technique to work around the message loss problem. but only if the sender is 
aware of the potential loss. Again. no standard procedures are available to 
cover this potentially serious problem. 

o. Timely Delivery. Since oritical command information is not passed 
using E_Mail. timely delivery in E_Hail may be expressed in terms of 
fraotions of hours and hours rather than in minutes . As a result. many mail 
hosts have a prooess which "wakes up" from time to time to deliver mail. 
There are no set standards. but. in general. the process is aotivated at 
least every fifteen to thirty minutes. On some systems. the user can oause 
the process to "wake up" immediately (i . e . interrupt) upon receipt of a 
message . As a result, mail messages are generally sent and received at the 
destination mail host, and put in the reoipient's mailbox, within half an 
hour. Onoemail is delivered to a user mailbox. it remains there until the 
recipient reads it. Generally, this is dependent upon the recipient's work 
schedule, and there is no assured time by which it will be read . Some 
organizations may prooedurally require frequent reading of mail; most 
currently do not. 

d. Confidentiality/Security. Limiting recipients to those cleared for 
the information is aocomplished by phYSically segregating the DDN by 
different olassifioation levels. The classified segments of the DOH are 
proteoted by encryption on all lines and by facility, personnel, and 
procedural measures appropriate for the level of classification of the 
segment. Generally, "system high" computer environments are used and 
computer seourity measures are those appropriate to the environmental 

• 

security level. In the unclassified segment, more limited measures are • 
provided such that the users must know who has aocess to addressee mailboxes 
before sending sensitive unolassified information. These security measures 
are increasing, as described in the DDN SUbscriber's Security Guide. 

e. Sender Authentication. There are few restrictions on senders of 
electronio mail, hence sender authentication is a weakness of ourrent E_ 
Hail . While the system normally enters the sender's identifier in the mail 
message, it is possible to override this mechanism on many E- Mail host 
systems. Sender authentioity is therefore usually determined by the 
reasonableness of the message . In case of doubt, the purported sender can 
be contacted by other means for verification. 

f. Integrity. Protocols used internally in the internet provide 
excellent integrity between the sending and receiving mail hosts. Cyclic 
redundancy checks are provided on links, and end - to-end checksums are used 
in the DoD Internet Protocol and Transmission Control Protocol. Similar 
capabilities are present in the equivalent OSI protocols. There is still 
the potential for undetected problems between the mail hosts and user 
terminals at both the source and destination. These access lines tend to 
employ asynchronous transmission with only character parity checks and 
limited start/stop flow control. Data overruns are not uncommon . A variety 
of non_standard approaches are being taken to overcome this problem . They 
include slowing down transmission rates. using asynchronous line protocols 
(such as KERMIT and X.MODEM). and employing print spoolers. 
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g. Survivability. The DON, the long distanoe communications for the 
DoD Internet, contains over 150 packet switches 1n the unclassified MILNET, 
and over 60 packet switches in the classified segments. The switches 
themselves are each multiply connected to other switches, and routes between 
switches are automatically and dynamically computed . The number of 
subscribers per switch is relatively small and they are usually near the 
switch . These features result in high survivability against threats other 
than nuclear or massive conventional attacks. 

h. Availability/Reliability. Extraordinary measures to assure 
availability, such as uninterruptlble power supply (UPS), redundant systems, 
and on_site maintenance, are generally not provided tor E-Mail due to its 
noncritical, administrative nature. Hail hosts generally have good 
availability during normal otfice hours and under normal conditions. The 
prinCipal cause of downtime appears to be for host system back- ups, which 
are usually performed at off-peak hours . Host availability and speed of 
service for the users are also influenced by such items as local power, 
local weather, and local prioritization of other jobs on a multi-function 
host. Users with high availability requirements may have several mailboxes 
on different mail hosts. This approach helps on outgoing messages, but is 
of limited use on incoming messages, and of no use for accessing messages 
already delivered to the unavailable mail host . 

i. Ease at Use. Users generally can send and receive typical messages 
after a half hour of training. System feedback for most errors is 
immediate, and on-line help facilities are provided. In case of 
difficulties, either the mail host administrator, or a network help facility 
can be contacted. Use of capabilities, and extended retrieval capabilities 
(such as by key word search, subject, or sender) require some additional 
training, but also tend to be easily mastered. Because the host mail 
software is not standard, users moving from one host to another may need to 
learn another system for handling mail . 

j. Identification of ReCipients. The sending user either uses a 
local (personal) list of commonly used addresses or requests the address of 
the intended recipients by accessing the NIC directory ("WHOIS" function). 
The E- Mail host makes an inquiry to the NIC directory, and returns the 
address of the requested nama. If there are multiple instances of the name , 
or if the user only knows part ot the name (Smith or Smith, John) then all 
the matches are returned with the full name and a unique identifier tor each 
name. By entering the unique identifier, more intormation about the 
individual is given to the user, such as street address and telephone 
number. With this information, the user can determine the correct 
recipient, if the recipient is in the directory. Users are registered in 
the directory by their E-Mail host administrator who uses E- Mail to register 
them. The existing directories are adequate for the current user 
population . However, as the number of users grows, it is expected that a 
more decentralized directory system will be needed, and work has been 
initiated to provide for this. A major issue 1n expanded, decentralized 
directories, is access control for entering information in the directories 
themselves. Another problem, which is likely to grow under the current 
approach, is misidentification of recipients . Since user mailboxes tend to 

PAGE 3-13 



employ user names , a message to SHITH@OOD1 . IL is likely to be delivered. 
Unfortunately, there is no guarantee it will be delivered to the right 
Smith. 

k. Preparation Support. Message preparation may be done on - line with 
substantial support by the system , including limited editing capabilities. 
Feedback on errors is provided as soon as the system can identify them. 
Some host mail systems allow users to build messages by merging notes 
prepared with word processing software either resident on the host or on the 
user ' s workstation. 

1 . Storage and Retrieval SUpport . There are neither standard nor 
mandated message storage capabilities , but most systems provide some amount 
of on_line storage under the cont r ol of the user . Some host systems provide 
capabilities to retrieve messages, either on initial delivery or after they 
have been saved, using a number of criteria . Messages , in some systems, may 
be filed into categories for future reference. Stored messages may be 
included in forwarded messages. The sender address, courtesy copy 
addressee(s), and subject field of saved messages may be used to build 
"reply" messages, to avoid the look- up of recipient addresses in many cases. 

m. Distribution Determination and Delivery. Automated distribution 
determination and delivery of messages based on subject or other criteria is 
not supported. The responsibility for distribution (and redistribution) of 
messages rests with the users . Pre-established mailing lists based on 

• 

• 

, • 

interest groups may be used , however, to assist in both initial distribution • 
by the sender and redistribution by any holder of the message. 

• • 

• • 

• I 
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It DMS Architecture 

Section 1I 

Phase I Implementation 

4 . 0 Introduotion. 

Figure 4-1 illustrates the architecture at the end of Phase I (CY1993). 
This section presents the objectives# a description of the architecture and 
an overview of the actions planned to implement the Phase I OMS 
Arohiteoture. It should be noted that the Phase I aotions have the effect 
of providing the foundation for the major advances which take place in 
Phases II and III. 

4 .1 Phase I Objectives . 

4.1.1 Decrease Cost and Staffing . Reduce TCC oost and staffing requirements 
and extend service to users. 

4.1.2 Improve Wrlter-to-Reader Service. Originator to recipient service 
will be improved by extending the messaging interface to the user level. 

4.1.3 Equipment . Begin to phase in evolvable equipment and phase out 
obsolete equipment. 

a. Phase In. Phase in replacement equipment that will be maximized 
for ability to evolve through successive transition steps in support of the 
DMS architecture. In addition# there will be new transitional components to 
initiate the integration of AU TOO IN and E-Mail and allow migration of 
AUTODIN data pattern traffic to the DDN. 

b. Phase Out. 

(1) Digital Subscriber Terminal Equipment (DSTE) 

( 2) DCT-9000 TCC systems 

(3) Standard Remote Terminal ( SRT) equipment 

( 4) Automated Multi-Media Exchange (AHHE) Systems 

(5) Teletype Models 28 and 40 

( 6) Honeywell CCT-07 TCC systems 

(7) Control Data Corp CDC-1700 systems 

( 8) AF RAIDS (Univac 418 III systems) 
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4.1.4 Protocols/Services. Begin to phase in new protocols/services and 
phase out obsolete protocols/services . 

a. Phase In. 

(1) Government Open Systems Interconnection Prof tie (GOSIP) 

(2) x.400 Message Handling Systems 

(3 ) High-level Data Link Control (HOLe) for subscribers 

(4) New asynchronous protocol(s) with reliable transfer for 
subscribers. 

(5) X. 500 Directory Systems 

b. Beg!n Phase Out of the Following Protocols/Services . 

(1) FIELDA!! line code 

(2) ITA2 line code 

(3) nes Hode I, II and V protocols 

(4) AUTODIN Sequential Delivery S~rvice 

(5) AurODIN Query/Response Service 

(6) Hybrid AUTODIN Red Patch Service (HARPS) 

(7) Simple Hatl Transfer Protocol (SHTP) 

(8) Transmission Control Protocol (TCP) 

(9) DoD Internet Protocol (IP) 

(10) Extended Binary Coded Decimal Interchange Code (EBCDIC) 

~ . 1.5 Formats/Procedures. Begin to phase in new formats/procedures and 
phase out obsolete formats/procedures. 

a. Phase In. Begin development of a Simplified Common Message Format 
(CMF) under the aegis of the HCEB's ACP XXX effort. A CMF is needed to 
fully realize the DMS requirement to allow a user to communicate with any 
other user. The CMF is intended specifically for both organizational and 
individual messages in the X . ~OO messaging environment of the OMS. It is 
important to note that transition from the AUTODIN specific formats and 
procedures to the X.qOO based CMF will require that the existing formats be 
accurately mapped to the eMF . Particular emphasis will be placed on 
ensuring that the security requirements associated with the existing formats 
(ACPs, JANAPs, DOIs) are fully satisfied as part of this mapping . A 
thorough review of the format and procedural requirements associated with 
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the existing TCC oriented messaging service will be required to determine 
their applicability or need for modification as messaging service is 
extended to the user . 

b. Begin Phase OUt of the Following Formats/Procedures. 

(1) Non- Standard E_Mail Formats / Procedures 

(2) ACP-127 US SUPP- l 

(3) ACP- 126 Modified (NTP-q) (for DMS) 

(q) JANAP 128 

(5) 001-103 (to include 001-103 Special and evaluation of 
indefinite use of the existing CRITIC format) 

( 6) STREAMLINER Abbreviated Message Format (AHF ) 

(7) Abbreviated SI format 

~ . 1 . 6 Media . Media that is costly, bulky or stafring intensive will be 
phased out. Examples include punched card and paper tape. 

~.1.7 Transfer Data Traffic to DON. Special emphasis must be placed on the 
migration of data traffic away from the messaging system and toward direct 
data transfers across the DDN . 

4 .2 Phase I Architecture. 

Figure 4- 1 illustrates the Phase I architecture. The major emphasis in 
Phase I is to alleviate the cost and staffing problems associated with 
AUTODIN's TCCs via extension of automation to the user, system upgrades by 
replacement systems, and implementations at sites not currently automated. 
Fur ther , there are three other important structural changes from the 
baseline. Fi r st is the addition of AUTODIN- DDN Interfaces; second is improved 
directory services; and finally, X.400 individual messaging is initiated. 

4 .2 . 1 Co~ponents. The Phase I components are the baseline components 
(Section 3 . paragraphs 3 . 1.1 and 3.2 . 1) plus transition components. As many 
Phase I replacement and transition components as possible will use platforms 
(hardware and/or operating system) which are evolvable to components needed 
for Phases II and Ill. Some individual messaging components will begin the 
transition to X. 400 . 

a . AUTODIN Switching Centers (ASCs). These are the 15 ASCs of the 
baseline (see 3.1.1 a). There will be software and hardware changes during 
this phase for continued viability and operations and maintenance (O&H) cost 
reduction, and to enable deployment of evolvable platforms. 

b. Automated Message Processing Exchanges (AHPEs). These are the 
AHHEs . LOHXs, AFAHPEs, etc . , of the baseline (see 3.1 . 1 b). Specific 
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emphasis will be placed on phasing out the AHME systems during Phase I to 
resolve high O&H cost and obsolescence problems . 

c . Telecommunications Centers (TCCs) . These are the TCCs of the 
baseline (3 . 1.1 0). A number of the baseline TCe systems will be replaced 
primarily because the existing TCes (e .g . , OCT 9000, 418 Ill) are not 
economically maintainable but also to deploy evolvable platforms, increase 
automation and extend messaging service to the users to the maximum extent 
possible. 

d. Data processing Installations (OPls) . These are the DPIs of the 
baseline ().1 ., d). Actions will be initiated during Phase I via ADI 
components to migrate data pattern traffic from AUTODIN to DON. 

e. Automated Message Handling Systems (AMHSs). These are the AMHSs of 
the baseline (3.1.1 e). 

f. OMS Directory (OIR) . Initial directory improvements include 
automation of the AUTODIN baseline's paper documents (3.1.1 f); the Message 
Address Directory (HAD) and the ACP 117 CAN- US SUPP-l. The DIR is a 
transitional capability which will ultimately be integrated with the current 
E_Mail Directory to provide an initial integrated DHS OIR capability. The 
mature x.500 based integrated DIR with SONS protection is targeted for Phase 
II. 

g. AUTOOIN-DON Interface (AOI). To facilitate initial integration of 
AUTOOIN and E-Mail. gateways or bridges are required. Currently four 
versions of ADI are being considered. 

(1) Narrative Message ADI . This ADI provides AUTOOIN and E-Mail 
subscribers the capability to intercommunicate (initially at the 
unclassified level). 

(2) Data Pattern ADI . This AOI facilitates the migration of 
AUTOOIN's data pattern traffic to the DON . 

(3) AUTOOIN Trunking AOI. This AOI provides ASC_to_ASC 
interswitch trunking via the ODN . 

(4) AUTonIN Subscriber Access ADI . This ADI allows AUTOOIN 
subscribers to obtain ASC access via the DON . 

h. Electronic Hail (E_Mail) Hosts . These are the E- Mail hosts of the 
baseline (3 . 2.1 a). However, during Phase I, a translation capability 
between x.400 and SM!P individual messages (mail bridge) will be deployed, 
followed by deployment of x.400 based Message Transfer Agents (MTAs) and 
User Agents (UAs) for individual messaging. These initial deployments begin 
the migration to x.400 messaging that will be expanded during Phase II . 

i. DoD Internet . This is not a OMS component per se, but is included 
for completeness . Major changes in the long - haul and baselevel transmission 
capabilities are not antiCipated by the end of Phase I. 
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(1) Defense Data Network (DON). The primary change occurring tit 
during the OMS Phase 1 time frame will be implementation of BLACKER host-to_ 
host protection elements which will ultimately result in an integrated 
DISNEr. By 1993, it is envisioned that the DON will consist of the HILNET 
(unclassified) and DISNET (classified) segments connected by BLACKER 
protected gateways. 

(2) Baselevel Transmission Facilities. By the end of Phase 1, 
telephone modernization projects, implementing ISDN-based capabilities, are 
expected to be underway. Full-scale implementations of baselevel 
Installation Information Transfer Systems (I1TS), are not anticipated until 
the Phase 11 time frame. 

j. User Terminals . Both AUTODIN and E_Mail have a plethora of 
terminals used for sending and receiving messages. However, with Phase 1 
automation of TCCs and extension of messaging service to the users, changes 
in the type and location of the AUTODIN terminals will occur. As X.400 UAs 
are deployed during Phase I, service derived by the users will not change 
appreciably even though the terminals will begin the evolution from baseline 
components to x.400 User Components (UCs). 

~.2.2 Connections. The Interconnectivity is essentially that of the 
baseline except for the improvements at the baselevel and the ADIs which 
provide bridges between AUTODIN and DON. Phase I OlR improvements also 
offer changes in writer-to-reader connectivity by improving interoperability 
and reducing the need for manual handling of messages. The distinct nature 
of AUTODIN and E-Mail remains at the end of Phase I, but interoperability, 
extension of message service to the users and flexibility for change have 
been introduced. Connectivity with the Allied, Commercial and Tactical 
communities continue to be provided by tailored interfaces but by the end of 
Phase I, it is envisioned that the Tactical community will be actively 
involved in the OMS evolution. 

4.2 . 3 Concept of Operations. Phase I is a transitional phase beginning 
with AUTODIN and E_Mail as separate and stand-alone capabilities and ending 
with initial integration. Many of the baSiCS, the "ABCs" of military 
messaging, are changing. 

a. Some AUTODIN users will see significant improvements in service as 
the extension of automation eliminates the need to create a paper DO Form 
173 which must be hand carried to a TCe for OTC processing. The clerk or 
secretary who types today's DO Form 173 will be capable of sending messages 
directly and electrically by the end of Phase I. The automated TCC will 
ensure that only fully formatted procedurally correct messages are sent to 
AUTOOIN. The Army plans to reduce the size and subsequently phase out TCCs 
by shifting a significant volume of unclassified AUTODIN messages to DON, 
initially as E- Mail, later as X.~OO individual and organizational messages. 

b. E- Mail users will initially experience little change as the E_Mail 
community moves from SHTP to X.400. While this change is largely the 
replacement or one protocol ror another, it is a significant step toward the 
Target Architecture or 2008. Initial versions or X.400 based UAs and MTAs 
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will be processing individual messages. x.400 based organizational 
messaging will not be initiated until Phase II. 

c . To facilitate initial integration of AUTODIN and E_Mail messaging 
services, the transitional ADI and OIR OMS components are required. At this 
point, two ADI efforts are underway: Army's AUTODIN Mail Server (AHS) to 
provide AUTODIN and E-Hail narrative message Interoperabl11ty for GENSER 
unclassified messages; and DLA'e Data Pattern ADI capability for migration 
of AUTODIN data pattern traffic to the DON. Both of these capabilities will 
be implemented at the baselevel. By the end of Phase I, it is envisioned 
that these capabilities will be implemented regionally so all users can 
derive these interoperability benefits and the DMS will be postured for 
evolution to Phase II. Very closely related to the ADI efforts are the 
Phase I Directory (OIR) improvements. Major Phase I DIR objectives are: 
automation of the current AUTOOIN Directories, expansion and standardization 
of current AUTOD!N Plain Language Address-to-Routing Indicator (PLA-to RI) 
conversion services and initial integration of the AUTODIN and E-Mail 
Directories. AOI and DIR efforts will be highly interdependent and the 
messaging policy and procedural changes necessary cannot be underestimated. 
Nevertheless, by the end of Phase I, the objective is to have initial 
interoperabillty between AUTOOIN and DON subscribers and the avairability of 
a centrally managed, regionally implemented, integrated Directory. 

d. Phase I sees the first evolutionary steps in what amounts to a 
revolutionary change in the current concept of operations. Formats, media, 
procedures, protocols, hardware, software, etc. will be significantly 
different in the 2008 Target Architecture as compared to the 1988 Baseline 
Architecture . Messaging in 2008 will be performed primarily by the users as 
opposed to the 1988 situation where thousands of communicators over and 
above the personnel at the writer and reader level are involved in 
messaging. 

4.2.4 Estimated Cost . Given that the current OMS Implementation Strategy 
consists of a large number of candidate actions, accurate cost estimates are 
not currently available. However, the cost of anticipated upgrades can be 
expected to yield operations and maintenance savings near-term; and 
termination of recurring costs yield continued savings in the out years. 
These savings are expected to be larger than the investment within one or 
two years. These savings are attributed to reduction in maintenance costs 
resulting from replacement of obsolete systems and reduced personnel costs 
resulting from the decreased staffing. 

4.2.5 Estimated Staffing . By reducing the amount of manual intervention 
required for current message processing and replacing or upgrading some of 
the high maintenance components of the baseline OMS, staff years of effort 
could be saved between 1988 and 1993 as a result of antiCipated Phase I 
actions, which translates to savings by the end of Phase I. 

4.2.6 Comparison to Requirements. Each requirement contained in DMS MHOC 
3-88 (also listed in in paragraph 1.4.3) is listed below with a brief 
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explanation of changes made to the current baseline by the implementation of ~ 
Phase I . Where there has been no change in the satisfaction of a 
requirement, this is so stated. 

a . Connectivlty/lnteroperability. The connectivity and 
interoperabl11ty will be significantly improved as a result of the 
introduction of AUTODIN-DDN Interfaces (ADIs) and the associated DIR 
improvements . The ability for individual users to have ready access to 
any/all messaging services will be improved and initial rationalization of 
AUTODIN/DDN message traffic will be possible. 

b. Guaranteed Delivery . The implementation of more sophisticated 
protocols will provide guaranteed delivery and notification to the sender. 
This will replace the existing protocols and manual procedures to guarantee 
delivery . 

c . Timely Delivery . As the messaging interface is extended to the 
user level, significant improvement in wrlter_to_reader speed-of-service 
will be realized based on the reduction of manual handling. 

d. Confidentiality/Security. No significant gains are anticipated 
during Phase I. 

e. Sender Authentication. Sender authentication is not significantly 
improved . Real improvement from a security standpoint will be realized with 
SDNS electronic Signature use during Phase II . 

f. Integrity . As obsolete baselevel equipment and protocols such as 
DCS Hodes II and V are replaced by newer equipment and standard protocols, 
end-to-end message integrity will improve . 

g. Survivability. While the survivability of the AUTODIN Switching 
Centers is unchanged, the potential interconnection via ADIs to DDN would 
mitigate the impact of losing multiple ASCs. Surviving subscribers capable 
of inter facing an ASC via the DON would have a probability of obtaining 
connectivity via DDN and the ADIs to surviving ASCs. ASCs could avoid 
isolation by using the DDN for trunking . 

h. Availability/Reliability. 
the phase out of obsolete equipment 
reliability improvements as well as 

The phase in of evolvable equipment 
should result in availability and 
reduced O&H costs. 

and 

1. Ease of Use. The improvements in terminal equipment available to 
the user and improved directory service should contribute to improved ease 
of use . 

j . Identification of Recipients. The directory service improvements 
planned for Phase I should result in improvements in service to the users. 

k. Preparation Support. The introduction of new terminal devices and 
improved directory service will result in improvements in this area. As the 

• 

• 

• 

• 

messaging interface 1s extended to the user , user friendly message ~ 
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preparation support will obviate the need for trained communications 
personnel to send/receive messages. 

1. Storage and Retrieval Support . No changes to the current baseline 
are planned by the end of Phase I. Introduction of the X.400- based Message 
Storage Agent (HSA) 1s not expected until Phase II. 

m. Distribution Determination and Delivery . Extending service to 
users 1s an improvement since it begins the phase out of over-the - counter 
(OTC) service. Message distribution services must be improved in order to 
effect message distribution to the correct offices (OA ' s). 

~.3 Phase I Actions Overview . 

Listed below are candidate actions selected by DMSWG members to 
implement the proposed Phase I Architecture. The following paragraphs 
summarize the intent for each of the candidate actions which are categor ized 
as policy, procedural and component . Additional system analysis and system 
engineering effort is required to determine the feasibility and/or relative 
merit of these candidate actions, and some of them will need to be 
reevaluated to ensure compliance with the DMS MROC requirements currently 
being validated. Consequently, it is important to view the following as 
actions "proposed" vice actions "required" to implement the Phase I 
Architecture. 

4.3.1 
policy 

Policy Actions . To achieve 
actions are required. 

the Phase I Architecture, a number of 

a. Overall DMS policy. Upon formal approval of the OMS by the DAB/C3I 
Systems Committee, the overall DMS Policy will be specified in a DoD 
Directive. 

b. DHS Multicommand Required Operational Capability 
will provide validated DMS writer _to_reader requirements. 
is underway and should be completed by the end of 1988 . 

(HRCC) . The HRCC 
This joint action 

c. JCS Policy Revisions. To accommodate the transition from AUTOOIN 
and E-Mail to the OMS, several existing JCS documents must either be amended 
or replaced. In either case , new wording is required to cover transitional 
changes. Depending on the degree of specificity, this action may have to be 
iterated during the period of user transition from AUTODIN and E_Mail to the 
X.4DO organizational and individual messaging (approximately 1989 through 
2000). Paragraph 5.3 . 1b addresses specific JCS Policy issues that must be 
resolved during Phase I to enable the architectural changes planned for 
Phase U . 

d. DHS Security Policy . Specific OMS security policy guidance , 
initially addressing the areas outlined in paragraph 2.7 , will be developed 
and included in Appendix C of this document . As additional OMS security 
issues surface or security policy guidance changes, OMS security 
accreditation representatives will reflect such additions and/or changes in 
Appendix C for subsequent revisions of the document. Examples of additional 
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secur ity policy issues that must be resolved during Phase I are the SONS 
issues outlined in paragraph 5.3.1C . 

e. DHS Component Development policy. Thus far, three classes of 
projects have been identified; "Central", "Joint" and "User" unique. The 
"Use r " class will be processed using existing policy. "Joint" and "Central" 
classes of projects are new and unique to OMS; thus , new policy is required 
to define the classes and the process(es) for their identification, funding, 
development , test and deployment. An early OHS Panel initiative will be to 
establish the process by which existing and proposed OMS projects are 
evaluated for consistency with OMS goals and to determine how results will 
be shared across the Services and Agencies. 

4. 3 .2 Procedu ral Actions. The OMS migration to x.400 based messaging will 
require numerous procedural actions . 

a. DoD Message Release. Obtain Service and agency agreement on 
exactly what constitutes certification of release to support automation of 
message release. 

b . AUTOOIN/DDN SUbscriber Message Exchange. This action addresses the 
procedures required for exchange of narrative messages between AUTODIN and 
DON E- Mail subscribers (initially SHTP based E-Mail). 

c. PLA- RI Conversion for Non- AMPE SUbscribers. This action will 
develop the procedures necessary to make the capability of 4.3.3 b (3) 
available to all AUTODIN customers who are not currently provided a plain 
language address look_up and routing indicator aSSignment (with associated 
reformatting) service from a Service or Agency AHPE . 

d . Over - the-Counter (OTC) Diskette Service . The current office 
automation equipment of choice is the personal computer, to include a word 
processing software package. Thus , floppy disks are a mediUm that is 
widespread. Standard procedures are required for OTC diskette operations. 
This action will develop the necessary DoD- wide procedures for OTC handling 
of messages via diskettes. 

e. DoD Use of X. 400. With the advent of x.400 messaging, new 
procedures are required . This action will develop the necessary DoD-wide 
procedures for both organizational and individual messaging via X.400. A 
new Common Message Format (CMF) will be developed and documented in an 
Allied Communications Publication (ACP XXX). 

f . Revised Naming/Addressing Conventions. In the transitional DHS 
(p r ior to full X. 400 implementation), naming and addressing conventions for 
naming and addreSSing destinations in the DON from AUTODIN and destinations 
in AUTODIN from the DON are required . This action develops those 
conventions. In preparation for Phase II X.400 messaging and x . SOO 
directories , definition and use of an X.500 naming structure should be 
accomplished during Phase I. 

PAGE 4- 10 

) 

I ) 



• 

• 

• 

, 

• 

• 

g. CENSER TS and SCI Delivery Points. This action 1s to develop the 
necessary procedures for combining CENSER Top Secret with DSSCS traffic . 
The resulting modified R/Y organizational and installation delivery points 
would be responsible for receipt, generation, control and distribution of 
GENSER TS and DSSCS traffic . 

h. eSSeS/CENSER Component Development, Life Cycle Support (LeS). This 
action will develop procedures for the development and life cycle suppor t of 
components fielded 1n both Rand Y communities. 

1. AUTODIN/DDN Data Pattern Exchange. This action will develop the 
procedures for the utilization of both AUTODIN and DON for data pattern 
traffic. This 1s a necessary companion to the Data Pattern ADI action of 
4.3.3 a (2). 

j. Writer_To_Reader Organizational Message Accountability . This 
action will develop an expanded set of DeS AUTODIN Category III 
certification test procedures. The expanded test procedures will ensure 
organizational message accountability from writer-to-reader. 

k. OUA, UA and MTA R&D Test Procedures. This action will develop 
procedures for performing research and development testing of X.~OO based 
Organizational User Agent, User Agent and Message Transfer Agent OMS 
applications with Secure Data Network System (SDNS) protection. 

~.3.3 Component Actions. To achieve the Phase I Architecture, several new 
components are required. The following component actions are proposed for 
completion during Phase I. 

a. AUTODIN-DDN Interface (ADI). A major component is a bridge or 
gateway between the baseline backbones. Four ADIs have been proposed, each 
with a unique purpose. Additional systems analysis/system engineering 
effort is needed to determine iC all are required or conversely, if these 
four are sufficient. For example, it is possible that regional vice 
baselevel implementations of the Narrative and Data pattern ADIs would 
benefit substantially more users than the efforts currently underway. 

(1) Narrative Message ADI. An existing Army project, AUTODIN 
Hail Server (AMS), provides a software package resident on the standard Army 
E_Mail Host that accepts either AUTODIN narrative or DDN SMTP (later X . ~OO) 
formatted messages, converts the messages to the opposite Cormat, and 
forwards the messages into the opposite system. The AHS performs all 
necessary format and addressing conversions • 

(2) Data Pattern ADI. An existing Defense Logistics Agency (DLA) 
project will home its Defense Automatic Addressing System (DAAS) hosts to 
the DDN and allow its small users homed to AUTODIN to continue to receive 
service from the DAAS. This project is an initial step taken to enable the 
transfer of data pattern traCfic from AUTODIN to DON. 

(3) ADl for AUTODIN Trunking. This project will analyze , 
develop, test and deploy an AD! which allows the DDN to provide some of 
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AUTODIN's interswitch trunking. 

(4) ADI for AUTODIN Subscriber Access . This project will 
analyze, develop , test and deploy an ADI which allows the DDN to provide 
AUTODIN subscriber access to ASCs . 

b . Directory Improvements (DIR) . The DIR projects are a necessary 
companion to the ADI projects. Additional system analysis/system 
engineering is needed to determine optimum approaches to directory 
improvements . 

(1) Automated Message Address Directory Service . This project 
will analyze, develop , test and deploy an automated alternative to today's 
paper Message Address Directory (MAD). 

(2) Automated PLA- RI Translation Service. This project will 
analyze, develop, test and deploy an automated alternative to today's paper 
ACP 117 . 

(3) Expansion of Automated PLA-RI Conversion Service. This 
project will analyze, develop, test and deploy PLA-RI translation services 
(and message reformatting) for messages entered at a TCC connected to an 
ASC. This effort will result in a standardized and upgraded capability to 
provide the PLA-RI functions currently performed by AHPEs. 

(4) Automated DDN/AUTODIN Name/Address Translation Service. This 
project will provide a centrally maintained X.500 Directory Service at the 
network/regional level to satisfy the OMS "Identification of ReCipients" 
requirement. As a follow-on to the previous task, this task is to integrate 
the DON Directory and the expanded (centrally maintained) OMS regional 
directory in preparation for a Phase II SONS- compatible X. 500 fully 
integrated OMS Directory Server . 

c. X.400 Individual Messaging. The projects in this category 
represent the initial steps in the conversion from 1988 messaging to the 
target 2008 messaging. These projects only impact individual messaging. 

(1) SMTP - X.400 Bridge for Individual Messaging . This project 
will develop, test and deploy a translation capability between SMTP and 
X.400 messages. This is a prerequisite to deployment of X.400 MTAs and UAs. 

(2) Deploy X. 400 HTAs and UAs. 
X.400 Bridge, this task will acquire, test 
Agents and User Agents. 

Upon the fielding of the 
and deploy X.400 Message 

SHTP­
Transfer 

d. Service/agency TeC Automation/Extension of Automation to Users. 
These projects are intended to alleviate a serious baselevel problem of 
starfing intensive TCCs, some of which use systems (e.g . DCT 9000) which are 
obsolete and virtually unsupportable. 

(1) Army TCC Automation. This project initially automates the 
distribution of unclassified narrative traffic to the user using E-Mail 
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• technology and migrates data pattern traffic to the DON • 
end-to-end security capability 1s acknowledged to satisfy 
messaging requirements. 

The need for an 
classified 

(2) Navy TCe Automation. This project will replace existing 
Remote Information Exchange Terminals (HIXTs) with state_of_the-art COTS NDI 
terminals which are capable of evolving into OMS components, and will 
transition Tee services to user commands via the PCHT and OAS components. 

(3) Air Force TCe Automation. The lead project 1n this effort 1s 
the Formal Message Handling Service (FHHS) 2000 which will replace existing 
Air Force terminals (Standard Remote Terminals, AFAMPEs) with a single 
modular system. Subordinate near_term projects involve replacement of the 

• DCT-9000 and Lundy_Farrington OCRs. The Host AUTODIN Message Processing 
System (HAHPS) program electrically connects the AF Data processing Centers 
(DPC'S) to AUTODIN through an AUTODIN Interface Device (AID) or the backside 
of an AFAHPE. 

• 

• 

• 

• 

(~) OLA TCC Automation. This project will replace existing 
AUTODIN interface systems with AFAMPE_like systems. This is primarily a 
cost avoidance effort. OLA plans for the new systems to be upgraded to OMS 
components in the future. 

(S) OIA TCC Automation. This project will eliminate hardcopy 
distribution, reduce staffing and ensure timely delivery to all recipients. 

(6) NSA TCC Automation. The NSA has several projects to upgrade 
NSA and Service Cryptologic Element headquarters and field activities' TCCs 
with state-of_the-art hardware and software as part of the 
Telecommunications Improvement Program (TIP) of the Agency's Global 
Telecommunications Service Architecture. 

(7) Other TCC Automation. This is an umbrella effort to work 
with non_DoD AUTODIN subscribers to ensure that all subscribers are 
compatible and interoperable with the OMS. 

e. TCC Automation Support Components. 

(1) DSSCS Workstation. This project is to develop, test and 
deploy a stand-alone R/Y terminal capable of supporting OMS objectives • 
This project is based on the OIA sponsored Message Preparation and 
Dissemination Terminal. 

(2) SARAH-Admin Enhanced Connectivity. This project is intended 
to facilitate the extension of automation for message preparation to the 
user and prepare for the elimination of the manual floppy disk transfer 
between the two versions of SARAH, thereby significantly improving speed of 
service and reducing staffing. 

(3) AID with Selective Splitting (AID-SS). 
develop, test and deploy an AUTODIN Interface Device 
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CQHSEC and a splitting capability based on security level , RI , precedence 
and language media format . 

(4) Personal Computer Message Terminal (PCHT) and Office 
Automation System (OAS) Components. These components will be located at 
user commands and will serve as generic/standard message entry/delivery 
components to allow transitlonlng services from Tees to user commands/work 
stations . 

f . Establish Testbed!. A major constraint on the OMS is funding . To 
ensure that the DoD gets the maximum value for its funding, the Services and 
agencies are to establish testbeds which will be used to operationally test 
OMS components prior to full - scale acquisition/deployment. 

(1) R&D Testbed . A DCA lead joint R&D testbed capability is 
requi r ed to determine basic feasibility of OMS components planned for 
advanced OMS phases. 

(2) Central Support Beta and OT&£ Testbed. A DCA managed Cent ral 
Support Testbed to perform Beta and OT&E testing will be established at the 
East Coast Telecommunications Center (ECTC) at Ft. Detrick, Maryland. This 
effort is an expansion of the current AUTOOIN testing function which will 
use the on_line ASC/DDN capabilities. 

(3) Army Beta and OT&E Testbeds . Army plans to establish 
testbeds at Ft . Ritchie , Maryland and Ft . Huachuca, Arizona. Both locations 

, ) 

) 

appear to be well suited for these test functions. Additional Beta testbeds ))) 
are planned for Redstone Arsenel, AL; Ft Irwin , CA; and Ft Drum, NY. 

(4) Navy Beta and OT&E Testbed . Navy plans to establish a 
testbed at Naval Communications Unit, Cheltenham, Maryland . This location 
is well suited for these test functions. 

(5) Air Force Beta and OT&£ Testbed. Air Force plans to 
establish a testbed at Mathe r AFB, California as an additional function of 
the existing Standard Command , Control , Communications and Computers (SC4) 
Hodel Base Program. 

(6) DLA Beta and OT&E Testbed . DLA plans to establish a testbed 
at Gentile AFS, Ohio. 

(7) DIA Beta and OT&£ Testbed. DIA has no current plan to 
establish a Beta testbed . OT&E will be performed at contractor sites . 

(8) NSA Beta and OT&E Testbed. NSA plans to use test facilities 
provided by support contract for the Telecommunications Improvement Program 
(TIP) . The location of the NSA test facility has not been determined . 

g. AUTODIN Switching Center (ASC) Evolution. DCA is responsible for 
actions required to maintain ASC viability . Many of the actions are normal 
maintenance/life cycle support, others will be taken to reduce costs. 
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OMS Architecture 

Section 5 

Phase II Implementation 

5.0 Introduction. 

Figure 5-1 illustrates the OMS Architecture at the end of Phase II (end 
FY 2000). The phase-in of new DMS X.~OO/X.500 based components with 
security protection provided by the Secure Data Network System (SONS) during 
Phase II will begin the evolutionary phase-Out of the baseline AUTODIN and 
E-Mail capabilities. At the regional level, the AUTODIN Switching Centers 
(ASes) and Service/Agency Automated Message Processing Exchanges (AMPEs) 
will evolve to x.400 Message Transfer Agents (MTAs) and the directory 
improvements initiated in Phase I will be completed, providing a centrally 
managed X.SOO integrated directory capability consisting of Directory System 
Agent (DSA) and Directory User Agent (DUA) implementations as shown in 
Figure 5-1. Architecturally, the ASC and E-Mail Directory components which 
were global components (GG) during the baseline and Phase I, are evolving to 
regional components (RC) with MTA and DSA fUnctionality by the end of Phase 
II. The evolution to X.400 messaging is also occurring at the baselevel with 
the deployment of new installation components (IC), organizational 
components (OC) and user components (UC). Large bases may implement X.400 
MTAs and X.500 DSA functions (which are normally implemented at the regional 
level) as ICs to provide these services at the installation level when 
required. Telecommunications Center (rCC) automation efforts initiated 
during Phase I continue during Phase II and evolve to x.400 based User Agent 
(UA), Organizational User Agent (QUA), Message Storage Agent (MSA) , and 
Directory User Agent (DUA) functions which are deployed at the base level as 
organizational components (DC) and user components (UC) . Initial 
implementations of Installation Information Transfer Systems (IITS) at the 
baselevel during Phase II will improve baselevel transmission capabilities 
and thereby facilitate this migration to X.400/X.5QO based organizational 
and individual messaging with SONS protection. 

5.1 Phase II Objectives . 

5.1.1 Consolidate Individual and Organizational Message Systems . During 
Phase I, actions have been taken to interface the baseline messaging 
systems, provide increased i nteroperability, reduce operations and 
maintenance costs, and begin the extension of the messaging interface to the 
users. The availability of X.400/X.500/SDNS DMS components during Phase II 
makes the provision of secure user-to_user individual and organizational 
messaging service possible. The speed at which these components are 
deployed during Phase 11 will depend not only on funding availability, but 
in large part on the aggressive continuation of the policy and procedural 
actions initiated during Phase I. As new 051 protocols, the Common Message 
Format, and new procedures are phased in, AUTOOIN and DoD standard 
protocols, formats and procedures must be phased out. 
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5.1.2 Expand Writer-to-Reader Connectivity and Support. With deployment of 
new DMS components during this phase , extension of the messaging interface 
to the user will be complete . A user should have the ability to originate 
and receive both organizational and individual messages from the same 
terminal or workstation. While implementations of baselevel Installation 
Information Transfer Systems (11TS) are not OMS components, this improvement 
in the baselevel transmission capability, which allows transparent user 
access to all baselevel assets as well as access to long haul networ ks , will 
facilitate the effective interconnection of OMS components and provide the 
increased bandwidth that will be required for efficient X. 400/X . 500/S0NS 
messaging. 

5.1.3 Provide Improved Writer_to_Reader Security. Assuming that BLACKER 
Host-to-Host protection is implemented during Phase I, the major security 
enhancement during Phase II will be deployment of Secure Data Network System 
(SONS) security mechanisms designed to protect communications between "peer 
entities". SONS is being deSigned specifically to provide security services 
within the Open Systems Interconnection (OSI) architecture which is a OMS 
objective. For the OMS, the primary "peer entities" to be protected are the 
User Agents (UAs and OUAs) and the protection is provided via end - to- end 
(i.e., User Agent - to - User Agent) encryption of each message ' s heading and 
text . Information exchanges between directory elements (e .g. , OSAs , OUAs) 
will also require such protection. SONS, which includes new and innovative 
cryptographic keying technology, provides six prinCipal secur ity services , 
all but one of which can be used by the OMS's x . 400 MHS. All six services 
are outlined below . 

a. Data Confidentiality. This security service protects data against 
unauthorized disclosure. 

b. Traffic Flow Confidentiality. This is a special type of data 
confidentiality which protects the identities of communicating parties and 
the amount of communication between them. This service is not available for 
use by the x . 400 OMS . To the extent that traffic flow protection is 
required, it must be met via other means (Also see 5 . 3.1 c.(2». 

c. Data Integrity. This service protects against unauthorized 
modification , insertion and deletion . 

d . Authentication . This service verifies the identity of a 
communicating peer entity and the source of data. 

e. Access Control . This service allows only authorized communication. 

f. Non - repudiation With Proof of Origin. This service provides the 
recipient or disinterested third party proof of the origin of data and 
prevents the originator from denying that he sent the data or its contents . 

5.2 Phase II Architecture. 

5.2.1 Components. Phase II is also a transition phase. By the end of this 
phase (end FY 2000) , the OMS consists of X.400/X . 500 messaging components 
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and remaining baseline or Phase I transition components that are being • 
phased out. The DMS has adopted the CelTT Recommendation x.400 Message 
Handling System (HHS) as the model for integrating DoD's messaging 
requirements into a single system. Initially there were concerns that the 
1984 Recommendation did not meet military requirements and a NATO military 
extension was drafted. The 1988 Recommendation has incorporated many of the 
military requirements missing from the 1984 version. The HHS for the OMS 
will use an x . 400 which fully meets the needs of the 000 and is 
interoperable with our strategiC users, allies. and the tactical and 
commercial communities. To the extent that others have not evolved to X.400 
HHS compatibility, they will be handled as exceptions on a case by case 
basis. 

a. Global Components (GC). By the end of Phase II, it is expected 
that the AUTODIN Switching Centers will have evolved to regional Message 
Transfer Agents (MTAs) and the integrated X.SOO Directory System Agent (OSA) 
function will be implemented regionally. Consequently, network management 
(HGMT) is the only function remaining that would require a GC(s). The 
primary MGMT functions performed at the global level will be directory 
management/maintenance, cryptographic key management, network status and 
performance monitoring, and network configuration control. A primary 
objective is to maximize automation of the HGHT functions to obtain maximum 
effectiveness and to ensure minimal expenditure of resources for this 
function. For example, a highly automated HHS addressing function that 
includes automatic delivery to alternate addresses in the event of primary 
addressee failures, could significantly improve speed of service while 
reducing the system control resources necessary to manage the alternate 
delivery function required for organizational messaging. 

b. Regional Components (RC) and Installation Components (IC). 
Functions implemented as RCs and ICs during Phase II are the X.400 MTA and 
the X.SOO OSA. Implementation of these functions on components is flexible. 
MTA and OSA functionality can be implemented 1n the same system or 
separately, depending on specific requirements to be satisfied . By the end 
of Phase II, it is envisioned that there will be a continuing need for the 
transitional ADI component deployed during Phase I at the regional and 
installation levels to provide AUTOOIN/X.400 interoperability. The need 
for this AOI will remain until all base level TCCs have phased out and all 
allied, tactical, and commercial interoperability objectives have been met 
by other means. 

(1) Message Transfer Agent (HTA). During this phase the Message 
Transfer System (HTS), the virtual store and forward messaging backbone, 
will be constituted with the fielding of RCs and ICs having the MTA 
functionality. The X.400 message consists of an envelope and its contents' 
the MTAs neither modify nor examine the content except for code conversion: 
With SONS protection, the message content will be encrypted while being 
transferred within the MTS and since services have been moved out to the 
users, minimal staffing and minimal security protection and clearances 
should be required for OMS HTAs. 
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(2) Directory. Within the MHS, the MTAs must have, as a minimum, 
the originator/recipient (O/R) address to effect delivery of a message or 
notification. The function defined by the X.SOO series of recommendations 
is the source of the O/R addresses. UAs, QUAs, and MTAs can, through use of 
a Directory User Agent (DUA) application, provide the DSA with the directory 
name of the intended recipient, and (subject to access control) obtain from 
the eSA, the recipient's O/R address . The UA may then supply both the 
directory name and the O/R address to the MrS. Another UA may supply just 
the recipient's directory name to the MTS. The MrS would then itself ask 
the DSA for the recipient's aiR address and add it to the envelope . The 
X.500 DSA function also plays a role in provision of SONS protection through 
storage of public cryptographic key information for MHS users. Physical 
implementation of the DSA and DUA functions is flexible . It is envisioned 
that the DSA function will be implemented in regional and installation 
components and be collocated with the MTA function . The X.500 directory 
provides the following basic categories of service: 

(a) User - Friendly Naming. The originator or reCipient of a 
message can be identified by means of his user-friendly directory name, 
rather than his machine oriented O/R address. At any time, the MHS can 
obtain the a/R names/addresses of the individual reCipients by providing the 
recipients' directory names to the directory. 

(b) Distribution Lists (DLs). A group whose membership is 
stored in the directory can be used as a DL. Tbe originator simply supplies 
the name of the list. At the DL's expansion point(s), the MHS can obtain 
the directory names (and then the O/R addresses) of the individual 
reCipients by consulting the directory. 

(c) Recipient UA Capabilities. The HHS capabilities of a 
recipient (or originator) can be stored in his directory entry. At any 
time, the MHS can obtain (and then act upon) those capabilities by 
consulting the directory. 

(d) Authentication. Before two MHS functional entities (two 
MTAs or a UA and an MTA) communicate with one another, each establishes the 
identity of the other. 

c. Organizational Components (OC). OMS OCs implemented during phase 
II will include those functions necessary for users to exchange 
organizational messages. As depicted in Figure 5-1, these functions include 
the Organizational User Agent (OUA), the User Agent (UA), the Message Storage 
Agent (HSA), and the Directory User Agent (DUA). These functions are also 
based on the X.~OO Message Handltng System model, with the QUA containing 
the most unique DMS functionality. 

(1) Organizational User Agent (OUA). An x.400 User Agent (UA) is 
an application process that interacts with the Message Transfer System (HTS) 
or a Message Storage Agent (MSA) (defined below) to eXChange messages on 
behalf of a single user. The MTS (i . e ., cooperating MTAs) delivers the 
messages submitted by an originating UA, to one or more recipient UAs . The 
1988 X.~OO Recommendation states that "Functions performed solely by the UA 
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and not standardized as part of the message handling elements of service are 
called local functions." While appearing to the HHS as an X.400 UA, 
satisfaction of the unique DoD requirements associated with organizational 
messages requires the QUA to perform a series of these "local functions". 
The primary local functions unique to the QUA are: 1) approval of 
organizational messages prepared locally or by other subordinate UAs in the 
organization prior to transmission (i . e.," message release"); 2) automated 
distribution determination and delivery of received organizational messages 
to subordinate UAs in the organization; and 3) delivery of messages with 
high precedence or high classification received at any time day or night by 
any means available. It is important to note that not all QUAs will perform 
all of these functions. There will be numerous QUAs within a given 
organization that do not operate on a continuous (24 hours per day, 7 days 
per week) basis and are authorized to perform only the "message release" 
function. Selected OUAs (which mayor may not operate on a continuous 
basis) will be designated to perform the distribution determination and 
delivery function but based on local requirements and hours of operation, 
they must also be capable of performing all QUA functions . QUAs resident in 
Command Posts or Duty Officer locations operated on a continuous basis, will 
perform as a minimum, the high precedence and high classification delivery 
function after normal duty hours but must also be capable of performing all 
DUA fUnctions if required. Organizational messages may also be composed as 
well as "released" from an QUA. The QUA must also be capable of returning a 
message that cannot be released to the originating UA or forwarding the 
message to another QUA for release (e.g., for messages that must be released 
at a higher organizational level). "Release" of a message by an QUA will 
result in the addition of an SDNS signature block to the message which 
generates a cryptographic key for the Signature block in addition to the key 
for the message . OUA functionality will typically be implemented on an 
intelligent terminal or workstation and all resident message data will 
normally be clear text. For each organization, at least one QUA will be 
operated on a continuous basis and be backed up (for alternate delivery 
purposes) by another continuously operated OUA. To enhance message 
addressing via the HHS, it is envisioned that each QUA's DUA will implement 
a limited cache of the DMS Directory containing the names and D/R Addresses 
commonly used by the organization . Maintenance of the cache would be 
accomplished interactively via the HHS between the DUA's DUA and the DSA 
without operator involvement . Since the aIR Addresses aSSOciated with 
collective names (AIGs, CADs, or other Distribution Lists) change 
frequently, their inclusion in the cache is not conSidered feasible. 
Consequently, transmission of each organizational message containing a 
collective or Distribution List (DL) name will reqUire interaction between 
the QUA's DUA and the DSA for addition of the DL's Q/R addresses to the 
X.400 envelope. 

(2) User Agent (UA). From an organizational message exchange 
perspective, the UA is the application typically implemented on an 
intelligent terminal or workstation and operated by a user to create, edit, 
transmit and receive organizational messages . As previously indicated a 
primary DMS objective is to allow a user to perform multiple applicati~ns 
from a single terminal or Workstation. Consistent with this objective, the 
UA functionality will typically not be implemented on an organizational 
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component and is described here only to complete the discussion of 
organizational message exchange. Other office automation applications will 
typically be implemented on the same workstation, to include applications 
for preparation, transmission and reception of individual messages (see User 
Component below). For organizational messages, the user must be capable of, 
as a minimum: 1) composing a new message; 2) transmitting a composed draft 
message to other staff members (local or distant) for coordination via 
office automation techniques or via the HHSj 3) transmitting a coordinated 
draft message to the OUA via office automation techniques or via the MHS for 
message release and transmission; 4) receiving draft messages via office 
automation techniques or the MHS from the message drafter for staff 
coordination; 5) forwarding a draft message with comments via office 
automation techniques or via the MHS to the message drafter, another UA or 
an QUA; 6) receiving organizational messages from an QUA for user 
consumption, disposition, or as a comeback copy of a previously drafted 
message that was transmitted to an OUA for message release/transmission. 
Only this last capability results in an organizational message being 
resident in a UA because the message is not considered organizational until 
it has been approved for release by a competent authority. All draft 
organizational message transactions are considered "individual" messages 
from the OMS perspective. The feasibility of a DUA implementing a cache of 
commonly used organizational addresses on a UA is a matter for further 
study. It may be appropriate to only cache organizational "names" at the UA 
and allow the QUA that releases an organizational message to add the Q/R 
addresses to the X.400 envelope prior to transmission. 

(3) Message Storage Agent (MSA). The MSA is a general purpose 
capability ot the X.400 MHS that acts as an intermediary between the UA (or 
~UA) and the MTA. The MSA is a functional entity whose primary purpose is 
to store and permit retrieval of delivered messages. The MSA also allows 
for submission from, and alerting to the UA. It is important to note that 
in the X.400 HHS model, the MSA is optional and is always implemented in 
series between a UA and an MTA. When subscribing to an MSA, all messages 
destined for the UA are delivered to the MSA only. The UA, if on-line, can 
receive alerts when certain messages (e.g., high precedence) are received by 
the MSA. Messages delivered to an HSA are considered delivered from the MTS 
perspective. When a UA transmits messages through an MSA, the HSA is 
transparent and operates in real-time. Like the UA, the MSA can be used for 
applications other than organizational message exchange. Both UAs and MSAs 
can be implemented on a wide variety of eqUipment, including intelligent 
terminals or workstations. For organizational messaging, the HSA could 
complement an QUA implemented on a terminal/workstation by providing a 
resident storage mechanism to take delivery of messages, provide short_term 
storage (normally provided by the MTS) and alerts for high precedence 
messages, and provide long_term storage of delivered messages for 
administrative, message accountability or analysis purposes. The HSA, in 
conjunction with resident or non-resident UA or QUA functionality, also 
appears to be a candidate for implementation of the functions performed by 
the current automated message handling systems (AMHSs). For most envisioned 
applications of the MSA functionality, message data resident on the HSA will 
be clear text. Current SONS plans to encrypt message text from UA-tO - UA, 
and the HSA placement currently specified in the X.4QO Recommendation (i . e., 
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in series between the MTA and UA) would appear to prohibit clear text 
message storage in the MSA . This is a matter for further study. No 
decisions have been made regarding the use of the MSA in the OMS. Clearly, 
message storage and retrieval are required functions; however, they need not 
be allocated to the X. 400 HSA. 

d. User Component (UC). The primary function implemented as a UC is 
the User Agent (UA) . The UA function is an application process that 
interacts with the HTS on behalf of a single user. The UA has been 
described above from the organizational message perspective and the same UA 
can be used to send/receive individual messages. For the exchange of 
individual messages, an QUA is not involved, except as indicated above when 
the individual messages being exchanged are draft organizational messages 
and the QUA is the addressee. Since organizational requirements such as 
message release and distribution determination/delivery are not required, 
the UA interacts directly with the MTS to exchange individual messages with 
other UAs in a manner more closely fitting the X. 400 MHS model. OUA 
implementation of a cache of commonly used individual addressees in the UA 
is envisioned with direct interaction with the DSA taking place as required 
to effect UA-to-UA message exchange via the HTS . As with organizational 
messages, the DUA cache would include the names of collective addresses or 
Distribution Lists but not the associated O/R Addresses. The HSA also has 
optional application for individual messaging in that it could provide 
individual short - term or long - term message storage service for multiple UAs. 
With this option, the MTS would not be required to store messages for 
periods of time while UAs are inoperable and UAs would be provided enhanced 
versions of the services currently provided by electronic mail and automated 
message handling system hosts. 

e. DoD Internet. During Phase 11, migratton of the DoD Internet to an 
ISDN- based long - haul and baselevel transmission capability will begin. 
While the continuing upgrade and integration of the basel eve 1 and network 
level transmission capabilities are independent of the DHS implementation, 
deployment of OMS X.400/X.500/SDNS components beginning in Phase 11 will 
rely heavily on these improved transmission capabilities for effective 
operation . 

(1) Defense Data Network (DON) . With the phase_out of the 
AUTODIN Switching Centers during Phase II, the DON will become the single 
DoD long- haul backbone for the OMS. While efforts to phase-out the baseline 
DON in favor of an integrated ISDN-based Defense Communications System (DCS) 
backbone are expected to be underway, by the end of Phase II it is 
envisioned that the DON will remain, either as an integrated network or as a 
continuation of the MILNET (unclassified) and DISNET (classified) segments. 
In the event the two interconnected DON segments still eXist, it 1s assumed 
that BLACKER or an equivalent capability will be widely implemented to allow 
OMS to view the DON as a logically integrated long - haul backbone. 

(2) Baselevel Installation Information Transfer Systems (IITS). 
As X. 400/X . 500/S0NS DMS components are implemented at the baselevel during 
Phase 11, improved baselevel transmission connectivity will be needed to 
support the higher bandwidth required by these components . By the end of 
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Phase 11, it 1s envisioned that baselevel telephone modernization projects 
will be well underway with the installation of ISDN-based IITS providing the 
increased transmission connectivity needed by the DMS as well as all other 
baselevel telecommunications assets. 

f. Telecommunications Centers (TCCs). During Phase I, obsolete Tee 
equipment was replaced, Tee functionality was automated, and the messaging 
interface was extended to the user to the maximum extent possible. Tee 
equipment replacements and automation efforts emphasized the use of 
evolvable equipment, standard transportable operating systems, and 
implementation of international standard protocols to the maximum extent 
possible. If these objectives have been met, the TCC automation components 
implemented during Phase I can become the base for implementation of the 
Phase II X.400/X.500/S0NS components at the baselevel. By the end of Phase 
II, it is envisioned that many (if not most) of the TCCs will have been 
phased out in favor of x.400 organizational and user components . 

g. Data Processing Installations (DPls). By the end of Phase II, 
most, if not all, interactive data exchanges should be accomplished via the 
DoD Internet. 

h. Automated Message Handling Systems (AHHSs). By the end of Phase 
II, many of the current AHHSs should have migrated to x.400 components 
(e.g., MSA with accompanying UA/OUA) to provide this functionality. 

5.2.2 Connections. The connectivity of DMS components as of the end of 
Phase II is depicted in Figure 5- 1. By the year 2000, the AUTOOIN Switching 
Centers (ASCs) should have migrated to regional components (RC) implementing 
the X.400 MTA functionality with SONS protection. The transitional OIR 
components implemented regionally during Phase I, should have migrated to 
regional components (RC) implementing X.500/S0NS DSA functionality. Some of 
the transitional ADI components implemented regionally during Phase I will 
remain until all baselevel TCCs have been phased out and the Allied, 
Tactical and Commercial Communities are able to directly interface the OMS 
regional and installation components implementing MTA and DSA functionality . 
The DON continues to serve as the long - haul data switching backbone and the 
only remaining global components (GC) implement the DMS MGM! functions 
described above. At the baselevel, TCC phaseout continues as organizational 
and user components implement the X.400 UA, QUA, OUA, and optional MSA 
functions which are interconnected by new IITS capabilities. Depending on 
the Service or agency TCe automation project implemented during Phase I, a 
TCC that has not phased out by the end of Phase II may: interface directly 
with the OON using a baselevel ADI transition component deployed during 
Phase I; interface with the regionally implemented ADI transition component; 
or both. To avoid prolonged use of these transition components, expedited 
phase_out of TCCs and satisfaction of Allied, Tactical, and Commercial 
Interoperability requirements will be emphasized. 

5.2.3 Concept of Operations. All messages exchanged via the OMS will be 
categor~zed as either "organizational" or "individual" and a message 
reCipient must be able to clearly identify the category of each message. A 

~ number of policy and procedural issues must be resolved regarding this 
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categorization but for purposes of this concept of operations, a message 
originated as "individual" will not be addressed or delivered to an 
organizational address and a message originated as "organizational" will not 
be addressed or delivered to an individual address. Following are potential 
scenarios envisioned for the exchange of organizational and individual 
messages by the end of Phase II: 

a. Organizational Message Exchange . Assuming that the user is logged 
onto his UA <e.g., workstation) and desires to draft an organizational 
message, he will indicate this choice to his UA. The UA will prompt the 
user for the information required for preparation of the organizational 
message in the Common Message Format and provide help menus as required for 
completion of the draft message. Information required from the user for 
message preparation should include only the basics such as: originating 
organizational name (FROM:) ; action organizational names ( TO:); information 
organizational names (INFO: or CC:); message precedence; message 
classification (to include Caveats, Codewords, etc., if appropriate); 
message passing/handling instructions, if appropriate; and the message text 
(subject of the message is considered part of the message text for this 
description). The user must know the names of the intended addressees. If 
necessary , the user can obtain organizational name information from the DUA 
cache implemented on his IC/OC or initiate a directory query to the X.SOQ 
DSA implemented at the regional level . If the completed draft 
organizational message requires staffing/ coordination prior to transmission 
to the appropriate OUA for release, additional information to support the 
coordination process (e.g., a supporting memorandum for record) may be 
appended to the draft. The staffing/coordination process will be 
accomplished electrically using office automation capabilities for 
coordination with local staff members or via the MHS for coordination with 
distant staff members. Messages exchanged between the drafter, local and 
distant staff members associated with the coordination of the draft 
organizational message (to include copies of the draft, comments to the 
draft, etc.) are considered ftindividual ft messages from the OMS perspective. 
When the staffing/coordination process is complete, the draft organ~zational 
message is transmitted to the appropriate OUA for review and release. The 
release authority reviews the message on his QUA and takes one of the 
following actions: 1) Modifies the message prior to release; 2) returns the 
message to the drafter for rework; 3) forwards the message to another OUA 
for release; or, ~) releases the message for transmission. Until the 
message has been released for transmission at an QUA, the message remains a 
draft and is considered an individual message . If the draft organizational 
message or any of the individual messages generated during the 
staffing/coordination process contain sensitive or classified information, 
this information will be afforded the appropriate protection. With SONS 
protection, the text of these messages will have been encrypted from UA-to­
UA or UA - to - OUA. When the message has been released, it is now an 
organizational message and strict message accountability information is 
recorded from the point of release to ultimate delivery to all addressees. 
Again assuming SDNS protection, the OUA encrypts the text of the message, 
adds an SDNS signature block, and transmits it to an MTA, thereby entering 
it into the MTS. Message accountability information is recorded by the 
originating QUA and by the MTS . The MTS, interacting with the DSA as 
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necessary for addressing and keying purposes, transfers the message to the 
destination OUA(s) . Upon receipt by a destination OUA, the message text is 
decrypted and the message is processed for distribution determination and 
deliv~ry purposes. The message text is again encrypted by the OUA and 
transmitte~ to each of the recipient UAs. It is important to note that for 
organizational messages, the message is delivered by the destination QUA to 
the organizational elements addressed by the originator and, based on 
distribution determination proceSSing, to additional subordinate 
organizational elements (e.g., divisions, branches, offices) determined 
appropriate by the recipient organization. Message accountability 
information regarding this message is recorded by the destination OUA 
beginning with receipt from the MTS and ending with delivery to the last UA. 
Upon receipt of the organizational message by each UA, the message text is 
decrypted and made available to the destination user who may, through office 
automation capabilities , read, print, store, or otherwise manipulate the 
message. Message accountability information recording outlined in this 
scenario is the minimum required for organizational messages and refers to 
the recording of message transactions only (i.e., it does not refer to 
recording of complete messages). The capability for all OMS components to 
maintain this recorded information for a period of time (e.g., 30 days) to 
support problem analysis, statistics collection and tracer actions is 
required. With regard to requirements for storing complete copies of 
organizational messages, the following applies: within the MTS. complete 
messages are stored only until delivery has been effected to all aUAs. Long 
term storage (e .g., 30 days or more) of organizational messages at the OUA 
to support retrievals, retransmiSSions, tracers, and other applications, 
will be typical. As indicated in the component descriptions, the X.~OO 
Message Storage Agent (HSA) functionality has potential application in this 
scenario depending upon its placement with regard to SONS protection. 

b. Individual Message Exchange. Assuming the user is logged onto his 
UA (and thlS can be the same UA used for organizational messaging), and 
desires to prepare and transmit an individual message, he will indicate this 
choice to his UA. The UA will prompt the user for the information required 
for preparation of the individual message in the Common Message Format and 
provide help menus as required for completion of the message. Information 
required from the user for individual message preparation should include 
only the basics such as: originating user's directory name (FROM : ); action 
users' directory names (TO:) ; information users' directory names (INFO: or 
CC:); message classification; subject and text. (While a precedence 
requirement has not currently been stated for individual messages, such a 
requirement is a distinct possibility during the Phase II time frame as well 
as other improvements (e.g., improved message accountability) over the 
current E-mail method of providing individual messaging.) The user must 
know the directory names of the intended users. If necessary, the user can 
obtain user directory name information from the OUA cache implemented on his 
his Ie/OC or initiate a directory query to the X.500 DSA implemented at the 
regional level. For individual messages, the user is the releaser and 
simply indicates to his UA when the message is to be transmitted. Assuming 
SONS protection, the UA encrypts the text of the message, adds the O/R 
addresses (from the OUA cache) to the X.~OO envelope, and transmits it to an 

~ MTA. Individual messages do not include an SONS signature block. The MTS, 
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interacting with the DSA as necessary for addressing and keying purposes, 4t) 
t r ansfers the message to the destination UAs. Upon receipt by a destination 
UA, the message text is decrypted and made available to the destination user 
who may, through office automation capabilities , read , print, store, or 
otherwise manipulate the message. Given that UAs are typically not 
operational on a continuous basis, the question concerning where individual 
messages destined for inoperable UAs will be stored is germane. For 
organizational messages , the QUA (with or without MSA functionality) has 
this responsibility. One candidate would be the MTS providing temporary 
storage of individual messages awaiting delivery to inoperable UAs. The 
x.qOO MSA functionality (either collocated with the UA or implemented as a 
separate storage service for multiple UAs) would be an ideal candidate to 
provide this temporary storage capability as well as long_term storage of 
delivered individual messages for subsequent review and manipulation by the 
user. While the HSA seems to be the better candidate since it places the 
management of temporary message storage (e.g., queues or mailboxes) closer 
to the user and also provides the long-term storage capability, the use of 
the HSA functionality as currently defined in the x. 400 Recommendation with 
SDNS protection is a problem requiring resolution. 

5 . 2.4 Cost. Specific cost estimates for Phase 11 are not currently 
possible but economic benefits are antiCipated in two major areas. First, 
DMS component acquisitions that are based on international standards versus DoD 
standards and maximize the use of NDl, commodity contracts, and products 
endorsed by the CCEP will be significantly more cost effective than the 
traditional DoD development acquisitions. Second, through deployment of Phase t ) 
II OMS components, the messaging interface will be extended to the user at many 
more DoD locations, thereby allowing the additional communications staff 
reductions outlined in the next paragraph. 

5 . 2 .5 Staffing. The Phase II migration from discrete organizational and 
individual message systems to an integrated OMS will result in the reduction 
of staff dedicated to communications functions . UAs will be operated by 
users. OUAs performing only the message release function will be staffed by 
users having message release authority . QUAs performing the distribution 
dete r mination and delivery functions can be operated by existing 
organizational administrative support personnel rather than dedicated TCC 
operators. OUAs performing functions requiring continuous operation can be 
located in Command Center or Duty Officer locations that are already staffed 
on a continuous basis . The optional HSA function can be collocated with 
other components and is not expected to require significant staffing. DHS 
components implementing the MrS and Directory functions are expected to 
require minimal staffing. The global HGMT function will require staffing to 
perform system control, data base management/maintenance , dnd key management 
functions but maximum automation of these functions will minimize the level 
of staffing required. 

5.2 . 6 Comparison to Requirements. 

a . Connectivity/Interoperability. Components and 10dical functions 
based on the X. 400 HHS model implemented during Phase II provide Significant 
improvements in flexibility and interoperability between users. The 
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ultimate DMS objeotive of providing conn~otivit y from writer- to -reader is 
beooming a reality by t he end of Phase II . Although t her e a r e a number of 
serious integration and security policy issues associated with Allied 
interoperability , during Phase II speoific emphasis will be placed on 
resolving these problems and achieving full interoperability with our 
Allies. 

b. Guaranteed Delivery. Significant improvement in satisfaction of 
this requirement will be realized with deployment of X.400 based DMS 
components during Phase II. The most notable improvement in this a r ea wi ll 
be for individual messaging as users de r ive the benefits from consolidation 
of the organizational and individual message systems. The MTS will maintain 
message accountability during all message transfers from UA/QUA- to- UA/QUA. 
Automatic notification to an originating UA that a recipient user has read 
the message can also be provided. Where guaranteed delivery is most 
critical (e.g., for organizational messages), additional measures such as 
duplioate data files, redundant data storage d~vices, etc ., will be 
implemented by QUAs and/or MSAs to preclude the loss of messages during 
system failures . 

c. Timely Delivery . With the extension of the messaging interface to 
the user during Phase II , there will be significant improvement in the 
satisfaction of this requirement. The most notable improvement in this area 
will be for organizational messaging since the manual handling of paper 
media will be phasing out. Deployment of x . 400 based OMS components at the 
baselevel (UA, aUA, HSA) will allow the OMS to honor the users ' desires with 
regard to timely delivery. An urgent organizational message can be 
delivered immediately to a user by the QUA or be expeditiously r eviewed and 
passed to appropriate personnel for action in the event that the user ' s UA 
is inoperable. For individual messages, the MSA ' s alerting capability can 
be used to alert a user to receipt of an urgent or high inte rest individual 
message. For routine organizational or individual messages, the users will 
be capable of specifying timely delivery requirements (i.e., how often the 
UA will alert the user to message receipt and make received messages 
available for consumption) based on varying message criteria (e.g. , 
precedence, subject matter, etc.) . 

d . Confidentiality/Security. All messages will be afforded protection 
appropriate to the sensitivity or classification of the information. Ouring 
Phase II, the primary improvement in this area will be the deployment of OMS 
components providing SONS protection. Applicability of SONS to specific 
user communities is a matter for further study as is the interoperability 
between SONS protected users and users who are either not yet SONS protected 
or never will be. While a number of security policy issues remain to be 
resolved} in general, confidentiality and security will be provided 
throughout the OMS by limiting recipients to those cleared for the 
information through the use of the security measures in place , new security 
measures provided by SONS, and multilevel security (MLS) protection as 
required. Security procedures appropriate for the level of classification 
will be required for message preparation, transmission , receipt, and 
consumption by users. Trusted Computing Base (TCB) technology will be used 
as required depending upon the application and the security environment • 
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Some of the security protections will still be provided by procedures and ' )Ij 
personnel security, but with the extension of the messaging interface to the 
user level, these procedures and personnel security clearances will apply to 
message writers and readers. A major objective will be to minimize the 
security clearance levels required throughout the OMS . 

e . Sender Authentication. Deployment of X.400/X.500/SDNS components 
during Phase II will offer significant improvements in satisfaction of this 
requirement. While the X.400/X.500 method of messaging in and of itself 
provides improvements in sender authentication , those users protected by 
SDNS will have available the additional features of cryptographic electronic 
signature authentication and non_repudiation with proof of origin. Use of 
these features will be dependent upon the type of message and the user's 
specific requirements. 

f . Integrity. Improvements being implemented in the DoD Internet 
during this phase, coupled with deployment of new DHS components, will 
collectively result in improved message integrity. Migration to newer 
protocols using cyclic redundancy checks vice the simple parity checks 
offered by some of the DoD standard protocols (such as DeS Mode I) in use 
during the baseline and Phase I time frames, will provide improved error 
detection and correction capabilities. 

g. Survivability. Survivability of DMS components will increase 
during this phase as the AUTODIN Switching Centers are phased out and highly 
distributed and richly connected regional and installation components with 
MTA/DSA functionality are phased in. Further, with improvements to the DoD 
Internet being implemented during this time frame, both local and regional 
connectivity of DMS components will begin to improve. 

h. Availability/Reliability . New or upgraded OMS components are 
expected to have little downtime and to be supported by inexpensive, highly 
reliable power and environmental support facilities. Those components 
requiring high availability (e.g. , MTAs, DSAs, OUAs) will be either 
redundant or backed - up. 

i . Ease of Use. The emergence of a simplified, X. 400 based Common 
Message Format (ACP- XXX) will allow users to interact directly with the DMS. 
Specialized communications skills will not be required. UA interaction with 
the HHS, to include the directory and key management functions, will be for 
the most part, transparent to the user. 

j. Identification of Recipients . Directory service improvements 
initiated during Phase I will mature during Phase 11 with deployment of the 
fully integrated X.500 DSA/DUA capabilities . 

k . Prepar ation Support. The UA will provide the prompting and message 
for matting necessary for the user to easily prepare a message with no 
special training. During Phase II , this function will be fully integrated 
into the office automation envi r onment as UAs are deployed. 
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1. Stordge and Retrieval Support. The optional X.~OO Message Storage 
Agent (HSA) functionality will provide a highly flexible message storage 
capability that can be used for multiple applications. Full utilization of 
this capability with SONS protection 1s an issue requiring resolution. 

m. Distribution Determination and Delivery. This fUnction, which 
applies primarily to organizational messages, will be an automated 
capability of the QUA. Distribution profiles, reflecting the organizational 
users' distribution requirements, will be implemented on the QUA and be 
maintained by the local organization. Message distribution will normally be 
accomplished electronically by transmission from the OUA to the 
organizational users' UAs, with abnormal oonditions (high precedence, high 
classification, UA inoperable) being handled by the OUA through alternate 
delivery, or review and delivery by other means. The HSA role in this 
process is a matter for further study. 

5.3 Phase II Actions. 

Specific actions will be taken during Phase II to deploy X.400/X.500 
OMS components with SONS protection. The successful completion of policy, 
procedural and component actions taken during Phase I is a prerequisite to 
accomplishment of the Phase II actions. 

5.3.1 policy Actions. 

a. Overall OMS Policy. ASO/C31 will continue OMS oversight 
established during Phase I and maintain the overall OMS policy. Maintenance 
of the OMS Component Development policy established during Phase I will 
continue during Phase II to ensure that OMS objectives are met. ASO/C3I 
will interface with the Defense Acquisition Board for resolution of major 
OMS acquisition issues. 

b. JCS policy. The Joint Staff will continue to update/formulate 
policy affecting joint issues and validate OMS requirements. Consolidation 
of the individual and organizational message systems of the baseline into an 
integrated OMS requires modification of multiple JCS Memorandums of Policy . 
The HOP modification process began during Phase I and will continue during 
Phase II . By the end of Phase II, the AUTOOIN Switching Centers should be 
phased out, thereby obviating the need for JCS MOP 165 . The need for an 
additional MOP to address the consolidated DMS must be investigated during 
Phase I and if needed, validated early in Phase II. It is envisioned that a 
OMS MOP (or modifications to existing HOPs) will be required to address 
operational direction and management control responsibility changes required 
as the result of the architectural changes occurring during the OMS 
implementat.lon. 

c . OHS Security Policy . The need for security policies associated 
with the deployment of SONS surfaces early in Phase II . Consequently, the 
following issues must be worked during Phase I with their resolutions 
established as policy by early Phase II: 
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(1) SONS Applicability . User communities that will use SONS 
protection must be identified and prioritized. This will require 
determination of the message categories (organizational, individual) and 
message sensitivity/classification levels (all DoO unclassified, only 
"sensitive" DoD unclassified, all unclassified . all classified) requiring 

• SONS protection. FUrther. given that fUll interoperability with Allies is a 
Phase II objective, technical solutions to the policy constraint regarding 
the non-release of the SONS key distribution mechanism must be sought (see 
paragraph 5.3.3c, Allied Interoperability). 

(2) Lack of SONS Traffic Flow Control Confidentiality . 
Consistent with the DMS Phase II objective of minimizing the security 
protection and personnel clearance levels required for regional or 
installation level OMS components implementing MTA functionality, the 
classification of information contained in the X.qOO envelope (which will 
reside in the MTA as clear text) 1s a concern from a traffic flow 
confidentiality perspective . Consequently, in conjunction with Phase I 
procedural actions, such as formulation of the X.qOO Common Message Format 
(CMF) where the mapping of existing formats to the x.qOO envelope will be 
defined, the X.qOO envelope information content must be reviewed carefully 
and its classification determined. The resulting security policy will have 
a Significant bearing on the CMF formulation by specifying which information 
can be mapped Co the x.qOO envelope and which information must remain in the 
SONS encrypted message content (heading and text). This policy will also 
have a significant bearing on the functionality of the MTS during Phase II 
since it will determine what clear text information is available for an MTA 
to perform fUnctions other than pure message transfer (such as temporary 
storage). 

(3) Directory Security Requirements . Minimizing security 
protection and personnel security clearance requirements for 
regional/installation level DMS components implementing the DSA 
functionality is also an objective . As directory contents and interactions 
are specified during Phase 1. security classification and protection 
requirements must be defined as part of the security policy. With Phase II 
implementation of the fully integrated X.500 Directory System, this policy 
must be reevaluated, particularly in light of the Directory System's role in 
SONS keying. 

(q) Multilevel Security (MLS) Certification Requirements for 
Accreditation of OHS Components with SDNS Protection . For those OMS 
components implementing SONS protection but processing messages in clear 
text (UA and DUA), accreditation policy must be developed regarding HLS 
certification requirements for these components in various security 
environments . 

(5) SONS Protected Message Storage Agent (MSA). As already 
indicated, the current description of the X. qOO HSA as an application in 
series between an MTA and UA would result in all message text resident on 
the HSA being encrypted when SONS protection is applicable. Such a 
situation severely limits the functionality of the MSA from a OMS 
perspective. Resolution of this problem. allowing messages resident on the 
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MSA to be clear text will require the coordinated efforts of personnel 
formulating the X. 400 HHS Recommendation and personnel involved 1n the SONS 
Program. The resulting security policy will have to address MLS 
certification requirements for accreditation of an HSA with clear text 
resident messages. 

5·3.2 Procedural Actions. The MCEB will continue to lead development and 
implementation of procedures required for the OMS implementation. The 
significant number of procedural actions initiated during Phase I must be 
completed if the Phase II architecture 1s to be achieved. For example , the 
ACP XXX eMF must be available to support X.400/X . 500 Phase II OMS component 
deployments. The following additional procedural actions will be required 
to support Phase II: 

a. X.~OO Precedence. Procedures will be required to support the use 
of precedence via the OMS as defined by the X.~OO Recommendation. In the 
event that the X.400 precedence scheme differs from the current scheme, 
backward compatibility must be addressed from a messaging policy standpoint. 
ACP XXX modifications may also be required to support X.400 . 

b. SONS Procedures . While SONS protection will be largely transparent 
to the user , procedures will be required to address such areas as: use of 
the non - repudiation with proof of origin feature and handling of abnormal 
conditions. 

c. DMS Test Procedures. Procedures developed during Phase I to 
implement the DMS test strategy will be refined as the DMS Implementation 
progresses to ensure optimum use of such strategies as BETA testing . R&O 
concepts and test procedures developed during Phase I will address (during 
Phase I) many of the Phase II policy, procedural and component problems 
outlined in this document to ensure their resolution prior to the Phase II 
Implementation period. 

d . X.400/X.500 Messaging Procedures. Deployment of Phase II 
X.~00/X.500 DMS regional, installation, organizational, and user components 
will require a significant number of new proc~dures to be developed . 
Development of these procedures will be an integral part of each OMS project 
or component development and the MCEB will be the forum for approval of 
joint procedures . 

5.3 . 3 Component Actions. These actions will be the acquisition, testing , 
and deployment of the Phase II Global (MGMT), Regional/Installation 
(MTA/OSA) and Organizational/User (UA/OUA/MSA/OUA) components. These 
actions are directly related to and dependent upon the Phase II policy and 
procedural actions outlined above (most of which must be completed during 
Phase I) . As the OMS progresses and these actions are definitized, Phase II 
component action documentation will be updated. Following are additional 
problems envisioned with the Phase II deployment of X . ~OO/X . 500 OMS 
components using SONS protection that must be resolved early in the SONS 
Program ; i . e., during the OMS Phase I time frame. 

a . SONS Transition. Consistent with the "SONS Applicability" security 
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policy action outlined above, SDNS must address interoperabllity between 
users who have implemented SDNS protection and those who have not (or never 
will). The use of gateways is an obvious choice but a number of associated 
security certification and accreditation issues require identification and 
resolution . Such issues must be worked during Phase I to ensure that SDNS 
protection can be effectively implemented during Phase II. 

b. Collectively Addressed Messages with SDNS Protection . Submission 
and delivery of messages addressed to collective addresses (e.g., Address 
Indicator Groups, Collective Address Designators) appears to be well 
supported by the Distribution List (DL) and DL Expansion functions 
documented in the 1988 x . 400 Recommendation. Submission and delivery of 
such messages assuming SDNS protection when the members of a DL can number 
1,000 or more, raises questions concerning the SDNS keying technique to be 
used for this application. Further, during the SDNS implementation , the 
technique must address both submission and delivery of messages to DLs when 
not all parties involved (originator and DL members) are SONS protected. 
This is another technical issue that must be resolved early in the SONS 
Program. 

c. Allied Interoperability . Consistent with the policy of not 
releaSing the key-distribution mechanism used in SONS to our Allies and the 
Phase 11 objective of Allied interoperability, a cooperative effort between 
NSA's Information Security Directorate and OCA must be established. This 
cooperative effort will examine the interoperability issues surrounding and 
propose solutions to allow communications between the US with SDNS key ­
distribution mechanisms and Allies with different key-distribution 
mechanisms. 
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OMS Architecture 

Section 6 

Phase III Implementation 

6.0 Introduction . 

Figure 6-1 illustrates the Target OMS Architecture, achieved at the end 
of Phase III (end FY 2008). This phase, based on 1988 knowledge and 
technology, appears to be somewhat anticlimactic; 1.e . , finish_up actions 
underway and improve on local and long haul transmission. However, given 
the pace of change 1n telecommunications technologies, by 2001 (the first 
year of Phase III), the OMS Target Architecture will undoubtedly be changed. 
The major thrust of the OMS 1s change (change in policies, procedures, 
formats, protocols, hardware, operating systems, applications software. 
etc.) toward standardization and Interoperabl11ty. By the year 2000. the 
plans for Phase III will have iterated several times. The challenge for the 
OMS ~B adapting the OMS to take full advantage of these changes. The 1988 
vision of Phase III is to complete the evolution of users to x . 400 messaging 
and to take full advantage of advances in local and long haul communications 
by migrating to the Integrated Services Digital Network (ISDN). The OMS of 
2008 will have powerful workstations at the user level using the X.400 MHS 
to send and receive both individual and organizational messages which are 
encrypted on a writer-to_reader basis. 

6.1 Phase III Objectives. 

6.1.1 Backbone Upgrade. During this phase. the long haul portion of the 
DoD Internet, the DDN, will be replaced by an ISDN- based Defense 
Communications System (DCS). The nes by 2008 will be an integrated set of 
common-user services destgned to provide custom tailored communications 
capabilities to users (voice, data, facsimile, video , etc.). 

6.1 . 2 Installation Upgrade. At the baselevel, the 4kHz analog voice 
systems of the baseline will be replaced by large bandwidth Installation 
Information Transfer Systems (IITS). This phase will see the completion of 
modernization efforts initiated during Phase I . The IITS will be an ISDN_ 
based capability fully interoperable with the ISDN-based DCS. 

6.1.3 Project/Component Completion. During this phase, any action 
previously initiated will be completed. Some policy and procedural actions 
previously completed may need to be reviewed as the result of advances in 
technology . 

6.2 Phase III (Target) Architecture. 

6.2.1 Components . 
directory functions 
accomplished during 

Initial fielding of X.400 messaging functions and X.SOO 
with SONS end - to-and encryption as OMS components were 
Phase II. Use of ISDN-based communications initiated in 

PAGE 6- 1 



logical Functions 
UA - User Agent 
OUA· Organizational User 

Agent 
MTA - Message Transfer 

Agent 
MSA - Message Storage 

Agent 
DSA - Directory System Agent 
DUA - Directory User Agent 
MGMT - Management 

Integrated DeS 
Backbone 

~ /1 MTA 
DSA /ITS 

~ 
~.-
>-~ 
~~ 
1""1 ;.., 
~ 

~ . ~ 
N • . -

• 

AlliedfTacticall 
Commercial 

AlliedfTacticai 

• • 

/ ---, 

IC 

MTA 
DSA DC 

QUA 
UA 
MSA 
DUA 

~ 
~ 

UA 
DUA 

Target Architecture 
2008 

• • 

Physical Components 
Global 
Regional 
Installation 
Organization 
User 

GC 
MGMT 
- Keys 
- Config 
- Perf 

Physical-Logical 
• State of Technology 
• Workload 
• User Unique 

requirements 

, , 

• 

1 



) 

( 
( 

• 

• 

• 

• 

• 

Phase II, will be widely implemented 1n Phase III. No new OMS components 
are currently planned . However, advances in technology may result in new 
components for either new service(s) or further savings. 

a. Global Component (Ge). The GC 1s the HGMT of Phase II. 

b. Reg10nal Component (RC)/lnstallatlon Component (Ie). The RCs/ICs 
are the MTA and DSA of Phase II. 

c. Organizational Component (DC) . The OCs are the QUA, UA, HSA. and 
DUA of Phase II. 

d. User Component (UG). The UCa are the Phase II workstation UAs and 
nUAa of Phase II . 

e. Integrated Defense Communications System (lOGS). The Target OMS 
will use an Integrated Services Digital Network (ISDN) based DeS for its 
b&ckbone. The lDCS 1s not a DMS component per se, but is included for 
completeness. The IDCS backbone provides long haul interconnection for the 
OMS components. 

f. Installation Information Transfer Service (IITS). This also is not 
a OMS component per se, but is included for completeness. The IITS provides 
the local interconnection of OMS components . Like the DCS, the IITS is an 
ISDN based facility ensuring excellent interoperability with the backbone. 

6.2.2 Connections. The target architecture allows for total connectivity 
and Interoperability from a network standpOint by using the ISDN standards 
and also by using a standard set of services as offered by the ISDN. These 
standards and services are to be provided and used at the local level as 
well as at the "higher" network level. This connectivity and interoperatlon 
is, of course, subject to the security and policy reqUirements of the 000 
and the individual organizations. 

6.2.3 Concept of Operations. The user will perceive little change during 
the course of Phase III (2001 - 2008), except for those users finally 
obtaining local service via IITS. The major thrust for Phase III will be 
achieving Ln ISDN-based IDCS. Other efforts are the deployment of IITS and 
the completion of other actions initiated prior to the start of Phase Ill . 
The concept of operations during Phase III is based on CCITT X. 400 
messaging. The Phase II concept of operations, Section 5, paragraph 5 . 2 . 3 
captures the essentials. With the achievement of the Target OMS, all of the 
policy and procedural actions will be completed. Any operational 
difficulties surfaced in X.400 messaging will have been resolved. A typical 
writer-to_reader message flow by 2008 would have the user, originator of the 
message, log onto a workstation to prepare a message. The User Agent (UA) 
will prompt the user for the required information. If the user needs help 
in understanding the prompts, there will be help menus available for each 
step of message preparation. The user must obtain message recipient(s) 
addressing information either from the DUA cache or the X.SOO DSA and supply 
it to the MTS via their UA. The message preparation capability and the OMS 
messaging interfaces will be integral parts of the office automation package 
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on the workstation. If the message must be staffed. it will be 
electronically staffed, again using office automation capabilities . When 
the message, if organizational , is ready to be released , the QUA performs 
this function and it is transmitted to the addresses on the message via the 
MTS. SONS protection is transparent to the users and the message content is 
encrypted end to end . When the message is delivered to the recipient (by 
the QUA, if organizational) , it is decrypted for presentation . The message 
is handled by the office automation facilities available to the recipient 
while being r ead , stored, or otherwise manipulated. Many abnormal 
conditions may arise that must be handled, therefore, much effort will be 
taken to assure that all user requirements are met 1n each situation. 

6.2 .4 Cost. Specific cost estimates for Phase III are not currently 
poSSible, but economic benefits are anticipated from the adoption of ISDN 
based communications and services . The operating and maintenance (O&H) 
costs associated directly with the OMS should be significantly reduced. 
Large numbers of professional communicators currently required in AUTQDIN 
will no longer be required. All of the high maintenance items of the 
baseline will have been replaced by state of the art hardware featuring 
large scale integration and repair by replacement. 

6 . 2.5 Staffing . The staffing redUctions begun in earlier phases will be 
completed in this phase. Almost all residual communications functions will 
be performed by user personnel. With very few exceptions, the components 
will be located with the users versus the AUTQDIN model of separate stand­
alone communications facilities. In addition, the high degree of 
automation and the extension of automation to the user ' s workplace further 
minimize the need for personnel dedicated to communications and associated 
administrative handling of paper messages . 

6.2.6 Comparison to Requirements. With the completion of Phase III. i.e., 
the achieving of the Target Architecture, all HROC reqUirements are fully 
satisfied. 

a . Connectivity/Interoperability . The universal use of the ISDN 
standards make the OKS truly a single open system. Any user can communicate 
with any other user provided that the security and access aspects of the 
system have been met since all users will use the same standards. 

b. Guaranteed Delivery. The sourc~ Message Transfer Agent (MTA) keeps 
outgoing messages until it has confirmation from all destination MTAs that 
all deliveries have completed normally. While the MTA can mGintain 
journaling information to support problem analysis and billing in general, 
messages will be stored only once at the source and destinatio~. 
Consequently , there are times when a failure can cause the loss of a 
message, e.g., between backups and before transmission (source) or delivery 
(destination). In instances where this is not acceptable (such as at the 
~UA) , extraordinary measures will be taken to preclude the 10s3 of a 
message. These measures may include duplicate data files on different data 
devices. The message pr otocol also inclUdes the prOVision for automatic 
sender notification when the receiver read s the message . 

, 
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c . Timely Delivery. In the X . ~OO messaging world of 2008, the MTA 
will be primarily responsible for ensuring timely delivery. The MTAs 
(unlike the diverse E-Mail hosts of 1988) will be designed to work closely 
together to facilitate the rapid transfer of messages and to honor user 
desires with regard to timely delivery of messages. For organizational 
traffic, when the user's UA is unavailable, a full - period QUA can ensure 
that received traffic is expedit~ously reviewed and passed to appropriate 
individuals when reqUired, based on the urgency of the message. 

d. Confidentiality/Security. Confidentiality 1s provided throughout 
the OMS by limiting recipients to those cleared for the information through 
the use of the security measures in place as a result of the SONS which 
provides end -to-end encryption (E3), and multilevel security (MLS) 
protection, as required. There will be procedur&l measures appropriate for 
the level of classification that must be followed at the user level as the 
messages are prepared or read. TrUsted computer systems will be used as 
appropriate depending upon the application and the environment. Terminals 
are classmarked with the security levels they are allowed to process. 
Messages from terminals are checked for valid security levels prior to 
acceptance and before delivery. Some of the security must still be provided 
by procedures and by personnel security even though much of the burden has 
b~en removed by the SONS security architecture and by using trusted 
computing base technology . 

e. Sender Authentication. Sender authentication will be provided by 
the features of the X.400 message protocol with its SONS security 
architecture . 

f. Integrity. Protocols provide excellent data or message integrity 
between the sending and receiving devices. Cyclic redundancy checks are 
provided and end-to-end checksums are used in the protocols. These 
protocols will be used not only in the backbone, but also on the IITS to 
preserve the data integrity at the local level as well. 

g. Survivability. The OMS uses the OCS for the backbone carrier and 
international standard protocols that allow for use of commercial carriers 
as well as government networks. This allows a great deal of network 
reconstitution to add additional survivability. The potential bottlenecks 
such as directories will be duplicated within regions or areas based upon 
requirements . 

h. Availability/Reliability. As a matter of policy, selected MTAs, 
HSAs and OUAs will be available 24 hours per day; backup in the form of 
redundancy or alternative facilities will ensure an absolute minimum of 
downtime. ISDN technology allows for dynamic reconfiguration of the network 
which greatly enhances the availability/reliability of the OMS. 

i. Ease of Use. Users will be using their own office automation 
capabilities and are therefore assumed to be familiar with the procedures 
involved. Should the user need assistance in preparing or handling a 
message, automated help will be available for each step or procedure in use . 
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j. Identification of Recipients. The X. 500 directory service,. fully 
implemented during this phase, will ensure that users at .all levels w~ll be 
able to correctly identify to the DHS the intended recip~ent(s) for every 
message whether individual or organizational. The computing power of the 
workstations used for UAs and OUAs will allow for DUA caching of addresses 
most often used. Transparent to the user, the workstations should interact 
with the directory system (DSA/DUA) for correct addressin~ and dynamic 
updating of the cache. Sending collectively addressed messages requires a 
DSA call to ensure proper addressing but this should also be performed in a 
manner transparent to the user. 

k . Preparation Support. The DMS users will have access via office 
automation workstations which will have appropriate message preparation 
capabilities and electrical DMS access via their IITS. 

1. Storage and Retrieval Support. The Target Architecture includes 
Message Storage Agents (HSAs) . The HSAs will provide the capability to hold 
messages on-line for some time period (e.g., 30 days) to allow for timely 
retrieval by the users at their workstations. MSAs can also provide message 
analysis and editing functions similar to the current Automated Message 
Handling System (AHHS) . 

m. Distribution Determination and Delivery. Actual message 
distribution determination will be accomplished by the QUA in accordance 
with the installation or organization policy . This is accomplished by use 
of a series of distribution profiles. Except in rare or emergency 
Situations, all message deliveries will be accomplished electronically. 
Urgent messages will be delivered as deter~ined unless there is no response 
at the destination workstation in which case, the message will be delivered 
to the staff duty officer for action in accordance with local policy. 

6.3 Phase III Actions. 

The IDeS backbone will become a totally implemented 
an easy connection to the IllS that are also ISDN- based. 
full implementation of the IITS during this phase of the 

ISDN that provides 
There will be a 

architecture. 

6 · 3· 1 Policy . Policy iSsues will continue to be worked during this phase. 
Perhaps the most pressing policy issues will deal with the amount of freedom 
users at the local level will be given in message origination and how to 
control the capabilities that are inherent in the ISDN. 

6.3 . 2 ProcedUres. The universal messagin6 procedures will have been 
stabilized during Phase II . During this phase, the individual "fine tuning" 
of S/A procedures will be completed . This is viewed as an ongoing effort 
that will continue throughout Phase III. 

6.3·3 Components. The major efforts undertaken in Phase III will be 
related to the implementation of ISDN in the baCkbone and to the full 
implementation of the IITS at each installation and base in the DoD. No new 
OMS components are currently enviSioned for this phase . 
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OMS Architecture 

OMS References 

7.0 Introduction. 

This section identifies the documents and standards directly applicable 
to the Defense Message System . 

7.' OMS Specific Documents . 

USD(A) Memorandum, Program Guidance on the Defense Message System (DMS), 3 
August 1988 

HJCS-191_88. Hulticommand Required Operational Capability for the Defense 
Message System HRoe 3- 88, 25 October 1988 (pending validation) 

Charter, Defense Message System (OMS) Panel, Approved 22 August 1988 . 

Charter, Defense Message System (OMS) Implementation Group (DHSIG), Approved 
22 August 1988. 

OMS Test and £Valuation Master Plan (TEMP) (Draft), undated. 

7.2 OMS Pertinent Standards. 

celTT Draft Recommendation F. 400/X . 400(lSO Working Document for DIS 8505), 
Message Handling: System and Service Overview , Version 3. August 1987. 

celTT Draft Recommendation X.500 (ISO Working Document for DIS 9594). 

FIPS Pub 146, Government Open Systems Interconnection Profile (GOSIP) 

7.3 Reference Documents • 
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Acronym 

AC 
ACC 
ACP , ADl 
ADP 
AFAHPE 
AFCAC-251 

AID 
AID-SS 
AlC 
AlHS 
AHF 
AHHS 
AHIH 
AHHE 
AHPE 
AHS 
ARPANET 
ASC 
ASCII 
AUTOOlN 

BFE 

CAD 
cc 
CCEB 
CCEP 

\ ccrTT 
CMF 
CHW 
COHSEC 
COTS 
CSP 
CSRF 

DAAS 
DAB 
DARPA 
DCA • DCEC 

Appendix A 

OMS Acronyms 

Title 

Access Control 
Access Control Center (for BLACKER) 
Allied Communication Publication 
AUTODIN-DDN Interface 
Automatic Data Processing 
Air Force Automated Message Processing Exchange 
Air Force Computer Acquisition Center Standard Multiuser Small 

Computer ReqUirements Contract 
AUTODIN Interface Device 
AUTODIN lnterface Device with Selective Splitting 
Address Indicator Group 
Automated Information Handling System 
Abbreviated Message Format 
Automated Message Handling System 
AUTODIN Mail Interface Host 
Automated Hulti - Media Exchange 
Automated Message Processing Exchange 
AUTODIN Hail Server 
Advanced Research Projects Agency Network 
AUTODIN Switching Center 
American Standard Code for Information Interchange 
Automatic Digital Network 

BLACKER Front End 

Collective Address Designator 
Courtesy copy 
Combined Communications Electronic Board 
Commercial COMSEC Endorsement Program 
International Telegraph and Telephone Consultative Committee 
Common Message Format 
Compartmented Workstation 
Communications Security 
Commercial Off-the - Shelf Products 
Communications Support Processor 
Common Source Routing Files 

Defense Automatic Addressing System 
Defense Acquisition Board 
Defense Advanced Research Projects Agency 
Defense Communications Agency 
Defense Communications Engineering Center 
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DCS 
OCT 
DON 
OIA 
OIR 
OISNET 
OL 
OLA 
OMS 
DHSWG 
DoD 
OPI 
OSA 
OSSCS 
DSTE 
OTG 
OUA 

E3 
EOI 
E- Hail 

FHHS 
FHS 
FRCT 
FTP 

GC 
CENSER 
GOSIP 
GW 

HAMPS 
HARPS 
HOLC 

IAS 
IC 
ICA 
10 
I ITS 
U:EE 
INFOSEC 
I/O 
IP 
ISDN 
ISO 

JANAP 
JCS 
JDL 
JINTACCS 

Defense Communications System 
Digital Communications Terminal 
Defense Data Network 
Defense Intelligence Agency 
Directory 
Defense Integrated Secure Network 
Distribution List 
Defense Logistics Agency 
Defense Hessage System 
Defense Message System Working Group 
Department of Defense 
Data Processing Installation 
Directory System Agent 
Defense Special Security CommUnications System 
Digital Subscriber Terminal Equipment 
Date Time Group 
Directory User Agent 

End - to_End Encryption 
Electronic Data Interchange 
ElectronIc Hail 

Formal Message Handling Service 
Formal Hessage Service I Formal Message Server 
Fixed Record Communications Terminal (USAF) 
File Transfer Protocol 

Global Component 
General Service 
Government Open Systems Interconnection Pror~le 
Gateway 

Host AUTODIN Message Processing System (USAF) 
Hybrid AUTODIN Red Patch Service 
High - Level Data Link Control 

Integrated AUTODIN System 
Installation Component 
Integrated Communications Architecture 
Identifier/ Identif1ca tion 
Installation Information Transfer System 
Institute for Electrical and Electronic Engineers 
Information Security 
Input/Output 
Internet Protocol 
Integrated Services Digital Network 
International Standards Organization 

Joint Army , Navy, Air Force Publication 
Joint Chiefs of Staff 
Joint Development Laboratory 
Joint lnteroperability of Tactical C2 Systems 
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KDC 
KHGHT 
KMS 

LAN 
LCS 
L~X 

LEAD 
LMD 

MAC 
~D 

HART 
MBI 
~~ 

MEPS 
HCMT 
MH 
~S 

HILNET 
HLS 
HOP 
HPDT 
HROC 
HSA 
MT 
MTA 
HTS 
HUT 

NAHRADS 
NBS 
NDI 
NIC 
NIST 
NHGHT 
NSA 

OAS 
OASD 
OC 
OCR 
~H 
OJCS 
ONC 
WR 
OSD 
OSI 
OSRI 
~W 
WC 

Key Distribution Center (for BLACKER) 
Key Management 
Key Management Service 

Local Area Network 
Life Cycle Support 
Local Digital Message Exchange 
Low-cost Encryption and Authentication Device 
Lead Military Department 

Message Authentication Code 
Message Addr~ss Directory 
Modular AHME Remote Terminal 
Mail Box Interface 
Military Communications Electronics Board 
Message Entry and Preparation Software 
Management 
Message Handling (X . 400) 
Message Handling System 
Hilitary Network 
Hulti-level Secure 
Memorandum of Policy (JCS) 
Message Preparation and Dissemination Terminal (CSP) 
Huitlcommand Required Operational Capability 
Message Storage Agent 
Message Transfer 
Message Transfer Agent 
Message Transfer System 
Multiuse (Multiple Use) Terminal 

Naval Automated Message Reproduction and Delivery System 
National Bureau of Standards (now NIST) 
Non_Developmental Item 
Network Information Center 
National Institute for Standards and Technology (former ly NBS) 
Network Management 
National Security Agency 

Office Automation System 
Office of the Assistant Secretary of Defense 
Organizational Component 
Optical Character Reader (Recognition) 
Operations and Maintenance 
Office of Joint Chiefs of Staff 
Offnet Connection 
Originator/Recipient 
Office of Secretary of Defense 
Open Systems Interconnection 
Originating Station Routing Indicator 
Originating Station Serial Number 
Over-the-Counter 
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OT&E 
OUA 

POlT 
PLA 
POSIX 
PSN 

RC 
R&D 
RF! 
RI 
RIXT 

SARAH 
SIA 
SBLC 
SC4 
SCI 
SCINET 
SDE 
SONS 
SMSCRC 

SMTP 
SRT 

TCB 
TCC 
TCP 
T&E 
TOF 
TTY 

UA 
UC 
USMCEB 
UTe 
UWS 

VDT 

WINCS 

WS 

Operational Test and Evaluation 
Organizational User Agent 

Personal Computer Message Terminal (Navy) 
Plain Language Address 
Portable Operating System Interface (UNIX) 
Packet Switching Node 

Regional Component 
Research and Development 
Request for Information 
Routing Indicator 
Remote Information Exchange Terminal 

Standard Automated Remote to AUTOOIN Host 
Serv ice/agency 
Standard Base Level Computer (previously Phase IV) (USAF) 
Standard Command, Control, Communications and Computers 
sensitive Compartmented Information 
Sensitive Compartmented Information Network 
SUbmission and Delivery Entity 
Secure Data Network System 
Standard Multiuser Small Computer Requirements Contract 
( AFCAC - 251) 
Simple Hail Transfer Protocol 
Standard Remote Terminal 

Trusted Computing Base 
Telecommunications Center 
Transmission Control Protocol 
Test and Evaluation 
Time of File 
Teletypewriter 

User Agent 
User Components 
United States Hilitary Communications Electronics Board 
Coordinated Universal Time 
User Work Sta tion 

Video Display Terminal 

WWMCCS (Worldwide Hilitary Command and Control System) 
Information Network Communications System 

Workstation 
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• APPendix B 

DMS Glossary 

Access Control: Allows only authorized communication. Example: Only 
financial officers can have access to a company's financial plans. 
(Definition source - SDNS) . 

Authentication: Verifies the identity of a communicating peer entlty and 
the source of data. Example: Owners of bank accounts require assurance 

~ that money will only be withdrawn by the owner. (Definition source _ SONS) . 

• 

t 

• 

• 

Ada: Name of DoD high order programming language described in ANSI/MIL­
STD 1815A • 

AFCAC 251: Air Force Computer Acquisition Center (AFCAC) commodity buy 
personal computer contract. The AFCAC-251 Project 1s also known as the 
Standard Multiuser Small Computer Requirements Contract (SMSCRC) . 

Beta Testing: The measurement of the favorable and unfavorable impacts to 
users in a baseline environment that results from the addition of a new 
component to that environment. Users of the planned component actively 
participate in the Beta test and provide feedback on operational and 
technical issues . Feedback may be incorporated as changes to a future Beta 
version based on feasibility and need for such change . Beta testing results 
are ultimately considered in deployment decisions. 

BLACKER: A host-to -host protection (encryption) system 
with a set of PSNs to provide the basis for the DISNET. 
the BLACKER are the BLACKER Front End (BFE), the Access 
(ACC), and the Key Distribution Center (KOC). 

used in conjunction 
The components of 

Control Center 

Body: The body of the message is the information the user wishes to 
communicate. In general, a body may consist of a number of different 
encoded information types such as voice, text, facsimile and graphics 
(Definition source - X.400 draft). 

"Central" OMS ProJect: OMS policies; common procedures, formats and 
protocols; and centrally provided components which support all OMS users . 

Commodity Buy: Large volUme contract to provide hardware to a wide variety 
of users many of whom were not identified at the time of contract award . 

Content: The piece of information that the originating UA wishes delivered 
to the recipient UA . For IPM UAs, the content consists of either an 
interpersonal _message or an IPM_status_report (Definition source - X.400 
draft) • 
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Data Conf~dentiality: Protects data against unauthorized disclosure. 
Protecting the details of an attempted corporate takeover is an example of 
the need for confidentiality . (Definition source _ SONS) . 

Data Integrity: Protects against unauthorized modification, insertion and 
deletion. Example: Electronic funds transfer between banks requires 
protection against modification of the information. (Definition source _ 
SDNS) . 

Defense Data Network (DON): The set of DoD packet switching networks 
including the classified DON (DSNET 1, DSNET 2 and DSNET 3) and the 
unclassified DON (MILNET, ARPANET. MINEr). 

Defense Message System (OMS): The OMS consists of all hardware, software, 
procedures, standards, facilities, and personnel used to exchange messages 
electronically between organizations and individuals in the Department of 
Defense. The OMS relies upon but does not include the DoD Internet. 

Delivery: The interaction by which the Message Transfer Agent transfers to 
a recipient User Agent the content of a message plus the delivery envelope 
(Definition source _ X.400 draft) . 

Descripti ve Name: 
(Definition source 

A name that denotes exactly one user in the MHS 
- X.lIDD draft). 

Directory (OIR): A function satisfying the OMS identification of reCipients »)) 
requirements (Definition source - DHSWG). The X.SOO series of 
recommendations defines this as the Directory System (OS). 

Directory System Agent (DSA): An element of the Directory System (OS) 
providing regional service. The DSA and Directory User Agent (DUA) form the 
DS . 

Directory User Agent (DUA): An element of the Directory System (OS) 
providing local service to the user. The DUA and the Directory System Agent 
(DSA) form the DS. 

DoD Internet: The long_haul data switching backbone networks (currently the 
DON) and local post/camp/station electronic telecommunications distribution 
facilities/networks (LANs, IITS, BITS). 

Envelope: 
delivery, 
draft) • 

A place in which the information to be used in the submission, 
and relaying of a message is contained (Det~nition Source _ x . 400 

Gillaroo: Commercial COHSEC Endorsement Program device for use primarily in 
personal computers . 

Heading: The heading of a message is the control information that 
charo.cterizes the message (Definition Source _ X.400 draft). 
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Individual Messages: This type of message includes routine communications 
between individual 000 personnel within administrative channels , both 
internal and external to the individual organizational element. 
Informational messages and those requiring only a basic transport service 
(the electronic analogue of the telephone call) will be treated as a part of 
this class. The driving requirements on the communications system for this 
class of messages a r e those of far-reaching, fine grained connectivity and 
ease of use. (Definition Source Draft _ OMS HROC) . 

"Joint" DMS Project: OMS components which support activities at the base or 
local level and are intended for use by multiple services and agencies. 

KERMIT: Communications protocol capable of supporting guaranteed delivery 
of binary data . 

Mailbox: A computer file, queue or equivalent delivery point which can be 
accessed by the host's E- Mail delivery process and by the user for reading 
the mail. In many ways, mailboxes are analogous to US Postal Service 
mailboxes. 

Mailbox Host: Computer system that supports E-Mail and has storage for 
messages. 

Message: In the context of Message Handling Systems, the unit of 
information transfer r ed by the MTS. It consists of an envelope and a 
content (Definition source - X.400 draft) • 

Message Handling System (HHS): The set of UAs plus the MTS (Definition 
source - X.400 draft) . 

Message Transfer Agent (MTA): The functional component that, together with 
the other MTAs, constitutes the HTS. The MTAs provide message t r ansfer 
service elements by: (1) interacting with originating UAs via the submission 
dialogue, (2) relaying messages to other MTAs based upon recipient 
deSignations, and (3) interacting with recipient UAs via the delivery 
dialogue (Definition source - X. 400 draft) . 

Message Transfer Layer (MTL): A 
provides HTS services elements. 
services of the layer below plus 
layer, namely , the HTAEs and the 

layer in the Application Layer that 
These services are provided by means of the 
the functionality of the entities in the 
SDEs (Definition source - x.400 draft) . 

Message Transfer Protocol (Pl): The protocol which define the relaying of 
messages between MTA ' s and other interactions necessary to provide MTL 
services (Definition source - X. 400 draft) . 

Message Transfer System (HTS): The collection of MTAs, which pr ovide the 
Message Transfer Service elements (Definition source _ x. 400 draft) • 
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Non - repudiation: Non - repudiation with proof of origin provides to the 
recipient proof of the origin of data and protects against any attempt by 
the originator to falsely deny sending the data or its contents. For 
example, non_repudiation with proof of origin can be used to prove to a 
ju~~ that a person Signed a contract . (Definition source - SDNS). 

Offnet Connection (OFC) : A fu nction addressing the OHS Allied, tactical 
and commercial refile interfaces (Definition source - OMSWG) . 

Open Systems Interconnection (OSI): A term referring to the capability of 
interconnecting different systems (Definition source - X. qOD draft). 

Originator Recipient (O/R) Address: A descriptive name for a UA that 
contains certain characteristics which help the MTS to locate the UA's point 
of attachment. An O/R address is a type of O/R name (Definition source _ 
X.400 draft). 

Organizational Hessage: This type of message includes command and control 
traffic and messages exchanged between organizational elements. These 
messages require release by the sending organization and distribution 
determination by the receiving organization. Due to their official and 
sometimes critical nature, such messages impose operational requirements on 
the communications systems for such capabilities as non -routine precedence, 
guaranteed timely delivery, high availability and reliability, and a 
specified level of survivability (Definition Source - Draft DHS HROC) . 

Originating UA: A UA that SUbmits to the Mrs a message to be transferred 
(Definition source - x.400 draft) . 

Originator: A user, a human betng or computer process, from whom the MHS 
accepts a message (Definition source - x. 400 draft). 

Rapid prototyping: Method to accelerate the availability of a new system to 
field by configur ing and testing components in a Beta Test site environment. 

Recipient: A user, a human being or computer process, who receives a 
message from the HHS (Definition source _ X.400 draft) . 

Recipient UA: A UA to which a message is delivered or that is specified for 
delivery (Definition source - X.400 draft). 

Relaying : The interaction by which one Message Transfer Agent transfers to 
another the content of a message plus the relaying envelope 
(Definition source - x.400 draft). 

Relaying Envelope : The envelope which contains the information related to 
the operation of the HTS plus the service elements requested by the 
originating UA (Definition source - x . 400 draft). 

SARAH: Standard Automated Remote to AUTODIN Host . AF developed software 

• 

• 

for personal computers to pr~pare and transmit D0173 and JAN AP 128 formatted • 
messages via AUTODIN. 
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Submission: The interaction by which an originating User Age nt t r ans f ers to 
a Message Transfer Agent the contents of a message plus the submission 
envelope (Definition source - x . 400 draft) . 

Submission and Delivery Entity (SDE): An entity that 1s located in the HTL. 
co_resident with a UA and not with an MTA , and r~sponslble fo r controlling 
the submission and delivery interactions with a MTA (Definition sour ce -
X.400 draft) . 

Submission Envelope: The envelope which contains the information the MTS 
requires to provide the requested service elements (Definition sour ce _ 
X.400 draft). 

Traffic Flow Confidentiality: A special type of data confidentiality ; it 
protects the identities of the communicating parties and the amount of 
communication between them . Example: A marked increase in the 
communications between two companies could be an indication of a merge r or 
jOint product development project . (Definition source _ SDNS) . 

User: A person or computer application or process who make use of MHS . A 
user is referred to as either an originator (when sending a message) or a 
recipient (when receiving one) (Definition source - x . 400 draft). 

User Agent (UA): Typically a set of computer processes (for example, an 
editor, a file system, a word processor) that are used to create , inspect , 
and manage the storage of messages . There is typically one user per UA . 
During message preparation, the originator communicates with his UA via an 
input/output (I/O) device (for example , a keyboard , display , printer , 
facsimile machine, and/or telephone) . Also by means of these devices , the 
UA communicates to its user messages received from the MTS. To send and 
receive messages, the UA interacts with the MTS via the s ubmission and 
delivery protocol (Definition sou r ce - x . 400 draft) . 

User Agent Entity (UAE): An entity in the UA L of the Application Layer that 
controls the protocol associated with cooperating UAL services . It 
exchanges control information with the HTAE or SDE in the layer below . The 
control information is the information the HTL requires to create the 
appropriate envelope and thus provide the desired message t r ansfer service 
elements (Definition source - x.400 draft). 

User Agent Layer (UAL): The layer that contains the UAEs (Definition source 
_ X.400 draft). 

"User" OMS Project: OMS components which support a single Service or agency 
or portion thereof. 

X. 200 : Reference model of open systems interconnection for CCITT 
applications. 
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x.~oo: Draft Recommendation X. 40D, Message Handling Systems: System Model_ 
Service Elements, 1s one of a series of Recommendations and describes the 
system model and service elements of the HHS . This recommendation defines 
the HH Services that Administrations provide to enable subscribers to 
exchange messages in a store-and _forward basis . Two HH Services are 
provided. The Interpersonal Messaging (IPM) Service supports interpersonal 
communication, including communication with existing CeITT Telex and 
Telematic services. The Message Transfer (HT) Service supports general. 
application _independent message transfer (Definition source _ X.40D draft). 

X. 500: Directory Server . Proposed standard for message address server. 
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Appendix C 

Securi ty policy 

C.O Introduction. 

This appendix will contain OMS Security policy Guidance when developed 
by the OMS Security Policy Working Group (SPWG). See paragraphs 2.8 and 
5 . 3.1C for examples of security policy issues that must be resolved during 
Phase I . 
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Appendix D 

0.0 Introduction. 

This appendix contains the list of organizations and offices receiving 
the DHS Target Architecture and Implementation Strategy. Department of 
Defense addressees are listed in paragraph 0 . 1 and business and industry 
addressees are listed in paragraph D.2 . Other addressees not covered in 
preceding paragraphs are listed in paragraph 0. 3, which primarily lists non _ 
DoD organizations currently authorized to use the OMS for organizational 
messaging. 
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DISTRIBUTION 

0 . 1 Depa r tment of Defense Distribution. 

Office of the Assistant Secretary of Defense 
for Command I Control, Communications and Intelligence 
{Information Systems} 
The Pentagon , Room 3E187 
Washington, DC 20301 

Office of Joint Chiefs of Staft 
Attn : Code J6T 
Washington DC 20301 

UNIFIED AND SPECIFIED COMMANDS 

Commande r - in -Chie f 
U.S . Southern Command 
Attn: SCJ6- P 
APO Miami FL 3~003-0226 

Commander- in _Chief 
Strategic Air Command 
Attn: SC 
Offutt AYB NE 68113 

Commander- in _Chief 
Central Command 
Attn: CCJ-B 
HacD!1! AFB FL 33608 

Commander -1n -Chie f 
Eu rope 
Attn: 
APO NY 

C3S- TSP 
09131 

Commander - in _Chief 
U. S. Special Operations Command 
Attn: SOJ6- 1 
HacDill AFB FL 33608- 6001 

Commander - in _Chit: f 
Atlantic 
Attn: J628 
Norfolk VA 23511-5100 

Comlllander- 1n _Chie f 
Pacific 
Attn: C3STH11 
Camp Smith HI 96861 - 5025 
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Commander-in - Chief 
Aerospace Defense Command 
Attn: KRQR 
Peterson AFB CO 80914 
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ARHY 

Headquarters 
Department of the Army 
Attn: SA IS-AD 
Washington DC 20310- 0700 

Department of the Army 
Attn: SAIS_PP 
Pentagon, 10664 
Washington, DC 20310-0107 

Department of the Army 
Attn; SAIS-PS 
Pentagon. 1C710 
Washington, DC 20310-0107 

Department of the Army 
Attn: DAHP-FDC 
Pentagon, 2E537 
Washington, DC 20310-0107 

Chief 
U.S. Army C-E Services Office 
Attn: SFIS-FAC_H 
Room 918, Crystal Hall 4 
Washington DC 20376-5009 

USAOTEA 
ATTN: CSTE-CE 
5600 Columbia Pike 
Falls Church, VA 22041 

Commander 

DISTRIBUTION 

U.S. Army Information Systems Command 
Attn: AS-PLN- AS, AS-LOG_LD, AS-ENGR 
Fort Huachuca AZ 85613- 5000 

Commander 
USAISEC 
Attn: ASB- TEP_B 
Fort Huachuca AZ 85613-5300 

Commander 
USAISEC 
ATTN: ASB-SET_H (Hr. Laskowski) 
Fort Huachuca. AZ 86513-5300 

PEO Networks 
Attn: AS- PEN_SWR (Hr. Petito) 
Squire Hall 
Ft. Monmouth, NJ 07703 
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Program Manager 
Defense Communications and Army Switched Systems 
Attn: ASH-SW- B 
Fort Monmouth NJ 07703- 5501 

Program Manager 
Army Information Systems 
Attn: AliCPH- COM- LG- SI_S 
Fort Honmouth NJ 07703 -5501 

Office of the Project Manager 
Multiservice Communications Systems 

J Attn: AHCPH_MSCS (Barricelli) 
Ft. Monmouth, NJ 07703- 5000 

( \ 

Commander 
U.S. Army Information Systems Engineering Support Activity 
Attn: ASBH-SDH_F, ASBH-OPA, ASBH- TES-D, ASBH-SES_D 
Fort Huachuca AZ 85613-5300 

Commander 
USA Combined Arms Center 
Attn: ATZL-CAC-A 
Fort Leavenworth, KS 66027 

U.S. Army PERSINSCOH 
Attn: ASNI-PP (Mr. Hiller) 
200 Stovall Str eet 
Alexandria , Va. 22332- 1520 

U.S . Army Intelligence and Secu rity Command 
Code !ATEL 
Arlington Hall Station 
Arlington Va. 22212 

COMmander 
USASC&FG 
Attn: ATZH- POE 
Fort Gordon , GA 30905 

Commander 
USAISC Fort McPherson 
Attn: ASNA_HCP _PR 
Bldg 51 
Fort McPherson, GA 30330- 5000 

Commander 
7th Signal Command 
Attn : ASN _OP_PA 
Fort Ritchie HD 217 19-5000 
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Commander 
5th Slgnal Command 
Attn: ASE-Of_RN 
APO NY 09056 

Commander 
1st Signal Brigade 
Attn: ASK - Of_PI 
APO San Francisco CA 96301 

USAISC- WESTCOM 
ATTN: AS- OP 
Ft Shafter, HI 96058 

USAISC - Japan 
ATTN: ASJ-OP 
APO San FranCisco 96343 

DISTRIBUTION Copies 
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NAVY 

Chief of Naval Operations 
Attn: Director, Naval Communications Division 
(OP 941C) 
Washington DC 20305- 2000 

Naval Security Group 
Attn: G13/G33 
Washington D.C. 20390 

Director 
~ Naval Telecommunications Automation 

Support Center 
c/o HAVCOMHUNIT Washington 
Attn: Code 44 
Washington, DC 20397 - 5310 

Commander_in_Chief 
U.S. Naval Forces Europe 
FPO NY NY 09510 

Copies 
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Commander 3 
Space and Naval Warfare Systems Command 

c, 

r 

National Center I 
Attn: 110-2L, PDW 110- 1l125, POW 120 
Washington DC 20363-5100 

Commander 
Naval Intelligence Command 
Attn: NIC-OOQ5 
4600 StIver Hill Rd 
Washington DC 20389-5000 

Commander 
Naval Telecommunications Command 
Attn: NSl 
4401 Massachusetts Avenue, NW 
Washington DC 20390 -5290 

Naval Research Laboratory 
Attn: Code 5540 
4555 Overlook Avenue. SW 
Washington. DC 20375-5000 

Commanding Officer 
Naval Electronic Systems Engineering Center Vallejo 
Attn: Code 320. Code 340 
Bldg 509. Hare Island 
Vallejo CA 94592-5017 
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Commanding Officer 
Naval Electronic Systems Engineering Center Portsmouth 
Attn: Code 220 
P. O. Box 55 
Portsmouth VA 23705 

Director 
Naval Telecommunications Systems Integration Center 
c/o NAVCQMHUNIT 
At tn : Code 02 
Washington DC 20390- 5340 

Naval Data Automation Command 
At tn: Code 32 
BUild ing 166 
Washington Navy Yard 
Washington DC 20374- 1662 

Naval Ocean Systems Center 
Attn: Code 852 
San Diego, CA 92152- 5000 

Commander 
Operational Test and Evaluation Force 
Norfolk, VA 23511 

Naval Commercial Communications Office 
4401 Massachusetts Ave, NW 
Wdshlngton, DC 20390 - 5290 
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• AIR FORCE 

Headquarters 
Department of the Air Force 
Attn: SCTT 
Washington DC 20330-5190 

Headquarters 
Military Airlift Command 
Att.n : SC 
Scott AFB, IL 62225- 5001 

Headquarters 

DISTRIBUTION 

Air Force Communications Command 
Attn: XPQC 
Scott AFB IL 62225-6001 

• Headquarters 

, 
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Air Force Communications Command 
Attn: XPPB 
Scott AFB IL 62225-6001 

Headquarters 
Air Force Communications Command 
Attn: DO 
Scott AFB, IL 62225-5001 

Airlift Communications Division 
Attn: XP, DO 
Scott AFB IL 62225 

HQ Electronic Security Command 
Attn: DC 
San Antonio TX 78243 

Headquarters 
AFOTEC 
Attn: XPP 
Kirtland AFB, NM 87117-7001 

1815 OTES 
ATTN: PEQH 
Wright-Patterson AFB, OH 45433 

Headquarters 
Air Force Intelligence Agency 
Attn: INO 
Bowling AFB, DC 20332-5000 
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HQ ESC/ICP 
(AMHS PMO) 

DISTRIBUTION 

ATTN: Hr. Henry Hajko/HAJ Goodner 
Hanscom AFB, ~IA 01731 - 5000 

HQ ESD/AVB 
Hanscom AFB, HA 01731-5000 

Standard Systems Center 
Attn: XP 
BId~ 888 
Gunter AFB AL 3611~-63q3 

Standard Systems Center 
Attn: SSMT 
Bldg 325 
Gunter AFB AL 36114-6343 

Headquarters 
323 FTW 
Attn: seq 
Mather AFB, CA 

HQ USWCOM 
At tn: C35- TSP 
APO Nr 09128 

Command and Control Systems Office 
Attn: CC 
Tinker APB, OK 73145-6343 

Command and Control Systems Office 
Attn: XPP 
Tinker AFB. OK 73145-6343 
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HQ EID 3 
Attn: EP, El, EPNB 
Tlnker AFB OK 13145-6343 

Headquarters 
Pac1t'ic Air Force 
Attn : SC 
Hickem AFB, HI 96853-5001 

Headquarters 
U.S. Air Force Euprope 
Attn: SC 
APO New York 09012-5001 
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• Headquarters 
Air Force Systems Command 
Attn: SC 
Andrews AFB. MO 20334-5000 

Headquarters 
Air Force Logistics Command 
Attn: SC 

DISTRIBUTION 

Wright_Patterson AFB, OH 45433-5001 

Headquarters 
Air Force Space Command 
Attn: LK 

. ' Peterson AFB, CO 80914-5001 
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HQ 
AFMPC 
Attn: [Wo!PD 
Randolph AFB, TX 78150 
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US MARINE CORPS 

Hea.dquart~rs 

US Marine Corps 
ATTN: Code CHC(CC) 
Washington DC 20380-0001 

Headquarters 
US Marine Corps 
ATTN : Code CCP- 11 
Washington DC 20380- 0001 
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DEFENSE COMMUNICATIONS AGENCY 

D1rector 
Joint Tactical Command 
Control and Communications Agency 
Attn: Code C3A-DWS, C3A-HS, RORe, C3A- SEET 
Fort Monmouth NJ 07703 -5513 

Director 
Joint Tactical Command 
Control and Communications Agency 
Attn: C3A-ADW-S 
11~40 Issac Newton Square, North 
Reston, VA 22090-5006 

Defense Communications Agency 
Attn: Code A51D 
Washington, DC 20305 

Defense Communications Agency 
Attn: Code A710 
Washington, DC 20305 

Defense Communications Agency 
Attn: Code 8220 
Washington DC 20305- 2000 

Defense Communications Agency 
Attn: Code 8602 
Washington DC 20305-2000 

Defense Communications Agency 
Attn: Code 8604 
Washington DC 20305-2000 

Oefense Communications Agency 
Attn: Code 8610 
Washington DC 20305-2000 

Defense Communioations Agenoy 
Attn: Code B620 
Washington DC 20305-2000 

Defense Communioations Agency 
Attn: Code B6~0 
Washington OC 20305-2000 

Defense Communi oat ions Agency 
Attn: Code B650 
Washington DC 20305-2000 
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Defense Communications Agency • Attn: Gode 8670 
Washington DC 20305- 2000 

Defense Communications Agency 
Attn: Code 8750 
Washington DC 20305- 2000 

Defense Communications Agency 
Attn: Code H110 
Washl.ngton DC 20305- 2000 

Defense Communications Agency 
Attn: Code H610 , 
Washington DC 20305-2000 

Defense Communications Agency 
Attn : Code H740 
Washington DC 20305- 2000 

Defense Communications Agency 1 
Attn: Code N260 
Washington DC 20305-2000 

Defense Communications Engineering Center 
Attn: Code R100 • 1860 Wiehle Avenue 
Reston VA 22090-5500 

Defense Communications Engineering Center 
Attn: Code R600 
1860 Wiehle Avenue 
Reston VA 22090 - 5500 

Defense Communications Engineering Center 
Attn: Code R620 
1860 Wiehle Avenue 
Reston VA 22090 - 5500 

Defense Communications Engineering Center 
Attn: Code R640 I 

1860 Wiehle Avenue 
Reston VA 22090-5500 

Defense Communications Agency 1 • 
European Area 
Attn: Code E500 
APO NY 09131 
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Defense Communications Agency 
Pacific Area 
Attn: Code P650 
Wheeler AFB HI 96854-5000 

Defense Communications Agency 
Northwest Paoific Regton 
APO San Francisco 96328-5000 

Defense Communications Agency 
Southwest Pacific Region 
APO San Francisco 96274-5000 

Defense Communications Agency 
Korea Field Office 
AP O San Francisco 96301 -0069 

Defense Communications Agency 
Okinawa Field Office 
Box 959 
FPO Seattle 98773 

Defense Communications Agency 
Guam Field Office 
Box 141NAVCAHS WESTPAC 
FPO San Francisco 96630-1837 

Defense Communications Agency 
Alaska Field Office 
Elmendorf AFB AK 99506-5000 
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NATIONAL SECURITY AGENCY 

Director 
National Security Agency 
Attn: Code T03 
9800 Savage Road 

DISTRIBUTION 

Fort George G. Meade HD 20755- 6000 

Director 
National Security Agency 
Attn: Code T124 
9800 Savage Road 
Fort George G. Meade HD 20155- 6000 

Di r ector 
National Security Agency 
Attn:. Code T411 
9800 Savage Road 
Fort George G. Meade HD 20155- 6000 

Director 
National Security Agency 
Attn: Code T414 
9800 Savage Road 
Fort George G. Meade HD 20755 - 6000 

Director 
National Security Agency 
Attn : Code C23 
9800 Savage Road 
Fort George G. Meade HD 20755- 6000 

Director 
National Security Agency 
Attn: Code C207 
9800 Savage Road 
Fort George G. Meade HD 20755- 6000 
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DEFENSE INTELLIGENCE AGENCY 

Director 
Defense Intelligence Agency 
Attn: Codes OSE - 2 
3100 Clarendon Boulevard 
Washington , O. C. 22201 - 5324 

Director 
Defense Intelligence Agency 
Attn: Code DSE-3 
3100 Clarendon Boulevard 
Washington, D. C. 22201 - 5324 

DEFENSE LOGISTICS AGENCY 

Headquarters, Defense Logistics Agency 
Attn: DLA-A, DLA-ZW, DLA_W, DLA- T, DLA-ZP 
Cameron Station 
Alexandria VA 22304 - 6100 

Defense Automatic Addressing System Office 
Attn: DAAS-VC 
S. Chrisman Rd 
Tracy CA 95376- 5000 

Defense Electronic Supply Center 
Attn: DESC-W 
1507 Wilmington Pike 
Dayton OH 45444 - 5000 

Defense Logistics Service Center 
Attn: DLSC- ZT 
Battle Creek HI 49016 

Defense Automatic Addressing System Office 
Attn: DAAS_V 
1507 Wilmington Pike 
Dayton OH 45444-5000 

Defense Logistics Agency Systems Automation Center 
Attn: DSAC_R 
P.O. Box P1605 
Columbus OH 43216 
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DEFENSE HAPPING AGENCY 

DMA Telecommunications Services Center 
ATTN: Hr. Farrington 
1840 Michael Farraday Drive 
Reston, VA 22090- 5304 

Defense Happing Agency 
Deputy Director Information Systems 
Telecommunications Services Center 
1840 Michael Farraday Drive 
Reston, VA 22090-5304 

us MILITARY COMMUNICATIONS ELECTRONICS BOARD 

HQ USHCES 
Room 18707 
Washington, DC 20301-5000 
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0.2 Industry Distribution. 

Aes COHHUNICATIONS SYSTEMS, Inc 
Attn: Paul G. Jones 
480 Spring Park Place, Suite 900 
Reston, VA 22090 

Advanced Digital Systems , Inc . 
Attn: Sharon C. Ballard 
10052 Hesa Ridge Court 
San Diego, CA 92121 

Advanced Systems Development 
Defense Systems Croup 
Attn: Donna S. Ireton 
1701 N. Fort Hyer Drive, Suite 110 1 
Arlington, VA 22209 

Advanced Technology, Inc . 
Attn: M. Trammell G-3.02 
12001 Sunrise valley Drive 
Reston, VA 22091 

Alta Telecom. Inc. 
Attn: Carol Evans 
Technology Park 
680 Engineering Drive, Suite 120 
Norcross, GA 30092 

AMDAHL Corporation 
Attn: Tom Kane 
4801 Massachusetts 
Washington, D. C. 

Avenue, 
20016 

NW, Suite 600 

American Management Systems, Inc 
Attn: Tom Dean 
1525 Wilson Blvd 
Arlington, VA 22209 

American Systems Corporation 
Attn: Donna Charapich 
1Q200 Park Meadow Drive 
Chantilly, VA 22021 

Analysis 
1232 Glenbrook Road 
Huntingdon Valley, PA 19006 

A&R Associates, Inc. 
Attn: R. D. McMichael 
Box 479 
Gwynedd Valley , fA 19Q37 
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ARDAK Corporation 
Attn: Oai Chuang 
Information Technology and Management 
1493 Chain Bridge Road 
HcLean, VA 22101 

ARINC Research Corporation 
Attn: Rod Sato 
2551 Riva Road 
Annapolis, MD 21401 

Assooiated Enterprises, Ino. 
Attn: Cheryl Stevenson 
120 Admiral Coohrane Drive 
Annapolis, MD 21401 

Astronautics Corporation of America 
Attn: Joseph C. Racke 
P. O. Box 523 
Hilwaukee, WI 53201-0523 

AT&T Federal Systems 
Attn: L. S. Page 
204 Graham Hopedale Road 
Burlington, HC 27215 

AT&T Federal Systems 
Attn: B. S. Booth 
P. O. Box 20046, Dept. 71GC027430 
Greensboro, NC 27420 

AT&T 
Attn: Dennis J. Dadant 
9160 Guilford Road 
Columbia, HD 21046 

Atlantic Research Corporation 
Attn: Sam Steed 
5390 Cherokee Avenue 
Alexandria, VA 22312 

Aura Tech, Inc. 
Attn: James Carr 
5733 La Jolla Blvd, Suite 18 
La Jolla, CA 92037 
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Authorization Systems, Inc. 
Attn: Edmond A. Allman 
Information Management Systems 
Suite 520 
12300 Twinbrook Parkway 
Rockville, HD 20852 

Aydin Monitor Systems 
Attn: Ann Halickson 
502 Office Center Drive 
Fort Washington, PA 19034 

BBH Communications Corporation 
Attn: Robert W. St reck fuss 
8000 Westpark Drive, 6th Floor 
Mclean, VA 22102 

BETAe Corporation 
Attn: Carolyn K. Baker 
1401 Wilson Boulevard 
Arlington, VA 22209 

Boeing Aerospace 
Attn: Dan Schnackenberg 
HIS 87 - 06 
P. O. Box 3999 
Seattle, WA 98124 

Booz-Allen and Hamilton, Inc . 
Attn: Marjorie E. Adams 
4330 East West Highway 
Bethesda, HD 20814 - 4455 

BYTEC Corporation 
Federal Systems Croup 

DISTRIBUTION 

Attn: Scott Armstrong/John R. O' Connor 
1501 Lee Highway, Suite 204 
Arlington, VA 22209 

CEN Corporation 
Attn: John Wegl 
8105 I..angbrook Road 
Springfield, VA 22152-1226 

Centel Communications Systems 
Attn: Regina L. Baer 
601 Jefferson, Suite 1000 
Houston, TX 77002 
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Centel Information Systems, Inc. 
Attn: Deborah Cooper 
5515 Security Lane, Suite 1100 
Rockville, HD 20652 

Centigram Corporation 
Attn: Daniel E. Wessel 
8401 Old Courthouse Road, 1100 
Tysons Corner, VA 22180- 3807 

Cincinnati Bell Information Systems, Inc. 
Attn: Jed Jaffe 
1100 Wayne Avenue 
SlIver Spring, HD 20910 

COGNITRONICS Corporation 
Attn: Clark Murphy 
25 Cresent Street 
Stamford, CT 06906 

COHeON, Inc. 
Attn: Jim Healy 
Number 2 Commerce Dr! ve 
Morristown, NJ 08057 

Command Corp. of W. Virginia 
Attn: Curtis E. Brannon 
116 E. Washington Street 
Charles Town, WV 25414 
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1lIe cenT x.400 model of store and forward Message Han­
dlin, Systenu (loOtS) scrves as a common basil for the defini_ 
lion of electronic mail scrvices and protocols both within cenT 
and ISO. ThU p,aper prescnlS an analysis of this model and ill 
related recommend.tionl from two perspectives. First the con· 
ccpll of KrViu. protocol and interf:tc:e are diJCUSSed tO&ether 
with their .pplication to thiJ modd; second the positioning 
within ISO'S refeuncc model for Open Systems Jnterconnection 
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I. Introduction 

The major impetus for the development of elec­
tronic mail systems has been provided by office 
automation applications. In office environments, 
electronic mail systems facilitate imerpersonaJ 
message exchange, both from originator to single 
recipient and from originator to multiple recipi. 
ents. Optimal usage in such an environment re-­
quires that an electronic mail system should be 
able to accept messages from a number of infor­
mation sources (serving the originator) and sup­
port the delivery of messages to a variety of infor­
mation sinks (serving the recipient). Messages are 
then not restricted to simple text but may contain 
various information types such as voice. facsimile 
and graphics. Also, submission and delivery of 
messages may either be interactive or spooled 
depending on the mixture of source and sinks_ 

A number of electronic mail systems have al­
ready been implemented. They have, however, 
often a limited application, being closed corporate 
systems (DEcnel), part of a research network 
(EARN / BITNET. IANET), vendor-specific, or aimed 
at singJe system communities (EUNET/USENET) [4] 
discusses several such systems and their limita­
tions). The comfort gained through an electronic 
mail system would be greatly enhanced when ·the 
system in not limited to the premises of an organi. 
zation or constrained by specific implementations. 

These user needs, as well as the potential 
market, are recognized by the CCITT, ISO and 
ECMA. They are currently making considerable d­

forts to define office document architectures, office 
document interchange formats [5], and services 
and protocols for message handling. These defini­
tions are arutraci in the sense that they do not 
rely on any specific coding or system implementa­
tion. In this paper we will analyse the message 
handling services and protocols as defmed by 
cenT in their X.400 recommendations for Mes· 
sage Handling Systems (MHS) [7]. MHS has gained 
broad acceptance among user communities and 
computer manufacturers, and is used as the basis 

0920-5489/81/ 5J.5O C 19113. Elscvler Soc:nce Pubhwl'5 D. V (North-Ilotland) 
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for ISO'S Message Oriented TCl(t Interchange Sys­
tem (MOTlS) (8J. 

The paper is organized as follows: Section 2 
presents the basis architeclUre (or MilS and sum­
marizes the message transfer facilities which can 
be offered. Section 3 is a short tutorial on the 
concepts of service, protocol and interface as ex­
pedients for structuring communications systems. 
In Section 4, MHS is explained in more detail and 
the application of the structuring concepts is 
analyzed. The discussion is limited to communica­
tion aspects of "IIiS; for example. aspectS of 
authentication, access restrictions and naming di­
rectories are nol covered here. Section 5 analyses 
whether the proposed placement of MHS in the 
Open Systems Interconnection (OSI) reference 
model, namely on lOp of the 051 presentation 
service, yields an economical design. Section 6, 
finally, summarizes our findings from the previous 
two sections and presents some concluding re· 
marks. 

2. Summary of X.400 

2.1 Layering 

The X.400 architectural model has two l:lyers 
(Fig. I). The lower layer is the Message Transfer 
layer, which is made up of Message Transler Agent 
Entities (MTAIl) and Submission and Delivery Ent;· 
ties (SDE). The protocol which governs an MTAIl 

(the communication between two MTAES) is the 
message transfer protocol (PI). This protocol is 
concerned with the store·and·forward transfer of 
messages. That is, messages are sent from one 
end- or intermediate system MTAE to another end­
or intermediate system MTAE. MTAES provide stor­
age of messages and can perform certain manipu­
lative actions on them according to their included 
protocol control information. Forwarding a mes­
sage may also imply sending it to a number of 
subsequent ~nAIlS, instead of one, in order to offer 
multi-recipient delivery. The protocol governing 

Fig. 1. Layer«! model of "nlS. 

an so£ (the communication between an SOE and a 
MTAIl) is the submission and delivery protocol 
(P3). P3 primarily provides a reliable exchange of 
messages and does not support particular end-to­
end electronic mail functions; the messages ex· 
changes are therefore "simple" messages, i.e. they 
contain the user-supplied information but not the 
additional protocol control information used, and 
generated by, PI. P3 is used to provide a distant 
application process with access to the message 
transfer functions. 

The PI and P3 protocol are both based on the 
OSt presentation service. Their coordinated oper· 
ation provides the message transfer service which 
is available to the entities in the upper layer. 

The upper layer is the User Agent layer, and 
consists of User Agent Entities (UAE). A range of 
protocols (Pc) can be defined at this level. each of 
them concerned with a particular syntax and 
semantics of data which is transparently trans­
ferred via the message transfer service. To date, 
only the interpersonal messaging protocol (P2) is 
defined. As the name suggests, this protocol sup­
ports the electronic equivalent of paper-based mail 
(mcmo) exchange between human participants. 

2.2 Message Transler Facilities 

The message transfer service enables a UAS to 
submit messages destined to one or more recipient 
UAES. If a message cannot be delivered, the 
originating UAE will normally be informed about 
this fact. The service is not connection-oriented: 
submission of data takes place without any previ­
ous interaction with the other side being required. 
The message transfer protocol can perform the 
following functions, among others, on request of 
an originating UAE: 

1. notification of successful delivery of a message, 
or prevention of notification in case of non-de­
livery; 

2. conversion of the encoded information type 
(see Note) on a message as specified by the 
UAS, or prevention of any conversion (otherwise, 
the message transfer protocol may optionally 
perform type conversions to enable delivery of 
a message); 
Note: An encoded information type is a par­

ticular encoding for instances of an ab­
stract data type defined, or implied, by 
an application (e.g. codings used for 
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telex, teletex, videotex. facsimik. docu­
ment interchange, etc.). The conversion 
mentioned thus concerns a conversion 
between codings of instances o f possi. 
bly different, but "close", 3bst rncI data 
types (in case of different abstract data 
types loss. of information may occur). 

3. deferring delivery of a message until a spcci fit:d 
dale and time has elapsed; 

4. returning the content of a submitted message to 
the originator in case it cou ld not be delivered: 

S. performing the transfer of a message in an 
urgent or non-urgent fashion; 

6. disclosure of other rocipienlS 10 each recipient 
UAE upon delivery of a multi-recipient message; 

7. delivery of a message to an alternate recipient 
when the actual recipienl UAE is not accessible; 

8. probing the lr3nsfer and delivery of a (pseudo-) 
message as specified by the UA.Il. 

In addition a recipient UA.f can request: 
9. holding messages destined to it, thus deferring 

their delivery, on certain specified criteria. 
The primitives and some of their associated 
parameters, by which the above facilities can be 
requested, are discussed in Section 4, together 
with the supporting protocol structures and ele· 
ments. 

3. Architectural Concepts ror Structuring a Com· 
munlcation System 

Layering is one of tbe basic structuring tech· 
niques used in describing the communication 
functionality in distributed systems. It is applied 
in all modem network architectures to control 
their complexity and to achieve independency o f 
logically unrelated functions. Also the MilS model 
makes use of this structuring technique. 

Layering is based on the concepts of service, 
protocol and interface. Since we base ou r analysis 
of MHS on these concepts, we need a common 
understanding of them. The following descriptions 
are believed to be in line with the OSI rderence 
model (9,10). 

3.1 S~rvice 

Peer users of a distributed system communicate 
with each other by using their common inter· 
mediate - the distributed system - according to 

certain strict rulcs. This usage consists of different 
types of interactions between a user and the un· 
dcrlying system during which parameter values are 
established to which both the user and the system 
can refer. The elementary interactions (service 
primitives) possible between a user (service user) 
and the distributed system (service provider). their 
relevant parameters, and their relation to any other 
such interactions are defined by a service. 

A service defines the external view of a system, 
as can be observed by its users. Actually, this 
observational behaviour is what really matters to 
the users: to define further interactions on top of 
the system they need not know the internal struc· 
turing and functional complexity of the underly· 
ing system. The definition Hnd representation of 
service primitives should be consistent with this 
view; thus: 
- a service primitive expresses useful interactions 

in the light of communication (I.e. interactions 
with only local repercussions should be omiued 
in a service definition). Note that spontaneous 
actions internal to the provider may also result 
in the execution of service primitives; 
the parameters of a primitive indicate what is 
relevan t for both user and provider; informa· 
tion only relevant to the service users is 
transferred in a ,. transparent" data parameter. 
The boundary between a service provider and a 

service user, where they can execute primitives is 
called a service access poin t (SAP). Since this 
boundary is a conceptual one and may be internal 
to a real world system, service primitives must be 
defined in such a way that thei r implementation is 
not constrained. This means that their definition is 
at a high(est) I~uel of abstraction. 

A more profound discussion of the service con· 
cept and its importance in the design of protocols 
can be found in [12). 

3.2 Protocol 

As mentioned above, a service does not define 
how some externally observable behaviou r is 
achieved. This is defined by a protocol. A protocol 
defines the rules for exchanging and manipulating 
messages (protocol data units, PDUS). with an 
agreed fonnat and coding for control information, 
between protocol entities; not to forget, it also 
relates the service primitives with the PDUS to 
make the external effects of its functioning clear . 
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(N)-SAP >-------, 1 ~~rou 
(N}I'OU 

manipulation 

! (N-lrSP,.(N}-PDl.I 

. """"'" 
L ___ -< (N-I).SAP 

Fig. 2. Represenlalion 01 a (N}prOlocol enlity (sp: scrvice 
primilive: PDU: prolocol data unit). 

Service and protocol definitions can be applied 
iteratively to the design of distributed systems, as 
is illustrated by the 051 model. In a layered archi­
tecture an (N)-protocol is based on an (N-I)· 
service, and their composition provides a be­
haviour equal to that defined by an (N)-service. In 
this case, the protocol derines as well the relation 
between its PDUS and the service primitives of the 
underlying service. 

Fig. 2 shows the representation of an (N)-pro­
tocol entity as an abstract machine performing 
mappings and manipulations according to the 
(N}protocol. From the service discussion we know 
that an (N)-PDU is always represented in a data 
parameter of an (N-I)-service primitive, since its 
interpretation should be restricted to the (N or 
higher level)-protocol entities. 

J.J Interface 

The local ordering of service primitives at a SAP 

and the interdependencies between, and restric­
tions on, their parameter values are described by 
an abstract interface (an abstract interface defini­
tion is therefore part of a service ddinition). An 
interpretation which is more of len associated with 
the term interface is that of an implementation 
description of an abstract interface; we call this a 
real interface. In designing the real interface be­
tween a user and its service provider it may well 
tum out that the physical distance belween the 
two causes such problems that further protocol 
engineering is required. The service and protocol 
concepts can then again be used for structuring 
purposes; in fact they can be recursively applied at 
different levels of abstraction. In this case, recur­
sive application 10 an abstract interface yields a 
set of "interface" services and "interface" pro­
tocols. 

4_ X.400 Services and Prolocols 

We will now return to MHS. II is our objective 
to analyse the modeling of electronic mail func­
tions in MHS and to investigate to what extent the 
X.400 recommendations are suitable prescriptions 
for "open systems interconnection". The latter 
means that we demand a general-purpose. imple­
mentation-independent, description, which leaves 
implementation freedom where possible and re­
stricts implementations where necessary to allow 
interconnection and , interworking of heteroge­
neous systems. 

4.1 Message Transfer Layer (X. 410, X.4/J) 

Table I lists all primitives which have been 
derincd for the message transfer service. The 
primitives are grouped on basis of their partake in 
certain activities. We can observe that some activi­
ties arc local, i.e. they do not involve interactions 
which are remote to the initiator of the activity. 

Non-local, or global, activities involve two or 
morc users in different systems, and imply the 
coordinated behaviour of these users. The mini­
mum coordination is defined by the service which 
is provided by the underlying distributed system. 
Local activity involves only one uscr (and the 
underlying system); there is no need for coordina­
tion, according to some service definition, with 
another user. In Table I only "transfer" is consid­
ered as a global activity. The "transfer" primitives 
are therefore the relevant service primitives for the 
message transfer service, discussed in Section 4.1.1. 
Section 4.1.2 discusses the message transfer proto­
col. restricted to the support of the" transfer" 
interactivity. 

"Local" and "global" are, of course, relalive 
notions. We can take a closer look at a local 
intcractivity and may find that this, too, involves 
several distinguishable entities (e.g. representing a 
workstation, channel and host) whose interactions 
can be described in terms of service and protocols, 
thus introducing a new level of locality. In Section 
4.2.3 we will discuss the message transfer inter­
face, where we consider the other activities men­
tioned in Table I, but also reconsider the" trans­
fer" activity. 

Standardizing the local activities of Table J is 
usdul when a user agent and its message transfer 
agent fall under differenl implememalion authori-

Table I 
Meuagt 
ind-in 

Primiuv 

"uns!" 
SUMMIT 

DliLlV[1I 

PIIOI5 

NOTIFY 

torot IOJ 
(UAL)LO 

(Mn)LO 
LOGOff 

OCC'r/1 n 

(UAI.)CII 

PASSWO 

(MTL)cH 
PAMWO 

IrONi" 
!IICOISTI 

(UAL)co 

{NTL}co 

I«ul fro 
CANCEL 

ties 31 

n:com 
pic mel 
alone 
an adl 
definit 
and d, 
tributt> 
to--end 
the X 
differel 

SUBMIT 
SUBMIT 

one rec. 



M. von Smlkrtll, E. ~t / X.400 M~t HamJlm& Systtms 367 

Table I 
MeuaJC trans(er Kl'VK:e pnm,tiVd 'n X.411 (rcq _ ''''''I'''''''t. 
UHI - indication, rip - rcq>On5C, enr - confirmation). 

Primitive Typo 
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(U.u.)LOOON req. enf 
(MTt.)LOOOS ind, up 
LOGOFf ""I, enf 

flCCaS mmrogtmtlll: 
(UAL)CJ.ASG£-

Function 

5Ubmiuion of ~gc: 
delivery or rncuqc: 
""hn\' .... K1Ot tlf ronlbc 
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ties and are physically separated. In the X.400 
recommendations it is recognized thai a user-im­
plemented UAE can be incorporaled in a sland­
alone workstation which must then interwork via 
an administration-supplied MTAE. This led to the 
dermition of a separate protocol, the submission 
and delivery protocol. The ddinition of thc dis­
tributed interface primitives and those of the end­
to-end service are distinguished here, contrary to 
the x'411 recommendation, since they concern 
different le~Js of abstraction. 

UI.E 

SUBMlTroq 

UAE UI.E 

PROBEn-.q 

4.1./ Meuage Transfer Service 
The message transfer service enables the transfer 

of messages and probing the transfer of messages, 
as illustrated by the simplified time diagrams in 
Fig. J. 

Submission or a message is initiated by a SUB­

MIT request and is locally confirmed by a SUBMIT 

confirmation. Facilities (I) through (7), listed in 
Section 2.2, can be requested in the SUBMIT re­
quest by seuing appropriate parameters. (Some of 
these facilities are essential - they must be pro­
vided when requested _ while others are ad­
ditional - they may be ignored by the system). 
Provided that the SUBMIT confirmation indicated 
"success", zero, one or more deliveries may occur 
by means of DELIVER indications. Depending on 
the requested facilities, the originating user agent 
may be inrormed of successful or unsuccessful 
deliveries by means of NOTIFY indications. 

Probing whether a specified message can be 
delivered to one or more user agents, is requested 
in a PROBE request. Again, this request is locally 
confirmed. The result of this request will be re­
ported back to the originating user agent in one or 
more NOTIFY indications. 

A NOTIFY indication may report on several 
(would-be) deliveries of a single issued (pseudo-) 
message. This is only possible when the reports 
were generated by the same ).tTAE and the same 
type conversions were performed on each of Ihe 
associated message copies. 

Analysis: The following commems can be made 
w.r.t. the message lransfer service description in 
X.411: 

the SUBMIT handshake is described with unnec­
essary dct:lil; it can be represented as a singh! 
abstract interaction without degrading the 
service definition. This comment needs some 
further explanation. 
The SUBMIT confirmalion seems to be imro-

UI.E 

SUBMlTcnf :r:::::>-~ PROBEcnf .,.~_ 

NOTIFY WId 

F ..... ). lime tequma dJaa.rams fOf" transfemna a IfICSSI&C (with nollrtc&r.ion of delivery) and probma the transfe. of a messaJC. Only 
one: reclptc:nl ill ~ 
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duced for two reasons: 
1. it takes into account the fact that implementa. 

lions are subject to failures and represent finite 
capacities; therefore, a local confirmation of a 
submitted request can be used to provide cer­
tainty about the accep tance o f the request; 

2. it is used to define a now of info rmation which 
is from provider to user, as opposed to that in 
the corresponding requesl. 

We recall, however. thai a service primitive shou ld 
be defined at the highest possible level of abstrac­
tion, not showing details which have on ly local 
relevance. Further, lhe direction associated with a 
primitive merely indicates the main now o f infor­
mation (10); parameter values associated with a 
primitive may be passed in either direction as 
appropriate for the primitive. A request for .3. 

service which is not acceptable for some local 
reason is considered as an unsuccessful interac­
tion; such interactions should not ~ visible in the 
service. Once all parameter values have been 
established in a primitive execution, the primitive 
has completed successfull y_ After this, the pro­
vider may report on its inability of progressing the 
request or on the successful pcrformance of the 
requested service. Both aspects are already mod­
eled by the NOTIFY primitive_ 

the PROsE handshake _can be omitted com­
pletely in the service dcfinition. The reason for 
this is that a PROBE request will never cause any 
interactions with a remote user agent. hence 
there is no need for coordina tion between users. 
On the other hand, intcrworking of I>ITAI,S is 
required for fuirilling such a request. A protocol 
element defining this interworking can be con­
sidered as part of a management protocol; 
accessing its functions is a local matter. 

- the relation between primitives (as in Figure J) 
is poorly described in the service definition. 
Allhough this relation can easily be derived in 
this case, making it explicit in the service is 
generally useful to get a quick understanding of 
the externally visible effecls of Ihe service pro­
vider. For example. it would have shown which 
primitives have remote effects and which have 
not, and how the provider may innuence the 
remote effects (loss of data. manipulation of 
parameters). For a fu ll understanding o f the 
relation between message transfcr primitives we 
are now obl iged to study both the message 
transfer protocol and the presentation service. 

4. 1.1 Message TrllllsJer Protocol 
An MTAE executing the message transfer proto­

col is modeled as consisting of three subentities: 
the message dispatcher, the association manager, 
and the reliable transfer server. The message dis­
patcher performs the relaying of messages, genera­
tion and forwarding o f delivery reports, and infor­
mation type conversion. The association manager 
con trols the establisment and release of associa­
lions between MTAES. The role of the reliable trans­
Jer server (RTS) is to provide and maintain the 
associations requested by the association manager, 
to release them when requested. and to perform 
the transferring of pous on basis of available 
associations. 

The service primitives and pous which are used 
by these subcntities are shown in Table 1. The 
association manager employs only the OPEN and 
CLOSE primitives for requesting a new or releasing 
an existing association, on basis of local manage­
ment information; pous are not defined for these 
purposes. The message dispatcher employs two 
types of pous: the user MPOU, carryi ng a message 
submitted by a user agent for delivery, and the 
service MPOU which carries either a probe or a 
delivery report (MPOU Slands for message PDU). 

MPOUS are mapped onto the user data parameter 

Table 2 
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primitives 10 manage the tum for sending MPDUS 
in case the available association(s) is (are) two­
way-alternate. It receives an EXCEPTION indication 
primitive carrying a previously submitted MPDU 
when the transfer of that MPDU could not be 
performed in the specified trafZsfer time (a param­
eter of the TRANSFER request). After receipt of an 
EXCEPTION indication, rerouling the associated 
message may be attempted, or a service MPDU with 
a negative delivery report is generated. 

The RTS uses the OSI connection-oriented pre­
sentation service, and through this the session 
service (11], to reliably transfer the user data 
specified in TRANSFER requests. A user datil 
parameter is called here an APDU (application 
PDU); this is nOI an explicitly defined pou. No 
POUl are defined for the RTS. 

Each APDU transfer constitutes a single session 
activity. After the start of a session activity, the 
APDU can be transferred in one or more presenta­
tion sous, each one submitted through a DATA 
request. Multiple DATA requests per APOU can 
only be used when checkpointing was agreed dur­
ing connection setup. An APDU is then sent in 
parts, where each part is separated from the other 
through the insertion of ,a checkpoint. All check­
points must be confmped by the recipient RTS 

entity; the maximum number of unacknowledged 
checkpoints which may be outstanding during a 
session activity is indicated by the window size 
negotiated at connection establishment time. This 
is shown in Fig. 4. In case problems occur during 

ACTS ind 
DATA ind 
sn-m inc! 

the tramkr Ilr all Al'Utl, which c:m he IOC:llIy 
detected or signalled through U / 1'-EXCEI'TION-RI1-
PORT or U/ P*ABORT primitives, the sending RTS 
entity will attempt to recover the transfer with 
several possible actions, starting rrom the last 
confirmed checkpoint. We will not elaborate on 
this (note that several corrections and additional 
explanations w.r.t. RTS, especially covering re­
covery, are described in [6D. If the transfer cannot 
be completed within the allocated transfer time, 
the activity is normally discarded (ACTIVITY-DIS. 
CARD) and an EXCEPTION indication to the mes­
sage dispatcher is genera led by the sending RTS 

entily. 
Analysis: It is typical that the definition of the 

message transfer protocol (that is, PI) does not 
mention the message transfer primitives which we 
characterized as being local. This results in an 
inconsistency between the protocol Ilnd service 
definition. We can make the following further 
remarks: 
- the content of a message, i.e. user data. is not 

always transferred uansparently by the message 
transfer protocol. For example. the message 
dispatcher may perform inrormation type con­
version of the user-provided content of a mes­
sage. The conversion is not restricted to chang­
ing the representation of the user data, but may 
also include the translation to another data 
type. 

- the transrer time parameter in a TRANSFER re­
quest primitive has only local signiftcanc~ and 
therefore does not have to be represented. The 
transfer time is commonly agreed by the mes-
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sage dispatcher and the local KTS entity al the 
sending side but is not visible al the receiving 
side. 

- RTS defines a particular structure of the user 
data parameter of the presentation/session 
CONNECT primitives for transferring RTS-specific 

information. StIch as checkpoint size and 
window size. Since the OSI presentation service 
does not refer to this information, it seems that 
in this wayan implicit RTS connect (-acknowl­
edge) PDU is defined. 

- the correlation between OPEN and CLOSE primi­
tives is not described. CLOSE primitives carry no 
parameters: how then does the association 
manager indicate that it wants to delete an 
association with a particular MTAe? It is also 
not clear how the TRANSFER/TURN/EXCEPTION 

primitives are correlated with an association. 

4./.3 Message Transfer Interface 
The possible distribution of a message transfer 

interface is represented in the X.400 recommenda· 
tions as shown in Fig. 5. Two "concatenated" 
protocols, viz. the message transfer protocol (PI) 
and the submission and delivery protocol (P3), are 
used to provide the message transfer service. It 
should be noted that the P3 protocol is said to 
deCine the communicatior;a between an SDE and an 
MTAE, and not between I two SDES. The SDE fune· 
tionaLity is thus" hidden" in such a MTAE. Another 
modeling of a distributed message transfer inter· 
face, consistent with the discussion in Section 
4.1.1, is shown in Fig. 6. 

The submission and delivery protocol is de· 
fined with the help of a general framework for 
interactive protocol definitions, reCerred to as re­
mote operations. This framework defines four 
principal PDU data types, called DPDUS (for oper· 
ation PDUS): Invoke, ReturnResuit, RetumError, 
and Reject. An Invoke DPDU specifies an oper· 
ation; an entity sending an Invoke OPDU is said to 

u .. 
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Fig. 6. Another view on "submission and delivery" (n, : 
presen .. tion service provider). 

invoke a remote operation which must be per· 
formed by the recipient entity. Depending on the 
outcome of the operation, the recipient may return 
.: 
- RetumResult, reporting on the result of the 

operation when it was successful; or 
- ReturnError. reporting on the error which oc· 

curred during the performance of the operation. 
A Reject is sent on receipt of any of the Invoke, 

ReturnResult or ReturnError opous when the 
O I'DU was malformed and cou ld not be processed 
for this reason. 

For any specific protocol which makes use o( 
the remote operations definition, hence also for 
the submission and delivery protocol, parlicu/ar 
operations (and related results and errors) have to 
defined which are fit for that protocol. The sub­
mission and delivery protocol defines ror all 
primitives listed in Table /, except (or the (UAL/ 
MTL)LOGON and LOGOFF primitives, the associated 
operations. The so defined message transfer "in· 
terrace" PDUS are transferred as user data on 
TRANSFER primitives or the RTS service, as de,... 
scribed in Section 4.1.2. The (UAL/MTL)LOOON 

and LOGOFF primitives are directly mapped onto 
the RTS OPEN and CLOSE primitives. 

Analysis: When we decompose an abstract in-
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terface (or SAP, represented by a vcnical line in 
the time sequence diagrams of Fig. J and 4) of a 
service, we also have 10 decompose the service 
primitives which occur at that interface. Fig. 7 
shows a time diagram for such a decomposition, 
based on Fig. 6, and illustrates how a single 
service primitive can be represented as a "pro­
vider-confirmed" sequence of "interrace" primi­
tives. Fig. 8 shows the specific case of submilling 
a message. On basis of these Figures we can 
conclude that: 
- since the submission and delivery protocol de­

fines the communication between an SOE and a 
MTAE (wilh embedded .SDE), and nol between 
two SOES, the decomposition. or refinement. of 
the abstract message trander interface is not 
very clear. It is for this reason. for example, 
that the (SUBMIT req) ind, shown in Fig. 8, is 
not explicitly specified, while the (SUBMIT req) 
req and the (SUBMIT req) cnf are. Similar omis· 
sions can be observed for the other interface 
elements. For the DELIVER and NOTIFY interface 

UI.E 

(SUBMIT ftq) ... 
Iwhmil 

,DE 'DE 
PSP. RTS 

clements even two interface primitives. viz.. the 
request and confirmation, are not described. 
The latter omission has important consequences 
as explained below. 

- the DELIVER and NOTIFY interactions are not 
correctly described. Probably because there are 
no request and confirmation interface primi· 
tives specified. also the ReturnResult PDUS for 
the deliver and submit operations are nOI de­
fined. Hence. in this case the acknowledgement 
of an operation is not only hidden at the in­
voker side. but completely omitted. This is in 
contradiction with Fig. 7. 
The submission and delivery protocol relates to 

two sets of interactions. One is the set of interac­
tions which are part of the service interactions 
described in the message transfer service, viz.. SUB­

MIT, DELIVER and NOTIFY. The other concerns 
local activities. i.e. activities which involve no re­
mOte interactions (from the point of view of a 
message transfer service user) but only interaction 
between an UAE and its MTAE. This leads to the 
following comment: 

the submission and delivery protocol defines 
two sets of interactions which support different 
applications. These sets of interactions can be 
independently defined. 

4.1 Interpersonal Messaging User Agent l...LJyer 
(X.4l0) 

Two PDU types are defined at this level: the 
intcrmessaging UAPDU and the status rcport UAPOU 

(UA for user agent). An intermes.saging UAPDU 

consists of a heading and a body. The body con­
tains onc or more body parts, which can be looked 

TRANSFER ind 

""" 

,{fAE 

(SUBMTT req) 

"'" 

Fi ... 8. lime 5equence dial1am for 5I,.cce5dully 5ubmininl a message .emu a dillnooled mc:ssaIC transrer inla'face (SU.IoUT req. 
belween brlCkelS, indicatlCS I~ oriJinatlCl'VJCC primillve; 1 - invoke, IU. _ RetumResult), 
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at as independent (sub)mcssages. with always an 
indication of the body part type (telex, teJetcx, 
voice, etc.). The heading always contains a mes­
sage identifier, and optionally other interpersonnal 
messaging PCI. A status report UAPDU is used as 
an acknowledgement of the receipt or non-receipt 
of an intermessaging UAPDU; it therefore always 
carries the message identifier of the message to 
which it refers. Both PDUS are transferred by means 
of the SUBMIT /VELIVER service elements of the 
message transfer service. The interpersonal mes­
saging protocol (P2) can provide the same facili­
ties as listed in Section 2.2, on basis of the mes­
sage transfer service. and some other facilities, 
including the following (3 recipient interpersonal 
messaging service user is here shortly termed re­
cipient): 
- sending a message to one or more blind copy 

recipients, i.e. recipients which are not disclosed 
to the primary and secondary r' normal" copy) 
recipients specified in the request; 
notification of receipt or non-receipt (non-re­
ceipt means: receipt by the remote UAE, but not 
delivered to the intended recipient) of a mes­
sage; 
delivery of messages which were auto-for­
warded by the intennessaging protocol; 
conveyance of information as optional inter­
messaging UAPOU heading parameters, some of 
them on a per-message basis (the same infonna­
tion applies to all recipients in case of multi-re­
cipient delivery), others on a per-recipient ba­
sis; 

- transrer or a message consisting of several parts 
of possibly dirrerent types. 
In addition, other, management.like functions 

are performed by UAES which do not require the 
exchange of either of the above UAPDUS. Some of 
these functions concern the local access to the 
message transfer service and are not directly con­
trolled by the interpersonal messaging service 
users. These functions are based on the use of the 
(UAL / MTL)LOOON, LOGOFF, REGISTER, (UAL / 

MTL)c"ANOE-PASWORD, and (MTL)cONTROL The 
other functions can be controlled by the interper­
sonal messaging service users; they are based on 
the use of the CANCEL, PROBE, and (UAL)coNTROL 

primitives. 
Analysis: The following comments can be made: 
the interpersonal messaging service is poorly 
described. The service is not modeled by means 

of interrelated service pnmJllves. Instead, the 
various service elements are outlined by indicat­
ing the eHcct of exchanging UAPDUS and the 
direct use of message transfer service (interface) 
primitives. The information which is exchanged 
in service interactions is not explicitly de­
scribed, but must be derived from the UAPDU 

definitions or the message transfer service 
primitive definitions. 
the interpersonal messaging prol()Col describes 
the UAES' engagement in both local and global 
activities. The same comments apply here as in 
Section 4.1. 
notification of successful delivery, provided by 
the message transfer service, is passed to the 
originating user of the interpersonal messaging 
service. This does not seem a very eHective use 
of this service, as it only indicates a probable 
delivery to the peer user. Successful delivery 
can only be acknowledged by the receipt notifi­
cation service element. 
some UAI'DU heading parameters are not used 
by the interpersonal messaging protocol but 
have only relevance for the interpersonal meso 
saging service users. This is the case with the 
optimal parameters which, if used, must be 
conveyed on a per-message basis: no inter­
ference of the interpersonal messaging protocol 
W.r.t. this infonnation is required. It can there­
fore probably beller be specified as a body part 
with an appropriate body part type. 

- summariung, it appears that the P2 protocol 
adds little value to the message transfer service. 
A part of the defined UAE operation concerns 
local management and does not require the 
cooperation with a peer entity; hence, such 
operation should not be described as part of the 
P2 protocol. Other definitions accrue from the 
need to distinguish between several user-rele­
vant parameters, whose semantics must be cor­
rectly transferred (some of them only to a sub­
set of the specified recipients) together with the 
actual message. Instead of mapping these 
parameters directly onto UAPDU parameters, a 
better design option seems to combine them in 
(recipient-bound) user data parameters with de­
lined abstract syntaxes. In thaI case, the presen­
tation service enables the correct interpretation 
of such data by the recipient peer user, while 
the data structure is not visible in the protocols 
supporting the users' interaction. 
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S. Message I-Inndling within OSI 

This section is concerned with the inteV8tion 
of MHS in OSI, where the message transfer service 
and protocol together constitute another appli­
ralion service elemetlt (21. based on the presenta­
tion service. Our aim is to investigate whether the 
presentation service is well ulili7.ed. and whether 
functions or the presemation service provider nre 
nOI duplicated. In this context the RTS functional­
ity is most suspicious; we will therefore con­
centrate on this functiona1 pari of MHS. 

The 051 transport service provides a reliable 
and cosl-oplimized data transport capability_ De· 
pending on the quality of service requested by an 
initiating transport service user and the reliability 
of the underlying network, a suitable protocol 
c/aSJ is negotiated between two transport entities 
(or the transport connection is rdused). 

The recovery procedures of RTS enhance !.he 
reliability provided by the transport service by 
enabling survival of protocol malfunctioning and 
connection losses (reported by EXCEPTION and 
ABORT primitives, respectively). They also dupli­
cate pan of !.he transport protocol functionality, 
since RTS is based on the assumption that only 
classes 0 and 1 can be negotiated by the transport 
protocol. In an OSI envlronment, only rocovery of 
exceptional cases (netwbrk partitions, application 
crashes) should be left to an application protocol, 
whereas "normal" recovery can be delegated to 
the transport service provider. 

The 051 session service enriches the transport 
service wi!.h the capability of exchanging data 
without imposing l~n8th restrictions and of struc­
turing the communication (dialogue) between the 
users of the service. 

Hence, checkpointing appears to be a redun­
dant RTS functionality. The session protocol per­
Cornu segmenting and reassembly to offer transfer 
of data of any length (recovery of data segments is 
performed by the transport service provider). 
Without checkpointing, and with the introduction 
of an RTS data- acknowledge PDU to obtain cer­
tainty about the acceptance of a data unit, selec­
tion of !.he activity management functional unit is 
not required any more. This might be advanta­
geous for some implementations, given the fact 
that none of the current 051 application protocols 
makes use of activity services. Also the minor 
synchronize functional unit is not required in that 
ease . 

The 051 presentation service provides indepen­
dence from the local doto represemotion (encod­
ing) in direerent systems involved in a communica­
tion. 

R.TS makes minimal use of the presentation 
service. On the other hand, considerable eHorts 
were made by ISO to allow the conveyance of 
X.400 data by the presentation protocol. The rea­
son for this is that X.409, which is the notation 
used for the definition of the X.400 pous, slightly 
diverges from the abstract syntax notation used by 
ISO. A universal treaiment of data should be made 
possible in the presentation layer. The information 
type conversion function of the message transfer 
protocol also gives rise to some criticism. From an 
OSI poin! of view, representation of user data 
should be a concern of the presentation layer, and 
conversion from one to another datatype should 
be considered as an infonnation processing task 
pertinent to a level above that which provides 
transparent transfer of the associated data, that is, 
the message transfer layer. 

The entities which make up the 051 application 
layer are subdivided into entity parts, called appli­
cation service elements (ASE). Corresponding ASES 
communicate according to a user-defined or 
standardized application protocol, where the latter 
may be either applicalion.sp~cific or common to 
most applications. 

When MilS is to form a separate ASE in the 
application layer structure, it must also allow cor­
rect inlerworlcing in the presence of other ASES. 
Interworking of "composite" application entities 
is still under study in ISO TC97/sc21. A5 a final 
remark, it can be noted that the use of naming 
directories is currently described as an integral 
part of MilS. ISO defines separate service elements 
which allow common access to such directories. 
If this work is completed, other ASES will probably 
use the offered capability and include appropriate 
references to the relevant directory services. 

6. Conclusions 

Analysis of the ·X.400 recommendations gave 
rise to various points or criticism. Since the analy­
sis was performed rrom two perspectives, two 
categories can be distinguished; 
1. Misinterpretations of the architectural concepts 



374 

of service. protocol and interface. Among others, 
the following points are raised: 
- Local and remote interactivities are mixed in 

the message transfer service definition. 
- The service primitives used in describing the 

remote interactivities are not defined at the 
highest possible level o f abstraction. 
PI (message transfer protocol) is "con· 
catenated" with P3 (submission and delivery 
protocol). In fact, P3 is a protocol which de· 
fines the interactions at the abstract interface 
between a UAE and a MTAE. Some of these 
interactions are a decomposition of the message 
transfer service primitives, which in tum define 
part of a remote interactivity. Others have no 
relation with message transfer service primitives 
since they have no corresponding remote ef­
fects. 
The decomposition of message transfer service 
primitives described by P3 is incomplete. 

- The interpersonal messaging service is poorly 
defined. The protocol functionality which is 
added by P2 (interpersonal messaging protocol) 
is minimal. 

- Transparent transfer of user data is not always 
performed by PI and P2, contrary to what is 
claimed by the corresponding service or what 
could be expected from basic structuring princi-
ples. I 
It should be Doted that these misinterpretations 

do not necessarily lead to wrong implementations. 
However, they blur the architecture and conse­
quently impair the advantages of good structuring. 
For example. modelling errors may unnecessarily 
restrict implementations and may hamper cor· 
rectness proofs; furthermore, they may lead to 
more complex implementations which are more 
difficult to test and to maintain. 
2. Overdesign of the message transfer protocol as 
a consequence of disregarding lower layer func­
tionality. In particular, the following observations 
are made: 
- The RTS recovery procedures can be simplified 

given the service oHered by the transport service 
provider. 
The RTS checkpointing function is redundant 
since the session service oHers norma1 data 
transfer without length restrictions. The activity 
management and minor synchronize runctional 
units are then no longer required for support of 
message handling. 

- The existence of X.400 is visible in the presen· 
tation pou definitions. Although suitable trans· 
fer syntaxes must be registrated for X.400 sup· 
port, handling X.400 uscr data should not be 
different from any other user data. 
Again, redundancy does not lead to wrong im­

plementations. In this case, the architecture be· 
comes unnecessary complex. It leads to implemen· 
tation overhead and hence results in excess costs 
for subscribers to the service. For this reason it 
can beller be avoided. 

In additibn to this basic criticism, a number of 
smaller defect have been discovered which were 
not discussed here. As has been shown in (31, such 
defects, including ambiguities. points of incom· 
pleteness and inconsistencies, can easily be dis· 
covered by using a formal description technique in 
derining the services and protocols. These 
techniques have the additional advantage of en· 
lightening architectural aspects which remain 
vague in most informal texts. 

It may be clear from the above that the posi­
tioning of MHS within the 051 reference model is 
problematic, in particular because OSI services and 
protocols are (should be) consistent with the con ­
cepts of service. etc. (which is not always the case, 
see e.g. 11)). In the light of the important applica· 
tion areas of message handling, the necessary 
adaptions should be agreed as soon as possible. 
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The article provides In overview ot Ihe CeI1T I-Series of 
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I. Inlroduction 

Over the past decade, there has been a marked 
increase in the use of the telephone system for 
more than just voice transfer. Data applications 
have taken over a growing portion of the tele­
phone network bandwidth. 

Despite this trend. the telephone system has 
remained predominantly analog in its transmis­
sion met hods. especially in the subscriber loop. 
This has required the use of modems or alternate 
(and more expensive) systems, i.e. dedicated net­
works. for long distance data communications. 
Furthermore. the implicit bandwidth limitations 
for analog transmission using modems and the 
installed wiring has restricted digital Iransmission 
to relatively low bit ra tes o n the order o f 
2400-9600 bits/so 

These and other factors have contributed to the 
international trend toward ISDN - the Integrated 
Services Digital Network. This trend would not be 
possible withoul Slnndards. The purpose of this 
article is 10 provide the reader with a general 
understanding of these standards together wilh 
other important faclors affecting the move to in­
tegra ted communic!lIions. II should be pointed out 
that the author, in striving to provide a general 
understanding, has found it necessary to omit 
many of the finer details of tSDN. Readers desi ring 
a more detailed understand ing o f Ihis complex 
subject should read the CCITT t-Series Recom­
mendations. 

2. What Is nn ISDN? 

ISDN is a broad concept including switching. 
network control racilities, interfaces to customer 
premises equipment. and a defined set of service 
features and functions. In the I-series Recom­
mendations. the CCITT defines an ISDN as a net­
work that provides end-la-end digital connectivity 
to support a wide range of services, including 
voice and non-voice services, to which users have 

0920-5489/88/ S).5O D 1988. Elsevier Science Puhli.hctli IJ.V. (North-i iolland) 
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access v1a 3. limited set of standard muhi-purpose 
user-network interfaces. 

It should be noted that the cenT generales 
Recommendations. As the name implies. recom­
mendations nre not binding and national adminis­
trations usually reserve the right to make changes 
in the rt.'commcnd3Iion~ for nalion,,1 usc. The 
above definition leaves room for a rather large 
number of possible implementations and config­
urations of ISDNS according to specirie national 
situations. Emphasis is placed, however, on the 
usage of "end-la-end digital connectivi ty," "a wide 
range of services," and "a limited set of standard 
multi-purpose user-network interfaces," 

What do these three terms imply for a network? 
The (irs!, "end-la-end digital connectivi ty:' im­
plies that any application that can represent its 
information in a digital form and within the limits 
of the ISDN interface capacity (see Section 5.2) can 
use the network as a transport medium. Thus 
modems are no longer required for data communi­
cation. Also, digital representation allows the ap­
plication information transferred by the network 
to include voice, data, image, and text information 
wi thout any distinction within the transfer chan­
nels. Such a nelwork is service independent - one 
of the primary objectives of IS[)N. 

The second term, "a· wide range o f services," 
implies the ability o f IhdDetwork to do more than 
transparently transfer information. The provision 
of enhanced or value-added services beyond sim­
ple telephony is supported by efficient connection 
to specialized storage and processing centers be­
longing to either the tSDN network operator or 
other service/ network providers. Examples of such 
services include electronic mail, facsimile, video­
tex, music and video distribution. 

And lastly, "a limited set of standard multi­
purpose user-network interfaces," implies that one 
or two interface types, realized as so-called 
communications sockets, will be capable of sup­
porting a large number of different types of 
equipment. This allows service independence at 
the user-network interface, as well as, terminal 
portability among different network access points 
and independent evolution of terminal and net­
work equipment, technologies, and configura tions 
- further objectives of ISDN. 

A network may be viewed in anyone of several 
ways. Among these are from the viewpoint of the 
services provided by the network and their corre-

sponding network capabilities and from the view­
point o f the user connection to the ne twork. The 
next sections give an introduction to JSDN as 
specified in the CCITT J-Series Recommendations 
wi th emphasis on the defined user-network in tcr­
Caces and the user view o f an ISDN. 

3. The CCI1T Approach to ISDN Siandardization 

CCtTT has concentrated its Slandardization ef­
forts for tSDN in three major areas. They are: 
a. the standardization of services offered to 

customers so as 10 enable services to be inter­
nationally compatible (1.200 Series). The slan­
dardization of these services will allow the user 
access to identical services from any ISDN: 

b. the standardization of user-network interfaces 
so as to enable terminal equipment to be pona­
ble (1.400 Series). Such interfaces. together with 
the appropriate terminal equipment. will sup­
pori any of the services specified in point (a); 

c. the standardization of network capabilities so 
as to enable user-network and network-network 
inter .... .-ork.ing in support of points (a) and (b) 
(1.300 Series). 
The 1.100 Series presents a description of tSDNS 

in terms o f general principles and evolution. The 
following points are made: 
- An ISDN supports a wide range of voice and 

non-voice applications. 
These applications include circuit-switched, 
packet-switched. and noo-switched connections 
and their concatenations. 
The ISDN is an intelligent network providing 
processing power in support of service features, 
maintenance, and network management. 
Access to an ISDN will be specified using a 
layered protocol structure. 
ISDNS are expected to evolve from present day 
IDNS (Integrated Digit31 Networks) initially de­
signed to support 64 kbitjs voice services but 
progressively incorporating additiona1 functions 
and network features of other dedicated net­
works, e.g. circuit-switched or packet-switched 
data networks. 
The evolution will 31low the introduction of 
new services with the same network structure 
and, a t a later stage. switched connections at bit 
rates higher and lower than 64 kbit/s. 

4. The r 
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4. The Protocol Reference Model 

The ISDN protocol reference model IS IIltro­
duced in the 1.300 Series. This model is based on, 
and hence similar to, the OSI Reference Model 
(CCIlT x.200). Layer numbers, not names, are used 
to avoid confusion between the functionality o f a 
layer and the layer name. 

The information now from end to end through 
the network is partitioned into two pJ3nes: the 
control (C) plane and the user (U) pl3ne. In the 
U-plane, user information is transferred from one 
user application process to another. In the C-plane, 
control information, information which is acted 

Application Processes 

upon within the network for the purposes of net­
work connection control, maintenance, or mana­
gement, is transferred between protocol end points. 

The protocol reference model employs the U 
and C planes in its introduction of the generic 
ISDN protocol block ( Fig. I). In the Figure, one 
may see that the control and user protocol stacks 
may contain dirrerent protocols and are handled 
separately. lbis protocol block model is valid for 
all forms of ISDN equipment throughout the net­
work, although in some cases particular layers 
may be null. The management portion o f the 
protocol block is responsible for local manage­
ment aspects such as monitoring the activities of 

~-------~---------\ 
( System 

Management 

Contro~' ~----o" user~_~:::;::~ 

M --- -C U 

7 

6 

4 

3 
2 

Physical 
Media 

Fig.. l. Generic ISDN protocol block... 
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the user and control protocol stacks and providing 
an information exchange mechanism between the 
U and C processes. 

AI the bottom of the protocol Slacks is the 
physical media used to transmit information. This 
mayor may not be the same physical connection 
for the U plane and its controlling C plane. AI the 
top of the protocol slacks are the interlaces to the 
various user, control, and management applicalion 
processes which are outside of the protocol block. 
Not shown in Fig. } are the peer protocols whose 
interactions take place in a layered fashion be· 
tween different protocol blocks. 

S. User-Network Interfaces 

The 1.400 Series describes a small number of 
user-network interfaces with the objective of pro­
viding maximal flexibility. terminal porlnbility. 
and service integration in connection to an ISOfll. 

5. J. Th~ ISDN R~f~r~nu Configuration 

Various physical user access arrangements are 
defined in terms of rderence: configurations con­
sisting of functionaJ groups separated by reference 
points. In diHerent implementations, a reference 
point mayor may not correspond to a physical 
interface:, i.e. more than one functional group may 
be incorporated into a single piece of equipment. 
However, physical interfaces that do not correA 
spond 10 reference points are no t considered a 
topic for consideration by ccrrr. e.g. interfaces 
internal to a PBX implementation o f the NT2 func­
tional group. 

s 
TE2 TA 

Fig.. 1. ISDN rderenoe conli&Ul"lItion f(M user- network Interfaces. 

, 

The general ISDN rderence configuration is 
shown in Fig. 2. The physical interfaces defined in 
the I-Series apply at both reference: points Sand 
T. Other CCITT and non-cenT interface specirica­
lions may be applied at reference point R. At the 
moment, there is no cCITT-defined reference point 
or physical interface at the transmission line. The 
telecommunications industry, however, generally 
refers to this point as the U reference point. 

Between the rderence points 3re the functional 
groups. Not all of the functions listed for each 
functional group need 'be presenl. In some physi­
cal implementations, an entire functioual group 
may be absent in which case, reference: points 
coincide. The functions of each of the functional 
groups are listed below. 

The l'o'Tl generally performs layer 1 functions, 
providing the proper physical and electromagnetic 
termination of the network. 
NTI - N~twork Termination J: 
- Line transmission termination 
- Layer I maintenance functions and perfor-

mance: monitoring 
Timing 

- Power transfer 
- Layer I multiplexing 
- Interface termination, including multidrop 

termination employing layer 1 contention reso­
lution. 
The f'JT2 generally performs functions at layers 

1. 2. and 3. Examples of NT2 implementations 
include poxs, LANS, terminal controllers. or any 
combination of these. 
NT2 - Network Termination 2: 

Layers 2 and 3 protocol handling 
- Layers 2 and 3 multiplexing 
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Switching 
Concentration 
Maintenance functions 
Interface termination and other layer 1 func­
tions. 
The TE generally performs or supports the fune· 

tions of layers 1 through 7, although not in every 
case. Examples of TE implementations include dig­
ital telephones, data terminals, and integrated 
workstations. 
TE - Terminal equipment: 

Protocol handling 
- Maintenance functions 
- Interlace functions 
- Connection functions to other equipmcnl. 

There are two categories of lenninal equipment: 
TEl - Terminal Equipment type 1: the TEl inter­

face complies with the ISDN user-network 
interface recommendations. 

TE2 - Terminal Equipment type 2: the TE2 inter­
face complies with a non-ISDN interface 
specirication. 

tn an ISDN environment TE2 requires the func· 
tions of a TA to connect to the network. 
TA - Terminal Adaptor: the TA provides the 

.t S 
.} TE1 >>-1 

.t R .t S 
b} TE2 r>>1 TA ~>-1 

c} TE1 SandT coincide 

.t R 

NT2 

layer functions necessary to adapt the TE2 
interface at the R reference point to one of 
the ISDN specified user- network interfaces 
:H the S or T reference points. 

TEl and the combination OfTE2 with TA may be 
considered functionally identical. 

At reference points S and T, anyone of the 
following systems may be connected: 

Customer terminals 
Customer systems, e.g. P8XS, LANS, or systems 
providing customer application services 
Private networks. 
At reference point R. other standardized 

services, e.g. CCIlT X and V Series of Recom· 
mendations. may be accessed according to the 
type of terminal adaptor provided. Fig. J gives 
examples of some of the possible physical con fig· 
urations. 

A great number of implementations of the 
physical configurations are possible and several 
examples are given in Fig. 4. Perhaps the two 
most common realizations to be expected in the 
long term in a pure ISDN environment are: 
• in the residential environment (Figs. Jc and 

4c): 

.t T 

r>>1 NT1 

.t T 

NT2 r>>1 NT1 

.t srr 
>>1 NT1 

., srr 
d} TE2 r>>1 TA SandT coincide >>1 NT1 

81T 
.} 

TE + NT2 f->>1 NT1 

» - Example of a physical interlace at .. 

Fia. 3. Examples of physica.l <=onfigurations. . 
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b) 

0) ISDN 
T.rmlnllt 

(TEl) 

SandT c:oincide 
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»--1 NT1 

81 srr" 

>>1 NT1 
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• 

.. Example of a physical interface at .. 

.. may be Basic Q( PrilTl9rY Access 

Fig. 4. Examples or NTl and NTI implementations. 

_ A digital telephone (TEl) is connected to the 
network wough the NTl. In this case, the 
NT2 is functionally null and rderence points 
S and T coincide; 

• in the business environment. particularly large 
businesses (Figs. 3a,b and 4a.b): 
_ Digital telephones, dala terminals. elc. (TEl 
or TEl plus TA) are eonnocted to a PBX or LAN 
(NTI) at the S rderence point with the NT2 
connected to the network through the NT! at 
the T reference point. 
At the Sand T reference points there may be 

more than one physical user-network interface 
implemented. 

5.2. Channel Types 

The interface structure at a particular reference 
point is described in terms of channel types avail­
able at the physical interface coinciding with that 
rderence point and other characteristics. The ISDN 

channel types are described below: 
• B channel: 64 kbit/s 
- Usage: 

• To carry a wide variety of transparent user 
information; 

• In the case of telephony, fuU transparency 
may not be possible due to encoding; 

• B channels may be circuit- or packet­
switched, or transmitted on a semi-perma­
nent connection; 

• If packet-switched, the B channel will carry 
protocols at layers 2 and 3 in accordance 
with the X.25 Recommendation and will only 
be transparent to the network above layer 3; 

• Bit streams at rates less than 64 kbit/s may 
be rale adapted to be carried on a B chan­
nel. Recommendations 1.460 (general), 1.461 
(X.21 and X.21 bis), 1.462 (packet mode 
terminals), and 1.463 (V.Series terminals) 
provide details on this subject. 

• D channel 
The D channel bit rate varies depending on the 
interface structure with values of either 16 
kbit/s or 64 kbit/s. 

- Usage: 
• The D channel is primarily intended to carry 

signalling information for circuit switching; 
• The D channel may also be used to carry 

packet switching data or user-user signal­
ling; 

• The D channel signalling prolocol for layers 
2 and 3 is specified in Recommendations 
1.440, 1.441 , 1.450, and 1.451. More detail 
concerning this signa1ling protocol is pre­
sented in Section 6. 

• E channel: 64 kbit/s 
- Usage: 

• The E channel is primarily intended 10 carry 
signalling information for circuit switching; 

• The E channel is only used in the alternative 
primary rate interface described below. 

• 
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• The E channel signalling protocol for layers 

2 and 3 is specified in Recommenda tions 
1.450, 1.451, and Q.71O (ccnT Signalling 
System No.7). More detail concerning this 
signalling protocol is presented in Section 6. 

• H channels 
HO: 384 kbil/s 

- Hll : 1536 kbi l/s 
- H12: 1920 kbi l/s 
- Usage: 

• The various H channels may carry a variety 
of user information on a dedicated or simu1* 
taneous basis; 

• Examples o f user information are: fast 
facsimi le, video, high speed data. or packet* 
switched information. 

5.3. PhYSical Inter/aces 

The physical interfaces at rderence points S 
and T must comply with one of the interface 
structures defined below. Not all channels listed in 
the interface structure need be supported by the 
network or the termi nal, but whether supported or 
not, the defined frame structure must be present 
at the interface. 

S.3.1. Basic Access 
Inter/ace Structure: 

2B+D 

The D channel in this case is 16 kbil/s. The 
two B channels may be used independently of one 
another. The interface may also support channels 
as B + D or j ust D. 

Other Characteristics: 
The combined bit rates of the 2B + D channels 

result in 144 kbil/s. The frame structure of the 
basic access interface, however, requires 192 kbil/s 
to allow for DC*balancing of the transmission line 
and synchronization. 

The frame structure for basic access is not 
symmetric but differs depending on the lransmis* 
sion direction. The frame length and repetition 
ra te are nonetheless identical for both directions 
with values of 48 bits and 8 kHz, respectively. 

The same basic rate interface supports two 
modes of operation at layer 1: 

poinH~point: 
point.t~multipoint. 

Tn a poinH~point configuration. a single 

terminal is connected at the interface. In point* 
to-multipoint operation , up to 8 terminals may be 
connected in a passive bus configuration. The 
active terminals all share the 2 B channels and the 
D channel. 

Point.to-multipoint operation may be config* 
ured in one of two ways: (1) as a short passive bus 
with terminals attached randomly along the bus or 
(2) as an extended passive bus with the terminals 
clustered relatively close to one another a t a dis­
tance from the NT. The bus length is limited by 
the access control mechanism required for D 
channel access in the point-to-multipoin t config· 
uration. In case 1), the maximum bus length is 
100-200 meters; in case (2), about 500 meters 
with the terminals clustered within the last 25 to 
50 meters. The reach of the poinH~poin t config* 
ura tion is limited by the cable attenuation and 
allows a distance of up to 1.0 km between the TE 
and NT or between the NT2 and NT1. 

In the point-t~point con figuration, a single 
signalling end point ex..is ts on both sides of the 
user interface. A terminal capable o f handling 
multiple services may use both B channels. but 
the signalling for these channels is multiplexed at 
layer 2 and no contention resolution is required. 

In the poin t-to-multipoin t configuration. each 
of the active terminals supports a signalling end 
point. This requires an access control mechanism 
in the user- t~network direction for D channel 
access as well as an addressing mechanism in the 
network·lo-user direction for terminal selectio n. 

The access control mechanism makes use of an 
echoing function whereby the network echoes the 
incoming signalling bits from the multiple termi­
nals. The terminals moni tor these echoed bits to 
determine if they have achieved access to the D 
channel. Should a terminal receive an echoed bit 
in disagreement with the bit it last transmitted, it 
stops sending immediately. In this way, only one 
terminaJ maintains access to the D channel. Also. 
no information is lost through collision since the 
terminals s top sending at the first echoed bit in 
disagreement with their transmission. Most colli­
sions will occur wi thin the address field or the 
HOLC frame (see Section 6). 

The channel access mechanism is coupled with 
a priority mechanism which allows terminals to be 
grouped into two classes with two priority levels in 
each class. The priority mechanism is based on 
coun ting the number of consecutive ones or inac. 
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live bits in the D-channel before being allowed to 
send. In the higher class, the terminals count 
either 8 or 9 consecutive ones berafe being cn­
abled to send, in the lower class either 10 or 11 
oncs are counted. Aher having achieved access to 
the channel through counting and the subsequent 
activation of the n:bove access control mechanism. 
a sending terminal places itselr into the lower of 
the two priority levels within its class until no 
further terminals attempt access at the higher level. 
At this time the terminal may increase its priority 
level within ils given class. Signalling in the D 
channel is always in the higher o f the two priority 
classes. 

In the other direction, i.e.. network.to-user. a 
TEl (terminal endpoint identifier) is employed as 
part of the layer 2 address to determine which of 
the terminals is the D channel end point. The TEl 
is assigned per hardware within the terminal or by 
the network through a TEl assignment procedure 
at layer 2. This procedure involves determining if 
the TEl is already assigned followed by a handshake 
between the NT and the TE. 

No contention takes place in the B channels 
themselves since Ihe signalling protocol de­
termines which of the terminals have access to 
which of the B channels at any given time. 

For incoming calls in a muhipoint configura­
tion, any terminal may accept the call by complet­
ing the layer 3 call setup signalling handshake 
with the network. 

Despite the fact that there are two bidirectional 
B-channels in the basic access interface, terminals 
in the bus configuration cannot communicate with 
one another over the bus except via a connection 
through the network's switch. 

Synchronization of the interface follows from 
the NT. That is, the TE synchronizes its frame to 
the incoming frame from the NT. There is a 2 bit 
period delay in the different directions to allow 
the D channel bits arriving at the network to be 
echoed. 

The basic access interface further allows for 
activation/deactivation of the terminal and the 
NTl equipment for low power consumption when 
no calls are in progress. The equipment is activated 
or deactivated depending on the type of signal at 
the interface. 

In the basic access interface. a pair of wires is 
provided in each direction for transmission of the 
digital signal The appropriate pair may addition-

ally be used to provide a phantom power circuit 
from the NT to the TE on an optional basis. The 
power level is left for specification by the national 
administrations. 

The option of power feeding to the TE in an 
emergency situation is also permitted. In the 
emergency si tuation. the polarity of the power at 
the interrace is reversed and the TE may receive 
power of up to 400 mW over the interface. Other 
power feeding options are also mentioned in the 
1.430 Recommendation. 

The line code used is an inverted AMI code. A 
binary one is transmitted as no line signal and a 
binary zero as alternating positive and negative 
pulses. Mark violations are employed to ensure 
that correct frame alignment is achieved within 13 
bit periods. 

One of the most attractive aspects of the Basic 
Access interface is that the interface is capahle of 
using the dual twisted pairs already installed for 
the analog telephone system in the local loop and 
inside of buildings. This provides a tremendous 
savings for the introduction or ISDN since new 
cable need not be installed. 

5.3.1. Primary Acc~ss 

Inter/au Structure: 

Primary rate : 
Alternative primary rate: 

23B+Dand30B+D 
23B+Eand3OB+E 

The D channel in this case is 64 kbitjs as is the 
E channel. All the B channels may be used inde­
pendently of one another. 

Other Characteristics: 
All primary rate interraces having the rollowing 

characteristics: 
• They may be implemented at the S or T refer­

ence points; 
• They support only point.t~point connections 

at layer I , thus there is no need for an access 
control mechanism at this layer; 

• The transmission frame is symmetrical for both 
directions of transntission with a frame repe­
tition rate of 8 kHz; 

• These interfaces are always in an active state, 
i.e. no activation/deactivation mechanism is 
provided; 

• There is no provision ror power feeding as in 
the basic rate interface; 

• If at the S or T reference points, several primary 
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rate interfaces are implemented, the signalling 
of onc interface may be carried in the D or E 
channel of another allowing the unused D or E 
channel to function as an additional B channel. 
The difference between the primary rate and 

ahemative primary rale interface lies in the signal­
ling protocol specified below layer 3. For the D 
channel, the signalling protocol is identical to the 
D channel protocol of the basic rate interface. For 
the E channel, the signalling protocol is the CCITf 
Signalling System No. 7 protocol. 

The specification of two different bit rates at 
the interrace results in dirrerent numbers of B 
channels (or the primary rate interface. One inter­
face bit rate is 1544 kbitjs, the other 2048 kbitjs. 
The fonner supports the 238 + D or E channel 
structure, while the latter supports the 30B + D or 

Frame Bits 
SMF 

Number 1 2 3 

0 C , 0 0 , 0 , A 

2 C, 0 0 

I 3 0 1 A 

4 C, 0 0 

5 1 1 A 

6 C. 0 0 

7 0 1 A 

8 C, 0 0 

9 1 1 A 

10 C, 0 0 

II 
11 1 1 A 

12 C, 0 0 

13 5, 1 A ,. C. 0 0 

15 5, , A 

E channel structure. The support or two bit rates 
(or primary rate access has historicaJ and evolu· 
tionary reasons in that in North America the 
present day IONS use the 1544 kbit/s rate while in 
Europe, the 2048 kbit/s rate is implemented. 

As to be expected with dirferent primary bit 
rates, the (rame structures, framing mechanisms, 
and synchronization methods are different as well. 

5.3.1.1. The 1048 kbit / s Primary Rate Inter/ace 
The frame structure at this bit rate contains 

thirty-two 64 kbil/s channels which take up the 
entire bandwidth. Thirty o( the 64 kbit/s channels 
are B channels, one channel is used (or (rame 
synchronizution, and the remaining channel is used 
for the D or E channel. 

TIle TE synchronizes its bit, byte (ooleO, and 

1 '0 8 01 ,he I".me I 
4 5 6 7 8 

1 1 0 1 1 

S. S. S. S. S. , , 0 1 1 

S. S. S. S. S. , , 0 , 1 

S. S. S. S. S. 

1 1 0 1 1 

S. S. S. S. S. 

, 1 0 1 1 

S. S. S. S. S. 
1 1 0 1 1 

S. S. S. S. S. 
1 1 0 1 1 

S. S. S. S. S. 

1 1 0 1 1 

S. S. S. S. S. 

Note: Frame aBgnment frames contain the bit pattern 0011011 . 
The C bits of SMF II are the result of the CAC4 operation app6ed 10 SMF I. 
The A bits are alarm bits for later definilion. 
The Sn bits are for national definition. 
The SI bits are International bits; also for later definition. 
The CAC syncIvonizalion bit pattern is 001011 in bits 1 of ahematr.g frames. 

rlJ. S. caC4 mulliframe SltuCturc in the 2048 kbil/$ primary rate interface. 
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frame timing to the signal received from the NT 
and s}'nchronizes its transmission accordingly . 
Frame synchronization is achieved via alternating 
bit patterns in channel 0 providing a muhiframe 
structure of two frames. The first of the two 
frames contains the bit pattern for frame align­
ment. The second frame contains a forced bit 10 

distinguish it from the frame alignment frame as 
well as an alann bit whose exact function is yet to 
be defined and 5 bits reserved for national use and 
to be detennined by the diHerent administrations. 

The first bit of both of these frames have been 
reserved for later definition. A suggested use for 
this bit, however. is for a CRc4 error detection 
procedure. It looks as though Ihis suggested use 
may become mandatory during the ongoing cenT 
study period. Such a procedure decreases the 
probability that false synchronization occurs 
through simulation of the frame alignment se­
quence in the data stream and increases the prob­
ability that bit errors are detected. 

The cRc4 procedure produces a multiframe 
structure consisting of 16 frames (see Fig. 5). The 
multi frame is partitioned into two submultiframes 
(SM») of eight frames each. The first bit of frame 
alignment frames within an SMl' cORlain the four 
CRc4 bits calculated ovc;:r all the bilS of the forego­
ing SM.F. The first bit of the non-frame alignment 
frames provide for synchronization of the cRc4 
multiframe. This leaves the first bit of two frames 
free for future definition. 

The D or E channel, if present at the interface, 
is transmitted in time slot (channel) 16 of the 2048 
kbitjs primary rate interface. Time slOls 1 to 15 
and 17 to 31 are allocated to B channels or 
possibly to H channels. HO (384 kbit/s) channels 
may be transmitted in groups of six time slots. 
The time slots used for the transmission of an 
m2 (1920 kbit/s) channel at this interface has 
not been specified. 

The physical connector for the primary inter­
face hIlS not been specified. however, the char­
acteristics of the physical transmission medium 
are specified in Recommendation 0.703. This is a 
four wire interface and foresees a coax.ial pair or a 
symmetrical pair for each direction. 

The specified line code is the HOB3 (high den­
sity bipolar 3) code. It is a pseudo-ternary code, 
i.e. three states: +, -, and 0, using alternate 
mark inversion and special coding rules involving 
code violations for strings of four spaces. 

The reach of the primary rate in terface will 
depend on the type of cable used bu t will be in the 
range of 10 km. 

5.3.2.2. The 1544 kbit/s Primary Rate Inurface 
The frame structure at the 1544 kbit/s rate 

contains twenty.four 64 kbit/s channels and one 8 
kbit/s channel. Twenty-three of the 64 kbit/s 
channels are B channels and the remaining 64 
kbit/s channel is used for the D or E channel. 
The total frame length is 193 bits, one bit more 
than required for the 24 channels. This additional 
bit constitutes the 8 kbil/s channel, is called the F 
bit and is the first bit in the frame structure. The 
function of the F bit is described below. 

The TE synchronizes its bit, byte (octet), and 
frame timing to the signal received from the NT 

and synchronizes its transmission accordingly. 
Frames are organized into a 24 frame multi­

frame structure whereby the F bilS contain a 6 bit 
synchronization pattern as well as some additional 
information bits whose definition is for further 
study. 

The D or E channel, if present at the interface, 
is transmilled in time slot (channel) 24 of the 1544 
kbil/s primary rate interface. Time slots 1 to 23 
are allocated to B channels or possibly to H 
channels. HO channels may be transmitted in 
groups of six time slots. Time slots 1-24 may be 
used for the transmission of an Hll (1536 kbil/s) 
channel if the signalling for this channel is carried 
in another interface. 

The physical connector for the primary inter­
face has not been specified, however, the char­
acteristics of the physical transmission medium 
are specified in Recommendation 0.703. This is a 
four wire interface and foresees a symmetrical pair 
for each direction. 

The suggested line code is B8ZS wherein pat­
terns of 8 consecutive zeroes are replaced by a 
predefined pattern. 

The reach of the primary rate interface is limited 
by the electrical characteristics of the transmitted 
and received pulses and the type of cable used but 
will be in the range of 10 km. 

6. Signalling - the D and E Otannel Protocols 

Signalling is the process by which connections 
are controlled. It provides the means to establish, 
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maintain, and terminate network connections 
across an ISDN (or a concatenation of ISDNS) be­
tween communicating application cnlilie. .. al their 
respective user-network in terfaces. This process 
includes a1location of resources such as negotiat­
ing the network service and choosing which chan­
nel to use in the connection. 

IONS until now have used bit-oriented signalling 
techniques (PCM channel associated signalling and 
T1 bit-robbing). ISDN signalling is message-ori­
ented, transmitted in a packet-mode, and is oul­
of-band. Out-of-band means that the signalling is 
transmitted in ils own channel and thai this chan ­
nel is, in erfect, independent of the other channels 
at the interface as far as protocols and switching 
of the channel are concerned. Such a procedure 
decouples the signalling information from the user 
information allowing for: 
• Transparent user channels (B channels); 
• Service independence of the user channels; 
• Greater flex..ibility and a broader range of sig­

nalling infonnation (easy expansion of signal­
ling protocol by adding new message types). 

6.1. D Channel Signalling 

D channel signalling is comprised of a duplex 
bit transparent D channel at layer 1 with further 

I 

Application 
End to 

Prasentation .nd 
user 

Session signalling 

Transport 

protocol specifications at layers 2 and 3. 
Layer 2 is an HDLC type protocol referred to as 

1 .... '·1). This is 3n extension of the well known LAPD 

protocol used in X.25 packet-switching systems. In 
addition to the LAPB protocol, LAPD contains the 
previously mentioned TEl assignment procedure 
and an extended address field, as well as. a single 
frame acknowledged transfer service. In the single 
frame mode. no new I frame is sent until acknowl­
edgement has been received for the previously sent 
frame. Acknowledged information transfer is only 
applicable for point- tO-point connections at layer 
2. 

Layer 3 has a message-oriented protocol that 
provides the connection control aspect of signal­
ling. h negotiates the network bearer services, 
which 8 channel(s) to use, and performs compati­
bility testing for services between end terminals. 

The layer 3 messages are intended for applica­
tion in the control o f circuit-switched, packet­
switched, and user-user, i.e. PBX-PBX signalling 
connections. However, some additional work still 
needs to be done in this area. 

The protocol layers and their respective defini­
tions for the 8 and D channels are shown in Fig. 
6. Fig. 7 gives a simpl..ified example of D channel 
signalling flow between the terminal and the net­
work at each end of a circuit-swi tched connection. 

GGm - ISO 
OSI Protocols 

Cell X.25 I Further X.2S Network fontr~\ 1.451 Layer 3 Study Lay ... , 

link LAP·D ( 1.441 ) X.25 
Layer 2 

PhYSical Lay'" Pmtocol (1.430, 1.431) - Packet I Telemetry 
Circuit ~ ] leaSad Packel 

Switching Circuit Switching 

D Chamej B ChameI 

Fi .. 6. ISDN layered protocol S1NClufC ror user-network intmaca . 
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I 

Note 1: These messages are optional depending on the implementation. 
Note2: The cOl1nect release sequence may be initiated by either party. 

Fi" 1. &amp~ of call OCIIIltOI procedure at layer 3 fO( • 5imple c;i.reui t-Jwitehed call . 

This would be a normal telephone connection with 
today's network. A point-t4>point connection be­
tween terminal and network is assumed. The names 
show some of the differen t layer 3 message types. 

6.2. E Channel Signalling 

The E channel signnlling protocol is also a 
layered protocol but its lower layers follow a 
different layering principle. It has the D channel 
layer 3 protocol fit onto the CCnT Signalling 
Systems No.7 (ss7) lower layers. 

ss7 was originally conceived for inter-exchange 
signalling and is one of the first examples of 
protocol layering. It was written shortly before the 
OSI Reference Model and is therefore not fully 
compatible with OSlo CCITI recommends that the 
D channel signalling protocols be used in prefer­
ence to the E channel protocols. 

7. Where Work StiD Needs To Be Done 

This section lislS some of the areas where fur­
ther work is needed in order to achieve a universal 
full y compatible telecommunications network. It 
may be unrealistic to expect that such a network 
could ever be achieved, however, ISDN is a good 
initial step in thai direction. 

X.200 (OSI Reference Model) was conceived 
primarily for data communications, whereas ISDN 
supports multiservice communications. Thus, there 
are some areas where the X.200 Recommendation 
does not suHice. These areas are enumerated within 
Recommendation 1.320. 

There are still inconsistencies in the I-Series of 
Recommendations. These are expected to be rec­
onciled by the end of the 1985- 1988 study period. 

The areas of maintenance and management 
have only been lightly touched upon in the I-Series 
but are of major importance to proper network 
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operation. These subjects as well are expected to 
be covered in the 85-88 study period. 

The CCITT leaves the definition of the border 
between customer premises and network open to 
national administrative jurisdiction. In North 
America this border is pillced 31 the transm ission 
line in the reference configuration. In Europe, this 
border is generally placed at the T reference point 
with the equipment providing the NT! functions 
belonging to the petwork operator. This difference 
has resulted in minor squabbles as to the form this 
interface a t the "U" reference poin t shou ld take 
as weD as different emphasis on the priority this 
interface should have in the standards efforts of 
CCITT. Decisions on this mailer will a lso affcct 
who can sell what equipmen t where. i.e. the in ter­
face for connection of customer premises 
equipment (CPE) to the network. 

There is a consensus that the interface at U 
should be two wire, however, disagreement pre­
vails as to the transmission mechanism to use. The 
ANSI TI committee (they write the ISDN specifica­
tions for the U.S.) has chosen a time compression 
multiplexing or ping-pong mechanism where the 
transmission ra te is twice tha t of the in terface with 
bursts of information alternating direction. The 
european administrations are backing an echo­
cancelling mechanism whereby the transmitted 
signal is filtered out of the ~eceived signal. There 
is a lso disagreement as to the line code to be 
employed at this interface. A quick decision by 
ccnT on these matters is urgent so as to enable 
semiconductor manufacturers to start designing 
chips for this interface and to help stop the Vow­
ing rift between ISDN standards in North America 
and in Europe. 

The present ISDN specifications are all based on 
64 kbitjs channels and are genera lly referred to as 
narrowband ISDN. This places strict limitations on 
achievable bit rates making some services, e.g. 
high quality video. next to impossible. The nex t 
generation ISDN, broadband ISDN, is imended to 
handle higher bit rate services and is discussed 
below. 

A final problem involves modelling of traffic 
patterns for ISDN. The mixing of services results in 
entirely new traffic patterns for which there is 
little or no precedence and for which the old 
models for voice traffic or data traffic alone no 
longer suffice. New models must be developed for 
dimensioning PDXS and exchanges. 

R Whnl I ... Hllppenin,:: Now? 

A number of ISDN field trials are underway or 
have been planned for 1987-88. These generally 
involve a mixture of equipment provided by dif­
ferent vendors. In the U.S. these trials are being 
undertaken by the Regional Bell Operating Com­
panies (RDOCS) while in Europe they are being 
performed by the national ad ministrations or 
private network operators. 

The introduction of ISDN for business usage 
will follow closely on the'heels of these field trials 
as the same equipment StartS being subscribed for 
commercial purposes. This should start happening 
during 1988. 

9. What Is J-IapJlC!ning Next? 

The nexl generation of telecommunications wiU 
be broadband ISDN (BB·ISDN). CeITT has al ready 
sta rted discussions on channel structures and 
transfer modes in this area. II is assumed that 
DD-ISDN will make heavy use of fiber optics. 

New service types for use with 8B·ISDN are also 
being discussed. Among these is the introduction 
of distribution services via the public network. 
Such services include high definition TV, high qu­
ality audio and video distribution, tele-newspaper, 
as well as new interactive series such as tele.lihrary 
and tele-university, to name just a rew. 

There has also been a bit of excitement lately 
concerning a new transfer mode known as the 
asynchronous transfer mode or ATM. This mode is 
a mixture of packet- and circuit-swi tching with 
information transfer occurring in smaU fixed 
length packets over virtual connections. 

10. Economics and Technology Support 

10.1 ~t'hell Will ISDN B~ Available? 

Decisions on the tariffing of ISDN services will 
have a strong effect on how quick.ly ISDN will 
penetrate the consumer market. Prescnt sugges­
tions in some countries follow the reasoning that 
the ba:.ic rate interface supplies two uscr channels 
and thus should be tariffed at twice the present 
rate for analog telephone connections. In more 
competitive regions, talk is of 1.5 times the present 
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rate. For businesses. either case will mean a sav­
ings, being in effect cheaper than present systems 
due to higher bit rales, no modems, :Ind no re­
quirements for special cabling. However, such 
tariHing will tend 10 slow residential penetration 
until new equipment and new services beyond 
telephony are perceived as desirable by residential 
consumers. 

With regard to the PTTS, aspects such as capital 
for new equipment and write-orr periods for old 
equipment, as well as politics and business strategy 
will affect how quickly ISDN and especially DB-ISDN 
is available. Due to the above factors, one may 
expect a period of several decades before ISDN 
shows a high penetration, however. first imple­
mentations are not far off. 

10.2. Technology Supporl 

Many semiconductor manufacturers are now 
offering chip families based on the 1985 I·Series 
publication. Basic rate access chips are being 
offered by AMD. AT&T. Intel. Mitel. Motorola. 
National Semiconductors. NEe and Siemens. 
Primary rate access chips have been announced 
for 1987·88 by Mite! and Siemens. In general, the 
chip sets split their functions between layers 1 and 
2 with layer 3 being performed by sohware. 

Terminology is sometimes used loosely with 
regard to functional descriptions of chips and the 
designer must be careful in determining just what 
each chip family does. For example. the basic 

access interface is often referred to as the S inter­
face or the SoDus inter face. Such terminology is 
not completely accurate sincc ccnT calls the inter­
face Basic Rate access. 

Further research and technology support is nec­
essary in the areas of data compression al· 
gorithms. muitidata rate switching. and lransmis· 
sion at highcr data rates as well as in new areas of 
network technology such as ATM. 
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