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Scope of the document

The ALICE Collaboration is preparing a major upgrade which has been presented to the LHCC in an
Upgrade Letter of Intent (Lol) and four Upgrade Technical Design Reports (TDRs) for the Inner Tracking
System (ITS), the Time Projection Chamber (TPC), the Muon Forward Tracker (MFT) and the Read-out
and Trigger System.

This document is the TDR for the Upgrade of the ALICE Online and Offline Computing to a new
common system called O2. The ALICE computing model, the functions of the new software framework
and the new computing facility proposed to be built at the ALICE experimental area are set out below,
together with the schedule of the project and the resources needed.

Executive Summary

In 2020, the ALICE experiment at CERN will start collecting data with an upgraded detector. This
upgrade is based on the LHC running conditions after LS2' which will deliver Pb—Pb collisions at up to
Z =6-10*cm~2s~!, corresponding to an interaction rate of S0kHz. The ALICE goal is to integrate
a luminosity of 13 nb~! for Pb—Pb collisions recorded in minimum bias mode together with dedicated
p—Pb and pp reference runs.

The main physics topics addressed by the ALICE upgrade are precise measurements of heavy flavour
hadrons, low-momentum quarkonia and low mass di-leptons. These physics probes are characterised
by a very small signal-to-background ratio requiring very large statistics. This large background makes
triggering techniques very inefficient, if not impossible. In order to keep up with the S0kHz interaction
rate, the TPC will also require the implementation of a continuous read-out process to deal with event
pile-up and avoid trigger-generated dead time. Compared to Runs 1 and 2, this is significantly more
challenging for the online and offline computing systems. The resulting data throughput from the detector
has been estimated to be greater than 1 TB/s for Pb—Pb events, roughly two orders of magnitude more
than in Run 1. To minimise the cost and requirements of the computing system for data processing and
storage, the ALICE Computing Model for Runs 3 and 4 is designed for a maximal reduction of the data
volume read out from the detector as early as possible during the data-flow. The zero-suppressed data
of all collisions will be shipped to the O? facility at the anticipated interaction rate of 50kHz for Pb—Pb
collisions or 200kHz for pp and p—Pb collisions. Detector read-out will be activated either by a minimum
bias trigger or in a continuous mode. The data volume reduction will be achieved by reconstructing the
data in several steps synchronously with data taking. For example, the raw data of the TPC (the largest
contributor to the data volume) will first be rapidly reconstructed using online cluster finding and a first
fast tracking using an early calibration based on average running conditions. Data produced during this
stage will be stored temporarily.

Taking advantage of the duty factor of the accelerator and the experiment, the second reconstruction stage
will be performed asynchronously, using the final calibration in order to reach the required data quality.
The O? facility will be sufficient to perform both the synchronous and asynchronous reconstruction
during pp data taking. The asynchronous reconstruction will process data archived at the O? facility or
parked at the Tier 0. However, during Pb—Pb data taking, part of the asynchronous data processing load
will be shed to external sites such as Grid Tier O and Tier 1s that can provide archiving capability.

The O? facility will be a high-throughput system which will include heterogeneous computing platforms
similar to many high performance computing centres. The computing nodes will be equipped with hard-
ware acceleration. The O? software framework will provide the necessary abstraction so that common
code can deliver the selected functionality on different platforms. The framework will also support a

IThe terms LS1, LS2 and LS3 refer to the LHC Long Shutdowns in 2013-14 and anticipated in 2018-19 and 2023-25, during
which the detector upgrades occur. Run 1, Run2, Run 3 and Run4 refer to the periods of data taking operation of ALICE in
between these shutdowns.
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concurrent computing model for a wide spectrum of computing facilities, ranging from laptops to the
complete O system. Off-the-shelf open source software conforming to open standards will be used as
much as possible, either for the development tools or as a basis for the framework itself.

This TDR describes the ALICE computing model for Runs 3 and 4. An essential aspect is the presen-
tation of a combined ALICE online and offline computing system which has evolved from the systems
used in Runs 1 and 2. It shows in more detail how the O? facility can be viably implemented using
proven technologies and the software framework currently under development, given a conservative but
realistic budget.

A continuous evolution of the Grid has been assumed in line with Worldwide LHC Computing Grid
(WLCG) projections based on a funding model for Runs 3 and 4, similar to that for Runs 1 and 2. The
development schedule is compatible with the starting date for Run 3 and the projected running scenarios.
Adequate safety margins are included in the schedule. Human resources with the required competences
and experience are available in the institutes contributing to the project. All the institutes who have
successfully designed, built and operated the ALICE DAQ, HLT and offline systems are members of the
O? project. New institutes have joined the project, reinforcing the initial ALICE computing team.
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Chapter 1

Introduction

ALICE (A Large Ion Collider Experiment) [1] is a general purpose, heavy ion collision detector at the
CERN LHC [2]. It is designed to study the physics of strongly interacting matter, and in particular
the properties of Quark-Gluon Plasma (QGP), using proton-proton, nucleus-nucleus and proton-nucleus
collisions at high energies. The ALICE experiment will be upgraded during the Long Shutdown 2 (LS2)
in order to exploit the full the scientific potential of the future LHC.

1.1 Physics objectives

The physics programme of the ALICE experiment after its upgrade is discussed in the Letter of In-
tent (Lol) [3, 4]. The study of the QGP in the second generation of LHC heavy ion research following
LS2 will focus on rare probes and the study of their coupling with the medium and hadronisation pro-
cesses. These include heavy flavour particles, quarkonium states, real and virtual photons, jets and
their correlations with other probes. A description of the main physics items of the programme with
the upgraded detector is reported in Chap. 2, along with the required measurements and the projected
performance estimated from simulation studies.

The LHC running conditions after the L.S2 foresee Pb—Pb collisions at the centre-of-mass energy per
nucleon—nucleon collision /sy = 5.5 TeV with an instantaneous luminosity up to £’ = 6- 107 cm 257!
corresponding to the hadronic interaction rate of S0kHz. The upgraded ALICE detector will be able to
read out all interactions and achieve the goal of collecting 13 nb~! of Pb—Pb collisions (10 nb~! at the
nominal value of the ALICE solenoid magnetic field and 3 nb~! at a reduced value of the field) [3].
Compared to the original programme of the experiment, this integrated luminosity represents an increase
of a factor of ten in the data sample for rare triggers and of a factor of one hundred for the minimum bias
data sample. The physics programme also requires a reference pp sample corresponding to an integrated
luminosity of 6 nb~! at the same centre-of-mass energy as for Pb—Pb, V/s =5.5 TeV, and a sample of
p-Pb collisions corresponding to 50 nb~! (the p—Pb centre-of-mass energy will be either 5.5 TeV, as
for Pb—Pb, or 8.8 TeV, the maximum LHC energy for this colliding system). Data from proton—proton
collisions will also be collected at the nominal LHC energy, /s = 14 TeV, during the first year after the
upgrade and then for about two months every year, prior to the heavy ion run.

1.2 ALICE upgrade

The ALICE detector upgrade includes:

— A new, high-resolution, low material Inner Tracking System (ITS) [5];



2 The ALICE Collaboration

— An upgrade of the Time Projection Chamber (TPC) [6] consisting of the replacement of the wire
chambers with Gas Electron Multiplier (GEM) detectors and new continuous read-out electronics;

— The addition of a Muon Forward Tracker (MFT) [7];

— Anupgrade of the read-out electronics of several detectors: Muon CHamber System (MCH), Muon
IDentifier (MID), Transition Radiation Detector (TRD) and the Time-Of-Flight detector (TOF) [8];

— A new Central Trigger Processor (CTP) and a new Fast Interaction Trigger (FIT) detector [8].

The existing detectors that will continue to operate after LS2 are listed in Chap. 3.

The topic of this Technical Design Report is the replacement of the Data AcQuisition (DAQ) [9], the
High-Level Trigger (HLT) and the offline systems by a new common Online-Offline computing system
(0%).

1.3 Computing upgrade overview

The ALICE upgrade addresses the challenge of reading out and inspecting the Pb—Pb collisions at rates
of 50kHz, sampling the pp and p—Pb at up to 200kHz. The tracking precision of the experiment will be
improved at both central and forward rapidity. This will result in the collection and inspection of a data
volume of heavy ion events roughly 100 times greater than that of Run 1.

1.3.1 Upgrade concept

The ALICE computing upgrade concept consists of transferring all detector data to the computing sys-
tem. The data volume reduction will be performed by processing the data on the fly in parallel with the
data collection and not by rejecting complete events as do the high-level triggers or event filter farms of
most high-energy physics experiments. The O? system will perform a partial calibration and reconstruc-
tion online and replace the original raw data with compressed data. The online detector calibration and
data reconstruction will therefore be instrumental in keeping the total data throughput within an envelope
compatible with the available computing resources.

The functional flow of the O? system includes a succession of steps as shown in Fig. 1.1 The data will
be transferred from the detectors either in a continuous fashion or by using a minimum bias trigger. The
continuous read-out of some detectors is a substantial change from current practice. The data are not
delimited by a physics trigger but is composed of several constant data streams that will be transferred
to the computing system. Dedicated time markers will be used to chop these data flows into manageable
pieces called Time Frames (TF) and the LHC clock will be used as a reference to synchronise, aggregate
and buffer the data.

A first local calibration and detector specific pattern recognition will be carried out with a high degree
of parallelism due to the local and independent nature of the data. Some of the detector raw data will
already be replaced at this stage by the results of a first local processing step. For example: the TPC raw
data will be replaced by the results of the cluster finding. A second step of data aggregation is performed
to assemble the data from all the detector inputs. A global calibration and data processing is performed
synchronously with the data taking, typically associating the clusters to tracks. The results are stored in
the O farm if the capacity allows it or are parked in the Tier 0.

A final processing step is then performed asynchronously before permanently storing the reconstructed
events. This final step may use computing resources from the Grid to absorb the peak needs beyond the
capacity of the O? system. The reconstructed events will then be available for analysis on the Grid.
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Figure 1.1: Functional flow of the O? computing system.

The data processing steps performed during data taking will keep the option open for subsequent calibra-
tions of the most critical parameters to protect the physics results in case of a software error or operational
mistake.

There will be substantial detector pile-up due to the anticipated collision rate of 50kHz in Pb—Pb and
200kHz in pp. The event identification will only be possible at the very end of the reconstruction by
associating the tracks and secondary vertices to a particular bunch crossing. At this point, the fully
reconstructed data will be stored at the experimental area ready for archiving.

The main role of the O? system will be to perform detector calibration and data reconstruction concur-
rently with data taking. The integration of online and offline data processing will require a common O?
software framework and a common computing facility dedicated to both data collection and processing.
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1.3.2 The ALICE computing model

Data processing will be shared between the O? facility and the Grid. During data taking, the O facility
will carry out the synchronous fast reconstruction and, within limits of its capacity, the asynchronous
reconstruction storing the output in the local O? data store. The O? facility will be used for subsequent
iterations on calibration, raw data processing and extraction of analysis object data.

The ALICE computing model for Run 3 assumes a continuous evolution of the Grid according to WLCG
projections based on a funding model similar to the one used during Runs 1 and 2. In order to be
compatible with the expected Grid evolution and to minimise the cost of the offline data processing,
there will be a drastic reduction in the volume of data collected from the experiment as early as possible
in the process.

1.3.3 The O? software framework

Building on the experience accumulated during the design and operation of the online and offline systems
during Run 1 and Run 2, the O software framework will implement a distributed, parallel and staged data
processing model. It is designed from the start to combine all the computing functionalities needed in
a HEP experiment: detector read-out, event building, data recording, detector calibration, data recon-
struction, physics simulation and analysis. It can be tailored to different configurations by the adaptation
or addition of detector specific algorithms and to specific computing systems. The O? framework will
support the evolution from today’s scheme of single threaded applications into several small components
communicating by messages and running concurrently and in a transparent manner on several cores of
the same or different nodes. The O? framework will also support the use of hardware accelerators where
available.

1.3.4 The O? facility

The O facility, located at the experimental area at Point 2, will also provide the interfaces with the Grid
and notably the permanent data store at Tier O as well as for the data processing in all centres. The O?
facility will therefore be part of the overall ALICE computing model; it will have a data storage system
with a storage capacity large enough to accommodate a large fraction of the output data of a full year’s
data taking.

Outside of data taking periods, the O? facility will allow reconstruction and provide the necessary capa-
bility for detector tests and commissioning.

1.3.5 The O’ project resources

The O? facility, as the other ALICE upgrade projects scheduled for Run 3 will be largely built on the
existing infrastructure at Point 2.

Institutes that have participated in the successful design, building and operation of the online and offline
systems since the start of the ALICE experiment are participating in the O? project. The adhesion of ad-
ditional institutes has reinforced the project to give it the right size, capacity and competences necessary
to realise the O? system. So far, the project comprises 31 institutes for a total of over 90 participants.

The development schedule is compatible with LS2 from mid 2018 till the end of 2019 and Run 3 starting
in 2020.

The project has established a realistic construction budget based on the estimated needs and a conserva-
tive evolution of computing technology until deployment, which is scheduled from 2017 until 2020.
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1.4 Document summary

The physics programme addressed by the ALICE upgrade, the running scenarios with the integrated
luminosity requirements in pp and Pb—Pb beams, the trigger strategy and the corresponding data taking
scenarios are discussed in Chap. 2.

The requirements and constraints imposed by the physics programme are presented in Chap. 3 including:
the architecture requirements for detector read-out; the triggering and the resulting event rates and data
throughput; the data processing and physics simulation needs for pp and Pb—Pb collisions.

Chapter 4 presents an update of the computing model following the ALICE upgrade. The sharing of the
data processing load between the O facility and the Grid is presented together with the usage by different
categories of data processing: calibration, synchronous and asynchronous reconstruction, simulation and
analysis.

Chapter 5 expands on the architecture of the O data processing system. The data model and the archi-
tecture of the main hardware and software components of the O facility and software framework are
described.

The current state of computing technology is considered in Chap. 6. In particular, the existing computing
platforms and programming models are reviewed together with their benchmarking using actual ALICE
algorithms.

The design of the dataflow and control software, the physics software, and the data reduction are pre-
sented in Chap. 7, Chap. 8 and Chap. 9 respectively. Chapter 10 is entirely dedicated to hardware
considerations for the design of the O? facility.

The project organisation, the cost estimate and the project schedule are considered in Chap. 11. This
chapter also includes a list of the participating institutes and a preliminary view of how responsibilities
can be shared out.



The ALICE Collaboration




Chapter 2

Physics programme and data taking
scenario

The physics requirements that define the ALICE data taking strategy and schedule for Runs 3 and 4 are
presented in this chapter. The physics programme of the ALICE experiment after its upgrade is discussed
in detail in the Letter of Intent [1] and its Addendum on the Muon Forward Tracker [2]. See Sec. 2.1
below for a brief summary.

The targeted integrated luminosity is 13 nb~! in Pb—Pb collisions at the LHC design energy V/SNN =
5.5 TeV, of which 3 nb~! are to be collected with a lower magnetic field in the ALICE solenoid. The
integrated luminosity value for Runs 3 and 4 represents an increase of a factor of ten with respect to the
rare-trigger sample expected for Run 2 and of a factor of 100 with respect to the minimum bias sample.
As summarised in Sec. 2.2, this integrated luminosity is required for many of the central measurements
of the physics programme, from low-pt heavy flavour and charmonium production to low-mass dilepton
production. Due to the very low signal-to-background ratio that is expected in the low-pt region for
most of the relevant channels (e.g. DY — K=zt and A} — pK~7x™"), the rate of collisions of interest,
containing a signal candidate, will be of the same order as the interaction rate. As a result of this, it has
been concluded that online event filtering is not a viable strategy for these low-pt measurements [3].
The method consists in recording all Pb—Pb interactions. Section 2.2 also reiterates this conclusion, on
the basis of updated performance estimations from the Technical Design Report of the ITS Upgrade [4].

Requirements for pp reference data are discussed in Sec. 2.3. The requirement, first introduced in the
Lol [1], for a sample at the same centre-of-mass energy as the Pb—Pb sample, /s = 5.5 TeV, with an
integrated luminosity of about 6 pb~! is confirmed by estimations for a number of reference measure-
ments. The requirements for data at the full LHC energy of 14 TeV have not yet been worked out with
good accuracy. Therefore, a minimal scenario of data taking at this energy is assumed for the moment.
The integrated luminosity requirement for p—Pb collisions is 50 nb~! [1]. A possible implementation of
the running schedule is presented in Sec. 2.4.

2.1 Physics programme with the upgraded ALICE detector

The study of the strongly-interacting state of matter in the second generation of the LHC heavy ion
studies following L.S2 will focus on rare probes, and the study of their coupling with the medium and
hadronisation processes, including heavy flavour particles, quarkonium states, real and virtual photons,
jets and their correlations with other probes. The cross sections of all these processes are significantly
larger at the LHC than at previous accelerators. In addition, the interaction of heavy flavour probes with
the medium is better controlled theoretically than the propagation of light partons. All these investi-
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gations involve soft momentum scales, and thus benefit from the ALICE detector strengths: excellent
tracking performance in a high-multiplicity environment and particle identification over a large momen-
tum range. In most of these studies, the azimuthal anisotropy of different probes will be measured. Major
highlights of the proposed programme will focus on the following physics topics:

— Thermalisation of partons in the QGP, with focus on the charm and beauty quarks. Heavy-quark
azimuthal-flow anisotropy is especially sensitive to the partonic equation of state. Ultimately,
heavy quarks might fully equilibrate and become part of the strongly-coupled medium.

— Low-momentum quarkonium dissociation and, possibly, regeneration pattern, as a probe of decon-
finement and an evaluation of the medium temperature.

— The production of thermal photons and low-mass dileptons emitted by the QGP. This should al-
low the assessment of the initial temperature and the equation of state of the medium, as well as
investigation of the chiral nature of the phase transition.

— The study of the in-medium parton energy-loss mechanism. This provides, on the one hand, a
testing ground for the multi-particle aspects of QCD and, on the other hand, a probe of the density
of the QGP and of its response to energy loss. The relevant observables are: jet structure, jet—
jet and photon—jet correlations; jet correlations with high-momentum identified hadrons; heavy
flavour particle production in jets. In particular, it is crucial to characterise the dependencies of
energy loss on the parton colour-charge, mass, and energy, as well as on the density of the medium.

— The search for heavy nuclear states such as light multi-A hyper-nuclei Af\H, bound states of (AA)
or the H dibaryon; a systematic study of the production of light nuclei, anti-nuclei and of (An)
bound states.

2.2 Integrated-luminosity requirements for Pb—Pb and trigger strategy

The physics performance for an integrated luminosity of 10 nb~! at full magnetic field in the ALICE
solenoid (4+3 nb~! with reduced field of B = 0.2 T) is presented in the ALICE Upgrade Lol [1] and
its Addendum [2] for all measurements listed in the previous section, with updates for heavy flavour
measurements at central rapidity, low-mass dielectrons and hypernuclei in the ITS Upgrade TDR [4].

The requirement for an integrated luminosity of (10 +3)nb~! is motivated mainly by the following
performance figures.

Heavy flavour measurements:

— The nuclear modification factor Raa and elliptic flow v, of strange-charmed mesons (Ds)
down to a transverse momentum pr of at least 2 GeV /c with a statistical precision better
than 10% for both observables. This will allow a precise comparison of strange and non-
strange charm meson dynamics;

— A¢ baryon Rap and v, down to 2 GeV/c and 3 GeV /¢, respectively, with a precision of about
20% and baryon/meson ratio for charm (A./D) down to 2 GeV /¢ with the same precision.
This will allow to address the charm quark hadronisation mechanisms at low and intermediate
momentum;

— Raa and v, of beauty-decay particles via non-prompt D, non-prompt J/y and beauty-decay
leptons (the two latter at both central and forward rapidity) down to 1-2 GeV /¢ with pre-
cisions from a few percent to 10%. This will allow a detailed assessment of the b quark
transport properties in the medium;
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— B meson fully-reconstructed decays (Bt — DOzt) down to 3 GeV/c with a precision of
about 10%. This will provide an important direct measurement of beauty production;

— Ay baryon production for pr > 7 GeV//c. This will be a unique measurement in heavy ion
collisions and should allow for the determination of the nuclear modification factor of the
beauty baryon, which is sensitive to the b quark hadronization mechanism.

Charmonium measurements:

— Raa of J/y down to pr = 0 with statistical precision better than 1%, at both central and
forward rapidity;

— Raa of y(2S) down to pr = 0 with precision of about 10%, at both central and forward
rapidity;

— vy of J/y down to pr = 0 with precision of about 0.05 (absolute uncertainty), at both central
and forward rapidity;

these measurements will allow a detailed investigation of the mechanisms of dissociation and
regeneration for charmonium states in the deconfined medium.

Low-mass dileptons: the additional sample of 3 nb~! with a reduced magnetic field value (0.2 T) in
the central barrel is essential for low-mass dielectron analysis to obtain the projected precision
of about 10% on the slope of the high-invariant-mass region and of about 10% on the dielectron
elliptic flow. This measurement will make it possible to assess the time-evolution of the thermal
radiation emitted by the hot medium.

All these analyses (with the exception of the exclusive reconstruction of beauty hadron decays) are
characterised by a very small signal-to-background ratio, implying that there is a signal candidate in
essentially all Pb—Pb collisions. This means that it is not possible to use dedicated triggers to select
collisions online for offline analysis. Instead, a minimum bias trigger must be used and all collisions
recorded. In the following, this point is reiterated using an update of the estimates presented in the
Conceptual Design Report of the ITS Upgrade [3].

Table 2.1 reports the expected signal per event (S/ev), signal-to-background ratio (S/B) and number of
background candidates per event! (B'/ev) for central Pb—Pb collisions at v/SNN = 5.5 TeV. The signal per
event takes into account the branching ratios and the reconstruction and selection efficiencies (see Ta-
bles 2.2 and 2.3 of Ref. [3]). Since S/B is very small, the total number of candidates (signal+background)
is essentially the same as the number of background candidates.

For the DY and D] mesons there are more than 7 candidates per event. For the case of the A., also con-
sidering a minimum pr threshold at 2 GeV /¢ (the lowest accessible pt according to studies presented in
[4]), due to the small S/B ratio, there are about 7 candidates per event. Therefore, it can be concluded that
an online event selection is not adequate for low-pt heavy flavour measurements. All Pb—Pb interactions
have to be recorded and inspected offline.

2.3 Integrated luminosity requirements for pp reference runs

The integrated luminosity required for the pp reference runs was estimated on the premise that the sta-
tistical uncertainty on the pp reference is lower than that of the Pb—Pb measurement. The pp uncertainty

IThe number of background candidates per event, for a given particle, is estimated as the background in the broad invariant
mass range that is necessary to fit the invariant mass distribution (e.g. £12 ¢, where ¢ is the invariant mass resolution for
that particle). Therefore, B’ /ev = (S/ev) /(S/B') = 4-(S/ev) /(S/B), where S/B is the signal-to-background in £3 ¢ of the
invariant mass distribution.
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Table 2.1: Estimated signal per event (S/ev), signal-to-background ratio (S/B) and number of background candidates per event
(B'lev, see text for details) for central Pb—Pb collisions at \/syn = 5.5 TeV. The reported values are derived in
the Conceptual Design Report and in the TDR for the ITS upgrade, where the geometrical selections are also de-
scribed [3, 4].

Analysis Slev [3] S/B[4]  B'lev

DY - K &t 7.6-1073 1072 3.0
Df - K"K #* 23-107° <2103 >4.6
Af —pK nt 6.5-107%  <107*  >26

Af —=pK 7wt (pr>2GeV/c) 3.7-100% 2-.107* 7.4

was required to be v/2 times smaller than the Pb—Pb uncertainty. Thus, the combined relative statis-
tical uncertainty in, for example, a ratio of yields in Pb—Pb and in pp is at most 20% larger than the
Pb—Pb uncertainty. Since the relative statistical uncertainty is the inverse of the statistical significance
1/ =+/S+B/S, the requirement is: .7}, = V2 Fob_pb.

The requirements for some of the measurements described in the previous section are derived in ap-
pendix B. The results are summarized in Tab. 2.2, for the centre-of-mass energy 5.5 TeV. All values are
in the range 3-6 pb~!.

Table 2.2: Summary of integrated luminosity requirements for pp collisions for heavy flavour and quarkonium measurements
(see Appendix B for details).

Measurement Lin for pp at /s =5.5TeV, pb~!
D 6
A
(B —)J/y — eTe™ (central rapidity)

J/w — eTe™ (central rapidity)
y(2S) — eTe™ (central rapidity)
J/w — utu~ (forward rapidity)

y(2S) — utp~ (forward rapidity)

[V, BNV, BV, BV, I BV, BNV

2.4 ALICE running scenario after Long Shutdown 2

Table 2.3 shows the running scenario presented in the ALICE Upgrade Lol [1], indicating the corre-
sponding number of recorded collisions. Estimates for the required integrated luminosity in pp collisions
at /s = 14 TeV are not yet available. Therefore, a baseline scenario is considered in which data at this
energy are collected during six periods of a few weeks prior to each yearly heavy ion run. In addition, the
recommissioning of the full upgraded detector will be performed during the full first year of operation
after LS2 although with limited efficiency.
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Table 2.3: ALICE running scenario for the LHC Runs 3 and 4 (taken from [1], with the addition of pp collisions at

Vs =14 TeV).

Year SyStem SNN Lint Neollisions

pp: (pb™")

p—Pb: (nb™ 1)

(TeV) Pb-Pb: (nb™ ")
2020  pp 14 0.4 2.7-10'°
Pb-Pb 5.5 2.85 2.3.10'
2021 PP 14 0.4 2.7-10'°
Pb-Pb 5.5 2.85 2.3-10'0
2022 pp 14 0.4 2.7-10"
PP 5.5 6 4.10"
2025 PP 14 0.4 2.7-10'0
Pb-Pb 5.5 2.85 2.3.10'
2026 pp 14 0.4 2.7-10'°
Pb-Pb 5.5 1.4 1.1-10'°
pPb 88 50 10!
2027  pp 14 0.4 2.7-10'°

Pb-Pb 5.5 2.85 2.3-10'0
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Chapter 3

Requirements and constraints

This chapter summarises the computing requirements of the ALICE experiment for the Runs 3 and 4
physics programme. These requirements cover all the phases from data taking, processing, analysis to
physics simulation. They will be addressed by the O? facility and the Grid resources.

Section 3.1 presents a short summary of the detector system after the upgrade. Section 3.2 envisages
the typical data taking parameters, necessary for estimating the dimensions of data flow, data processing
and data storage. The system is scalable to address larger requirements but the project size and budget
are based on the baseline scenario presented below. A short review of detector read-out is included
in Sec. 3.4. It includes the upgraded and new detectors, the ones which will be equipped with new
electronics and those which will keep their existing electronics. Sections 3.5 and 3.6 are dedicated to an
estimate of the computing requirements for the data processing needed for data volume reduction before
it is archived and for physics simulation. The requirements for distributed processing and analysis on the
Grid are discussed in Sec. 3.7.

3.1 The ALICE detector upgrade

To meet the challenges of the physics programme outlined in Chap. 2 the ALICE detector needs to
be upgraded to enhance its low-momentum vertexing and tracking capability, and to allow data taking
at substantially higher rates. The new detector system is described in detail in the ALICE Upgrade
documents: the Letter of Intent [1] and its Addendum on the Muon Forward Tracker [2]; the four Upgrade
Technical Design Reports (Inner Tracking System [3], Time Projection Chamber [4], The Muon Forward
Tracker [5] and The Read-out and Trigger System [6]). The upgraded ALICE detector will include:

— A new, high-resolution, low-material ITS, based on 7 layers of monolithic silicon pixel detectors
replacing the current Silicon Pixel Detectors (SPD), Silicon Drift Detectors (SDD), and Silicon
Strip Detectors (SSD). The ITS will be able to provide read-out rates of 100kHz for Pb—Pb and
200kHz for pp collisions.

— An upgraded TPC. The current TPC is based on a gated read-out with wire chambers. Due to
the gating grid closure time, it is limited to read-out rates of less than 3.5kHz. In order to allow
continuous read-out operation of 50kHz Pb—Pb collisions, the wire chambers will be replaced with
GEM detectors. Digitised and timestamped data will be pushed to the online system. A triggered
mode will be available for commissioning and calibration.

— The addition of a MFT, located in the forward region between the ITS and the front absorber.
It consists of several discs of monolithic silicon pixel detectors in the acceptance of the Muon
Spectrometer (MCH and MID, see below).

13
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— The MCH consisting of a sequence of 5 wire chamber stations in the forward region of ALICE. The
detector implementation will not be modified, but the entire read-out electronics will be replaced
to achieve a read-out rate of 100kHz, two orders of magnitude larger than at present. The dead
time free read-out will support a self-triggered continuous as well as a triggered mode.

— The MID, the evolution of the present Muon Trigger system will consist of two stations of two
planes of single-gap Resistive Plate Chamber (RPC) detectors are located 16 m and 17 m from the
interaction point. All events will be read and the data will be used online for hadron rejection.

— The TRD, using tracklets to reduce the data volume. As the front-end electronics will not support
multi-event buffers only 78 % of the events are read out at 50kHz Pb—Pb collisions .

— A new FIT detector providing the minimum bias trigger for the experiment. It will replace the
current forward detectors (VO, TO, FMD). It consists of Cherenkov and scintillator detectors.

— An upgrade of the read-out electronics of the TOF detector increasing the maximum read-out rate
to 200kHz for Pb—Pb events.

— The Zero Degree Calorimeter (ZDC) with upgraded read-out electronics to accept the higher in-
teraction rate of 100kHz .

— The Electro-Magnetic Calorimeter (EMC) and the Photon Spectrometer (PHS), which have been
upgraded for 50kHz operation during LS1.

— The High Momentum Particle Identifier (HMP), which will not be modified and will therefore be
capable of reading only 2.5kHz events.

— The ALICE Cosmic Ray Detector (ACO), which is already capable of a read-out rate of 100kHz
and will not be modified.

— The CTP, that provides trigger and timing distribution to the detectors. It will be upgraded to
support the required interaction rate.

3.2 Data rates, sizes and throughput

Table 3.1 shows the maximum detector read-out rate, as well as the average data throughput and data size
per interaction (or per trigger, for those being triggered at lower rate) at the detector for Pb—Pb collisions
at S0kHz.

As can be seen from the table, the main contributors are: TPC (92.5%), ITS (3.6%), TRD (1.8%) and
MFT (0.9%). The other detectors contribute for the remaining 1% of the total data volume. The total
data size per interaction is approximately 23 MB.

As described in Chap. 5, data are grouped for processing in time windows which duration spans over
several thousands of interactions. The peak data size per interaction values are therefore not detailed
here, as they average out.

3.3 Detector read-out links

The upgraded ALICE trigger system supports both continuously read-out and triggered detectors. Not
all sub-systems will be capable of reading the full event rate. These detectors will therefore be read out
whenever they are not busy; their data will be merged with the data from the other detectors in the O?
system.

IThe TRD accepted rates are 38.5, 62.5, and 90.9 kHz for respectively 50, 100 and 200kHz interaction rates.
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Table 3.1: Detector parameters: maximum read-out rate, data rate and data size. The data rate and data size are estimated for
Pb-Pb interactions at a rate of 50kHz. The numbers have been extracted from published sources of information
where references available and from draft documents otherwise.

Detector name  Maximum  Data rate for Pb—Pb  Average data size per interaction
read-out rate  collisions at S0kHz or trigger at the detector

(kHz) (GB/s) (MB)
ACO [7] 100 0.014 0.00028
CPV 50 0.9 0.018
CTP [6] 200 0.02 0.0004
EMC [6] 42 4.0 0.08
FIT [6] 100 0.115 0.023
HMP [6, 7] 2.5 0.06 0.024
ITS [3] 100 40 0.8
MCH [6] 100 2.2 0.04
MFT [5] 100 10.0 0.2
MID [6] 100 0.3 0.006
PHS [6] 42 2.0 0.04
TOF [6] 200 2.5 0.05
TPC [4] 50 1012 20.7
TRD [6] 90.9! 20 0.5
ZDC [6] 100 0.06 0.0012
TOTAL 1095 22.5

Two different types of read-out links will be used to transport data from the detectors to the O facility.
Some detectors will continue to use their Run 1 or Run 2 Detector-Specific Read-Out (DSRO) electronics
and still be read out with the Detector Data Links 1 and 2 (DDL1 and DDL?2) [8, 9]. The detectors with
upgraded electronics will use the GigaBit Transceiver (GBT) [10].

DDLI is clocked at 2.125 Gb/s and the DDL1 Source Interface Unit (SIU) is implemented as a radiation-
tolerant daughter card plugged on to the DSRO systems. The DDL2 SIU is implemented as an Intellectual
Property (IP) core and can be clocked at 4.25or 5.3125Gb/s according to the capabilities of the detector
electronics to which it is connected. PCI-express based Common Read-Out Receiver Cards (C-RORCs),
used during Run 2, will interface up to 6 DDL1s or DDL2s to the O? facility. The data receiving PCs of
the O? computing farm, the First Level Processors (FLPs), described in more detail in Sec. 5.2.4, will
host up to two C-RORCs.

3.4 Common read-out unit

For the detectors using the GBT, the Common Read-Out Unit (CRU) acts as the interface between the
DSRO electronics, the O? facility, the Detector Control System (DCS) (via the 0? facility), as well as
the CTP and the Trigger, Timing, and clock distribution System (TTS). One CRU will interface up to
24 GBT links and one FLP can host a maximum of two CRUs. Figure 3.1 shows the general ALICE
read-out scheme with the three variations of read-out. The CRUs are based on high performance Field
Programmable Gate Array (FPGA) processors equipped with multi gigabit optical inputs and outputs.
Depending on detector specifications, detector data sent to the CRU are multiplexed, processed and
formatted. The CRU on-detector interface is based on the GBT and an optical versatile link protocol and
its components. Furthermore, the CRU is capable of multiplexing the data, trigger and control signal
over the same GBT.
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Figure 3.1: Detector read-out and interfaces of the O? system with the trigger, detector electronics and DCS.

The CRU FPGA will also be used for detector functions such as the on-the-fly cluster finder for the TPC
data. The cluster finder will extract the clusters from the raw data, compute their properties and replace
the raw data with the list of clusters with their properties. Figure 3.2 shows the block diagram of the
CRU with the parts common to all detectors (TTS interface, CRU control, GBT interface and the PCle
interface to the FLP) and the detector specific logic.

The FLPs, and therefore the CRUs, are located in a counting room close to the surface while the trigger
system and the detectors are in the experimental cavern. This results in two different approaches for the
trigger distribution depending on the maximum delay for delivering the trigger signal to the detector:
either the latency is not critical and the trigger is transmitted to the CRU which forwards it over the GBT,
or it is critical and the trigger signal is transmitted directly from the Local Trigger Unit (LTU) to the
DSRO electronics.

The number and type of link and read-out board needed by the detectors are summarized in Tab. 3.2
based on a CRU interfacing 24 links to the FLP.
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Figure 3.2: Block diagram of the Common Read-out Unit.

Table 3.2: Detector links and read-out boards used to transfer the data from the detectors to the O? system [6].

Detector Link Number of links Read-out  Number of boards
type DDL1 DDL2 GBT boardtype C-RORC CRU

ACO DDL1 1 C-RORC 1

CPV DDL1 6 C-RORC 1

CTP GBT 14 CRU 1

EMC DDL2 20 C-RORC 4

FIT DDL2 2 C-RORC 1

HMP DDL1 14 C-RORC 4

ITS GBT 495 CRU 23

MCH GBT 550 CRU 25

MFT GBT 304 CRU 14

MID GBT 32 CRU 2

PHS DDL2 16 C-RORC 4

TOF GBT 72 CRU 3

TPC GBT 5832 CRU 324

TRD Custom 1044 CRU 54

ZDC GBT 1 CRU 1

Total 21 38 8344 15 447

3.5 Local/global processing

The overall processing schema includes the following tasks:

— Calibration and reconstruction of the raw data coming from the ALICE detector.

— Monte Carlo (MC) simulation and reconstruction of simulated data. The amount of fully simulated
data is expected to be factor two greater than in Run 1. The results of the full (slow) simulation
can be used either directly or to tune fast simulation tools (see Sec. 3.6).

— Analysis. The analysis of reconstructed data typically take place on the Grid or at dedicated
analysis facilities (see Sec. 3.7).
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The local processing takes place directly where the data links deliver continuous raw data flow (e.g.
from parts of ITS or TPC) or triggered data (from parts of the other detectors). The term local processing
underlines the fact that only partial information from the ALICE detector is available at this stage. One
of the main goals of the local processing is data reduction, in particular for the TPC (see Chap. 9).

During global processing, the information of the full ALICE detector is available as input. Global
processing includes detector reconstruction, calibration and quality control. Different global processing
strategies are possible: standalone tracking in the barrel detectors and in the muon arm; track matching
between the detectors, using fast seeding algorithms and track propagation; detector specific calibration
algorithms. The details of the reconstruction and calibration steps are described in Sec. 8.1.1. The main
goals of the global processing are data compression, physics quality calibration and reconstruction.

3.6 Physics simulation

The requirements for the number of MC events can be estimated from the need to determine the recon-
struction efficiency of rare signals (charm/beauty-hadrons, high-pr jets, ...) up to the highest reachable
pr. Moreover, it can be assumed that trivial variance reduction techniques, like equalizing number of
events over pr bins, will be employed. With respect to Run 1, increasing the number of events in data by
a factor of 1000 will increase the pt reach approximately by a factor of 5, justifying an equal increase in
the number of simulated events. In general, the availability of larger data sets triggers new and more dif-
ferential analysis that may need higher dimensional correction maps. To account for this possibility, the
number of simulated events needs to be further increased by an order of magnitude. For Run 1 about 10’
central Pb—Pb collisions have been simulated. This leads to an estimate of 5- 108 events for Run 3, 0.5%
of the number of data events. Assuming the retention of the current practice of increasing the number of
rare signals per event by at least an order of magnitude, the generated number of signal events becomes
commensurable with data. The corresponding number of pp MC events amounts to 5 - 10'°.

Table 3.3: Number of simulated events for different systems.

System Events

Pp 5-10'0
Pb-Pb 5-10%
p-Pb  5.10°

3.7 Distributed processing and analysis
Grid resources

The WLCG infrastructure is used by the LHC experiments for all large-scale storage and computational
needs, including storage and replication of raw data and its processing, Monte-Carlo simulation, indi-
vidual and organised user analysis. This infrastructure represents a significant investment in hardware,
in the forms of large, medium and small scale regional and institute computing centres and networks, as
well as in support personnel. Over the years, the WLCG software has undergone consistent development
and tuning to meet the evolving requirements of the user community. The resources deployed in WLCG
have also increased, following the needs of the experiments. In general, the resources growth has been
proportional to the size of the individual collaborations, with ALICE using approximately 20% of the
globally available CPU, disk and tape. The ALICE-specific increase is shown in Table 3.4 (CPU, disk
and tape) during Run 2 of LHC operation. The table includes the projected values at the start of Run 3.
The projections are based on a “flat” hardware investment scenario, adopted already during Run 1, where
the growth is based on improvement in CPU and storage technologies. The values given for the period
2015-2017 are taken from the ALICE requirements documents approved by the Computing Resources
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Scrutiny Group. These are evaluated and updated every calendar year and the table values reflect both
the averages taken from the documents as well as the historical resources evolution.

Table 3.4: Grid resources evolution 2015-2019. The year-on-year increase is shown in brackets in the corresponding cells.

Year CpPU Disk Tape
(kHEPSpec) (PB) (PB)
2015 495 49 26

2016 615 (+25%) 59 (+20%) 37 (+42%)
2017 725 (+18%) 68 (+16%) 45 (+22%)
2018 870 (+20%) 93 (+20%) 54 (+20%)
2019 1045 (+20%) 112 (+20%) 54 (no increase)

The growth of the Grid resources and capabilities is expected to cover the needs for compressed data
storage, as outlined in Chap. 4. In addition, the Grid will continue to be the primary platform for MC
simulations and for end-user analysis. Various physics simulation scenarios are given in Sec. 3.6, with
an emphasis on fast and parametric models, which will require substantially less CPU power than the
full MC simulation used during Runs 1 and 2. The specific repartition of work done on the Grid is given
in Sec. 4.5.
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Chapter 4

Computing model

The ALICE Computing Model for Runs 3 and 4 is driven by the need to reduce the data volume to
the maximum possible extent in order to minimise the storage cost and requirements of the computing
resources needed for data processing while minimising the impact on physics performance.

In spite of significant network improvements over the past decades the ALICE experience during Run 1
shows that certain workflows such as I/O limited data analysis cannot be run efficiently in a fully dis-
tributed computing environment such as Grid (see Fig. 4.1). By reducing the data volume early in the
processing chain, the data that needs to be moved between the components of the system is minimised,
thereby reducing the impact on the network.

This is the rationale for changing the current computing model based on the Grid as an abstraction of
a computing infrastructure which is, in principle, uniform and capable of executing any kind of job,
anywhere, for a new approach where certain sites and facilities are dedicated to specific activities. In this
model, the bulk of data is produced and stored locally for subsequent re-processing and, in its digested
and reduced form, pre-placed at those specific locations that are dedicated to and optimised for analysis
activity.

100%

75% - —Simulation
Organized analysis
User analysis

\\

50%

Job efficiency

25% 1

0% t t t
2011 2012 2013 2014 2015
Year

Figure 4.1: Job efficiency (CPU/Wall Clock) for various ALICE workflows running on the Grid during Run 1.

Table 4.1 summarizes the components of the computing model in terms of computing facilities, their
primary roles and capabilities.
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Table 4.1: Components of the system.

Facility

Function

02

ALICE Online-Offline Facility at LHC Point 2. Its primary task dur-
ing data taking is to run the online reconstruction in order to achieve
maximal data compression. It provides storage sufficient for 2/3 of the
compressed data and runs the calibration and reconstruction tasks.

Tier O

CERN Computer Centre facility providing CPU, storage and archiving
resources. Here reconstruction and calibration tasks are carried out on a
portion of the archived compressed data, plus simulation if required.

Tier 1

Grid site connected to Tier 0 with high bandwidth network links (at
least 100 Gbps) providing CPU, storage and archiving resources. It runs
the reconstruction and calibration tasks on its portion of archived com-
pressed data with simulation if needed.

Tier 2

Regular grid site with good network connectivity running simulation
jobs.

AF

Dedicated Analysis Facility of High Performance Computing (HPC)
type that collects and stores physics analysis data produced elsewhere
and runs the organised analysis activity.

TO/T1 1.n 02 1

CTF -> ESD -> AOD CTF RAW -> CTF -> ESD
->AOD

AOD
AOD AOD

T2/HPC 1.n AF 1.3

MC -> CTF -> ESD AOD -> HISTO, TREE
->AOD

Figure 4.2: Data flow between components of the system.

4.1 Computing model parameters

This chapter summarises the parameters of the ALICE computing model in terms of data types, event
rates and data flow. The data types that constitute the Runs 3 and 4 computing model are shown in

Tab. 4.2.

Table 4.3 shows the size of the different data types used in the O? system.
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Table 4.2: Data Types in Run 3.

Acronym Description Persistency

RAW Raw data as it comes from the detector Transient

STF Sub-Time Frame containing raw data from a single FLP for a period of Transient
time ~ 20ms.

CTF Compressed Time Frame containing processed raw data of all active Persistent
detectors for a period of time ~ 20ms. In the case of TPC, clusters
not belonging to tracks or identified as background are rejected and the
remaining information is compressed to the maximum. Once written,
CTF becomes read only data.

ESD Event Summary Data. Auxiliary data to CTF containing the output of Temporary
the reconstruction process linking the tracks and clusters.

MC Monte Carlo.  Simulated energy deposits in sensitive detectors. Transient
Removed once the reconstruction of MC data is completed.

AOD Analysis Object Data containing the final track parameters in a given Persistent
vertex and for a given physics event. AODs are collected on dedicated
facilities for subsequent analysis.

MCAOD  Analysis Object Data for a given simulated physics event. Same as AOD  Persistent
with addition of kinematic information that allows comparison to MC.
MCAOD:s are collected on dedicated facilities for subsequent analysis.

HISTO The subset of AOD information specific for a given analysis. Can be Temporary

generated during analysis but needs to be offloaded from the Grid.

Table 4.3: Relative size of different data types.

Data type Event size Number of versions Tape copy
(kB)
CTF (pp) 50 1 Yes
CTF (p-Pb) 100 1 Yes
CTF (Pb-Pb) 1600 1 Yes
ESD 15% of CTF 1 No
AOD 10% of CTF 2 Yes
MC 100% of CTF 1 No
MCAQOD 30% of CTF 2 Yes
HISTO 1% of ESD 1 No

4.2 Computing and storage requirements

This section estimates the resources required to process and store the data of Runs 3 and 4. The number
of reconstructed collisions and the average data size per interaction are taken from Tab. 2.3 and Tab. 3.1
respectively. Table 4.4 summarizes the estimated storage requirements, supposing an overall compres-
sion factor of 14 after the data reconstruction in Pb—Pb (see Chap. 9) and a factor of 10 in pp and p—Pb.
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Table 4.4: Number of reconstructed collisions and storage requirements for different systems and scenarios.

Storage Storage Storage Required
Year System Collisions CTF  Calibration ESD/AOD CPU seconds
(PB) (TB) (PB) (single CPU core)
2020 pp 2.7-1010 1.5 5 0.6 1.7-10'
Pb-Pb  2.3-10'" 37 23 15 2.8-10'!
2021 pp 2.7-1010 1.5 5 0.6 1.7-10'
Pb-Pb  2.3-10'" 37 23 15 2.8-10"
2022 pp 4.3-10" 23 76 9.2 2.7-10"
2025 pp 2.7-1010 1.5 5 0.6 1.7-10'
Pb-Pb  2.3-10'" 37 23 15 2.8-10M
PP 2.7-10'0 1.5 5 0.6 1.7-10'
2026 Pb-Pb  1.1-10'0 18 11 7.2 1.3-10"
p-Pb 1.0- 10" 10 20 4.0 7.2-10'0
2027 pp 2.7-10'0 1.5 5 0.6 1.7-10'
Pb-Pb  2.3-10'" 37 23 15 2.8-10'

Table 4.5: Number of simulated events and storage requirements for different systems.

Storage
System Events MCAOD
(PB)
pp 5-101 075
central Pb-Pb  5-10% 1.2
p-Pb 5-10° 0.15

4.3 Role of the O? facility

The ALICE Computing Model for Run 3 assumes that in the first stage of data processing all (RAW)
data coming from the detector will be synchronously reconstructed in the O? facility, including cluster
finding and fast tracking based on approximate calibration. The resulting output in Compressed Time
Frames (CTF), containing the history of possibly thousands of overlapping events, will then be stored
locally. Up to this point, data compression will reduce the data volume by a large factor (see Chap. 9)
relative to that of the raw data coming from the detectors. From here on, the Time Frames are immutable
and eligible for archiving.

To ensure sufficiently fast processing, it is assumed that at least part of the O? facility will have to be
equipped with hardware accelerators such as Graphics Processing Units (GPUs) and FPGAs and that the
software will need to be developed to take full benefit of the hardware capabilities.

The second stage in this process is an asynchronous reconstruction procedure that will take place in the
available part of the O facility during data taking or across the whole facility whenever data taking stops.
After this stage the aim is to have a final calibration and reconstruction of the required quality. Figure 4.3
shows the processing steps and data flow within the O facility.

The calibration/reconstruction procedures will produce an auxiliary ESD containing information about
tracks found during the reconstruction and will reference the clusters in the immutable Time Frame file.
It is assumed that at most two iterations of reconstruction/calibration will be needed in order to obtain
data of sufficient quality for physics analysis. The size of ESD files is estimated to be at most 15% of
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Figure 4.3: OZ processing flow.

CTF data.

4.4 Differences between pp and Pb—Pb data taking

During pp data taking, full synchronous and asynchronous reconstruction will be possible in the O?
facility. However, during Pb—Pb data taking, it will be necessary to delay or offload part of the asyn-
chronous data processing to well connected Grid sites. Once the entire dataset is reconstructed with a
given software version then AOD re-filtering will generate datasets suitable for analysis.

4.5 Roles of Tiers

As shown in Fig. 4.2, the roles of the (Worlwide LHC Computing Grid) WLCG Tiers will remain similar
but not identical to those of the current ALICE computing model. While the intention is to retain the
ability to run any task anywhere, the main difference compared to Run 1 is the specialist role allotted to
different sites, as described below.

During data taking, the O facility will carry out synchronous fast reconstruction and, within the limits
of its capacity, asynchronous reconstruction storing the output in the local data store. The O? farm
should be able to keep up with processing and will store up to 2/3 of all CTF data during Pb—Pb data
taking and 50% during pp periods. The O? facility will be used for subsequent iterations of calibration,
reconstruction and AOD re-filtering.

It is expected that Tier O will continue to evolve towards a private cloud offering infrastructure as a
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service. It will complement the O? computing resources and take part in the asynchronous reconstruction.
Tier O will backup on tape all data from the O disk buffer as shown in Fig. 4.4.

All CTF data stored in the O facility (2/3 of the total CTF volume) will be archived on Tier O tape. In
addition to its role in prompt reconstruction, Tier O will run the simulation. Simulation type jobs will run
as a backfill at times when there is no calibration or reconstruction activity. The resulting AODs will be
archived and sent for subsequent processing to dedicated Analysis Facilities (AFs).

In general, the AODs will be systematically sent to the AFs to run organised analysis. During the latter
process, a further skimming of datasets will be possible to generate micro AODs containing n-tuples or
histograms suitable for processing off the Grid.

Tier1s/Tier0 Storage Archive AF

e archive CTF )

Asynchronous calibration
read CTF
Calibration
QA

v

save ESD N
hive CTF
7 _unarcnive & 1Ty,
read CTF.ESD -
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Asynchronous reconstructionﬁ
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archive AOD )
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L4
Tier1s/Tier0 Storage Archive AF

Figure 4.4: Tier O/Tier 1 processing flow.

Tier 1 sites will contribute to asynchronous reconstruction of the remaining 1/3 of CTF data (see Fig. 4.4).
These sites will need to have, on average, an attainable 20 Gbps network connectivity, roughly corre-
sponding to the expected ALICE share of the network bandwidth on Tier 1s. Once data are moved to the
remote site, they should be reconstructed in exactly the same way as in the O? facility and finally archived
to tape. Similarly to Tier O, Tier 1 sites will contribute to subsequent calibration and reprocessing as well
as to other activities such as simulation when there is no other activity.

The asynchronous processing (calibration and re-reconstruction) of data collected during one data taking
period has to complete before the next data taking period starts. At that point, all CTF data will be
removed from O? and Tier 1s disk buffers to make room for new data. Unprocessed data, if any, will
remain parked on tape until the next long shutdown that will open a window of opportunity for re-
processing.

From the data management perspective, in the current ALICE computing model, each Tier 2 storage
element appears individually. In the future, they will be assigned to regional groups including at least one
Tier 1 site to form a cloud of sites responsible for storing, archiving and subsequent data processing (see
Fig. 4.5). These sites should be close enough geographically and in network terms (latency, bandwidth)
to ensure cross-site data access with minimal performance penalties. Within such regional clouds, tasks
of organised simulation will be carried out with the associated reconstruction of MC data followed by
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Figure 4.5: Tier 2 simulation processing flow.

the re-filtering and production of AODs. As in all other cases, the resulting AODs will be transferred to
AFs for subsequent analysis.

4.6 Analysis facilities

In the present ALICE computing model there are no explicit Tier 3 sites but several national or regional
AFs providing a service processing subsets of ALICE data of specific interest to certain communities.

This model will be optimised: a small number (2-3) of similar AFs will be identified to provide a general
service to all ALICE users and will also run organised analysis following the well established analysis
train model (see Sec. 4.12.3). The sites concerned must have very good network connectivity and a large,
efficient local disk buffer 5PB dedicated to the storage of an entire set of active ALICE AODs with the
associated CPU capacity for efficient processing of AODs several times per day. Possible candidates for
anew AF are

— A fraction of an existing Tier 1 centre, upgraded, with high-performance data storage and the
required CPU capacity dedicated to its new role.

— An existing Tier2 centre providing an equivalent amount of storage and CPU capacity.
In addition, it is expected that more resources could be provided like:

— A new purpose built facility that fulfils the requirements for an AF, dedicated to ALICE or shared
with another experiment.

— A share of an HPC facility with the required storage and CPU capacity.
Today’s analysis trains have from 5 to 100 different wagons and run on datasets of up to 50 TB. Each train

runs twice a week and is synchronised to the deployment of the analysis code. Analysis trains average
about 5,000 concurrent running jobs with peaks at 20,000. As no significant increase in the number of
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physics working groups is foreseen, it is estimated that the number of analysis trains and wagons will not
change much for Run 3. Analysis trains need on average 5MB/s per job slot to be reasonably efficient.
This number together with the cluster file system performance of the train will define how many job slots
can be used efficiently. Given the performance of large HPC installations, it should be possible to serve
20,000 job slots from the local cluster file system at an aggregate throughput of 100GB/s. The AF will
therefore have to be able to digest more than 4PB of AODs in a 12 hours period, corresponding to the
desired turnaround time.

The main benefit of a new scheme would be in optimized I/O and faster post processing steps (merging
of the output files) that should become more predictable and efficient when done within a single site than
in a fully distributed way as we do it today. At present, the processing time is essentially determined
by the slowest site that participates in a given analysis train. In the current Grid setup we can already
identify the sites where analysis jobs run with efficiency over 70% while the average across all sites is
about 50%. It is between those sites that we would like to identify possible candidate sites for the future
AF role.

We argue that a purpose-build analysis facility, with optimal internal storage and network architecture,
would achieve even higher efficiency for analysis jobs and thus maximize both the analysis workflow
and the resources utilization.

4.7 Distributed computing

The Workload Management and Data Management systems in ALICE are presently based on AliEn,
a set of middleware tools and services developed by the Collaboration and used for massive Monte
Carlo event production since the end of 2001 and for user data analysis since 2005. The AliEn job
management services compose a three-layer lightweight system that leverages the deployed resources of
the underlying WLCG infrastructures and services, including the local variations, such as European Grid
Infrastructure (EGI), Nordic Data Grid Facility (NDGF) and Open Science Grid (OSG). The three layers
include: the AliEn Central Services that manage the whole system and distribute the workload; the AliEn
Site Services that manage the interfacing to local resources and Grid Services. Most of the Workload
Management related services revolve around the Task Queue (TQ), a central database that keeps track
of all jobs submitted to the system and their current execution status. A number of Job Optimisers scan
the TQ re-arranging the jobs in order to enforce fair share and priority policies and splitting them into
sub-jobs according to the location of the required input data or user-defined criteria. Following the late
binding approach, the JobAgents that are started on the Worker Nodes download and execute the actual
payload from the central TQ.

ALICE has used AliEn for the distributed production of Monte Carlo data, reconstruction and analysis
at over 80 sites. So far more than 280 million jobs have been successfully run worldwide from the TQ,
resulting in the currently active volume of 14 PB of data.

While the Grid has served the purpose well for the processing of Run 1 data for LHC experiments,
the sites are gradually embracing the model of private clouds and the virtualisation of their physical
computing resources. This is the process that is already underway at CERN and at several big WLCG
Tier 1 sites; it is not expected that this will introduce a big shift in the Grid distributing computing
paradigm already in place. Using the virtualisation technology, each experiment will be able to construct
its own Grid, spanning various Tiers and regional clouds, while continuing to use most of the existing
distributed computing infrastructure already built and tested during Runs 1 and 2.

In particular, very complex existing workflows and production management tools with associated job
and system monitoring will be kept, as they do not show scalability issues. Similarly, the job handling
model based on pilot jobs and late binding to the real job has proven to be the solution for the large scale
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computing problems of the LHC experiments. This will continue to be used with possible simplifications
coming from the use of virtual machines that provide natural isolation between users of the physical
resources. The scalability of central services that handle job distribution will be assessed and improved
if necessary but the basic concept will be retained. In a limiting case, given that the sites in our new
computing model will be assigned the particlular roles, the system can be easily scaled by adding another
instance of the central services dedicated to the reconstruction jobs.

In summary, the existing distributed computing infastucture can be reconfigured and scaled to realize the
new computing model illustrated in Fig. 4.2 requiring only a minimal development effort.

4.8 Data management

Data management is a highly important issue common to clouds and other parts of the distributed com-
puting infrastructure. In Run 3, it will have to scale to much higher levels in terms of number of files,
overall size and I/O performance. It is vital that this topic is addressed together with other experiments
and CERN/IT. The ALICE approach would be to evolve the current data management model based on
a network of xrootd (ref) Storage Elements to a generalised global namespace based on the EOS (ref)
system, developed by CERN/IT and currently used to manage about 100 PB of Run 1 data for all four
large LHC experiments. This system is itself based on the next iteration of xrootd technology and allows
for gradual and non-disruptive transition. Its implementation is a goal for the coming years.

The necessary generalisations of the EOS system in terms of a global namespace that would permit the
replacement of the File Catalog are in the early stages of development. It is encouraging that initial
benchmarks demonstrate scalability with no performance degradation when managing the target of more
than 10° files. The present size of the EOS disk cache at CERN is already comparable to that of the
future ALICE O? facility proving its scalability to the requirements.

4.9 Replication policy

At present, the raw data replication model in ALICE calls for two replicas: one full set at Tier O and one
distributed set at the Tier 1s supporting ALICE. The Tier 1s replication fraction is proportional to the
amount of tape resources pledged by the centres. Due to a substantial increase in data volume, in Run 3,
there will be only one instance of each raw data file (CTF) stored on disk with a backup on tape. During
p-p data taking the data size of O? disk buffer should be sufficient to accommodate data from the entire
period. As soon as it is available, the CTF data will be archived to the Tier O tape buffer. During Pb-Pb
data taking, the data are replicated with the maximum speed allowed by fair-share of the network to the
Tier 1s, as well as by the maximum rate supported by the Tier 1 tape systems. It is expected that 1/3
of data will be transferred and archived at Tier 1s by the end of data taking. Upon archiving, CTF data
will remain on disk until subsequent calibration and asynchronous reconstruction steps are completed.
In case of a complete data loss, the files will be recalled from the Tier O tape.

4.10 Deletion policy

With the exception of raw data (CTF) and derived analysis data (AOD), all other intermediate data created
at various processing stages is transient (removed after a given processing step) or temporary (with
limited lifetime). Given the limited size of the disk buffers in O% and Tier 1s, all CTF data collected
in the previous year, will have to be moved before the new data taking period starts. This constraint
effectively limits the asynchronous processing stage to a maximum of 9 months in the year for the final
calibration and re-reconstruction. All data not finally processed during this period will remain parked on
tapes until the next opportunity for re-processing arises: LS3.
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The final product of the reconstruction and simulation steps are AODs. In case of reconstruction they
will be backed up on tape at Tier O and Tier 1s. As the simulation will predominantly run on Tier 2 sites,
the AODs generated on them will be sent to an associated Tier 1 site for archiving and removed from
the local storage at Tier 1. In all cases, the resulting AODs will be sent to AFs for subsequent analysis.
While the disk buffer at AFs is expected to be substantial, it will again be limited and strict policies will
be put in place to remove unused datasets from this buffer. This will be helped by a further refinement of
a popularity service which will add the possibility of a fine-grained data removal for active datasets with
low level access. If it is needed, the AODs removed from this buffer can be recalled from tape at Tier 1s
and the analysis can be repeated there or they can be again sent to AFs.

4.11 Conditions data and software distribution

Efficient distribution of new software releases throughout the Grid is essential. To meet this requirement
the present CernVM File System (CVMES) will continue to be used. CVMES can also distribute ALICE
conditions data, therefore lowering the impact on data management components. This option is currently
being evaluated for Run 2 within the existing ALICE Offline framework and if it proves successful, it may
be used for Run 3. Alternatively, a solution based on FairRoot parameter manager will be investigated.
This approach offers an abstraction of the storage layer that can be realised as ROOT or ASCII files
(possibly stored in CVMFS), SQL database or a key value store (such as Riak, Memcached, Redis) that
give a ready to use data replication and synchronisation across nodes or data centres.

4.12 Workflows
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Figure 4.6: Relative share of various ALICE workflows running on the Grid during Run 1.

4.12.1 Calibration and reconstruction

During Run 1 the ALICE detector calibration was carried out in both Online (HLT) and Offline environ-
ments (Grid). This was an iterative procedure that required a lot of time and needed human intervention.
The reconstruction was performed on the Tier O and Tier 1s, depending on the data location and process-
ing power availability. Given that in Run 3 the first stage reconstruction needs to be done in the O? facility
for better data compression and maximum volume reduction, the calibration and reconstruction become
closely coupled and an essential part of the functionality provided by the O? facility. The calibration and
reconstruction procedures are detailed in Sec. 8.1.
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During Run 3, Tier 0 and Tier 1s will receive up to 1/3 of the data stream (CTF). For this reason, subse-
quent calibration and reconstruction processing will follow the same model as in the O? facility.

4.12.2 Simulation

So far, simulation activities have accounted for 70% of ALICE computing needs (see Fig. 4.6). While
specific measures, such as use of parametrised and fast Monte Carlos, will ensure that future CPU needs
for simulation will be kept to a minimum, they will continue to require a large share of resources. The
estimated fraction of resources needed to simulate required number of events in Run 3 based on present
computing time per event is 50%.

In addition, a great number of simulation jobs put a heavy load on the central services as each job is
accounted for and monitored separately.

For Run 3 an alternative approach is being considered for bulk simulation campaigns. Dedicated sim-
ulation facilities will be implemented to handle job distribution and accounting internally while acting
as data sources for the rest of the infrastructure, providing only the feed of simulated files. This model
could be particularly suitable for interfacing potentially large High Performances Computing facilities
that could contribute opportunely large numbers of CPU cycles. However, it is expected that the bulk of
simulation jobs will run on Tier 2 sites.

As the output in form of AOD files will be sent to the AFs for subsequent analysis, it is planned to
rebalance CPU/disk requirements on Tier 2s in favour of CPU. This will give an increase in the number
of CPU cores available for simulation, within the limits of fixed budget.

4.12.3 Analysis

In Run 1 and in the present ALICE computing model there are two distinct types of analysis: user level
analysis and scheduled analysis. They differ in their data access pattern, in the storage and registration
of the results and in the frequency of changes in the analysis code.

The user level analysis is focused on a single physics task and typically is based on filtered data from
scheduled tasks. Usually, physicists develop the code using a small sub-sample of data, changing the
algorithms and criteria frequently. The analysis macros and software are tested many times on relatively
small data volumes of both experimental and Monte-Carlo data. The output is often only a set of his-
tograms. Such tuning of the analysis code can be done on a local data set or on distributed data using
Grid tools. The final version of the analysis is eventually submitted to the Grid and will access large
portions or even the totality of the AODs.

While both types of analysis were allowed and supported in Run 1, the user level analysis has proved to
be less efficient by far. In Run 3 it is planned to replace this option completely by organised or scheduled
analysis.

Scheduled analysis typically uses all the available data from a given period. The AOD files, read during
scheduled tasks, can be used for several subsequent analyses, or by a class of related physics tasks that
are combined in what are known as analysis trains”.

Analysis trains group the analyses of different users together that process the same dataset with the
following advantages:

— The total overhead resource usage that is associated with the execution of each analysis code sepa-
rately is significantly reduced. This includes: job management; input and output file management;
job-start overhead and the resources consumed for the decoding of the input data;

— Users have to execute much fewer Grid operations themselves and so save time;
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— Automatic systems deal with failures and merging, reducing the total turnaround time to less than
that achievable by an individual user;

— Tests before the submission of an analysis train spot wrong configurations or faulty code, reducing
the number of job failures.

The composition, testing and submission of trains are steered with a dedicated web front-end that allows
users to configure the specific analysis code that they would like to run on certain data sets. In addition,
operators can use the front-end to test train compositions to evaluate resource consumption per train
wagon (CPU time and memory) and to issue warnings in case of memory leaks or excessive output. The
analysis train model worked well during Run 1 and it is planned to build on its success improving its
efficiency and making it the only way for doing analysis over the entire data samples in Run 3.

To help individual physicists carry out exploratory work, the scheduled analysis tools will be improved
to facilitate skimming and extracting of the subsets of data for processing on local resources.



Chapter 5

O? architecture

5.1 Overview

The data flow and processing pipeline of the O system is shown in Fig. 5.1. The O? architecture has
been designed to support both online synchronous data reduction and asynchronous and iterative data
processing.

Data are produced by the detectors in continuous or triggered read-out mode, synchronised by the trigger
system. The FLPs read out the raw data samples over the GBT based Frontend links and DDLs optical
links. Several streams may be aggregated on each FLP and buffered in memory. These nodes achieve a
first data reduction and compression factor of 2.5 (see Chap. 9) by performing the local data processing
tasks on data fragments, without needing to have the full detector data set (e.g. TPC cluster finding).

The continuous streams of data samples are split into data frames, using as a reference clock arbitrary
Heartbeat triggers embedded in the raw data streams. The frames are accumulated during a time period
of the order of 20 ms, to minimise incomplete data at their boundaries for the collisions producing tracks
spanning across the frame boundaries, as detailed in Sec. 5.2.2. All FLPs produce a Sub-Time Frame
(STF), which could be empty for those FLPs receiving data from triggered detectors inactive during the
corresponding time period.

The STFs are then dispatched to the Event Processing Nodes (EPNs) for aggregation, as shown in
Fig. 5.2. The STFs related to the same time period and from all FLPs are received by the same EPN
and aggregated into a TF. The EPNs provide information about their capability to receive more data in
the immediate future. This information is used by the load balancing system to prepare a list of candi-
date EPNs ready to receive further STFs. This process implements a mechanism for smooth EPN load
balancing and makes it possible at run-time to adapt the data flow to the capabilities of the EPNs and
to temporarily bypass EPNs which are overloaded. Moreover, if an EPN breaks down or does not pub-
lish the information about its availability, the load balancing simply removes this EPN from the list of
possible destinations for the STFs, avoiding possible loss of data or system hang-up.

The load balancing system is also used to regulate the dataflow from continuously read out detectors. In
the case of data saturation of the whole system, none of the EPNs will declare their readiness to receive
data. If this happens, data received are then discarded by the FLPs. This mechanism will create dead
time in a way similar to the busy with a traditional trigger system.

EPNs perform the reconstruction for each detector, further reducing the data by an average factor of 8
(see Chap. 9). The fully compressed TFs are then stored on disks in the O? facility or Tier 0/ Tier 1 data
centres. Permanent storage is used for archiving.
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Figure 5.1: Data flow and processing pipeline of the O system.



O? Upgrade TDR 35

Global reconstruction and events extraction will be performed asynchronously in iterative passes, either
on the EPNGs, or on the Grid to offload processing. The ESDs produced are stored at the O? facility. The
AODs are transferred to dedicated facilities for analysis.

Calibration is integrated at different processing stages on the FLPs and EPNs, both to minimise data
transport and to make results available as early as possible in the chain; this is the key to real-time
data reduction. The Condition and Calibration Data Base (CCDB) is populated and used at all stages,
synchronously and asynchronously.

The global data flow also includes data sampling at all levels, in order to feed the Quality Control (QC)
system as needed; the results will be stored in a dedicated database.

Simulation is done in Tier 2 centres, and resulting AODs and the physics data are analysed in the Analysis
Facilities.

Figure 5.3 shows the hardware pipeline with the estimated number of processing nodes and throughput
at the different online stages. As detailed in Chap. 10, of the order of 250 FLPs and 1500 EPNs will be
needed to cope with the data processing. The global detector read-out rate is 1.1 TB/s over 8300 read-out
links. Each FLP produces up to 2.5GB/s after data reduction for a total of 500GB/s. The TFs built at
50Hz by the EPNs are 10 GB each before compression. The EPNs further reduce the data to a total peak
throughput to storage of up to 90GB/s which makes a local write throughput to disk of 60MB/s per
EPN after compression. One of the key components is the network fabric switching the data from FLPs
to EPNs at 500 GB/s or 4Tb/s.

5.2 Data flow
5.2.1 Data model

A sustainable reduction factor of about 14 in the data throughput can only be achieved by running at least
the initial calibration and reconstruction steps as pipeline processes, synchronous with the data acquisi-
tion. The read-out scheme of the ALICE detector calls for a hierarchical organisation of the data model
to follow the data flow from individual data links to EPNs processing complete TFs. The data model
throughout the O? facility is designed to assemble the data in a fast and optimal manner for process-
ing by the reconstruction algorithms while taking into consideration navigation and performance issues.
The following paragraphs address the data model starting from the main requirements as presented in
Chap. 3. The scope is limited to the “transient” form of data within the processing pipeline up to the
stage of writing it in the first persistent format.

The data flow and processing in Runs 3 and 4 will be centred on Time Frames, which size is justified in
5.2.2; all data blocks will need to have clear time identifiers. The data model does not require a strict
format specification for the data blocks but it has to impose format constraints for the metadata (headers)
describing them. This is mainly to allow seamless implementation of interfaces to identify and group
different data types, which is an important requirement in later processing stages.

Fast navigation among the different data blocks produced within a given TF is another critical require-
ment of the data format. The data corresponding to different but matching TFs will lie on different
processing nodes. For this reason, there is a strong need for self-containment of data, not only to allow
TFs to be regrouped for event processing purposes, but also to perform opportunistic processing when
resources are available. This uniformity is an important principle in the data model design: the data
blocks on FLP nodes should look the same on EPNs so that processing tasks can be interchangeable.

Data persistency is a critical issue. During the synchronous phase the raw data cannot be made persistent
due to the high data throughput. Therefore the data will only be made persistent after the replacement of
raw data by the more compact result of the synchronous calibration and reconstruction. The subsequent
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Figure 5.2: Aggregation of data, from the fragments read-out from the detectors to the full Time Frames built on the EPNs.

asynchronous passes of reconstruction, calibration or analysis will produce persistent formats represent-
ing more elaborated data. Consequently, the main requirements for the persistent format are the support

for schema evolution and binary object format.

5.2.2 Time Frame size

The choice of the TF size (i.e. the duration of the time window or triggers period of the HB) depends on

several criteria.
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Figure 5.3: Possible hardware implementation of the logical data flow described in Fig. 5.1.

— A fraction of the data at the TF edge can not be used due to the TPC drift. The fraction lost is:
0.1/t

where f is the duration of the Time Frame in milliseconds. For example, a TF spanning 100 ms
would cause a data loss of 0.1%. Having longer TF is better in this respect.

— The TFs are distributed over the entire EPN farm. It would be preferable to keep the interval
between two consecutive TFs received by a given EPN on a few minutes level, in order to minimize
discontinuity in the calibrations at the synchronous stage. A TF of 0.1s in a farm of 1500 EPNs
would lead to a cycle time less than 3 minutes.

— The calibration data produced within each single TF will have some fixed size overhead, since a
lot of data will be accumulated in fixed size containers (histograms). Therefore, shorter TF would
mean more frequent input to CDB and also larger data rate.

— The TF should be a multiple of the shortest calibration update period, currently estimated at Sms
for TPC Space Charge Distorsion (SCD) maps.

— Longer TFs reduce the overhead query of some of the calibration parameters, as some calibration
data from each side of the TF are needed to interpolate values with greater precision. (e.g. take an
extra Sms SCD bin on each side of the TF). However, the overall query rate is still small compared
to the TF data (around 20 MB of calibration data per second of physics data, i.e. less than 0.1%).

— Shorter TFs reduce the size of data to be handled on every EPN, and ease staggered data trans-
fer from the FLPs. On the EPNs, we anticipate the need of buffers for 3 full time frames (one
receiving, one processing, and one sending).

Any TF between 20ms and 100ms is considered to be adequate for calibration/reconstruction. Having a
finer TF granularity makes it easier to distribute and buffer the data; the selected design value used for
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the TF duration is 20ms, or a TF rate of 5S0Hz. This results in a TF size of 10GB on the EPN (before
compression). The corresponding 0.5% of data unusable at the frame boundaries is still acceptable, and
buffers sizes of a few tens of GB can easily be implemented. For a farm of 1500 EPNs, each EPN would
receive a new TF every 30s. Finally, a TF corresponds to 1000 interactions in normal running conditions
(Pb-Pb at 50kHz), which is enough to compute its calibration parameters.

5.2.3 Read-out links

The data are transferred from the detectors to the O? system via optical read-out links of three different
types. The detectors installed or upgraded during the LS2 will use the GBT. The GBT link is a bi-
directional link multiplexing control, data and trigger information. DDLs 1 and 2 links will be used by
the detectors which do not modify their electronics during LS2. The DDL link is bi-directional: one
direction is open for data taking, receiving data from the detector. The other direction is used to send
slow control information or download configuration data. Several read-out links are multiplexed into the
FLP I/O bus by dedicated adapters.

5.2.4 FLP and EPN

The O? farm will consist of two different categories of computing nodes, corresponding to the two data
aggregation steps.

The FLPs will collect the detector data at a rate of 1.1 TB/s (see Tab. 3.1) over approximatively 8300
read-out links (see Tab. 3.2). Each FLP will get the data from up to 48 optical links at up to 3.2Gb/s.
The data from these streams will be compressed by a factor of 2.5, merged, split into Time Frames and
buffered until they are sent to the EPN. The most heavily loaded FLPs are the ones of the TPC inner
chambers with an aggregate sustained average of 5S0Gb/s at 50kHz interaction rate. The FLPs will
therefore need an I/O capacity of the order of 100Gb/s as peak input, 50Gb/s as sustained input, and
20Gb/s as sustained output.

The EPNs will perform the second step of data processing: assigning each cluster to a track.

This step will provide an additional reduction factor of 8 in the data volume. The total throughput to data
storage reaches a peak of 90GB/s which makes a local write throughput to disk of 60MB/s per EPN
after compression.

The characteristics of the FLPs and EPNs are summarised in Tab. 5.1 which shows the peak and average
needs. For the FLPs, the peak needs correspond to a period when all read-out links would use their
maximum bandwidth. For the EPNs, the peak need corresponds to the period at the beginning of the fill
when the luminosity and therefore the data throughput reach their maximum value.

Table 5.1: Hardware characteristics for FLP and EPN nodes.

Type Number of Input bandwidth  Output bandwidth

Nodes Peak  Average Peak  Average
(Gb/s) (Gb/s) (Gb/s) (Gb/s)

FLP 250 100 50 40 20
EPN 1500 10 2.7 0.48 0.33

5.2.5 The FLP-EPN network

As shown in Fig. 5.3, the network fabric that connects the FLPs to the EPNs must be capable of sustaining
high throughput traffic (500GB/s or 4Tb/s) to transfer, for each TF, the corresponding STFs from all
FLPs into the same EPN for aggregation and processing.
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A relatively high number of point-to-point transfers must be done in parallel to keep up with the total
traffic. At the same time, the data traffic and processing load should be balanced and distributed over the
entire EPN online farm. This “fan in”-“fan out” traffic shape requires the core switching fabric to be able
to cross-switch the entire traffic without blockages.

40/56 Gb/s | FLP |1
Leaf FLP |37

T swich  106bs
— " 1 — BN 1
—
Ij —— EPN 54
——
N Cluster 1 out of 4
R
S
FLP | 222
Leaf FLP | 259
Switch | 10 Gb/s
7 — > EPN 324

———— EPN 378

Figure 5.4: FLP-EPN network layout with four EPN subfarms.

Three possible layouts are considered:

— The first one consists of connecting all the FLPs and EPNs to a single large switching network
with all ports having the same bandwidth sufficient for the nodes with the highest needs as shown
in Fig. 5.3.

— The second layout consists of adapting the port bandwidth to the estimated need of each type
of node in order to reduce the cost. This option is justified by the large difference between the
peak output bandwidth of the FLP (40Gb/s) and the peak input bandwidth of the EPN (10Gb/s).
This second layout shown in Fig. 5.4 has also the characteristic of dividing the EPN farm into
four identical parts and therefore requiring four smaller networks. This layout is also practical for
a staged deployment. Each FLP is connected to each of the subfarms. This layout reduces the
network cost by splitting the total data traffic into four. The data flow must take into account the
actual topology of the network at the application-level. The application should apply some sort of
traffic shaping to avoid the saturation of any link or switch and to monitor performance to ensure
there is adequate load balancing between the EPNs.

— The third layout consists of splitting the fan-in and fan-out functions into two separate layers of
the network as shown in Fig. 5.5. The fan-in function is performed by a standard switch or a
combination of switches and aims at minimising the number of high-speed links used to perform
the assembly of Time Frames. The fan-out is performed by new types of nodes, the super-EPN
(SEPN), in charge of assembling complete Time Frames and distributing them to EPNSs.
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A further optimization of this third layout being studied and simulated now consists of combining
the SEPN and FLP functions in the same node. This would reduce the number of nodes on the
high performance network while having more nodes performing the SEPN function.
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Figure 5.5: FLP-EPN network layout with SEPNs in charge of assembling and distributing the TFs to the EPNs.

\J

The decisions about the actual network layout implemented and the technology used will be taken later
because the evolution of the different technologies will have a significant impact on the most cost effec-
tive solution.

5.3 Data storage

The O? architecture includes a storage system used by the EPN as a buffer between the synchronous and
asynchronous steps of the data processing. The storage system is also used for interfacing the O? system
with the Grid: temporary data parking and permanent archiving in Tier 0; data processing in Tier 0 and
Tier 1s; simulation in Tier 2s. The data transfer operations between the O facility and the Grid are
performed by dedicated nodes, of the order of 10 Data Movers (DM), in order to avoid overloading the
EPN nodes already saturated by data acquisition and processing tasks. The storage back-end will be
physically decoupled from the EPN nodes but still provide a global storage space accessible by all EPNs
and DMs. Sufficient bandwidth has to be guaranteed to avoid data pile-ups in the EPNs and DMs.

5.3.1 Condition and calibration database

As part of the data storage, a CCDB is foreseen. This will be the database used to store the infor-
mation related to the detectors calibrations, needed mainly for reconstruction and simulation purposes.
The database will be implemented on the basis of the experience with the Offline Condition DataBase
(OCDB) in Runs 1 and 2.

The design of the database will offer simple read/write/update/delete access patterns, based on a simple
access configuration (e.g. using strings), but the usage will limit the number of non-read operations. The
database will be constructed following the concept of “validity” which will guarantee that the desired
object is returned depending, for example, on whether the query was aiming at the latest version of the
object, or at some different criteria. In this respect, the versioning of the objects stored will be a key
feature of the CCDB.

The technical implementation of the CCDB will allow low latency when retrieving an object, scalability
(fundamental due to the expected growing size of the database and to the high number of processes which
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are foreseen to connect to it), and will include a publish/subscribe mechanism in order to keep up to date
all the services requiring access to the CCDB. A redundancy policy will be established, in order to avoid
loss of data.

Typically, the content of the objects stored in the CCDB will be time dependent essentially because
the data processing in Runs 3 and 4 will be based on time frames. Metadata will be associated to the
objects in order to describe their main properties, such as the data taking period to which they refer, the
calibration type, the source etc.

5.4 Calibration, reconstruction and data reduction

There are two phases of reconstruction and calibration, synchronous and asynchronous:

— Synchronous: performed during the data taking.

— Asynchronous: decoupled from the data taking process. Its aim is to provide analysis grade data
for the full detector, analysable in terms of individual collisions.

The goal of online reconstruction and calibration is to reduce the data volume as much as possible while
remaining compatible with the required physics performance.

5.4.1 Calibration and reconstruction flow

Figure 5.6 shows the calibration and reconstruction flow divided in five conceptual steps which will be
described in more detail in Sec. 8.1.
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Figure 5.6: Schematic outline of the reconstruction and calibration data flow.

The output of the FLP processing is merged and shaped into the STF format and shipped to EPNs for
integration into TF and to carry out the track and event-level reconstruction. The principal difference
of Runs 3 and 4 compared to the current operation of ALICE is the presence of continuous read-out
detectors like TPC and ITS. For this reason, and because a given EPN does not receive adjacent TFs,
the collisions corresponding to the edges of the TF will be discarded; part of the collision data may
appear in a different TF on a different EPN. The length of the time interval to be discarded is ~100 us
corresponding to the full drift time in the TPC. Reconstruction and calibration on the EPNs refers to
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single TF processing. As it is an essential part of the TPC data volume reduction schema, only the TPC
full track finding described in Sec. 8.1.3 must be done synchronously.

The calibrations that are produced on EPNs during the synchronous stages of processing will be available
during the same stage only for the data that will come to the same EPNs; no cross-talk is foreseen between
different EPNs. This is considered possible if no calibrations requiring a large amount of the statistics
is needed. The drawback of such an approach is the case when calibrations obtained from standalone
reconstructions on the FLPs are needed. The first portion of data on each EPN will not be calibrated
initially and a second processing will be necessary. Nevertheless, EPNs should be able to read from
the calibration database in order to make use of the calibrations previously produced. The details of the
calibration, reconstruction, data reduction and event extraction procedures will be presented in Sec. 8.1.

5.4.2 Data volume reduction

Reduction of the raw data volume shipped by detectors will start already on the FLPs, by converting raw
to clusterized data and compressing by lossless algorithms. It will be followed by the lossy data reduction
during the synchronous stage of the reconstruction on the EPNs, where as much as possible clusters
which have no chance to contribute to physics analyses (noise, background from d-rays and beam-
gas collisions) will be rejected. An additional factor in data compression will be gained by exploring
the correlations between the clusters and the tracks. They can be attached to during the synchronous
reconstruction stage. Details will be presented in Chap. 9.

5.5 Data quality control and assessment

The aim of data QC is to provide a prompt online feedback on the quality of the data being recorded
and on the processes underlying the handling and transformation of this data, such as reconstruction and
calibration. It is also of great importance to control the quality of subsequent reconstruction/calibration
steps performed asynchronously to the data taking. As a consequence, the QC covers what is known
as Quality Assurance (QA) and Data Quality Monitoring. The QC chain’s output should consist of an
assessment of the data quality, usually computed automatically. The QC decision is used to check the
transition from uncompressed to fully compressed data.

The Event Display allows experts and shifters to visually check the events in a qualitative, non-statistical
way. For this reason, it is considered a part of the QC. It is designed to visualise, manipulate and analyse
physics events in a three dimensional environment. The system will be able to receive events from
different sources at different stages of the reconstruction chain and with different formats such as Time
Frames, CTF, raw data or AODs. The Event Display will provide features such as bookmarks, history
browsing and events filtering.

5.5.1 General QC workflow

The QC system can be described by a workflow as in Fig. 5.7. Data from the online data flow or from data
storage are processed by the QC. User-defined algorithms are applied in order to generate and populate
the monitoring objects such as histograms. The quality assessment of these objects comes next, either
at the same time or later in a separate step. Finally, the monitoring objects as well as the degree of their
quality are stored and made available for visualisation, post-processing and for use directly from the data
flow (not shown in the figure). One of the most important aspects of post-processing is the capacity to
trend the monitoring objects and results over time.

5.5.2 Detector requirements

The detectors have provided the estimated number of monitoring objects they plan to produce at each
stage as well as the absolute or relative quantity of data to be monitored to have relevant QA.
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Figure 5.7: Quality control and assessment general workflow.

The total number of monitoring objects foreseen to be produced concurrently is of the order of 2000.
Experience from Run 1 shows that it is safer to aim at a higher number of monitoring objects to take
into account the natural tendency to produce more QA objects than initially planned. In view of this, the
baseline for the QA system architecture and design is ~5000 objects with peaks at ~10000.

While most detectors only need to monitor 1-10% of the raw data or TFs, a few others need to run on
100%. Some of these tasks will need a large amount of computing power.

5.5.3 Input and output

The QC system receives data at different stages of the online data flow or from the offline data storage.
Information about the conditions under which these data were collected and the associated calibration,
is also made available to this system. The QC provides objects (e.g. histograms, graphs or values) and a
quality assessment for nearly all of them. The quality assessment is provided by the setting of different
quality flags: Undefined; Ignored; Good; Bad; Warning. In order to assess or refine the quality of an
object, different types of monitoring can be carried out, depending on the time and information available.
In addition, the QC output objects will require metadata to index the monitoring information and reduce
the need for collecting such information from other systems.

5.5.4 Automation

In general, the QC results cannot be analysed manually. The main reason for this is that the latency intro-
duced by non-automatic (i.e. human) checks is too high to allow efficient feedback and remedial action
if something goes wrong. Automatic checks will categorise data as good or bad so that the experiment
and the O? systems can react accordingly. The framework will provide a set of common tools to easily
check the quality of the monitoring data, for example, assessing whether the mean value of an histogram
is below a certain limit.

Automatic checks on QC objects are important for taking early decisions on the data flow, especially in
the case of critical parameters which have reference values or known behaviour parameters. QC objects,
such as histograms, are evaluated by algorithms that produce a clear and discrete value, which can be
based on references representing its level of quality. Such values are important for helping shifters
to make evaluations of the data quality and to make decisions on the continuation of data taking. In
addition, they inform the data flow procedure so that automatic and unambiguous decisions can be made.
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The automatic evaluation of QC objects is important for critical online processing stages like calibration
and reconstruction. At a later stage, it will be used for deciding on the quality of subsequent calibration
and reconstruction passes and whether a data taking period is of sufficient quality for physics analysis.

5.5.5 Access to QC results

QC output is available to Collaboration members worldwide under the form of downloadable and ma-
nipulable object files and interactive web-based items such as histograms.

5.6 Facility control, configuration and monitoring
5.6.1 Overview

The Control, Configuration and Monitoring (CCM) components of the O? system act as a tightly-coupled
entity with the role of supporting and automating day-to-day operations. The Control system is responsi-
ble for coordinating all the O? processes according to system status and monitoring data. The Configura-
tion system ensures that both the application and environmental parameters are properly set. Finally, the
Monitoring system gathers information from the O? system with the aim of identifying unusual patterns
and raising alarms. Figure 5.8 shows the relationship between the CCM components.

Control System
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parameters status data
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ALICE O? processes

Figure 5.8: Overview of relationship between CCM systems.

For the global operation of ALICE, the CCM systems interface with the Trigger and DCS systems to
send commands, transmit configuration parameters and receive status and monitoring data (as shown
in Fig. 5.9). The CCM systems also interface with the LHC to automate certain operations and keep a
record of data taking conditions.

The asynchronous data processing is initiated by the CCM systems whenever enough computing re-
sources are available in the O? facility and/or the Grid. To offload asynchronous data processing tasks
to the Grid, the CCM systems dispatch them as normal Grid jobs. This approach has the advantage of
reusing the existing and proven Grid middleware, thus minimising O? software development.

The use of the O farm as a Grid facility is controlled by the CCM systems, depending on the availability
of resources. The CCM systems only enable/disable the access to the resources, while the actual handling
of the Grid tasks are performed by the Grid middleware.
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Figure 5.9: CCM interfaces with external systems.

5.6.2 System functions
Control

The Control system starts and stops the processes running on the O? facility. This includes not only the
processes implementing the different functional blocks (data read-out, data reduction, reconstruction,
etc.) but also processes providing auxiliary services such as databases and the Domain Name Server
(DNS). The Control system also sends commands to running processes according to changing condi-
tions and operational requirements. Typical commands include pausing or resuming of ongoing actions,
applying a new configuration or terminating the current action and moving to a standby status. Processes
must acknowledge when they receive a command and inform the Control system when the command
execution is completed.

The Control system executes and coordinates the different O? functions. These functions are defined as
sequences of actions known as “Tasks”.

The Control system reacts to internal and external events to achieve a high level of automation thereby
reducing the need for human intervention in the experiment’s operations. Identified external events in-
clude LHC state changes (stable beams, beam dump) and ALICE detector status. Internal events include:
process failures; system load greater than predefined threshold; non-nominal data quality. Starting and/or
stopping data taking activities based on LHC and detector status are examples of automatic Control sys-
tem actions.

Configuration

The Configuration system distributes the configuration from a central repository to all processes in the
O? system. The system supports both static configuration where a process is restarted in order to read
the new configuration parameters and dynamic configuration where the parameters are loaded on-the-fly,
without stopping and restarting the process.

The Configuration system takes care of software installation and configuration, including base Operating
System, software packages and configuration files.
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Monitoring

All O? components are capable of providing monitoring parameters, like heartbeats, processing status
and other critical metrics. All these data are collected by the Monitoring system where they are processed
in quasi real time in order to trigger alerts or take automatic corrective actions. This system also aggre-
gates monitoring data streams and persistently stores the relevant metrics to provide high-level views of
the system and to support analysis over long periods.

The Control system can assess the health of the system in general and trigger actions accordingly, for
example if a process fails to report as running or critical services report an error condition.

Logging

Log messages are considered to be part of the monitoring data and therefore use the same infrastructure.
Dedicated visualisation tools allow the shift crew and remote experts to display, filter and query log
messages, thus providing a global monitoring perspective of all O> components.

5.7 Detector Control System

The DCS ensures safe, reliable, and uninterrupted operation of the experiment. It also serves as an
important communication exchange point, providing vital data for detector operation, physics analysis,
and safety systems as well as for external services, including the LHC. The upgrade of the online and
offline computing into the O? system will modify some of the interfaces of the DCS as explained below.

The interfaces of the DCS are shown in Fig. 5.10. The DCS data are processed in the Central Supervisory
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Figure 5.10: DCS interfaces with detector devices, external services and the O? system.

Ul

Control and Data Acquisition (SCADA) system, based on WINCC Open Architecture (WINCC OA),
provided by SIEMENS. The core of the control system is autonomous and serves its purpose even in the
absence of external systems and services (i.e. during network outage or external system maintenance).
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All devices are continuously monitored by WINCC OA and acquired values are compared to predefined
thresholds. In case of significant deviations from nominal settings, the SCADA system can take auto-
matic remedial action, or alert the operator. The detectors added or upgraded during the LS2 will make
a massive use of GBT-based read-out links. These links are interfaced to the O system and are used for
transferring both physics and control data. The electronics of these detectors will therefore be accessed
by the DCS through the O? system.

The operational limits, device settings and configuration parameters are stored in the Configuration
database or directly in the WINCC OA systems. Whenever the experiment mode changes, for exam-
ple from standby to data taking, the SCADA system reads the new settings from the database and re-
configures the control systems and devices accordingly. All parameters tagged for archival are sent to
the archival database (ORACLE). The stored data are available for later retrieval either directly from
WINCC OA or by external clients. The detector conditions data as well as parameters acquired from
external systems are transmitted to the O? farm at regular time slots via a dedicated FLP. The transmitted
data frames contain the full map of all monitored parameters. These conditions data are required by the
O? system for the online reconstruction.

The DCS interacts with external systems and services such as cooling, safety and gas. The acquired
information is distributed to detectors and ALICE systems and feedback is provided back to the services.
The synchronisation between the DCS and O? components is achieved using the Finite-State Machine
(FSM) mechanism.
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Chapter 6

Technology survey

6.1 Introduction

This chapter gives an overview of available computer hardware and software. Performance characteris-
tics, costs and efficiency are investigated and criteria defined for the selection of appropriate computing
platform for the future O? compute facility. A considerable part of this study is devoted to the identifi-
cation and development of benchmarks that can be used to determine the applicability of a system for
typical workloads.

For each technology, the parameters or the devices relevant for the O? project are indicated.

6.2 Computing platforms

Short and mid-term heterogeneous target architectures with power-efficient, highly parallel performance
have been considered. Requirements are indicated for highly portable languages and frameworks that
will provide flexibility for future hardware choices.

6.2.1 Input-Output (I/O)

The PCI-Express (PCle) bus is the state of the art I/O bus in recent server PCs [1]. Almost any interface
to the outside, like network interfaces, graphic accelerators and even storage devices can be connected
via PCle. The standard has been available for several years and has evolved continuously. Each new
generation has come with increased bandwidth capabilities while retaining backward compatibility down
to the very first release of the specification. In the last few years, the PCle root port has been moved
from near-CPU I/O-Hubs (Nehalem architecture) into the CPUs themselves (SandyBridge / IvyBridge
architecture), boosting the performance of the bus. An overview of the evolution of the PCle standard
is shown in Tab. 6.1. The first generation of PCle Genl uses a link rate of 2.5 Gb/s per lane. This
corresponds to a theoretical raw throughput of about 250 MB/s per lane. The PCle Gen?2 link rate as well
as the throughput per lane has been doubled. PCle Gen3 progress comes mostly from changes to the
serial encoding of the data allowing a further doubling of the bandwidth, and to a lesser extend from the
link rate increased only by a factor of 1.6. Typical devices of PCle Gen2 or Gen3 have 8§ or 16 parallel
lanes. The bandwidth of the bus that is actually usable for payload transfer is about 70-80% of the raw
bandwidth.

At the time of writing, standard server and desktop PCs already come with PCle Gen3. The specification
for this generation was announced in 2007 and finally released in 2010. Typically, the industry waits a
few months for the first devices with the new generation bus to be released and another few months to
resolve initial bugs or incompatibilities. The next Generation, Gen4 of the PCle standard has already
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Table 6.1: Evolution of the PCI Express standard [1].

PCle Generation Genl  Gen2 Gen3 Gen4
Specification Announcement 2002 2005 2007 2011
Specification Release 2003 2006 2010 late 2015
First Products 2003 2007 2012
Per Lane Bitrate (Gb/s) 2.5 5.0 8.0 16.0
Encoding 8b10b 8bl10b 128b130b
Per Lane Raw Throughput (MB/s) 250 500 985 1969
x16 Raw Throughput (GB/s) 4.0 8.0 15.75 31.51
x16 Payload Throughput (GB/s) ~35 ~7.0 ~13.5

been announced and its specification release is expected for late 2015 [2]. Extrapolating from past
experience, Gen4 devices should be usable in production environments in 2016/2017.

The throughput of PCle Gen2 and Gen3 links has been extensively measured during the development
of the Run 2 read-out board (C-RORC), the evaluations of possible future read-out boards and the char-
acterisation of GPUs. The plot on Fig. 6.1 shows measurements of a dual-socket IvyBridge machine
with two C-RORCs (PCle Gen2 x8) and one GPU (PCle Gen3 x16). Even when enabling high speed
I/0O transactions with the GPU while both C-RORCs are active, the performance of any of the devices
was not affected. In this test, a combined throughput of ~17GB /s distributed over 3 PCle devices was
measured in the system.
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Figure 6.1: Direct Memory Access (DMA) to host performance for multi-device PCle operation using two C-RORCs and a
GPU. The blue + show the DMA throughput performance of a single C-RORC board, while the second C-RORC
and the GPU were idle. The red x show the same measurement with also the second C-RORC transmitting data via
DMA at its full speed.

The plot on Fig. 6.2 shows the throughput measurement of a Xilinx Virtex-7 XC7VX330T FPGA board
with a 8 lane PCle Gen3 interface using the Xilinx example design for PCle DMA on a Supermicro
X9SRE-F machine. This design already provides a throughput of 5 —6GB/s or 40 — 48 Gb/s both from
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Figure 6.2: DMA throughput measurements on a Xilinx Virtex-7 FPGA with a PCle Gen3 x8 interface.

FPGA to host and from host to FPGA.

The expected input/output data rates on the FLP and EPN nodes are in the capability range of PCle Gen3.
The most demanding O? application will be the FLPs with two CRUs interfacing 24 GBTs at 3.2Gb/s
for a total of 77Gb/s or 9.6GB/s. Today’s bus technology can deliver 80Gb/s on a 16 lane PCle Gen3
and is therefore sufficient for the development of the O system without relying on future developments
of PCle generations. The backward compatibility of future PCle generations will still permit the use of
hardware developed and tested for earlier generations, making possible the use of accelerator cards like
NVIDIA Kepler, the Intel Xeon Phi, the AMD FirePro and FPGA based processing boards in the O?
system.

6.2.2 Memory bandwidth

DDRx memory is the standard for host memory in current computers. Its maximum throughput over
the last years has continuously progressed as shown in Fig. 6.3. Current Intel Ivy-Bridge CPUs support
DDR3 at 1866 MHz achieving about 15 GB/s per memory channel. The aggregate of this with four
channels per processor is 60GB /s for a total of 120GB/s for a standard dual-socket server. After the
integration of the memory controllers in the CPU, the first processor families showed significant NUMA
(Non Uniform Memory Architecture) effects, if a CPU core accessed memory connected by the other
CPU socket. These effects are significantly attenuated with Intel Ivy-Bridge CPUs, and since event-based
parallelism can be used in ALICE, local memory will suffice in most situations. NUMA benchmarks have
been developed to measure these effects and will be the object of continued observation.

The most demanding application will again be the FLPs with two CRUs. It requires the transfer of raw
data at up to 9.6GB/s in and out of memory and the transfer of compressed data at at up to 3.8 GB/s
in and out of memory for a total of 26.8 GB /s to and from the memory of one CPU. This requirement
is compatible with the performance of up to 60 GB/s achievable with the present DDR3 memory. The
baseline FLP will therefore consist of a server with two CPUs, each using one PCle Gen3 slot for the
CRU interface.



52 The ALICE Collaboration

10

Datarate (GB/s)
(4]
T

[ Maximum available datarate —+— |
I I I

2000 2002 2004 2006 2008 2010 2012 2014
Year

Figure 6.3: Evolution of maximum throughput to DDRx memory over the last years.

6.2.3 FPGA data flow online processing

FPGAs have a long history of data processing for High Energy Physics (HEP) experiments, from the
handling of low-level protocols up to online processing and first event building tasks like clustering.
Every new FPGA generation comes with an increased device size, and, as a consequence, a larger number
of more complex algorithms can be implemented in the hardware to save processing resources later
on. Examples include existing hardware cluster finders and algorithms for future data compression.
Until now, these algorithms have been described using low-level hardware description languages like
VHDL or Verilog. Low-level languages are well suited for describing interface blocks like PCle, DRAM
controllers or serial optical links. However, development is expensive in these languages for processing
algorithms based on data flow or algorithmic level. Complex pipeline architectures with hundreds of
stages can lead to code that is hard to read, while optimised processing modules with differing latencies
cannot be integrated easily. Every new FPGA generation makes it harder to make efficient use of the
available resources with low-level hardware description languages. Maintenance and modification of
this kind of code is a complex task. Fortunately, in recent years, frameworks for pipeline generation have
become available that can produce optimised pipeline architecture from a high-level data flow description
and simplify development and maintenance of the code. Furthermore, several examples have shown that
code generated from a high-level framework produces better results than handwritten code in a low-level
language. Employing such techniques in HEP can dramatically reduce the design effort of developing
firmware while producing more efficient hardware. First evaluations of a data flow implementation of the
TPC fast cluster finder algorithm used during Run 1 have shown a comparable FPGA resource usage with
a significantly reduced code volume compared to the plain VHDL implementation [3]. These techniques
can be applied to preprocessing steps in an FPGA based RORC3 or as a co-processing component in the
FLP nodes to ease the demands on FLP and EPN processing capacities.

6.2.4 CPUs

This section gives a short summary of the existing CPU architectures and discusses the perspectives for
Runs 3 and 4.

— AMD Opteron / Intel Xeon: These x86 architectures have been the natural choice since they are
widely supported and very generically usable.

Xeon processors are typically used in 2 socket systems, with 4-18 cores per CPU today. Each core
may run 2 threads. The number cores should increase to 28 cores by 2017 and 40 by 2019. New
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CPU features are expected to include wider vector instructions going from 256 bits now to 512
bits later. Today’s highest clock speeds are close to 4 GHz in the systems with fewer cores and are
not likely to increase. On CPUs with more cores, the clock speed is actually reduced to 2 —3GHz
when all cores are active, dynamically boosting close to 4 GHz when thermal dissipation allows
as when only a few threads are running. By 2018, the performance of a single core will therefore
increase with new features like wider vectors rather than by higher clock speeds. The estimate of
the performance of a mainstream CPU core in 4 years’ time is based on the measurement of one
today’s top CPU core. Significant improvements in the performance of existing code will therefore
be possible only by using the new features provided with each generation of CPUs.

— Atom: This is an x86-based architecture with a focus on low power consumption and low cost
production. The architecture might therefore be an interesting alternative to the typical Intel Xeon /
AMD Opteron CPUs.

Although a single Atom core is much slower than a Xeon, the price/performance ratio can be up to
3 times better in some applications [4]. As Atom processors are smaller and optimised for power,
they can be packed into a high density system, like the HP Moonshot (45 servers in 4.3 rack units).

— ARM: The main architecture used in mobile and embedded systems today. ARM systems have
very low power to performance ratio, especially nodes with an integrated GPU.

— AMD Fusion: The AMD Fusion APU (Accelerated Processing Unit) is a high efficiency System
on a Chip (SoC) combining an AMD x86 processor and an AMD GPU. The x86 CPU is derived
from the Opteron designs but with fewer cores and smaller caches since the GPU part (see 6.2.5)
is the primary processing device.

6.2.5 Accelerator architectures

This section gives a short summary of the existing GPU architectures and discusses the perspectives for
Run 3.

— AMD Fusion: The GPU part of the Fusion SoC is derived from the standard AMD GPU cores.
The difference is that both CPU and GPU have direct access to the host memory. Compared to
traditional accelerators the memory is thus larger but slower.

— AMD GPU: This architecture provides thousands of low-power cores for highly parallelised per-
formance and for offloading computation from the CPU. Programming is done via OpenCL or
OpenACC compiler directives.

— NVIDIA GPU: This architecture provides thousands of low-power cores for highly parallelised
performance and offloading computation from the CPU. Programming is achieved via CUDA,
OpenCL or OpenACC compiler directives.

— Xeon Phi: This architecture is a low-power, many-core coprocessor for highly parallelised perfor-
mance. The Xeon Phi can be used as an accelerator, similar to a GPU. In addition, it can be used
as just another compute node in the system since it runs a Linux OS. For these reasons, it can be
programmed both via offload models such as OpenMP or OpenCL, and directly in C+.

The current Xeon Phi (Knights Corner, KNC) is a PCle board with 54 cores. The next generation
(Knights Landing, KNL) announced for end 2014 is planned to have 72 Atom cores (2-3x faster
than existing KNC cores), able to run 4 threads per core, with 16 GB on-board MCDRAM working
at 500GB/s, support for DDR4, and 512-bits registers (AVX-512 instruction set). It will also be
available as a standalone CPU (or coprocessor as now). According to [5], an integrated host
interface fabric will be available for 2015, with on-board QSFP possibly up to 100Gb/s.
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6.2.6 Selection criteria

The selection of the hardware components will have to be made opportunely. Using a portable program-
ming model can reduce the dependence of code development on specific hardware details. Deferring the
hardware purchase will give the benefits of improved hardware functionality. The following hardware
selection criteria will be used:

Total Cost of Ownership: The combined cost of purchase, operation, and maintenance.

Power Consumption of the system under typical workload.

Programmability: Flexibility for selection of programming languages and frameworks which meet
our software criteria.

Reliability: Stability of device driver, stability of development tools, and expected failure rate of
the hardware.

— Performance Benchmarks: The high-level performance benchmarks described in section 6.3 can
be used to normalise the above criteria.

6.3 High-level benchmarks

The high-level benchmarks are based on typical reconstruction algorithms used by the ALICE experi-
ment.

6.3.1 FPGA based Online Data Preprocessing

The FastClusterFinder algorithm, operating on TPC raw data, is an FPGA-based online processing core
for extracting clusters and computing their properties [6]. The FastClusterFinder was successfully used
in the HLT Read-Out Receiver Card (H-RORC) firmware as part of the HLT online reconstruction chain
during Run 1. The FastClusterFinder is designed so that it can handle the full bandwidth of data trans-
mitted via DDL. Its design follows the paradigm of a data flow architecture, streaming the data through
the different processing sub-stages and performing all necessary calculations in parallel. Since there are
no feed-back loops or branches, the design can be highly pipelined and parallelised. This allows a more
efficient implementation than is possible on a CPU and easily compensates a CPU’s significantly higher
clock rates.

Figure 6.4 shows the performance of the FastClusterFinder compared to a software implementation. The
measurements are based on about 5000 heavy ion event fragments recorded during Run1. The blue
points show the processing time required on a recent Ivy Bridge CPU running at 3 GHz for events of
various input sizes. This is the same server hardware as used for the compute nodes in HLT during
Run 2. The processing time is linearly dependent on the input data size. The hardware processing time
is purposely limited only by the bandwidth of the input link. As the data are fed through the FPGA
anyway, the FastClusterFinder only induces an additional latency of a few microseconds to the read-out.
As DDLI1 has only half the input bandwidth, its processing time is double that of DDL2.

The FastClusterFinder for DDL2 is approximately 25 times faster than the software implementation. To
achieve the same processing rate with the software implementation, 25 CPU cores would be needed for
each DDL link. Having 6 FastClusterFinder instances on each C-RORC for Run 2, each C-RORC saves
150 CPU cores for HLT.

There is a strong argument for using FPGAs in the data path because of their processing capabilities:
they can significantly reduce the number of CPUs required in the O? facility. The baseline is therefore to
use FPGAs for the TPC cluster finder. An FPGA with the adequate capacity (Altera Arria 10) is already
available as an engineering sample.
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Figure 6.4: Performance of the FPGA-based FastClusterFinder algorithm for DDL1 as used during Run 1 (red +) and DDL2
running at 4.25 Gb/s (green x) compared to the software implementation on a recent server PC (blue *). The plot on
the top of the figure shows the required processing time relative to event size. The one on the bottom of the figure
shows the same measurements as rate equivalent.

6.3.2 HLT TPC Track Finder

The HLT TPC Track Finder uses the Cellular Automaton principle to construct track seeds and then
uses (a simplified) Kalman filter to fit tracks to the seeds and extend the seeds to full tracks in the TPC
volume. It is implemented for OpenMP (CPU), CUDA (Nvidia GPU), and OpenCL (AMD GPU), with
all versions sharing a common source code. The Track Finder process consists of many sub-steps, each
with its own computational hotspots, making it a benchmark covering a mixture of compute throughput,
memory bandwidth, and memory latency. The benchmark permits to compare the execution time on
different GPU and CPU systems, as shown on Fig. 6.5.

Table 6.3 shows the performance measured on several CPU and GPU platforms.
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Figure 6.5: Tracking time of HLT TPC CA tracker on Nehalem CPU (6 Cores) and NVIDIA Fermi GPU.

6.3.3 HLT TPC Track Fitter (HLT Track Merger)

The HLT TPC Track Fitter (HLT Track Merger) runs on top of the HLT TPC Track Finder and performs
a refit of the tracks by use of the Kalman filter. It is implemented in OpenMP (CPU) and CUDA (Nvidia
GPU). An OpenCL version will be developed for performance analysis with AMD GPUs. In contrast to
the Track Finder, it uses the full Kalman filter making it mostly limited to compute throughput.

Table 6.4 shows the performance measured on several CPU and GPU platforms.

The baseline is to use GPUs for the TPC tracking. Some existing GPU cards (AMD S9000) already have
the adequate performance for this application.

6.3.4 ITS Cluster Finder

The ITS Cluster Finder algorithm for the Inner Tracking System detector identifies and computes the
centre of gravity coordinates of adjacent hits on the pixel chips, grouped into clusters. Input data consists
of a list of hits a few hundred per chip: integer 2D coordinates, ordered by row and column. Output data
are a list of clusters of a few tens per chip: floating point 2D coordinates. This algorithm is interesting
because of the small input/output data sets (~1kB), the ease of implementation and its independence
from any external libraries. It can therefore be ported to a number of different devices, including the
ones with limited resources. The algorithm can easily be run in parallel with one pixel chip processed
per thread. Vectorisation is quite limited due to the serial nature of the operations to be performed on
incoming data; decisions on a pixel depend on what comes next in the stream. Implementations for x86
and GPU exist and can be a good basis of comparison for current and future devices with this type of
workload. Fig. 6.6 shows the performance on a dual socket IvyBridge server, capable of 7kHz on the
simulated data sample from 430 inner chip modules. This represents around 1/50th of the full detector
but a larger fraction of the data, as the occupancy greatly decreases in the outer modules.

The same algorithm running on the full detector data set, assuming noise level of 1073, is able to process
events at S00Hz on the 12-core reference server. Around 1200 cores would therefore be needed for the
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ITS cluster finder for Pb-Pb at 50kHz.

Compared to the x86 ITS cluster finder, the GPU implementation is one order of magnitude slower for
this computing task which has too few floating point operations for this architecture. On the other hand,
the algorithm benefits from the random execution and pipelining on the x86.

The baseline is to use the FLP CPUs for the ITS cluster finder. The computing performance of the ITS
FLPs is tailored to this task with more cores than the other FLPs.
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Figure 6.6: ITS cluster finding performance on simulated data for 430 inner chip modules, as a function of the number of
processing threads running.

6.4 Low-level benchmarks

The low-level benchmarks are not intended to select the fastest hardware but to identify possible bottle-
necks of the hardware components in a controlled environment.

6.4.1 PCle benchmark

The PCle benchmark (see Tab. 6.2) shows that PCle yields a single-duplex bandwidth of 75-90% of the
specified peak bandwidth which is sufficient for the ALICE workload. This benchmark is not intended to
find the hardware with the highest peak bandwidth, but to exclude hardware that cannot deliver sufficient
bandwidth under the following conditions:

In full duplex mode

Using multiple PCle cards (at the same and at different root-complexes) to achieve full perfor-
mance in concurrent transfers

With non-linear transfers (i.e. submatrix transfers)

In a system with high memory load caused by other applications
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Table 6.2: Result of the PCI Express Benchmark dual 8-core Sandy-Bridge System. Implemented in CUDA / OpenCL.

Unidirectional Bandwidth (1 GPU) Aggregate Bandwidth

(GB/s) (GB/s)
4 x GTX580 (Half Duplex, PCle Gen?2) 3.63 29.1
2 x S9000 (Full Duplex, PCIe Gen3) 7.90 31.6

6.4.2 Compute benchmarks (DGEMM / Matrix lib based)

Optimised DGEMM (Matrix-Matrix Multiplication) implementations usually achieve close to peak per-
formance making this a simple method to test the peak achievable compute throughput under optimal
conditions. Most vendors deliver optimised DGEMM libraries, so only a small effort is required to run
this benchmark. Table 6.5 shows the performance measured on several CPU and GPU platforms.

6.4.3 memcpy() benchmark

The memcpy() benchmark is a simple yet valid test to measure the speed reached when copying a large
(> 1GB) chunk of memory. This metric has proved to be useful for estimating the global throughput in
intra- or inter-thread communication. It helps to plan the balance between I/O and CPU resources. On
i5-680 at 3.7GHz and X5677 at 3.7 GHz, a throughput of 2.1 GB/s was measured. Experience shows
that at least 3 threads are necessary to saturate a 40 Gb/s link.

6.4.4 NUMA benchmark

This benchmark was developed to execute different memory usage patterns on all possible memory
addresses in a system [7]. For a NUMA system, it will show the different NUMA regions in the address
ranges and how much the CPU interconnect lowers the available memory performance. Figure 6.7 shows
the total load & store bandwidth for a test that reads values from memory, adds 1 to the values, and stores
them back to the same address. Every value has to move over the memory bus twice: once for the
load and a second time for the store. A bandwidth of 40GB/s thus implies that 20 GB of memory were
modified in one second.

6.5 Performance conversion factors

Conversion factors are used to estimate the performance gain of multi-core (with Hyperthreading) or
GPU implementations. In each case two factors are defined representing the performance and the CPU
usage increase. The factors are defined as follows:

— Speedup of Multithreading
With n; the runtime on 1 core and n; the runtime on x cores, the factors are defined as % and ?

— Speedup of Multithreading with Hyperthreading
With r, the runtime with x threads on x cores (x' > 2x), the factors are defined as Z—,; and 7. We
consider that this will not scale linearly, but it is needed to compare single-thread performance to
full CPU performance.

— Speedup of GPU (Factor vs x, Full CPU)
The GPU will be compared to the full CPU, and the comparison shall also take into account the
CPU resources occupied by the GPU implementation. With the GPU implementation requiring y

!
CPU cores and having a runtime of 73, the factors are Z—i and %C’
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Figure 6.7: Throughput of the "Add One” test of NUMAbench on a dual socket Intel Xeon SandyBridge system with
64GB RAM (DDR3 1600 MHz).

— Speedup of GPU (Factor vs 1, how many CPU cores does the GPU save)
Using y CPU cores the GPU achieves a speedup of Z—; thus saving Z—; —y cores. The factors are

mo_
and b

ng oy
ny’ 1

These factors are shown for in Tab. 6.3 for the TPC Track Finder benchmark, in Tab. 6.4 TPC Track Fit
Benchmark and in Tab. 6.5 for the Matrix Multiplication Benchmark.

6.6 Programming models
6.6.1 Compute-Kernels

Since computational hotspots are usually limited to small parts of the code, it is possible to use different
paradigms for code of different computational effort. Given this heterogeneous platform, it is reasonable
to keep generic code, running on standard processors. Computational hotspots, however, should use
kernel code! for parallel hardware to achieve a general application speedup. The programming and
hardware models for this kernel code must be investigated thoroughly.

Generic code, requiring little computational effort, must focus on maximum readability and maintain-
ability, while code with larger computational effort must be written considering vectorisation and par-
allelisation (Fig. 6.8). Nevertheless, all code should use data structures that have been defined with
parallelisation in mind in order to avoid additional conversions. Kernel code, being burdened with ex-
treme computational effort, must follow the strictest guidelines to make it compatible with the restrictions
imposed by the languages and libraries providing the most computational power (Fig. 6.9).

1 «kernel code” refers to a computational kernel, not the OS kernel
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Table 6.3: Results of the TPC Track Finder benchmark implemented on different computing platforms from different vendors:
in OpenMP for CPUs (upper part) and CUDA / OpenCL for GPU (lower part).

CPU platform Clock Number  Number Hyper- Time per Event Factors
(GHz) of cores of threads threading (ms)
Intel 3.6 4 1 3921
Nehalem 4 1039 3.77/4
(Smaller Event) 12 x=4,x =12 816 4.80/4
Intel 3.6 6 1 4735
Westmere 6 853 5.55/6
12 x=4x =12 506 9.36/6

Intel 2.0 2 x 8 1 4526
Sandy-Bridge 16 403 11.1/16
(Dual socket) 36 x=16,x¥ =36 320 14.1/16
AMD 2.1 2x 12 36 x=24,x =36) 495
Magny-Cours
GPU platform CPU cores used Time per Event  Compared to Sandy-Bridge System

by the GPU for (ms) Factor vs. x/ Factor vs. 1

data transfer (Full CPU) (1 CPU Core)

NVidia GTX580 3 174 1.8/0.19 26/3/23
NVidia GTX780 3 151 2.11/0.19 30/3/27
NVidia Titan 3 143 2.38/0.19 32/3/29
AMD S9000 3 160 2/0.19 28/3/25
AMD S10000 6 85 3.79/0.38 54/6/48
(Dual GPU)

Table 6.4: Results of the TPC Track Fit Benchmark on different computing platforms from different vendors: in OpenMP for
CPUs (upper part) and CUDA / OpenCL for GPU (lower part).

CPU platform Clock Number  Number Hyper- Time per Event Factors
(GHz) of cores of threads threading (ms)
Intel 3.6 6 1 125
Westmere 12 x=6x=12 17 7.36/6
GPU platform CPU cores used Time per Event  Compared to Sandy-Bridge System
by the GPU for (ms) Factor vs. x’/ Factor vs. 1
data transfer (Full CPU) (1 CPU Core)
NVidia GTX580 0 7 2.5 18.4/-/18.4

Table 6.5: Result of the Matrix Multiplication Benchmark on different computing platforms from different vendors: in OpenMP
for CPUs (upper part) and CUDA / OpenCL for GPU (lower part). DGEMM scales completely linearly on CPUs,
only GPU factors are stated.

CPU platform Clock Number  Number Hyper- Time per Event Factors
(GHz) ofcores ofthreads threading (GFLOP/s)
Intel Sandy-Bridge 22 8 180
AMD Magny-Cours 2.1 12 270
GPU platform CPU cores used Time per Event  Compared to Sandy-Bridge System
by the GPU for (GFLOP/s) Factor vs. x/ Factor vs. 1
data transfer (Full CPU) (1 CPU Core)
AMD S10000 0 2900 10.7/0.5
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Figure 6.8: The computational hotspot often lies within a few lines of code, while the majority of the code is largely irrelevant
from a performance perspective.
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Figure 6.9: Separating the hotspots into kernel code allows to differentiate paradigms.

6.6.2 Programming languages and frameworks

Some languages and frameworks are presented below. The focus is on known high performance comput-
ing applications suitable for the ALICE upgrade. Although not exhaustive, this selection would permit
the development of software for all the types of hardware described in section 6.2.

Languages & frameworks for compute-kernels

The following languages and frameworks are being considered to be used in the O? project:

— CUDA / OpenCL : These are considered the two most important languages for GPU (accelerator)
programming with low-level control. Since it is possible to write kernel code that is straightfor-
ward to convert between CUDA and OpenCL, the two are listed as one item. CUDA is a set of
language extensions and directives for management of NVIDIA GPUs [8]. OpenCL is a portable,
open, royalty-free language standard plus Application Programming Interface (API) for parallel
programming of heterogeneous systems including GPUs and other devices [9].

— OpenACC / OpenMP 4 : It is anticipated that OpenACC [10] will be incorporated within future re-
leases of OpenMP [11]. OpenACC is an open, directive-based standard for parallel programming
of CPU and GPU systems, with future support of Xeon Phi anticipated. The OpenACC program-
ming model is relevant because small problems can be brought to the accelerator via directives
placed within the high-level language (such as C+). OpenMP is a set of language extensions plus
API for multi-threading, or shared memory multiprocessing, on multi-core CPUs and accelerators.

— Vc : The Vc library enables expression of data-parallelism used for vectorisation in a portable and
efficient way. It does so by extending the C+ type system with the necessary types to abstract
SIMD hardware features. The library is important for high performance code on the CPU and
makes porting to the Xeon Phi easy.



62 The ALICE Collaboration

— Upcoming C+ concurrency/parallelism technical specifications (TS) : The C+ standards commit-
tee is investing in native support for (highly) parallel code that can (in theory) be executed on
accelerators. This can supersede developments like C+AMP in a portable way. A TS for this work
may appear in 2015.

The following languages and frameworks have been excluded:

— OpenGL compute : This interface is most interesting for code that is already based on OpenGL.
No further investigation was done to test its applicability in ALICE workloads.

— OpenHMPP : OpenHMPP only has proprietary compiler support. OpenACC is the better alterna-
tive.

— OpenMP3 : OpenMP in version 3 does not have support for offloading to accelerator hardware or
SIMD loops. OpenMP 4 will be supported in upcoming C+ compilers and is the preferred version.

— C+AMP : This interface is available for Windows only. Alternatives are in development for
Standard-C+ or via directives such as OpenACC and OpenMP 4.

Languages & frameworks for generic code

— C+11 : Most of the generic code will be written in standard C+. We require the C+ version to be
at least C++11 because it introduced standardized thread support and a suitable memory model.

— Vc : Ve will be important to create data-structures suitable for vectorisation on the CPU. Also,
some of the generic code may be vectorised, and Vc provides an easy interface.

— OpenMP4 : OpenMP can be used as a portable solution for parallelised generic code. Especially
if OpenMP 4 is used for kernel code, it will be a natural choice throughout the whole code base.

— OpenCL : OpenCL is primarily considered for kernel code; however, since it can also target CPUs,
it might be useful for generic code, too.

6.7 Networking

Today’s high performance networking technology is dominated by two standards: Ethernet and Infini-
band (IB). Ethernet Network interface cards are available for 10 and 40Gb/s. Transferring data over
an Ethernet network using the TCP/IP protocol requires a substantial CPU capacity: a data transfer at a
sustained bandwidth of 10Gb/s uses one CPU core at 50% and the full use of a 40 Gb/s port requires 2
cores. IB Host Channel Adapter (HCA) are available for 10, 20, 40 and 56 Gb/s. Data transfer over an
IB link using the TCP/IP protocol (IP over IB or IPoIB) is also using a substantial amount of CPU. The
Remote Direct Memory Management (RDMA) has been developed to reduce the CPU usage. RDMA al-
lows server to server data movement directly between application memory without any CPU involvement
reaching 80% of the nominal IB Fourteen Data Rate (FDR) performance as shown in Tab. 6.6.

Table 6.6: Result of the Infiniband and Ethernet physical layer network benchmarks. Tested with Mellanox ConnectX3 on
dual-socket Sandy-Bridge.

Maximum bandwidth Measured bandwidth

(GB/s) (GB/s)
QDR - Native IB Verbs 4.0 3.9
FDR - Native IB Verbs 6.8 5.6
FDR - IPoIB TCP Transfer 6.8 2.5

Eth 40 Gb - TCP 5.0 4.9
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Both standards have plans to increase their maximum bandwidth to 100Gb/s and above [12] [13]. A
new technology has been recently announced by Intel, the Omni-path, aiming at bandwidth of 100Gb/s
and more [14]. This technology initially available as discreet components in 2015, will also be integrated
into the next-generation Intel Xeon and Xeon Phi processors providing more effective direct I/O into the
processor.

There are already two technologies with the adequate performance for the O” system and there will
probably be a third one by the time of purchase. Given the foreseen evolution, no decision is made at this
point and the software framework will be developed in a way independent from any network technology.

6.8 Data storage hardware

The O? local data storage system must be scaled to absorb the maximum data rate which is achieved
at the beginning of an LHC fill. Two points must be taken into consideration: the storage type with
its performance and its attachment to the data initiator. For attachment types that have enough storage
bandwidth to absorb the rate, the following technologies are considered acceptable:

SAS: 12Gb/s
— FiberChannel: 16GB/s, 32GB/s in preparation

— ISCSI: depending on network speed: 10Gb/s (Ethernet), minus protocol overhead

IB: 40Gb/s for DAS, minus protocol overhead

Today’s 10 kRPM SAS disks can exceed a sustained throughput of 120 MB/s, so with relatively few disks
in a logical volume (RAID set, Dynamic Disk Pools (DDP)) substantial performance can be achieved;
8 disks in a RAID-6 set can already deliver more than 1GB/s as shown on Fig. 6.10. The performance
of a logical volume can be increased by adding disks to a maximum of about 20. With more disks, the
setup becomes very inefficient.
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Figure 6.10: Performance using different number of disks in RAID set.
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The block size used for storage transactions is another critical factor. See Fig. 6.11 showing the storage
throughput versus the block size for three different common file systems on the same storage volume.
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Figure 6.11: Storage performance using different block sizes.

These measurements were taken on a pure flash storage system optimised for full throughput down to
2kB blocks. The present ALICE DAQ storage system has already more than 20 GB/s data throughput.
Future developments will almost certainly provide easier and more compact solutions.

Another critical requirement is that the O data storage capacity has to be large enough to store the data
of a complete year of ALICE data. At the time of writing, the first SATA archive disks with a storage
density of 1Tb/in? for a total capacity 8 TB are on the market. The enterprise quality SAS disks used
for demanding applications have a total capacity of 6 TB. The trend of research is clearly to find ways
to increase storage density to 4Tb/in> by 2021 [15] [16]. If industry predictions (see Fig. 6.12) are
correct, hard disks with an increased storage capacity of a factor 1.5 to 3 will be available at the time of

procurement.

6.9 Technology bets

This section summarizes in Tab. 6.7 the bets which are done for the various technologies used by the O?

system.
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Figure 6.12: Prediction of hard disks storage density by the Advanced Storage Technology Consortium (ASTC). The evolu-
tion as a function of time shows the impact of the successive technologies: Perpendicular Magnetic Recording
(PMR), PMR with Two Dimensional Magnetic Recording (TDMR) and/or Shingled Magnetic Recording (SMR)
(PMR+), Heat Assisted Magnetic Recording with TDMR and/or SMR (HAMR+), Bit Patterned Magnetic Record-
ing (BPMR) with TDMR and/or SMR (BPMR+) and Heated-Dot Magnetic Recording (HDMR).

Table 6.7: Technology future bets.

Technology

02 need

Availability

Risk

Input-output

77Gb/s 1/0O slot

PCle Gen3 x16 is avail-
able now

None

FPGA 24 GBT receivers and Arria 10 Gx engineering Very low: the chip expected to
24 cluster finders sample be commercially available in the
coming months
CPU EPN CPU with 32 Currently maximum 18 Low: CPU chips expected to in-
cores cores clude 28 cores by 2017 and 40
by 2019
GPU TPC track seeding and AMD S9000 is available None
following in less than now
0.1s
Network Port bandwidth of at Available now in 2 tech- None
least 40Gb/s nologies and probably 3 at
the time of purchase
Data storage Bandwidth write and Possible with existing None
read: 90GB/s equipment

Storage
70PB

capacity:

Current hard disks of 8
TB

None on the technology but a bet
on the availability of 20TB hard
disks
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6.10 Data storage software
6.10.1 Cluster file system

Several solutions are envisaged for accessing data storage hardware by all EPNs and DMs. Network
Attached Storage (NAS) systems could provide the required functionality but impose severe restrictions
on performance and redundancy, for example the Network File System (NFS). For this reason ALICE is
considering different approaches such as the Cluster File System (CFS), already used during Run 1. The
architecture of a CFS differs from the traditional NAS by the fact that all clients can access all storage
elements directly without directing the data traffic through a central server.

For CFS the central server plays the role of a Meta Data controller (block allocation, file directory) while
the clients access the storage elements through the network. The CFS architecture is a long standing
industry standard for all data throughout intensive applications. For Runs 1 and 2, ALICE chose Quantum
StorNext as the CFS base as it is a mature product. It meets present performance needs and could also be
used for Runs 3,4 and , but the cost and structure of its underlying Fiber Channel network is no longer
feasible with the number of file system clients needed in the future. With the arrival of Big Data and
the evolution of networks and storage technologies over recent years, other interesting products became
available that are also suited to address the requirements of ALICE for Runs 3,4 and . In particular the
following two solutions are good candidates for ALICE.

Lustre file system

Originating from an open source development from 2001, the development of this network CFS is now
based with INTEL which established it as a file system for the HPC and Big Data worlds. One advantage
of Lustre is the support of different network and storage technologies. The minimal building block
consists of two Object Storage Servers (OSS) providing redundancy for storage access connected to a
common network with the clients as shown in Fig. 6.13.

Figure 6.13: Building blocks of a Lustre system including Clients (C), MetaData Servers (M) and one OSS stack made of two
cross-linked OSS servers.

Performance tests of a minimum Lustre configuration as shown in Fig. 6.13 have been performed. The
setup consisted of two OSS servers connected to a IB FDRnetwork and both having dual 12Gb/s SAS
connections to disk arrays of 120 hard disks. Figure 6.14 shows good block size performance for ALICE
data block sizes which are larger than 256 kB.

Figure 6.15 shows that the write performance of one OSS stack exceeds 4 GB/s, limited by the disk
controller.
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Figure 6.14: Lustre performance for one client using one stream with different block sizes (Write: +, Read: x).
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Figure 6.15: Lustre performance for multiple clients using 1 or 2 streams (Write performance per stream : +, Total write
performance: A, Write performance per stream for 2 streams: x, Total write performance for 2 streams: o).

Figure 6.16 shows that the Read performance of one OSS stack exceeds 11GB/s (limited by the OSS
network adapter) and that the performance increases with the number of clients using the same OSS. As
OSS stacks work independently and have direct connections to the client, the total system performance
can then be increased by adding further OSS stacks.

Figure 6.17 shows that on a global filespace the write and read performance per client exceeds 2GB/s
while maintaining more than 250 MB/s per stream.
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Figure 6.16: Lustre performance for multiple clients using 1 or 2 streams (Read performance per stream : +, Total Read
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Figure 6.17: Lustre performance for 1 client using multiple streams (Write performance per stream : +, Read performance per
stream: X, Total write performance : A, Total read performance : o).

IBM GPFS

Auvailable since 1998, this massive scalable file system is used by several TOP500 installations and has
also been chosen by DESY for their data storage. The overall architecture is comparable with LustreFS
with the exception of the absence of meta data servers as the block distribution is managed by the storage
nodes (thus eliminating a point of failure and allowing for absolute linear scaling with the number of
storage stacks). Performance of one storage stack exceeds 10GB/s for read and write. GPFS provides
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several unique features, particularly interesting are the usage of a DDP like data structure to boost write
performance and to reduce rebuild times in case of drive failure and a full end-to-end protection against
silent data corruption (bit flips, off-track, lost writes). This file system is definitively another candidate
for ALICE and in-depth tests are foreseen for 2015.

6.10.2 Object stores

”Object stores” are storage back-end that address high storage demands for unstructured and immutable
data. These stores have already reached a capacity of tens of petabytes. They are installed as produc-
tion systems by web and cloud companies for the storage of videos, pictures, backups, or saved game
states [17-20]. Apart from these customised object stores, commercial providers sell object store soft-
ware at the petascale [21-24].

Object stores have a flat namespace and a simple interface, usually HTTP-based, that supports the addi-
tion of pairs of unique keys and retrievable large binary objects (BLOBs). In this way, they differ from
the hierarchical data organisation found in distributed file systems as well as from a data model of ta-
bles and mutable rows found in NoSQL databases. The simple data model of object stores permits easy
scaling of the aggregated volume and throughput.

Object store system blueprints and lessons learned from operational experience were published for Mi-
crosoft Azure Storage [19], a 70PB, and for Facebook f4 [18], a 65PB storage system. Microsoft de-
clared a sustained disk bandwidth utilisation of 70% of the raw capacity in 2011. Both systems use
Reed-Solomon erasure coding [25], thus keeping the replication factor at ~1.5 with the same or better
fault tolerance guarantees than three independent data copies. The data placement and failure response is
centrally managed by a coordinator, which is a highly available cluster of a few nodes either in a primary
backup configuration or by a distributed consensus protocol [26-28]. Similarly, the index of stored keys
and their associated metadata is kept in a central, easily accessed NoSQL database. Additional compute-
heavy nodes are deployed for regular data health checks and re-computation of redundancy blocks upon
hardware faults.

An open-source object store with support for erasure coding is provided by RADOS [29], an independent
base layer of the Ceph file system [30]. Several such deployments are at data centres within the LHC
computing grid (e. g. CERN, RAL, BNL).

A major benefit of using an object store for the O? system is that the input comes in large, equally sized
6 GB files that will not need to be repackaged into larger units. A modest amount of metadata is produced
which has to be managed. A storage system providing 75PB of logical storage can store at most 12.5
million 6 GB files. So the index of files plus a few hundred bytes of metadata per file fit into the DRAM
of a single server. The rate of writing new metadata is well within the limits of highly available consistent
tools such as ZooKeeper [27].

With 10+4 Reed-Solomon erasure coding, a minimum of 840 hard drives at 100MB/s is required to
sustain the input rate of 60GB/s. Before writing to hard drives, input data needs to be striped and
redundancy stripes need to be computed. A standard multi-core CPU can encode more than 1GB/s
of input data [31, 32]. Assuming a packaging of 12 hard drives and two 10Gb network adapters per
node, 60GB/s of input files can be striped, encoded using a 10+4 Reed-Solomon code and stored over
70 nodes. The final resource calculation must include a safety margin for the rebuilding of redundancy
blocks after hardware faults.

6.10.3 CERN EOS system - Object storage software

The CERN developed disk-based storage system is using the following software technologies: CEPH,
RADOS and XRootD.
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A multi-petabyte storage system must be highly scalable with no single point of failure. CEPH is a free
software storage platform meeting such requirements; it is designed to present object, block, and file
storage from a single distributed computing cluster. The object storage component of CEPH is called
RADOS (Reliable Autonomic Distributed Object Store).

CEPH/RADOS

RADOS is implemented by a network of two types of daemons:

— cluster monitor daemons (MON) keep track of the current cluster configuration, state and node fail-
ures. They use the PAXOS protocol to elect the currently active monitor collecting and gossiping
cluster state and there should be at least three of them in a cluster. Odd numbers are preferred.

— object storage daemons (OSD) store the actual objects and their metadata on different storage back-
ends (filestore, key-value store, memory-store) using replication or erasure encoding to provide
fault tolerance. One OSD runs on each storage device.

Reliability, data availability & storage overhead

In a capacity driven storage system the overhead for reliability has to be kept at a minimum level for a
minimal cost.

Today CEPH offers two erasure code plug-in libraries (Jerasure, Intel ISA-L) providing Reed-Solomon
encoding of objects. Reed-Solomon encoding splits each object into K pieces and creates M parities.
The K+M fragments are stored on K+M OSDs on distinct failures domains (typically distinct hosts).

Large storage systems like GoogleFS use (K=9, M=3), Facebook HDFS uses (K=10, M=4) ensuring no
data loss for up to three or four concurrent disk failures in each group of 12 or 14 OSDs. A large choice
of K can reduce further the storage overhead. The price to pay is higher repair traffic in case of a disk
failure as the reconstruction of a disk of size V means reading a volume of K*V.

In the CERN Computing Centre about 2.5 % of disks fail in a year. This represents an average of 1 disk
per week for every 2.000 disks or (assuming 10 TB disks) or one disk per week in 20PB of raw storage
and an average repair traffic of 264 MB/s or ~16 MB/s per disk drive in a failure group.

A possible configuration for a large ALICE storage pool could be (K=16, M=3) with 18.75 % storage
volume overhead or (K=20, M=4) with 20 % storage volume overhead.
Erasure encoding CPU consumption

Reed-Solomon encoding requires Galois-Field multiplications which are accelerated on modern CPUs
using AVX extensions. A Xeon 2.2 GHz core CPU can encode ~5GB/s per core which will not be the
limiting factor of the OSD setup. The additional CPU time requirements are negligible in a large storage
installation in case OSDs run on the computing nodes.

OSD CPU consumption & memory requirements

The OSD daemon is not lightweight in terms of CPU and memory consumption. Each OSD should
be matched by one core and 2 GB of memory in the storage cluster. Under normal load scenarios the
daemon does not require 2 GB of memory but for reconstruction and storage peering, it may do so.

CEPH deployment model

There are three possible deployment models:



O? Upgrade TDR 71

— Storage and computing clusters are separated: this is the worst scenario in terms of cost since more
nodes and network ports are required.

— Storage and computing clusters are overlaid: each computing node contributes with attached stor-
age devices to the storage pool. There is no data locality: data are read from remote machines and
the network design has to take into account the cross node traffic.

— Embedded storage server and separate computing cluster: Seagate is developing embedded storage
servers on shingled disks. The idea is to run the CEPH OSD on an ARM processor on each disk.
In this model all disks are attached to a 1 Gb/s port and are accessed from a separate batch cluster.

CERN IT has been evaluating CEPH since early 2013 and has been running a 3PB production cluster
since November 2013.

CEPH can be used as a low-level storage platform to provide a robust multi-petabyte storage platform.
Using erasure encoding, the storage system is highly reliable with ~20% storage space overhead. Several
high-level APIs and storage services allow the efficient use of the object storage layer for application and
physics data storage and processing. At the present time, the most cost effective storage deployment is
an overlay deployment of storage and computing: computing nodes with disk arrays attached.

6.10.4 Reliability and Recovery

The reliability of hard disks is becoming an important issue for large installations as the rebuild of
volumes after a disk failure will take very long time. With typical Mean Time Between Failures (MTBF)
values of for enterprise disks and for cold-storage disks, a pool of 30PB will suffer from one disk failure
every 6 days. With double parity calculation, the build speed observed is in the order of 5TB/day (per
controller in a disk array). This means that e.g. a 80TB volume consisting of 10 disks of 8 TB will
take 16 days to recover from a single disk failure. But in the meantime, another 8 disk failures might
occur in the system naturally, plus additional ones on the disks used for the rebuild which are under high
stress. Not only will this cause a significant slow-down of the ongoing rebuild but also put the data at
risk as another (3rd) disk failure will break the volume. Once the first rebuild has finished, a second
one will then restore the initial double-parity. It is therefore important to use enterprise-grade disks with
high MTBF values in order not to suffer from too many rebuild cycles. In addition, higher parity levels
are needed, as with long rebuild times the risk of losing more than two drives per volume is no longer
acceptable. Therefore, the classic RAID systems are no longer an option and will be replaced by DDP
or other systems such as CEPH which provide higher parity levels.

Another issue for data integrity are disk-related failures: lost writes, lost reads and off-track writes. These
errors are rare and typically appear at 1/year/PB, so for ALICE this would mean one un-recoverable error
every ten days for 30PB. Usually these errors are not detected by RAID or parity algorithms because
successful reads are handled as pass-through (i.e. not checked against parity). In any case, under these
conditions a RAID or parity algorithm cannot restore the original data, so it is up to the application to
detect and reject the data. These types of errors affect at least one file, off-track writes rather two files or
the partition table (in this case a file system intervention is needed).

The O? system will need a protection against this type of failure, either at the level of the file system or
in the application software.

6.11 Control, configuration and monitoring

Several tools providing essential CCM functions have been identified and are listed in Tab. 6.8. As
new tools are expected before the CCM is implemented, the final selection will be deferred until the
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opportune moment. Nevertheless, several tests have been conducted to ensure that critical performance

requirements can be fulfilled with existing tools.

Table 6.8: Tools to implement CCM functions.

Module Function Tools

All Inter Process Communication DIM, ZeroMQ
Control Start/stop processes DDS

Control Send commands to processes SMI, ZeroMQ
Control Task Management SMI

Control State Machine SMI, Boost Meta State Machine
Control Automation SMI

Configuration System Configuration Management Puppet, Chef
Configuration Configuration Distribution ZooKeeper
Configuration Dynamic Process Configuration ZooKeeper
Monitoring Data Collection and Archival MonALISA, Zabbix
Monitoring Alarms and Action Triggering MonALISA, Zabbix

6.11.1 DIM and SMI

The current ALICE Control system uses the software stack DIM/SMI for Inter Process communication,
state machine definition, command distribution and process synchronisation. As there will be a large
increase in the number of processes and commands for the O? system, performance tests have been
performed with DIM/SMI to assess its potential for the future Control system.

As shown in Fig. 6.18, the initialisation time is the limiting factor. Once this initial STANDBY state is
reached by all processes, subsequent commands are executed almost instantaneously. Given the current
performance of DIM/SMI, the maximum number of processes compatible with a reasonable startup time
(less than 5 minutes for a complete restart) is roughly 25000, which is lower than the estimated number
of processes for the O system.

To control the estimated number of processes, the CCM system could include logical objects that repre-
sent the state of multiple processes on a single node, thus greatly reducing the number of processes that
must directly use SMI.

6.11.2 ZeroMQ and Boost Meta State Machine

A small message-broadcasting system was developed to test the performance of ZeroMQ to send control
messages and the Boost Meta State Machine library for state machine definition.

As shown in Fig. 6.19, 67500 processes could be started and initialized in less than 1 minute. Once all
processes are initialized, subsequent commands are executed almost immediately.

This approach constitutes an alternative to SMI, allowing for all the estimated number of processes to use
a similar mechanism for Inter Process communication, state machine definition, command distribution
and process synchronisation.

6.11.3 MonALISA

In Runs 1 and 2, MonALISA is used for monitoring all Grid processes and activities. The service layout
follows closely the resource distribution with at least one data collecting service in each computing
centre. This first layer of services implements data aggregation and filtering in order to generate high-
level views from the ~7 million distinct parameters that are published by the ~60000 concurrently
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Figure 6.18: SMI performance measurements as a function of the number of processes. The red line shows the time it takes for
all processes to reach the initial STANDBY state. The blue line shows the time it takes for all processes to move
from STANDBY to the final RUNNING state (STANDBY - CONFIGURING - CONFIGURED - STARTING -
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Figure 6.19: ZeroMQ and Boost Meta State Machine performance plot measured as a function of the number of processes. The
red line shows the time it takes to start all processes and for each individual process to reach the initial STANDBY
state. The blue line shows the time it takes for all processes to move from STANDBY to the final RUNNING state
(STANDBY - CONFIGURED - RUNNING).

running processes. While the entire system matches in scale the expected rates for the O system, it has
the advantage of distributing this load on 100 different services.

To evaluate the requirements for the O monitoring system, a setup with one collecting machine and 12
sender hosts with 1000 threads each was deployed. Each thread sends a User Datagram Protocol (UDP)
packet with a single parameter at fixed intervals. In Fig. 6.20 the received message rate and the lost
message rate can be seen.

This setup was thus able to collect up to S0kHz of messages before the loss became significant. As such,
up to 15 collecting services would be needed to handle the largest expected monitoring data rates from
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Figure 6.20: Collected and lost message rates in MonALISA as a function of sleep between messages.

the O system.

6.11.4 Zabbix

The Zabbix monitoring system is currently used in the ALICE HLT and DAQ for computing cluster
management. The O system requires a monitoring tool capable of handling very high rates of incoming
data in a scalable and efficient way. Several performance tests have been made to determine Zabbix
abilities to cope with future monitoring requirements.

Fig. 6.21 shows the measured Zabbix performance. As seen in the graphic, Zabbix is able to handle up to
25 khz without major performance issues. Higher rates decrease the percentage of received values which
could be solved using multiple monitoring servers.
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Figure 6.21: Zabbix performance measurements as a function of the values frequency.



Chapter 7

O? software design

7.1 Introduction

The O? software consists of a framework which runs on the O farm as well as on the other sites (T0, T1,
T2, see Chap. 4). It has been designed with generic functionalities that can be specialised or replaced.
The framework also drives the execution of the programmes and implements the general design principles
presented in this introduction and in Sec. 7.2.

The effect of advances in technology and frequency scaling on modern applications is not as great as in
the past. Now, the primary method of gaining extra performance is by parallelisation of the application
code and by using multi- and many-core CPU capabilities as well as introducing specialised hardware
accelerators. Dealing with such systems is usually complex and error prone, especially for non-experts.
For this reason, the O? framework aims to minimise the development effort for end users while running
transparently in a distributed and heterogeneous environment.

As shown in Fig. 7.1, the O? software not only relies on general libraries and tools such as Boost [1],
ROOT [2] or CMake [3], but also on 2 other frameworks called ALFA and FairRoot. ALFA is the result
of a common effort of the ALICE and FAIR experiments to provide the underlying communication layer
as well as the common parts for a multi-process system. The multi-process approach, rather than a
purely multi-threaded one, is justified by the need for high-throughput parallelisation and the necessity
to have a flexible and easy-to-use software framework. At the same time the system is fully capable of
multi-threading within processes when required.

Panda ., .. Cbm ALICE 02

FairRoot

ALFA

Libraries and tools

Figure 7.1: 0? software ecosystem (not drawn to scale).

This chapter is organised in sections describing the main components of the O? software. The future
packages of the software will follow a similar structure. The order in which the packages appear in this
chapter is from lower to higher level functionalities.
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7.2 ALFA

ALFA is the new ALICE-FAIR concurrency framework of the O? software system for high quality paral-
lel data processing and reconstruction on heterogeneous computing systems. It provides a data transport
layer and the capability to coordinate multiple data processing components. The existing algorithms of
these components must be optimised for speed and the framework has to manage the high throughput of
data between these algorithms. Moreover, the modules, these algorithms and associated calibration and
reconstruction procedures, must run very efficiently on a highly parallel system, with several levels of
parallelism and granularity. This will require the code to be developed and optimised taking into account
newly emerging parallel architectures.

ALFA is a flexible, elastic system which balances reliability and ease of development with performance
by using multi-processing in addition to multi-threading. With multi-processing, each process assumes
limited communication and reliance on other processes. Such applications are much easier to scale
horizontally to meet computing and throughput demands (by creating new instances) than applications
that exclusively rely on multiple threads which can only scale vertically. Moreover, such a system can
be extended with different hardware (accelerators) and possibly with different or new languages, without
rewriting the whole system.

The modules of the ALFA framework and the libraries and tools it uses are show in Fig. 7.2

Alfa
Data transport layer Payload protocols Monitoring system
Dynamic Deployment System (DDS) Building/Configuration system
Testing system Detector Simulation tools Parameter management

Libraries and tools

ZeroMQ
nanomsg
BOOST
Protocol
Buffers
ROOT
CMake
Geant4
Event
Generators

Figure 7.2: Modules of the ALFA framework and the libraries and tools used.

7.2.1 Data transport layer

The data transport layer is the part of the software which ensures the reliable arrival of messages and
provides error checking mechanisms and data flow controls. The data transport layer in ALFA provides
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a number of components that can be connected to each other in order to construct a processing topology.
They all share a common base called device. Devices are grouped in three categories:

— Source: Devices without inputs are categorised as sources. A sampler is used to feed the pipeline
(Task topology) with data from files.

— Message-based Processor: Devices that operate on messages without interpreting their content.

— Content-based Processor: This is the place where the message content is accessed and the user
algorithms process the data.

The data transport layer is based on ZeroMQ [4], a very lightweight messaging system, specially de-
signed for high throughput and low latency scenarios. ZeroMQ is an open source, embeddable socket
library that redefines the term socket as a general transport endpoint for atomic messages. ZeroMQ
sockets provide efficient transport options for inter-thread, inter-process and inter-node communication.
Moreover it provides a Pragmatic General Multicast (PGM), which is a reliable multicast transport pro-
tocol.

A multi-part message is a message that has more than one frame but is sent as a single one on-the-wire.
The multi-part message support in ZeroMQ allows the concatenation of multiple messages into a single
message without copying: all parts of the message are treated as a single atomic unit of transfer, while
strictly preserving the boundaries between message parts. Such features are crucial for implementing
Multiple Data Headers (MDH see Sec. 7.5.2).

7.2.2 Payload protocol

ALFA does not dictate any application protocols. Potentially, any content-based processor or any source
can change the application protocol. Therefore, only a generic message class is provided that works with
any arbitrary and continuous chunk of memory. A pointer must be passed to the memory buffer, the
size in bytes and, if required, a function pointer to the destructor, which will be called once the message
object is discarded.

The framework supports different serialisation standards that allow for data exchange between different
hardware and software languages. Moreover, some of these include a built-in schema evolution which
naturally simplifies the development of the software and guarantees the backward compatibility of the
payloads. “Object serialisation” actually means writing the current values of the data members of an
object to a socket or file. The most common way of doing this is to decompose the object into its data
members and write them to disk or to socket. Only the persistent data members are written and not the
methods of the class. To decompose the parent classes, the serialisation process should also be called for
the parent classes. This moves up the inheritance tree until it reaches an ancestor without a parent. Many
easy-to-use tools exist for this purpose. The following are supported by the framework:

— Boost serialization

This method depends only on ANSI C++ facilities. Moreover, it exploits features of C++ such as
RTTI (Run-Time Type Information), templates or multiple inheritance. It also provides indepen-
dent versioning for each class definition. This means that when a class definition changes, older
files can still be imported to the new version of the class. Another useful feature is the save and
restore of deep pointers.

— Protocol buffers

Protocol buffers [5] are Google’s language and platform independent mechanism for serialising
structured data. The structure of the data is defined once and used to generate code to read and
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write data easily to and from a variety of data streams, using a variety of languages: Java, C++ or
Python.

— ROOT

The ROOT Streamer can decompose ROOT objects into data members and write them to a buffer.
This buffer can be written to a socket for sending over the network or to a file.

— User defined

In case it is decided not to use any of the above methods, binary structures or arrays can still be
written or sent to a buffer. Although this method does not include any overhead for size of the
data, issues can occur and will need to be managed. These include: schema evolution, different
hardware, different languages.

7.3 Facility control, configuration and monitoring

The CCM components coordinate all the O? processes, ensuring that both the application and environ-
ment parameters are properly set. They also gather information from the O? system with the aim of
identifying unusual patterns and raising alarms. The CCM systems interface with the Trigger, the DCS,
the Grid and the LHC to send commands, transmit configuration parameters, submit jobs and receive
status and monitoring data.

7.3.1 Tasks

The O? functions are defined as sequences of actions known as tasks which can be base or composite.
Base tasks are sequences of precise instructions executed on a single node. Composite tasks are groups
of base tasks and/or composite tasks that can be executed on a single or multiple nodes in sequence or
concurrently (see Fig. 7.3). The Control system must also ensure that fasks are executed in the correct
order and that task execution failures are properly handled. Examples of tasks are the reset of detector
FEE using the read-out link or the execution of Monte Carlo simulations on unused resources. Tasks
should be considered as an input to the Control System and their definition handled via proper editing
and validation tools.

BASE TASK #2
Instruction 1
Instruction 2
Inst;L.Jction N
COMPOSITE TASK #2
Time
‘ BASE TASK #2 ‘ ‘ BASE TASK #3 ‘
BASE TASK #3
COMPOSITE TASK #1 " Instruction 1
lime Instruction 2
BASE TASK #1 .
] 1 Time
Instruction 1
Instruction 2
* Instl"'l,'|ction N
Time

Figure 7.3: Definition of an abstract task.
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7.3.2 Process state machine

To ensure uniformity in the control of the O? processes, a base state machine is defined as presented
in Fig. 7.4. Each O? process must implement it as a prerequisite and can extend it to fulfil specific
requirements. This state machine foresees dynamic reconfiguration, allowing for faster configuration
changes and greater flexibility. It also foresees a pause and resume mechanism to allow process throttling
according to available resources and operational priorities.

/ RESET

STANDBY

/ CONFIGURE
/ GO_ERROR
/ CONFIGURE

CONFIGURED

/ EXIT

/ STOP / START
/ RESUME
RUNNING / PAUSE

Figure 7.4: Process base state machine.

7.3.3 Roles and activities

The control and operation of the O system is based on logical entities called “Roles” that represent and
group computing nodes and functional blocks. Each role has specific commands, monitoring metrics
and configuration parameters. As shown in Fig. 7.5, the roles are organised in a hierarchical structure
representing the ALICE detectors and the O? farm. This hierarchy provides not only a closer match to
the experiment’s setup (e.g. each individual detector is read out via a set of specific non-interchangeable
FLPs) but also increases scalability and parallelism by reducing the scope of each role to a subset of the
whole system.

Activity

ALICE operations are made up of different tasks which are limited in time and normally do not make
use of the full O% farm. To achieve an optimal usage of the available resources, it is possible to execute
multiple tasks in parallel. A task executed by a set of roles during a finite time period is called ”Activity”
and includes both synchronous and asynchronous tasks as defined in Sec. 5.1. Activities are identified by
an Activity Number for bookkeeping purposes. Examples of Activities are: physics data taking; detector
calibration; reconstruction passes.

Run

A ”Run” is a finite data taking time period with stable experimental conditions represented by a unique
identifier called the "Run Number”. It corresponds to a specific data set generated at the end of the
synchronous part of the data flow. To increase operational flexibility, a physics data taking Activity
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Figure 7.5: Examples of parallel Activities and their associated Partitions.

can include multiple Runs thus allowing for fast run transitions, whenever the experimental conditions
change. Run transition tasks dynamically handle the allocation of resources and the required reconfigu-
ration of components, therefore ensuring that unnecessary operations are skipped.

Specific roles

The FLP role represents the functional blocks of a single ALICE detector executed on a single FLP node.
Typical actions include: starting/stopping data input/reduction processes; monitoring data rates; sending
commands to detector FEE; enabling/disabling read-out links. Multiple FLP roles can coexist on the
same FLP node.

The EPN role represents the functional blocks of a specific Activity on a single EPN node. Typical
actions include: starting/stopping data reduction/reconstruction processes; monitoring reconstruction
metrics; configuring reconstruction data sources. Multiple EPN roles can coexist on the same EPN node.
EPN roles can be dynamically assigned to, or removed from, an ongoing Activity.

The Detector role represents an ALICE detector and groups FLP roles defined on FLP nodes physically
connected to a specific detector. Typical actions include aggregation of monitoring values per detector
and send commands and configuration parameters to all its FLPs.

The EPN Cluster role groups all EPN roles participating in a specific Activity. Typical actions of this
role include aggregation of monitoring values and send commands and configuration parameters to all
the EPNs in the cluster.
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The Partition role is the root node of the role hierarchy responsible for the execution of a specific Activity
that includes Detector and/or EPN Cluster roles.

Activity manager

The Activity Manager is responsible for the instantiation and termination of Activities, including the
creation and destruction of the Partition hierarchies and sending commands to the Partition roles. Users
interact with the Activity Manager to control and configure Activities.

Roles locking mechanism

To avoid conflicts in the usage of available resources (e.g. read-out links) and to simplify the management
of parallel Activities, a role locking mechanism guarantees that each role can only be assigned to a single
Activity. All the same, to increase operational flexibility and to optimise the use of resources, multiple
roles can be defined in a single node and assigned to concurrent Activities.

7.3.4 Agents

Each defined role is implemented by a logical entity called "CCM Agent”, consists of several processes
and/or software modules. As seen in Figure 7.6, a CCM Agent starts, stops and sends commands to local
O? processes, configures and monitors them and interacts with other CCM Agents. The CCM Agents
implementing the Partition roles also interact with the Activity Manager.

Control

The CCM Agent receives a fask to execute from the parent CCM Agent (or in the case of Partition CCM
Agents, from the Activity Manager). Based on the fask content, it launches and sends commands to the
required local O? processes. Once these processes are no longer needed, they are either stopped or put in
an idle state by the CCM Agent. The CCM Agent has also the role of forwarding the required subtasks
to descendant CCM Agents and handling asynchronous events based on the monitoring data (e.g. a dead
process that needs to be restarted).

Configuration

The Partition CCM Agents retrieve the configuration of the Activity from a central repository where all
configuration parameters are stored. To minimise network traffic, the other CCM Agents only receive
from the parent CCM Agents the configuration subset for itself and for its descendant CCM Agents. The
configuration of the local O? processes is performed as part of the task sequence executed by the CCM
Agent. The descendant configuration parameters are forwarded to the corresponding CCM Agents. The
configuration distribution and usage is optimised by keeping a local copy of previously used configura-
tions.

To allow for fast reconfiguration, a CONFIGURE command is sent only to the O processes which are
affected by a given configuration change. For example, to remove a malfunctioning GBT from data
taking, the following sequence of commands is executed: STOP on all O? processes, CONFIGURE on
all concerned O? processes and START on all O? processes.

Monitoring

All main processes are instrumented to send periodic, high frequency heartbeats (not to be confused
with heartbeat triggers) that are critical in establishing the functional status of the system in general.
In addition, the main processes have access to an API to explicitly publish internal parameters to be
monitored as events or as periodic metrics.
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Figure 7.6: Interaction between CCM Agents and Processes.

Processes are also monitored from an operating system point of view, periodically reporting the memory
footprint, CPU consumption, number of threads, file descriptors and other relevant metrics. This can be
done either internally, from the library providing the monitoring API, or externally by the CCM agent
that started the processes.

The CCM agents also implement monitoring data aggregation to help reduce the volume of data received
continuously by the subscribers, in particular by the long term archival clients. At this level they can also
trigger events and in particular raise alarms under certain conditions, for example: processes not running;
hardware failing; backlog over certain thresholds. The actual configuration of the triggers and alarms is
distributed by the Configuration component of the CCM system and can be applied dynamically on the
running system.

7.3.5 System monitoring

This monitoring of all the components of the O? system assesses the status and health of all hardware
and software entities. It also provides high-level views of the global system and archives relevant metrics
for long-term analysis and forensic investigation.

A monitoring API allows any software component to publish heartbeat and explicit monitoring data to a
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common data store. The same data store also gives periodic reporting of operating system views of the
main processes and other critical services as well as monitoring data collected from the infrastructure.
This includes: server health; utilisation and fabric monitoring data like switches, routers, power supplies
and other intelligent components.

Other external components to the CCM can also push monitoring data into the same data store, or, if the
implementation does not allow it, dedicated modules will pull the metrics from the external systems and
inject them into the common data store.

The monitoring API also allows current monitoring values or the history data to be queried. History
data are only available for the archived metrics. In addition, this API subscribes to arbitrary cuts in the
common monitoring metrics namespace so that it can be notified in near real time of newly available data
for those metrics.

This mechanism will be used by the Control system to assess the health of the system in general and
trigger actions accordingly, including when processes fail to report as running or critical services report
an error condition.

The monitoring system uses two classes of messages: either regular monitoring data stream that is con-
sumed by the subscribers or simply discarded and out of band events that are persistently stored until
they are acknowledged.

7.4 Readout

The readout process will be running in all the FLPs participating in data taking. Its main objective is
to move data from the detector electronics into the memory of the hosting PC as fast as possible. The
general readout structure contains a few routines needed to initialise the read-out electronics used to
collect data and a main loop where data are moved inside the memory of the PC. A general schema of
the read-out process is shown below.

hardware
initialization

Yes Hardware
Release
get data »

Figure 7.7: Main phases executed by read-out

No

Readout has three main phases:

Start of run phases

At each start of run readout performs the following procedures:
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— Initialisation of the read-out hardware installed in the FLP needed to collect the data,

— Initialisation of the communication with different EPNs used during the run.

Main control loop

Each time an event is received, readout performs general data quality checks and in case of FATAL errors
it can request to stop the data taking. Inside this loop, readout updates different counters, like the run
number and the number of bytes received. The statistics of each run can be used for later studies. The
loop continues until the end of run is requested.

End of run phases

When the end of run is requested the following operation is executed:

— Release of the hardware channels used during data taking.

While the main structure of readout is independent from the protocol used to collect data, the commu-
nication with the read-out board is affected by the data transmission protocol and the related hardware
used. The read-out program will be tailored to read different read-out boards: the CRU and the C-RORC.

Readout needs drivers and APIs to access the hardware. The CRU is a custom board and will required
dedicated firmware and driver to transfer data inside the PC memory. However, the FPGAs considered
for the CRU include the PCle interface with a DMA engine.

7.5 Data model

An important task of FLPs from the data model perspective is the creation of the metadata to facilitate
navigation within Time Frames. The structure of this metadata is described in Sec. 7.5.2. The EPN nodes
collect the Time Frames produced by each individual FLP for a given time interval, then aggregate them
in a folder-like structure which can be navigated using a Time Frame descriptor as described in Sec. 7.5.5.
The reconstruction performed on EPN nodes will use these Time Frames as input, producing a lossless
intermediate persistent format as output, migrated to the local storage. Subsequent calibration and re-
construction processing can run asynchronously with respect to the data taking flow to further reprocess
this data.

While the most suitable format for pipeline processing and data transfers are raw C-like structures, the
reconstruction, calibration or analysis/QA algorithms are usually accustomed to object-like APIs. Since
performance is a critical aspect, the approach of transient objectification on top of flat C-like structures
is adopted, using references or transient pointers. Using references is necessary to avoid or to minimise
data duplication. The best strategy for this is to keep the data in the original buffers and reference them
from objects with a higher level of abstraction, which also add metadata information as needed. This
approach allows for C++ object-like manipulation of data while keeping the memory management under
the control of the framework. Having a controlled contiguous memory allocation pattern for the most
used data structures (e.g. clusters) is important for optimising both the memory layout and exploiting
vectorised access in tight loops.

In the sections below, self-contained data blocks coming from the FEE are referred to as raw data sam-
ples. DAQ terminology is used for properties such as attributes (entities specific to each type of data)
and flags (status and error fields common to all data samples). The concept of embedded commands is
also used. These are data fields inside the trigger messages which are used to perform specific opera-
tions on the detectors and/or on the data processing nodes including: start data taking; calibrate; reset or
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open/close Time Frame. The raw data samples coming from the FEE can be associated with different
procedures such as read-out of physics or test data, collection of detector-specific counters and flags,
information associated to detector control.

7.5.1 Single data headers

The FLPs receive the raw data sample payloads, which can be either triggered or created by continuous
read-out procedures, from all the FEEs which are assigned to them. The raw payloads for all read-out
schemes will be individually preceded by a Single Data Header (SDH), created by the FEEs, describing
the raw data itself as seen by the source equipment. Each SDH will be followed by a Single Data
Block (SDB) which will contain the payload created by the FEE and the format of which will be FEE-
dependent, as described in Fig. 7.8.

FEEs FLP
Single data i Multiple data = Sub Time Frame
f . \ E f . \
SDT SDB SDH : [ MDB ]* MDH.
+ extensions

- .
2@y Tran5|gnt Permar.1ent MDH
— O T | extensions | extensions

Figure 7.8: Data format at the level of the FLPs. [entity]* means zero or more occurrences of entity.

The SDH contains all the attributes common to all FEEs, including: precise time-stamping of the data
block (either the time of a trigger or the beginning timestamp of a continuous read-out sample); status
and error flags; unique FEE identifiers; SDH specific version ID. Some of these fields are mandatory
while others are optional. In the latter case, a field-dependent NULL value must be used by the source
FEE.

Whenever the FEEs need to tag the end of a SDB, a Single Data Trailer (SDT) has to be appended to it.
The SDT, created by the FEE, will contain any information that cannot be sent within the SDH such as
status and error bits associated to the end of the raw data read-out procedure and time-stamping of the
end of the data block. The SDT presence is optional and declared by a dedicated attribute bit in the SDH
prepended to the same data block. Although the fields making up a SDT and a SDH are not identical,
each one has to use a common scheme: time-stamping, attributes, error and status bits.

One of the fields of the SDH is the data type. This is used to characterise the information stored in the
SDB. So far, three data types coming from the FEEs have been identified:

— PHYSICS (PHY): physics data, either triggered or continuously read out.
— CALIBRATION (CAL): detector specific calibration data, always triggered.

— HEARTBEAT EVENT (HBE): dedicated triggered events used to re-synchronise the FEEs and to
send them commands.
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More data types like information associated to Detector control procedures, can be declared if necessary.

The FLPs have also to create and replace payloads locally and autonomously. The newly created data
blocks are described by the same SDH (and optionally SDT) as if they were coming from the FEE. The
fields of the FLP created SDHs are usually filled using data (SDHs, SDBs, and SDTs) coming from the
FEEs. Specific data types must be allocated according to the content of the payloads.

All payloads may contain within them payload specific headers and/ or trailers. The specifications of
these data blocks, like format and positioning in the payload, are not defined here as the actual im-
plementation will be payload specific. All SDHs will include a unique ID that gives the source of the
payload, either FEE, in which case a Detector-specific ID will be used, or a software procedure running
on the O? farm.

7.5.2 Multiple data headers

The FLPs encapsulate the data blocks coming from the FEEs using Multiple Data Headers (MDHs), as
well as the data blocks generated by the FLP processing. An MDH fully describes one Multiple Data
Block (MDB), which contains zero or more sets of SDH+SDB(+SDT). FLPs handling multiple FEEs
are expected to encapsulate multiple triggered payloads (one per FEE) using a single MDH. Continuous
read-out payloads, on the other hand, will be encapsulated individually. The MDHs contain a summary
of the payload(s) plus some information collected or generated by the FLPs themselves: MDH version
ID; FLP ID; data type; number of payloads. Each MDH is equivalent to what is known in trigger-driven
data acquisition architectures as an event and has to serve two main purposes: the encapsulation of
correlated information coming from different links; the provision of transparent access to all data blocks
independent of their type.

In case the MDB block contains dynamic data, a Multiple Data Trailer (MDT) will be used to signal the
end of the block.

Besides the specific device (data block sender) extensions, the FLPs may add more extensions to the
MDHs dedicated to local processing procedures like a list of scattered memory pages used to store the
payloads or pointers to the SDHs. These extensions, transient by nature, will be dropped when the data
leave the FLPs for the EPNs.

7.5.3 Time Frame descriptor

The data granularity in Run 3 is driven by the so called heartbeat (HB) trigger signals which will be fired
at equal time intervals, typically on the same bunch crossing ID. The spacing between two consecutive
HBE is dictated mostly by the TPC drift time and is foreseen to have values in the range of O(10)
milliseconds. The HBE will carry both the information for synchronising the HW/ SW components in
the system and the steering commands to be propagated to all relevant processing components to enforce
a given behaviour or functionality of the system.

For the data model, all input data blocks acquired in a HB interval and all new data produced based on
those data blocks are assigned to a single Time Frame descriptor tag. This has the double advantage of
easy navigation through the information within the HB interval in a folder-like fashion plus the eventual
correlation of data coming from different streams. In addition, the Time Frame descriptor permits the
pushing of relevant HB information and commands downstream to higher level processing units. This
section describes how the Time Frame descriptor can be aggregated from MDH at the level of the FLP
and how the navigation can be done on the EPN.

A schematic representation of the input data aggregation on each FLP node for both continuous read-out
and triggered detectors is made in Fig. 7.9. The HB trigger chops the data in equidistant time frames.
The FLP logically groups together all inputs or produced data within the same frame so that they can be
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shipped and further processed on the EPN nodes. The MDH is self-contained, providing pointers to the
transient data blocks in the FLP input buffer, including information about correlated events, as described
in Sec. 7.5.2. The Time Frame descriptor, behaving like a folder for a given FLP corresponding to a
unique frame ID, summarises all MDHs created transiently for a given Time Frame interval.
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Figure 7.9: The Time Frame descriptor assembled on front level processors. Top: schematic flow of data blocks (events) as sent
by the FEE. Bottom: The aggregation of individual data blocks into MDH headers.

According to the data flow approach, in a scenario where the MDH + MDB (+ MDT) are being scheduled
for asynchronous dispatching as soon as they are assembled, the full Time Frame descriptor can only be
aggregated after the end frame HBE and sent to the EPN as a trailer in the frame data stream. Note that
all absolute addresses used to navigate through transient data blocks while on the FLP become relative
addresses to the current frame stream offset and will eventually be reconverted to absolute addresses after
landing on the EPN.

7.54 FLP data aggregation

Figure 7.8 shows the format of the data coming into the FLPs as generated by the FEEs and while stored
inside the FLPs with the following considerations:

1. SDTs are always optional.

2. For continuous read-out detectors, if the single block is coming from a continuous read-out proce-
dure, then there will be exactly one single data block per event.

3. For triggered events, coming either from triggered detectors or from continuous read-out detectors
when these are triggered by the central trigger system, the expected event structure is one single
data block for each channel belonging to any of the detectors that have been triggered.



88 The ALICE Collaboration

Shared
HBE
End Previous Start
———————————————————————————————————— > - =»
| HBE sub time frame HBE EPN
Shared i
HBE
End Next Start
el T e e R e e e e e e e e B I Y >
FLP HBE sub time frame HBE EPN

Sub Time frame
)

End | Start
——————————————— > | Event |* mmmm - - - - === ====-9 EPN
HBE | [ ] HBE
* MDH *
1t (ol G121 | Permanent [(SDH +SDB ] * | Permanent | MDH I e (SRS HBE Permanent | MDH
“CLOSE TIMEFRAME? | SXEMIOns | rclose extensions “CLOSE TIMEFRAME” | SUmmary | extensions
command set attribute set command set

Figure 7.10: Format of the Time Frames between FLPs and EPNs.

The data blocks are grouped by the FLPs in Time Frames. Each Time Frame is delimited by two HBEs (a
“Start HBE” event and an “End HBE” event) before being sent to one specific EPN. These two HBEs will
be created locally on the FLPs mainly using data coming from the FEEs (usually two sets of triggered
single block Heartbeats having the “CLOSE TIMEFRAME” command enabled).

Figure 7.10 shows an example where three time frames are transferred from one FLP to three EPNs. The
component parts of the middle Time Frame are shown in detail.

“Start HBE” also contains a summary HBE specific header extension providing a detailed summary of
all the data collected by the FLP during the associated Time Frame. On the FLPs, the HBEs contain
both transient and persistent data: the transient portion is dropped when the data leaves the FLP while
the persistent payload is kept throughout the whole lifetime of the event.

The HBE that closes a Time Frame sets a dedicated attribute (e.g. “END OF TIMEFRAME”), used by
the EPN to identify the Time Frame boundaries. Usually the HBE events have to be duplicated in the
output stream of the FLPs towards the EPNs, as the HBE that will close one Time Frame will also used
as “Start HBE” for the following Time Frame. Offline handling must therefore be prepared to have in the
collected data multiple HBEs tagged by the same timestamp. In the anomalous case of a FLP receiving
a data block after that the corresponding Time Frame has been already closed and sent to the appropriate
EPN, the FLP will include the data in the current Time Frame raising an appropriate error flag in the
MDH like “OUT OF TIMEFRAME”. The EPN must then be ready to handle such a condition according
to a predefined policy (e.g. drop-and-report).

7.5.5 EPN data format

Each FLP has to send any STF tagged by the same HB to a common EPN. For fast navigation between
the Time Frames on the EPN, it is foreseen to have folder-like navigation support. The Time Frame
descriptor summarises the information in each sub-Time Frame by making it look like a directory. It
will contain at the least the following fields: the FLP identifier; time information (start, end HB); links
summary; IDs; error status; number of MDBs of different types; pattern of fired triggers. The status and
error conditions are propagated in the processing chain embedded in MDH headers to avoid messaging
bottlenecks and to associate them permanently to the data objects. The Time Frame has to be instru-
mented with search procedures based on indexing by MDH type, time, link ID while allowing for fast
and vectorisable reconstruction.
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At the end of the synchronous phase, the data are stored in CTF format. The asynchronous processing
produces ESDs and AODs of invidivual physics events.

7.6 Data quality control and assessment

In line with the general QC architecture description (Chap. 5.5) a design is presented (see Fig. 7.11) that
will meet the requirements of the detectors and users. It ensures an efficient decoupling between the
different QC processes. A slow or misbehaving task does not directly affect the other QC tasks as they
have no connections or bounds between them. The key elements are described in the subsections below.

7.6.1 Data collection and QC data production

The architecture presented in Fig. 7.11 differs slightly from the schema shown in Fig. 5.7 as the “Gener-
ation of a monitoring object” will be done within the data flow itself as well as in an independent step.
As shown in Fig. 7.11 the QC objects are produced in 3 different places:

1. Within other processes from the data taking pipeline like “Calibration 0 on the top left of the fig-
ure. This case applies in priority to the tasks which would anyway produce QC objects during their
execution. It is also used when monitoring the decoding, calibration or reconstruction processes
themselves. It has the advantage of saving resources by not duplicating the work but it could affect
data taking and so should be used with care.

2. As independent processes on the EPN/FLP. Within the synchronous data flow (e.g. see “RAW
QC”), these processes can have shared memory access to the data going through the node and will
process as much as they can while the data are still accessible in the buffers but without slowing
down the data taking. They run on key nodes and must behave properly within the allocated
resources. When run asynchronously, see “CTF QC” Fig. 7.11, the execution time is no longer a
critical constraint and QC can potentially process 100% of the data.

3. Asindependent processes in dedicated QC nodes, see “Advanced QC” in the figure, these processes
have less constraints because they cannot affect the data taking. A side effect is that they receive
less samples, possibly around 1% of the full data. This approach is favoured for QC tasks that
consume many resources (e.g. memory or CPU).

The system is flexible enough to manage QC object producers with different needs in terms of resources,
performance, stability and data sample quantity. It will also accept objects produced in non-QC pro-
cesses.

7.6.2 Merging
Most of the QC objects which are produced on the FLP and EPN nodes need to be merged.

As far as the FLPs are concerned, as QC is often by detector, merging could happen for a subset of the
FLPs which serve a given detector but not all of them. The merging procedure can be done either by
embedding QC results in the data stream as separate blocks, or using a scalable merging procedure as
will be done for the QC objects of the EPNs.

On the EPNs, the QC objects will be produced while processing aggregated Time Frames. Since succes-
sive Time Frames will be reconstructed by different EPN nodes, the merging process will have to collect
the QC objects from all EPNs. This merging can be executed synchronously for the ratio needed for fast
quality assessment and asynchronously for the rest of the data. It means that the QC objects can still be
populated and produced even though the mergers might not be able to cope with the amount of data.
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Figure 7.11: Quality control and assessment general design.

Given the high number of inputs (up to 1 per EPN, i.e. 1500) a multi-level approach, such as Map-
Reduce, will be used. Mergers and producers will be decoupled and each will be unaware of the existence
of the other. Producers will populate objects and make them available whenever possible. Mergers will
pull the latest version of the QC objects at regular intervals and merge them.

7.6.3 Automatic checks

Automatic checks usually consist in the comparison of the QC data with a reference value, a threshold
or a distribution. In general, references may change according to the run and data taking conditions
including: detector hardware status; beam conditions or the collision system. For this reason, the QC is
able to set and modify the reference online. For the sake of the reproducibility of quality assessment and
for asynchronous use, the reference is stored and versioned in a database.

There is a dual interaction with the CCDB: the system allows for the reference data set online to be
written in the database; the previously set reference and thresholds but also the variables related to data
taking conditions are read from the database by the QC processes. Both synchronous and asynchronous
QC processes need to access the reference in the database.

Separating the generation of QC objects from the quality assessment means that the latter can be done
asynchronously and even iteratively if the reference data or the evaluation procedure were to be modified.

7.6.4 Correlation and trending

Some QC processes need to take as input the merged, and often time-aggregated, output of other QC
processes. This is true for correlation and trending which can be considered as standard QC processes
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running within the QC farm. Despite the fact that they run asynchronously and should not need any
merging, automatic check procedures need to be done and quality rated.

7.6.5 Storage

Merged QC objects and their associated quality are stored for future reference and in view of correlation
and trending (see Sec. 7.6.4). The storage is able to handle the foreseen load which consists of an average
of 5000 objects, peaking to 10000, updated every 60 seconds while serving the clients. A relational
database is typically capable of such performance. Moreover, the limiting factor for such a system has
been demonstrated to be bandwidth [6]. For a pessimistic average size of 1 MB per monitoring object, a
10Gb/s input connection would be far enough even for the peaks. Finally, such a system is able to cache
seamlessly the data in case of congestions.

7.6.6 QC Results

The QC objects and their associated quality are used to check the transition from compressed to fully
compressed data in the asynchronous part of the data flow.

During data taking operations, the QC results are accessed by shifters and specialists, inside and outside
the control room, via one or several dedicated web applications. The system provides a web API, such
as a RESTful API [7], to allow individual access to the necessary information for tool building.

A generic application is provided which meets the needs of the shifter and the common needs of the
users in general. This application is also web-based and allows the display and manipulation of objects
in a dynamic way. This implies the ability to transfer and display ROOT-based objects in a web browser.
It uses the recent developments in ROOT which allow the serialisation of ROOT objects and files either
in binary or in a JSON format. Most of the application is done client-side in javascript.

As the visualisation clients connect via a web server to the database, they cannot affect other QC pro-
cesses. The web server can even limit the number of requests going to the database which could indirectly
impact the QC chain.

7.6.7 Flexibility

The proposed design provides a maximum of flexibility for running on different nodes in the O? farm.
For instance, a QC agent that can process sub-Time Frames on the FLP nodes should also be able to
run transparently on EPN nodes. This allows the dynamic balancing of the workload and postpones the
execution of QC tasks in the data flow in the event that the FLPs are busy aggregating data.

The monitoring of CTFs can be delayed until resources are freed, even days after the end of the run.
In this case, a percentage of CTFs would still be monitored immediately to give feedback to the shifter.
Therefore, the system can do an immediate partial QC, with the partial calibration available at this stage,
completing it later when more resources and more accurate calibration data are available.

7.6.8 Event display

A new event display will be designed for the Run3 in order to ensure a good use of the O software
framework. The event display is described in this report because it will interface to the new framework
and because it is an essential too for the quality control and the commissioning.

The architecture of the Event Display System for Runs 3 and 4 has been dictated by the following main
design requirements:

— Stability;

— Single Event Display switching between data sources;
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— Features like bookmarks or event history browsing.

The design of the Event Display System is shown in Fig. 7.12. It introduces the Event Display Data
Manager, which is the central part of whole system. It fetches and then stores data temporarily (Temp)
adding entries to the database (DB). If the data are bookmarked, they are moved to permanent storage
(Perm). Simultaneously, the Event Server communicates with client applications, providing information
stored in the database and sending the requested data back.

This pattern helps to increase stability by decoupling the data sources and the clients. It also makes
it possible to browse event history and makes it easy to receive, store and provide events requested by
clients from different sources and with different formats. Depending on the future implementation of the
main O? data storage, a link rather than the CTF itself could be stored. For other data types (e.g. TF or
AOD), it would remain necessary to store them temporarily.

This architecture will be tested during Run2. In parallel, another project called Total Event Display
(TEV) will be developed. TEV is managed by CERN Medialab and will provide a multi-platform
solution for visualisation of events for any experiment. It will be tested and adapted to needs of ALICE
during Run 2. After comparison, the candidate system more suited to ALICE will be installed for Run 3.

The interface between data repository and client applications will be especially important in case of
use of TEV, which requires data in XML instead of ROOT files. The Event Display should not access
data directly. In such a scenario, the Storage Manager could be partially adapted to act as the interface
between the data repository and client applications. A final decision on this matter will be made at a later
stage.

?,?W‘ Event Display Data Manager
CTF,
AOD, > Temp —>
ESD
Datasources —>©—> Data IO~ Data
Manager Server

Perm

ROOT, XML, JSON

! : : '

Admin Event UGz Arbitrary
Panel Display Event clients
Display

Figure 7.12: Event Display design.

7.7 DCS-0? communication interfaces

The data exchanged between the DCS and the O? system can be divided into two categories: the condi-
tions and the configuration data.

The configuration data are sent to devices at different stages. Firstly, static configuration is loaded to
the devices at startup of data taking, defining, for example, the assignment of the channels to detector
modules or the composition of groups that will be operated together. Following this stage, the dynamic
configuration carries the channel settings for each instance, trip or monitoring limits or alert thresholds.
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These data are reloaded each time the detector configuration changes, as during Ramp Up. All config-
uration data are retrieved from the DCS configuration database. A subset of these, like noise maps or
channel thresholds is required by the O? system and is provided along with the conditions data.

The conditions data are collected from devices such as temperature or humidity probes, power supplies
or frontend cards. Detector conditions data required by O? represent about 10 % of the parameters super-
vised by the DCS. To isolate the O? system from DCS implementation details, a Data Collector process
is implemented. The Data Collector connects to all detector systems and acquires available conditions
data. The data exchange mechanism between the collector and detector systems is based on a publisher/
consumer paradigm. Any change in monitored values is pushed to the Data Collector by the data pub-
lisher.

Collected values are stored in a formatted memory block, called the Conditions Image (CI). A dedicated
O? process retrieves conditions data from the CI and inserts them into the DCS data frames to be injected
to the O? system via a dedicated FLP. For each conditions parameter the alias, the measured value and
measurement timestamps are stored.

The Data Collector maintains a list of parameters to be provided to the O? system. At startup, the
Data Collector consults the DCS configuration and Archival databases and finds the physical location of
each datapoint. With this information, it establishes connections to individual systems and subscribes to
published values.

The frontend modules connected to the O? system via the GBT links are in a special category of devices.
Physical access to these devices is achieved via the FLPs, which are not controlled by the DCS. A
dedicated interface based on client-server architecture is implemented both on the DCS and FLP sides.
DCS data produced by the frontend modules are transmitted to the CRU in dedicated DCS frames which
are interleaved with standard data traffic. An FLP side process strips the DCS information from the
data stream and publishes the received values. The client process on the DCS side subscribes to the
publications and injects all values into the standard DCS processing stream. The same mechanism is
implemented for data which need to be sent from DCS to the frontend modules, including register settings
and on/off commands. The DCS server contacts the FLP maintaining the physical connection with the
target devices and sends a command and the required parameters to the listening client. The FLP side
client ensures the transfer of this data to the target device over the GBT link.

The read-out of DCS data is not centrally triggered. Each controlled device provides its own mechanism,
typically based on the pooling of individual channels, to obtain the values. The internal read-out fre-
quency largely varies between the devices provided by different manufacturers. To save bandwidth, only
values that have changed during the actual read-out cycle are published. Updating this data in WINCC
OAis therefore different for each channel. On each value change, the Data Collector is notified and the
Conditions Image is updated. For stable channels, the value update occurs in average once every few
seconds.

To create the initial Conditions Image, the Data Collector contacts all relevant WINCC OA systems and
retrieves all current values. The value update request is executed for each conditions parameter at least
once, at the Data Collector startup. During operation, the collector can access the DCS at several points
as shown in Figure 7.13. If high update frequencies are required, the access points can be implemented
outside WINCC OA, for example, at the level of the OPC server. After any change, each access point
pushes data to the Data Collector.
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Figure 7.13: The DCS Data Collector and DCS Access Points.

A dedicated Data Collector Manager (DCM), implemented in WINCC OA, serves as a main access point
for the Data Collector and covers most of the O? needs. It receives all value changes from WINCC OA
and pushes them to the Data Collector. Laboratory tests have proved that DIM could be used as transfer
protocol between the DCM and Data Collector with sufficient performance margin. The additional load
introduced on WINCC OA systems by the DCM stays within reasonable limits.

For fast changing parameters, the device access layer can be used as a complementary access point
and the Data collector can retrieve the values directly from the device drivers. This approach makes it
possible to bypass the data processing in WINCC OA and provides instant access to the measured values.

Each stage of DCS data processing adds latencies. The biggest contributor to the delay between the
physical value change and the published timestamp are the controls devices and the channel polling
mechanism implemented in their firmware. For most parameters the effect is negligible, except perhaps
for the fast detection of glitches. To overcome this limitation, dedicated measuring devices based on fast
hardware have been installed. These devices monitor the fast changing parameters and publish them to
the Data Collector. In parallel, all values are timestamped and sent to WINCC OA to be archived along
with standard data.

Finally, an access point attached to the archival database gives access to historical values. The Data
Collector can retrieve DCS data for any period of time and make them available to consumers. This
working mode is reserved mainly for interfaces to external systems, such as the LHC.



Chapter 8

Physics software design

8.1 Calibration & reconstruction

In the following subsections, the steps of the calibration and reconstruction flow introduced in Fig. 5.6 are
described in detail (see Sec. 8.1.1). The calibration and reconstruction procedures for different detectors
are discussed in Sections 8.1.2 and 8.1.3. Global tracking and event building are presented in Sec. 8.1.4
and Sec. 8.1.5. Finally, Sec. 8.1.6 deals with the requirements in terms of CPU and memory of the
calibration and data taking procedures.

8.1.1 Calibration and reconstruction steps

In Runs 3 and 4, the calibration and reconstruction procedures will guarantee a maximum reduction of
permanently stored data. As described in Sec. 5.4.1, the flow of these procedures can be split into five
phases, which are schematically depicted in Fig. 8.1 (see also Fig. 5.6). These steps are discussed below
in more details than in Sec. 5.4.1.

— Step 0: processing on FLPs. FLPs carry out low-level standalone processing (clusterisation,
masking, calibration) of data supplied by the parts of detector they serve. The output of this step
is sub-Time Frames that are shipped to the EPNs and contain partially compressed clusterised
or raw data. Additionally, since the calibration is affected by a detector’s running conditions, a
dedicated FLP will collect data from the DCS, processing and feeding them to the EPNs together
with detector data.

— Step 1: detectors’ standalone processing on EPNs. This is the stage where the final data reduc-
tion will be achieved. Standalone track-finding is carried out for the detectors concerned, (ITS and
TPC), both for data reduction and calibration purposes.

At the very beginning of a fill only the calibrations from the previous fill will be available. As a
consequence, in case the standalone processing needs calibration from FLPs, either some delay
will be introduced between FLPs and EPNs in order to prepare such calibrations, or the first data
shipped to the EPNs will not be processed with the most recent calibrations. In the latter case it
is considered to be possible to reprocess the data concerned. The output of this step is filtered
detector data sent to the permanent storage in the form of CTFs. Since the compression algorithms
rely on the reconstructed track, they are also stored permanently in dedicated containers (ESD).
At this stage calibration data will be buffered on a dedicated CCDB server and will be ready for
aggregation at the end of the synchronous processing period.

— Step 2: tracking. A first ITS-TPC matching is be performed at this stage, as well as the TRD
tracking using TPC tracks as seeds. In addition, a sample of high pt tracks will be extracted from
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Figure 8.1: Schematic outline of the reconstruction and calibration data flow.
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the ITS-TPC-TRD matching to provide the rescaling factor for the Space-Charge Monte Carlo
reference map to be adjusted to the current data taking conditions. Despite the fact that the full
ITS and TRD tracking will be done in the later asynchronous processing, such a low frequency
sample can be reconstructed synchronously at a low cost.

— Step 3: final calibrations. Here the TPC and TRD will be calibrated to the final quality level. The
last ITS-TPC-TRD matching takes place at this step, together with a refit of the tracks enhanced
by the updated calibrations. This step will also accommodate the track finding in the MFT and
MCH detectors and their matching to each other. It will write the calibration data and feed track
data for the final step.

— Step 4: event extraction and AOD productiuon. The last step of the data flow includes match-
ing with the outer detectors, calibrations that require the best barrel tracking performance and in
particular those to provide PID information, FIT reconstruction, and, finally, event extraction. The
output of step 4 will be the AOD.

8.1.2 Calibration procedures

In the following subsections, some details about the calibration strategies of the ALICE detectors are
given, focussing on the most complex ones. Tables 8.1 to 8.7 summarise the calibrations needed for
different detectors and the type of processing they need (e.g. FLPs, EPNs). Calibrations done on the
FLPs will occur during the synchronous phase of the process. Calibrations on the EPNs can be done
synchronously or asynchronously. The mode will be indicated unless the calibrations are carried out in
dedicated standalone runs or they require accumulated statistics.

TPC

The most demanding detector in terms of calibration is the TPC. As discussed in [1], the calibration
requirements for this detector vary according to the expected performance. Two main stages can be
identified, as outlined later in this section.

The most important adverse effect on this detector is the space charge distortion which can reach a peak
value of ~20 cm in r direction (and 7 cm in r¢) [1]. The final TPC calibration will reduce this effect to
the intrinsic detector resolution of a few hundred pum.

Data volume reduction is carried out by synchronous processing on the EPNs. At this first stage, the
quality of the calibration is considered to be sufficient to perform a cluster to track association precise
enough to obtain cluster corrections that allow the reduction of space charge distortions to the level of
the intrinsic cluster resolution, i.e. O(1 mm). To achieve this result, the main requirement is a long term
(O(15 min)) average map of space charge distortions, adjusted to take into account the current data taking
properties such as luminosity and detector configuration (“Average TPC map” in Fig. 8.1). Two possible
scenarios are foreseen for this processing step:

1. A subset of one or more EPNs is dedicated to the ITS-TPC-TRD matching to prepare the average
map from the reference one to be then propagated back (possibly through a CCDB server) to all
EPNss (including themselves) to perform standalone reconstruction for data reduction. This would
have the advantage of being a single object used on all EPNs. Using a limited number of EPNs
will reduce the time necessary to prepare the calibration;

2. Each EPN collects the ITS-TPC-TRD matching sample to produce the average map when process-
ing the data that the EPN itself will receive. This approach would have the advantage of decreasing
the amount of data to be exchanged, with the drawback of having to account for various objects
from different Time Frames that reach different EPNs in a non-predetermined order.
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Table 8.1: Summary of the different detector calibrations for TPC and ITS.

Detector Calibration Processing type ]?;Zgl Freq. eI:/Ie':r(l)tfs
Pedestal/Noise FLP n fill 0O(100)
Pad Gain Standalone runs n year -

Drift Velocity EPN (sync) y 15min'  O(1k)
Space Charge EPN (sync) y 15min'  O(5k)
TPC Drift Velocity EPN, (asyncz) y 15min  O(1k)
Gain EPN (async®) y I15min  O(1k)

Space Charge EPN (async*) y 5 ms all
ITS Noisy/dead/faulty channels Standalone runs n run O(1k)

A more granular rescaling for the event and track multiplicity information from the previous ~160ms
(corresponding to the maximum ion drift time in the TPC) will also have to be applied (“Rescaled TPC
map” in Fig. 8.1). For this purpose the information about ion current in the TPC will be collected and
kept on the FLP before being transferred to the EPNs and embedded in the data. Drift velocity for TPC
is calibrated every 15 minutes.

Other calibrations independent of time will also be considered at this stage. Typically these reflect
detector conditions like pedestal values and dead channels maps. The pad-by-pad gain equalisation
coming from dedicated calibration runs will also be needed.

After the first step described above, the TPC data will be used in a synchronous standalone tracking
procedure (“TPC track finding” in Fig. 8.1, and see 8.1.3) aimed at reaching the necessary data volume
reduction factor needed for efficient data storage. The following step can be performed asynchronously,
allowing for more CPU and time consuming tasks, the aim of which is to provide the full tracking
resolution for physics analysis with a space charge correction at the level of the TPC intrinsic track
resolution of 200 um.

In order to reach this level of precision, further space charge correction maps will need to be calculated
with high granularity in space and time. The update interval for these maps is estimated to be on the level
of a few ms (O(2-5)) and driven by the remaining local fluctuations (~1%) of the space charge which are
not already included in the average rescaled map used for the first part of the processing [1]. To follow
the fluctuations it is foreseen to have information on the read-out currents of the TPC during the last
160 ms integrated in steps of 1 ms available during the reconstruction (with a different granularity than
their usage for the average map).

Additionally, the interpolation of track segments from the ITS and TRD will be used to calibrate residual
distortions (“Final TPC calibration (constrained by ITS, TRD)” in Fig. 8.1). This will be possible since
the level of calibration available for these detectors at this stage will be sufficient for such a procedure.
The necessary data for this task will be collected during the synchronous processing. The calibrations for
the drift velocity and the gain will also be taken into account with greater precision than in the previous
standalone tracking step. For the gain, the calibration data will be prepared during the synchronous step,
as for the high-granularity space-charge distortion correction map.

IThe update could occur more often depending on the stability of the data taking conditions (e.g. luminosity).

2This calibration assumes that the synchronous drift velocity calibration will be merged, and made available to all EPNs. A
further improvement of this calibration will be obtained during the calibration of space charge through a fitting procedure.

3Data for this calibration will be collected during the synchronous phase to be used then for the asynchronous one where a
scaling as a function of the high voltage settings, and pressure and temperature (P/T) will be used. It is assumed to have stable
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Table 8.2: Summary of the different detector calibrations for TRD.

Detector Calibration Processing type ]?;ZE] Freq. eljér?tfs
Pedestal/Noise FLP n fill 100

to FLP (monitoring on EPN5s) y run O(10k)

Chamber Status EPN y run 0O(35k)

TRD Drift Velocity EPN y run  O(3.5k)

ExB EPN y run 0(3.5k)

Chamber Gain EPN y run 0O(35k)

Pad by pad gain standalone runs n year  O(2G)
PID reference Asynchronous n period all

ITS

ITS calibrations concern the identification of noisy/dead pixels and will be performed on the FLPs during
standalone runs, without imposing any constraints on the TPC calibration procedure. Moreover, the
identification of the faulty pixels that demonstrate problematic behaviour would be carried out at the
same time.

TRD

The main parameter to be calibrated for TRD in order to perform track finding is the time reference (or
offset, #9) with respect to which the r-coordinate of the TRD cluster is obtained (“TRD seeded track
finding and matching with TPC” in Fig. 8.1). The time offset depends on the triggering conditions in
the experiment and on the TRD FEE configuration, and enters the tracking as a shift of the points in the
radial direction. The fy calibration will be performed on the FLP using the measurement of the pulse
shape (height) of the signal from the raw data acquired in usual physics runs. Calibration on this level
will allow the TRD to contribute to the final calibration of the space charge distortion (and drift velocity)
in the TPC.

The remaining TRD calibrations will include the status of the TRD chambers, the drift velocity, the
Lorentz angle (ExB) and the gas gain. The identification of malfunctioning chambers to be excluded
from the tracking will be carried out on the EPNs. An algorithm that checks the detector occupancy
will be used together with the information on the drift velocity, ExB and gas gain calibration. The drift
velocity and ExB will be derived from the matching with the TPC and can rely on the TPC performance
after the first level calibration. The gain calibration, which is crucial for particle identification, will be
done at different levels. The gain calibration on the chamber level will be carried out at the same time
as the drift velocity and ExB calibrations on the EPNs. The pad-by-pad gain calibration will need a
dedicated run with Krypton with high statistics in order to reach the required precision. It will therefore
be done only once per year. Finally, the particle identification references will be extracted from a larger
amount of data, usually this will cover a whole period.

The TRD will also take short standalone runs to measure the noise and calibrate the pedestals. These
will be processed on the FLPs.

Figure 8.2 summarises schematically the calibration and reconstruction inter-dependencies between ITS,
TPC and TRD, as just described.

ion backflow conditions in the detector. If this is not true, a higher granularity with respect to the one in the table will be needed
(update frequency of 20s using 1M events).
“4Data for this calibration will be collected during the synchronous phase to be used then for the asynchronous processing.
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Figure 8.2: Schematic outline of the reconstruction and calibration data flow.

Table 8.3: Summary of the different detector calibrations for TOF.

Detector Calibration Processing type ]?5231 Freq. eljér(])tfs
Channel Efficiency FLP y run all
Detector Status EPN y run >
TOF Noisy Channels Standalone runs n fill O(100k)

. . . A lati EPN .
Time Calibration ccumulation on s and y year/period  O(1M)/O(10M)°
Commissioning run

“Problematic” Accumulat}or'l on EPNs and y period O(1k)
Commissioning run

TOF

The TOF calibration will update, when necessary, the TOF channels status map as received by the de-
clared configured electronics. Additional channels, identified as noisy in dedicated standalone runs at
the beginning of each fill, or found to be not functioning properly during data taking, might be tagged
to be excluded later by the physics analysis. These procedures will be running on the FLPs accumulat-
ing data, and exporting the final map at the end of the run. In addition, the calibration will include the
measurement of single channel time offsets and time-slewing corrections and the identification of the
channels with an unstable time response. These steps will be run on the EPNs. Due to the high statistics
required for channel offsets and time-slewing calibrations and for identifying problematic channels, it
will be necessary to accumulate the information during data taking followed by further processing. This
means that TOF calibrations will only be used at analysis stage. As a consequence, this will limit the
TOF reconstruction by postponing the matching stage until the final calibrations can be applied.

MCH and MID

The only calibrations foreseen for the Muon spectrometer are to determine occupancy (for the MCH)
and noisy channels (for the MID) maps which will both be calculated on the FLPs.

SThis calibration will be obtained from DCS data so no dependence on the number of events is given.
5Two numbers are quoted here in order to account for two different calibrations. The one requiring the highest statistics will
be done with a much smaller frequency (see “Frequency” column).
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Table 8.4: Summary of the different detector calibrations for MCH, MID, and MFT.

Detector Calibration Processing Beam Freq. Number
type [y/n] of events
MCH  Occupancy FLP y run’  O(10k)
MFT Noisy/dead/faulty Standalone runs n run Ok)
channels
MID Noise FLP y run O(1k)

MFT

Like the ITS, the MFT will create maps for noisy/dead/faulty channels on the FLPs during dedicated
standalone runs.

FIT

The FIT detector will need three types of calibration: slewing corrections (with laser data or data col-
lected at the beginning of the data taking); channel equalisation (on the FLPs, using the first O(1000)
events, or using commissioning data); global offsets (to align the measured times to zero). The latest
calibration is time-dependent, and will also be performed on the FLPs. Moreover, the measurement of
the event multiplicity will need the calibration for the number of charge particles as a function of signal
amplitude. The starting point for this calibration will be the output of standalone laser runs. This will be
used for the subsequent synchronous fitting procedure on collision data, which will be possibly improved
in the asynchronous stage.

Table 8.5: Summary of the different detector calibrations for FIT.

Detector Calibration Processing Beam Freq.  Number

type [y/n] of events

Global Offset FLP 8 y run  O(1k)°

Multiplicity Calibration Standalone runs n d’

FIT FLpP ! 12

Time Slewing Commissioning y 2-3/yr
run

Channel E Commissioning y month  O(1k)
run

HMP

For every run, HMP will perform calibrations on the EPNs for chamber gain and the refractive index,
based solely on the input provided by DCS. The pedestals will be calculated in very short (2-3 minutes)
dedicated calibration runs before every fill and in physics runs, their subtraction will be performed on
the read-out electronics.

TThe frequency of this calibration could increase and become more frequent during a run.
8possible only if FIT is read out by one FLP only, otherwise, EPN needed.

9The events mentioned for this calibration are FIT triggered events.

10The frequency will decrease once the procedure is well established.

1possible only if FIT is read out by one FLP only, otherwise, EPN needed.

12The frequency will decrease once the procedure is well established.
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Table 8.7: Summary of the different detector calibrations for Calorimeters (EMC, PHS) and CPV.

Detector Calibration Processing Beam Freq. Number
type [y/n] of events
Calorimeters Energy Calibration Accumulation . 14
(EMC, PHS) onEPNsor AODs Y -2 periods O00M)
Temperature depen- Accumulation un 16
dence of gain 1 on EPNs y
Time Calibration Accumulation . 17
on EPNs or AODs y period Oaom)
Bad Channel Map Accumulation . 17
on EPNs or AODs y period O(IM)
CPV Pedestal calculation FLP n fill O(2k)
Gain Calibration A on EPNs y 18 O(10M) (pp MB) °

zZDC

The energy calibration for the ZDC will be obtained in standalone runs where ZDC triggers will be used.

Table 8.6: Summary of the different detector calibrations for HMP and ZDC.

Detector Calibration Processing Beam = Freq. Number
type [y/n] of events
HMP  Chamber Gain EPN (async) y run 13
Refractive Index EPN (async) y run 13
Pedestal Standalone runs n fill O(1k)
ZDC Energy calibration Standalone runs y 2-3days  O(1k)

Calorimeters (EMC and PHS)

The energy and time calibration of the EMC detector will be based on the reconstruction of the 7° peak
performed in every cell and on the distribution of the times measured by each cell, respectively. Large
statistics are required for such calibrations; (O(10%) EMC LO triggered events). These together with
the need for several passes over the data (4 passes for energy and 2 for time calibration), makes them
unsuitable for online calculation. As a consequence, an accumulation procedure on the EPNs followed by
an offline (after data taking) analysis of the data will be necessary. The same approach will be followed
for the energy and time calibrations of the PHS detector. The time dependence of the gain of the EMC
towers, which can be considered as a second-order energy calibration, will be accounted for using DCS
data. Finally, both EMC and PHS will produce a bad channel map for Monte Carlo simulations. This will
be built offline, based on data collected on the EPNs. The strategy for the calorimeters’ calibration will
not impose any constraint on online processing as the EMC calibrations are needed only at the analysis
level. It should be noted that the accumulation of data on the EPNs could be substituted by the direct use
of the final AOD-like objects.

13This calibration will be obtained from DCS data so no dependence on the number of events is given.

I4EMC needs EMC-triggered events for this calibration.

I5EMC only. This calibration will be obtained from DCS data so no dependence on the number of events is given.
16The data for this calibration will come from DCS, so no number of events is given.

I7EMC needs EMC-triggered events for this calibration.
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CPV

As CPV has similar amplitude electronics to the HMPID, it will need a pedestal calibration run of about
2 minutes before each fill. The runs will be processed on the FLPs. During data taking, the pedestal
table will be loaded to the front-end electronics for further zero suppression. Gain calibration will be
calculated on the EPN using physics data by equalisation of the most probable value of the ionisation
loss spectra per channel. Statistics needed for the gain calibration have to be large enough to cover a few
hundred hits of charged particles per CPV channel. Since this corresponds to several days of data taking,
the data will be accumulated on the EPN and once enough statistics is obtained, the calibration will be
made ready for future use.

Special calibrations strategies

— Standalone calibrations: As in Run 1, some calibrations will take place in dedicated runs (STAN-
DALONE runs). This is a requirement for the CCM and is addressed in 7.3. The output of such
calibrations will be needed either before the beginning of the next PHYSICS run, for synchronous
processing, or at a later stage, for asynchronous processing (e.g. analysis). Standalone calibrations
can take place on both FLPs and EPNs, and particularly the latter, if full detector information is
required.

— Calibrations requiring large statistics: if these cannot be obtained during a single run, synchronous
processing should allow for the accumulation of the necessary data. A post-processing task is then
be able to run over such data and produce the calibrations required. This approach will include
only the calibrations that are not needed for any stage of the synchronous processing. An exam-
ple is the energy and timing calibration for the calorimeters. Typically, such a requirement arises
from the need to properly simulate Monte Carlo samples that take into account the detector effi-
ciency averaged over a large time interval. Examples include bad channels and detector hardware
response.

8.1.3 Reconstruction procedures
TPC

The zero-suppressed raw data (pad, arrival time and signal amplitude information) is converted on the
FLPs to clusters by a one dimensional FPGA algorithm running in the CRU. It processes the pads se-
quentially, finding the maxima within neighbouring pads on the same pad row.

Reconstruction on the EPNs will assign a collision timestamp # to each cluster, necessary for the deter-
mination of its z coordinate and applying position dependent calibration. In absence of the trigger signal,
the following method, shown in Fig. 8.3, has given satisfactory test results [1]: (i) A very rough estimate
of #g is obtained for each cluster assuming that it belongs to a track with about half of the maximum
drift length (i.e. |1| = 0.45). This reduces the maximal distortions by a factor of ~2, thereby improving
seeding; (ii) Then, for any seed made of two clusters, the #; is adjusted in such a way that the seed points
on the central Luminous Region (LR). This reduces the uncertainty in fy to the typical size of the LR
divided by the drift speed, i.e. to ~3 us. At this point, the 7y estimate can be matched to one of the
interaction timestamps from the list of interactions recorded by the FIT detector within the possible max-
imum drift time of 100us. After this, the space charge distortion correction with average map rescaled
for luminosity can be applied to the TPC clusters.

The next step is the standalone track finding using clusters with residual mis-calibration, performed by a
fast and easily parallelisable cellular automaton approach currently used in the HLT tracking. Once the

18To be studied during Run 2.
191 case the calibration obtained from pp data will not be stable enough, a further recalibration for PbPb data will be needed,
requiring a factor 400 less statistics of Minimum Bias events.
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Figure 8.3: Schematic diagram of the seeding procedure and 7 estimation.

track finding is carried out, an after-burner algorithm will search for the large curvature looper tracks,
corresponding to secondaries of a momentum below ~50 MeV/c. The clusters of these tracks do not
contribute to physics analysis and constitute nearly 70% of total TPC occupancy. Their elimination
greatly contributes to the reduction of the data volume. Once these synchronous reconstruction steps are
carried out, the compressed cluster data are saved to permanent storage.

ITS

Cluster finding is done on the FLPs using a simple algorithm which searches for the adjacent pixels
assuming certain row-column ordering in the shipped data.

Contrary to the current situation where most of the tracks in the ITS are found as a prolongation of TPC
tracks, in Run 3 the TPC will need ITS tracks to carry out final calibration of the space charge distortions.
For this reason, standalone tracking in the ITS is foreseen on the EPNs. The principal requirement for
ITS tracking code is speed, since a partial reconstruction of high pr tracks must be done synchronously
to provide constraints for the TPC calibration. The algorithm that is currently under study is based on a
Cellular Automaton (CA) [2][3].

TRD

As described in [4], TRD will be able to take data in different configurations. The default mode in Runs 3
and 4 will be the read-out of online tracklets, where the FLP stage is needed for their post-processing
and for quality selection, like the marking of pad row crossings.

In the case of the full or partial raw ADC data read-out, the reconstruction will start on the FLP with the
conversion of the pad and time bin raw data to clusters. Then these will be bound into tracklets (track
segments within a single layer) which are connected to the full tracks on the EPN, using seeds from the
TPC.

A third possibility consists in running the TRD in mixed mode, for example with online tracklets aug-
mented by the raw data for a small fraction ~1073 of events. This will require the execution of both the
operations outlined above.

In all cases, the reconstruction will be performed in synchronous mode in order to provide constraints
for the final TPC calibration that will take place asynchronously. Reducing TRD data rates by discarding
unusable online tracklets is being studied.

TOF

The reconstruction is performed on the EPN in asynchronous mode and consists of matching the TOF
hits to the extrapolations of tracks from smaller radii.
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MCH and MID

The reconstruction will start by pre-clustering on the FLPs. This means grouping adjacent fired pads,
irrespective of their charges, currently taking up 20% of the total clustering time. It is carried out with
an improved algorithm, 20 times faster than now. This is very interesting when coupled with the option
of using the CRU FPGAs hosted by the FLPs. The next step is the synchronous clusterisation on the
EPNs for data reduction. The possibility of performing full cluster finding on the FLPs has still to be
investigated; the FLPs would need to see complete detection elements (either slats or quadrants). If this
is the case, then converting the clustering algorithm to a GPU version would be worth considering which
accelerates the process up by a factor of ~50. The track finding will be performed at the asynchronous
stage.

MFT

The reconstruction procedures for this detector are the same as for the ITS.

FIT

The synchronous reconstruction stage consists of:

— An estimation of the precise interaction time by averaging the mean arrival time on each side (first
estimate using the first signals generated on the A and C sides is performed already in the FEE);

— The determination of the vertex position from the difference of the mean signal arrival times;

— Preliminary multiplicity estimates from the amplitudes of each Micro-Channel Plate (MCP) sector
by applying corrections based on simulations.

ZDC

The reconstruction takes place on the EPN requiring the subtraction of the baselines and the summing
of the amplitudes of different channels weighted with calibration parameters obtained in dedicated stan-
dalone runs.

HMP

Cluster finding from the fired pads; coordinates and charge will be performed on the FLPs and matched
to barrel tracks at asynchronous stage.

Calorimeters (EMC and PHS)

Both detectors will extract the signal amplitude and the time in each cell on the FLPs by fitting the pulse
shape, reducing an array of up to 30 10-bit samples to only two parameters: cell energy E and timestamp
t. Both detectors will perform cluster finding in adjacent cells on the EPNs . EMC will apply temperature
corrections using DCS data. The shower shape and cluster parameters, as well as cell signals and time
information will be stored for the analysis stage.

CPV

The first step for this detector is the reconstruction of the pad amplitudes after pedestal subtraction
and scaling by the gain calibration parameters. Then cluster finding will run on the EPN from the
reconstructed pad amplitudes. As CPV is used for the neutral particle identification in PHS, cluster
matching in CPV and PHS is performed, taking into account track matching with CPV clusters and their
further propagation to the surface of PHS. Since particle identification is based on objects reconstructed
in several detectors (CPV, PHS, ITS, TPC), the algorithm has to work at the EPN level.
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8.1.4 Global tracking

After performing in asynchronous mode the final calibration of the TPC space charge distortions using
constraints from the ITS and TRD (“Final TPC calibration (constrained by ITS, TRD)” in Fig. 8.1) the
tracking in TPC, ITS and TRD is repeated to maximise efficiency; global tracks are refitted (“Final ITS-
TPC-TRD reconstruction, outward refitting” in Fig. 8.1), and prolongated outwards to find the matching
clusters in the TOF, HMP and calorimeters (“Matching to TOF, HMP, calorimeters” in Fig. 8.1). The
barrel track-finding is completed by refitting the tracks inwards to the Luminous Region (“Global track
inward refitting” in Fig. 8.1), and with the finding of the primary and secondary vertices. In parallel, the
matching between the MCH/MID and MFT tracks is performed, followed by the propagation to the LR
(“MCH/MID/MFT matching” in Fig. 8.1).

8.1.5 Event extraction

The final step of the asynchronous Time Frame reconstruction is the event extraction: attributing the
tracks and secondary vertices to primary vertices and their association to trigger timestamps from the
FIT. The ambiguity of such an operation in high pile-up rate conditions depends on whether a timestamp
can be given to individual tracks. In the following estimates, a 50kHz Pb—Pb interaction rate is assumed
with the same beam structure as in [1]: 12 equally-spaced 2.34 us bunch trains with 48 bunches each.
This gives an interaction probability y = 0.0079 per bunch crossing and 0.38 per train crossing.

For the successfully matched tracks between the TPC and the ITS (more than 95% above pt of ~150MeV)
the time resolution is determined by the TPC track (pt dependent) z uncertainty (at the outermost clus-
ter of the ITS) divided by the drift speed. This resolution is ~0.25 cm for the average track, making a
time resolution of ~0.1 us, thereby reducing the pile-up (probability of having a track from a different
collision in the same time interval) rate for such tracks from ~50% in the ITS read-out window of up
to ~30us to ~2.% level. Given that with a typical o, ~6cm for the luminous region, less than 1%
of pile-up collisions are separated by a distance smaller than 1 mm, and that the z-resolution after full
calibration is better than 200 um even for the global tracks of lowest momenta, finding unambiguous
primary vertices and attributing them to one of the trigger timestamps from the FIT does not pose any
problem. The same is true also for the association of global tracks (both primary and secondary, as well
as the secondary vertices made of such tracks) to the corresponding primary vertex. Similar conclusions
are valid for pp interactions at 200kHz.

The situation is somewhat different for the ITS tracks which were not matched in the TPC (mostly tracks
below 200MeV), especially if the most pessimistic scenario for the ITS read-out cycle of up to 30 us is
assumed. In this case a single ITS read-out cycle will integrate on average 1.5 (6) collisions in Pb—Pb
at 50kHz (pp at 200kHz). The only way to associate the ITS tracks from such piled up interactions
with a specific trigger timestamp is via their relation to the primary vertex found with global tracks. The
possibility of doing this depends on spacial vertex separation in piled-up collisions. Figure 8.4 shows for
the randomly picked vertex the probability of having at least one pile-up vertex within a certain distance
(Y axis) as a function of the number of piled-up collisions. Assigning a primary track to its vertex on the
condition of its isolation from other vertices by at least 1 mm leads to ambiguous attribution in ~1.5%
collisions in Pb—Pb and ~5.5% in pp. Increasing the vertex isolation condition to 2 mm (e.g. for the
attribution of secondaries from heavy flavour decays) increases the fraction of ambiguous attributions by
a factor of 2.

For the above reasons, the following event extraction strategy can be considered:

— The global tracks are sorted according to their matching with the FIT timestamps;

— The primary vertices are found with the requirement that only the global tracks with the same
timestamp contribute to a given vertex; the same condition is set on secondary vertices made of
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Figure 8.4: Probability of at least one pile-up collision happening in proximity (Y-axis) for selected vertex as a function of the
pile-up rate (X-axis). Luminous region 6z = 6¢m is assumed.

global tracks;

— The secondary global tracks (not attached to any of the primary vertex at the vertexing stage) as
well as the associated secondary vertices are attributed to one of the vertices using their time and
distance to primary vertex information;

— The same operation is carried out for the unmatched ITS tracks and secondary vertices associated
with them; in case of ambiguities in time and distance to vertex information, these tracks are tagged
by the list of the FIT timestamps (or primary vertices identifiers) to which they can be attributed.

In this approach, the output of the event extraction will be the container of the primary vertices associated
with the timestamps and the list of unambiguously attributed tracks as well as the separate list of tracks
which can be associated with more than one vertex or timestamp.

The output of each reconstruction step should contain metadata identifying and giving a precise descrip-
tion of: (i) The software version used; (ii) The set of relevant calibration objects; (iii) The status of the
reconstruction for each detector and its usefulness for physics analysis.

8.1.6 Computing requirements

Table 8.8 summarises the requirements of the most important calibration and reconstruction tasks. The
CPU labels single CPU core.

8.2 Physics simulation

The objective of Physics Simulation is to provide large samples of events that resemble as closely as
possible real data. The simulation process comprises the generation of the final states of pp, p—Pb and
Pb—Pb collisions and the subsequent simulation of the passage of all generated particles through a matter
distribution that represents as faithfully as possible the actual experimental setup. For those particles
passing sensitive detector elements, the analogue detector response is simulated in specific user code and
in a subsequent digitisation step converted into the raw simulated detector information used for real data
(digits, raw data). These events are reconstructed like real data. In addition to the raw and reconstructed
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Table 8.8: CPU requirements for processing the data from Pb—Pb interaction at S0kHz in the synchronous mode.

Detector Process Processing Processing System
requirement Platform reference

[CPU cores or GPUs.]
TPC Calibration 1000 CPU Intel 17-4600U 2.70 GHz
TPC Track seeding, following 5000 GPU AMD S9000
TPC Track merging, fitting 15000 CPU Intel 17-980X 3.60GHz
ITS Tracking 75000 CPU Intel 17-2720QM 2.20GHz
MCH Preclustering 200 CPU Intel 17 2.30GHz
MCH Clustering 5000 CpPU Intel 17 2.20GHz

data the full history of the event (event record, Monte Carlo truth) is stored. This makes it possible to
evaluate the detector performance in terms of acceptance, efficiency and resolution from which correction
procedures and their corresponding systematic uncertainties are derived. The computing time spent in
simulation must be kept low enough so that, depending on resources, sufficiently large Monte Carlo data
samples can be generated for a timely analysis of the data and subsequent publication of physics results.

8.2.1 Runs 3 and 4 simulation requirements

With an increase of the data volume by two orders of magnitude, the Runs 3 and 4 simulation require-
ments will notably increase. Taking into account priorities of the physics programme and the require-
ments of multiple analysis topics, it is estimated that the simulation requirements will increase by a factor
of 20. Most of this increase will be met by using fast or parameterised Monte-Carlo simulations. For the
remaining full simulations, it is essential to use a computationally efficient particle transport code with-
out compromising for accuracy. This full simulation must be able to make efficient use of computing
and opportunistic supercomputing resources available on the GRID/Cloud. At present, only the Geant4
transport package, with multi-threading enabled, can achieve this.

Optimised simulation strategy At the same time, a goal-oriented strategy has to be adopted to sim-
ulate only what is strictly needed. This strategy requires planning simulation in three stages: in the
first stage, the simulation and reconstruction code is validated; in the second stage, enough events are
produced to obtain acceptance, efficiency and resolution maps for single particles over a wide phase
space volume; at the third stage, parameterised acceptance, efficiency and resolution are used for a fast
parametrised simulation of multi-particle signals (N-particle phase space integration). In subsequent
simulations the second stage can also be replaced by fast full simulations reducing the particle transport
and detector response simulation to the minimum needed to perform a meaningful stage 3 simulation.
Hybrid procedures combining full, fast full and parameterised simulations can also be envisaged.

Optimal usage of the resources needed for the second stage include trivial variance reduction and merging
techniques. The merging techniques comprise:

— Merged Kinematics Embedding of signals in the background event during primary event genera-
tion

— Merging with MC Merging of generated signals using the summable digits of the background
event

— Embedding Merging of a generated signal with real data
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8.2.2 Transport code and the virtual Monte Carlo interface

Simulations performed for Run 1 used the transport codes Geant3, Geant4 and FLUKA interfaced to
the Virtual Monte Carlo (VMC) [5]. The VMC interface insulates the user code from changes of the
detector transport code. The replacement of the geometrical modeller of the different packages by a
single modeller from the ROOT package represents a further level of generalisation and simplification
for the user code. While Geant3 has been used for all our main physics production, Geant4 has been
used for some specific applications and Fluka mainly for radiation studies.

Geant4 VMC MT Starting with Geant4 version 10: full support for multi-threaded simulation appli-
cations has been included. Parallelism is achieved at the event level, with events dispatched to different
threads. Geant4 VMC represents the realisation of the VMC interface for Geant4. At the same time it
can be seen as a Geant4 application implemented via the VMC interfaces. Starting from version 3 it
supports Geant4 multi-threading. The MT mode is activated automatically when Geant4 VMC is built
against Geant4 MT libraries.

Geantd VMC MT and the scaling behaviour of the computing time with the number of cores have been
tested using a simplified but realistic multi-threaded simulation application. It is based on Geant4 VMC
standard example AO1. Particles from parameterised Pb—Pb generation are transported through the full
ALICE geometry including a realistic field map; hits are generated and stored for the TPC.

8.2.3 Detector response and digitisation

Further developments of the detector response and digitisation code will be driven by the requirements
from the continuous read-out scheme - simultaneous snapshots or sequential “rolling shutter” read-out.
The main challenge here is to avoid breaking the trivial event parallelism. Sequentiality is introduced
by the conversion of digits into the new raw data format (Time Frames) and by the need to simulate the
detector response based on the event history. The most stringent requirement comes from the realistic
TPC continuous read-out simulation: at an interaction rate of S0kHz ions from 7500 events contribute
to the space charge distortions and event-by-event fluctuations requiring a calibration every 2 ms. Even
assuming that these specific simulations will be limited to relatively small event samples (3M Pb-Pb
events every 3 months) a procedure must be implemented that allows for a maximum of parallelism in
the production of these events.

Currently under investigation is a procedure for the generation and transport of all events in parallel and
the storing of the resulting hit maps. From the hit map of event n and the drift of electrons in the distortion
map of event n — 1, the new space charges from primary ions and ion back-flow (20 ions per electron)
are generated. This step can be parallelised if the distortion from the ion back-flow can be ignored.

8.2.4 Fast simulation

“Fast simulation” is fast full simulation and parametrised simulation or any mixture of both. Whereas
analysis tries to undo the effects of efficiency and limited resolution, fast parametrised simulation applies
these effects to simulated particle kinematics. Hence, an ideal place to integrate fast parametrised simu-
lation is the existing ALICE analysis framework. The present implementation permits the combination
of primary event simulation with the application of efficiency losses and 4-momentum smearing.

The implementation of a framework for fast full simulation or a combination of fast and full simulation
can benefit from the existing VMC framework. Two new elements have to be added. The first is a
dispatcher class that handles the step by step switching between different instances of the transport code
applications, at least one of which would be a fast simulation package. The second is a virtual track
class which is used by all transport engines to store current track information. The design resembles
the ATLAS Integrated Simulation Facility Approach [6] with the added advantage that the ALICE fully
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virtualised framework allows new components to be plugged in transparently.



Chapter 9

Data reduction

Data reduction is the driving requirement of synchronous reconstruction; the peak data rate from the read-
out of the detectors is expected to be ~1.1TB/s. This implies the necessity for a substantial reduction of
the data volume. Listed below are the data reduction procedures envisaged by different detectors.

TPC

The TPC is the detector with the largest data rate (~1TB/s at S0kHz Pb—Pb interaction rate). The
reduction of its data is thus determining to a large degree the parameters of the processing model, i.e. the
data rate to permanent storage. The envisioned steps for the TPC calibration have been already presented
in the ALICE Upgrade Lol [1] and the TPC Upgrade TDR [2]. Table 9.1 lists these steps and the planned
reduction factors.

Table 9.1: Data reduction steps for the TPC.

Data reduction step Data reduction factor Data rate at
50kHz Pb-Pb interactions
(GB/s)
Detector input — 1000
Cluster finding 2.5 400
Cluster compression (cluster + track info.) 3 135
Background identification 2 68
Charge transformation & compression 1.35 50

The first step in the data reduction is the identification of the TPC clusters: the charge-deposits along the
particle track through the TPC gas. This step is currently implemented in the ALICE High Level Trigger
System and results in a reduction of the data volume by a factor 2.5. It has been successfully used in
Run 1 and is implemented on the FPGA of the Read-out and Receiver Cards (H-RORC and C-RORC).
This implementation is also the baseline for the upgraded TPC and will be implemented on the CRU.

The next step in the current system is an entropy-reducing transformation of some of the cluster properties
using only information from the cluster and its neighbours in the data stream. The ordering of the clusters
by the SAMPA or the FPGA algorithm allows the calculation of differences between subsequent clusters
and thus benefits from correlations in the data. In this way, the effectiveness of lossless compression
algorithms, e.g. Huffman coding, is increased significantly, allowing a further reduction of the cluster
size by a factor of 1.6. Figure 9.1 shows the results obtained during Run 1. For the O? system these
transformations including the lossless compression will be extended by calculating differentials for more
cluster parameters. Some of these transformations require information from the track finding step for
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the position and direction of the particle track at the cluster position. Using Run 1 data, the achievable
reduction factor for the Huffman step has been estimated to be ~3.
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Figure 9.1: Data compression factor versus raw data size achieved using cluster finder and data-format optimizations in the
High-Level Trigger during the Pb—Pb data taking in Run 1. Adopted from [3].

The availability of track information allows a further reduction of the TPC data size by removing clusters
belonging to identified background tracks. Figure 9.2 shows a projection of the TPC clusters to the end-
caps of the TPC. The clusters from low-momentum background tracks, like delta electrons, and from
upstream ion-gas/beampipe interactions are clearly visible. By extending the momentum range of the
current TPC tracking down to these low momenta, as well as allowing identification of tracks parallel to
the beam-pipe, these background tracks and their associated clusters can be identified and subsequently
removed from the data. Prototyping this algorithm on the TPC data of Run 1 has shown rejection factors
in the range 2.5 (Pb—Pb collisions) to 4 (high intensity pp collisions), depending on the collision system
and LHC beam intensity and background conditions. A conservative factor 2 has been assumed. A
further reduction of the data volume is possible by transforming and/or removing the charge information
from clusters on the track. This step makes use of the Landau distribution of the specific energy loss in
the TPC gas and is estimated make a reduction of ~1.35; it is conceptually very similar to the additional
cluster transformations mentioned earlier.

ITS

At 50kHz Pb-Pb, the ITS will ship ~8.2GB/s of data from hadronic collisions and QED interac-
tions. The contribution from the noisy clusters is currently unknown, with a pessimistic upper limit
of ~28 GB/s (corresponding to a random noise probability of ~107> per pixel). Therefore, together
with ~10% protocol overhead of ~40GB/s input data can be expected. The data reduction will start at
the cluster finding stage on the FLPs, by storing the Huffman-coded relative values for the cluster cen-
troid rows, chips as well as the identifier of the cluster topology rather than the absolute pixel addresses.
With the multiplicity-dependent Huffman tables, it is estimated that the average cluster record size will
be squeezed to ~23 bits in the absence of noise and ~19 bits if the noise dominates the data volume.
This will lead to a compressed data rate of ~26 GB/s for maximum noise scenario and ~4.3 GB/s if the
noise turns out to be negligible. In the pessimistic case of dominant noise a further reduction factor of
~3 will be necessary.

If full synchronous ITS reconstruction proves to be feasible and efficient, discarding the clusters not at-
tached to any track will eliminate virtually all noise clusters and approximately the half of real hit clusters
(produced by non-reconstructable tracks), thereby reducing the peak data rate for storage to ~3GB/s.
On the other hand, if fully efficient synchronous reconstruction appears to be too slow, discarding on the
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Figure 9.2: Projection of a pp event on the transverse plane of the TPC, showing clusters attached to physics tracks (red) and
not assigned clusters (black).

outer layers only those clusters which can not be bound into any triplet losely converging to the luminous
region will be considered.

TRD

The analysis of Run 1 data shows that only 10% of online tracklets can be matched to tracks extrapolated
from TPC. The work is in progress to assess if this fraction remains the same for Runs 3 and 4 data. If this
happens to be the case, we consider to store only those tracklets which are in vicinity of the extrapolation
of TPC track found during synchronous reconstruction stage, which should lead to the reduction of the
~20GB/s input data rate to ~3 GB/s data for permanent storage.

TOF

The optimisation of the current TOF data format is expected to give ~20% reduction of the data rate
of 2.5GB/s (in Pb-Pb). This reduction will occur on the FLPs and depends on: the removal of slow
control information (temperatures, thresholds) from the stored raw data which is available in the DCS;
the suppression of the headers and trailers from TRM (TDC Read-out Module) data in case no hits
are registered; improvements in the format of the data stored by DRM (Data Read-out Module). When
running in continuous mode in pp, it should be noted that a larger data size (2.3 GB/s) and a lower impact
of the data reduction technique is expected. The current plan is to use 10 ps windows for read-out. In
this case, the number of TRMs without hits per asynchronous trigger will be lower.

MCH and MID

The input data raw rate from MCH extrapolated from Run 1 experience is ~2.2GB/s and can be com-
pressed to ~1.5GB/s already on the FLPs. After pre-clustering on the FLPs and clusterisation on the
EPNs, an output to permanent storage of ~0.7GB/s is expected once the pad information is dropped.
The estimates are being made to check whether this operation is safe; without suppressing the pad infor-
mation the estimated output would amount to ~2.1GB/s, in which case there is no gain from carrying
out clusterisation in the synchronous mode.
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MFT

Using the same type of sensors as the ITS, with the worst noise scenario of ~107>, the MFT will ship
~7.2GB/s. For the data reduction, the same approach as for the ITS will apply, leading to ~5.0GB/s
output to storage with Huffman compression only.

Calorimeters (EMC and PHS)

The EMC raw data at the rate of ~2GB/s and ~4GB/s from PHS can be reduced after the FLP pro-
cessing. This can be achieved by compressing 30 10-bit samples on two floats for cell energy and time
information.

Table 9.2 summarises the compression factors foreseen for every detector in routing data taking with
Pb—Pb at 50kHz interaction rate.

Table 9.2: Data rates for input to O? system and output to permanent storage for routine data taking with Pb—Pb at 50kHz
interaction rate.

Detector Initial raw data rate Compressed data rate  Data reduction factor

(GB/s) (GB/s)
TPC 1000.0 50.0 20
ITS 40.0 26.0(8.0) 1.5(5)
TRD 20.0 3.0 6.6
TOF 2.5 2.0 1.25
MCH 2.2 0.7 2.9
MFT 10.0 5.0 2
EMC 4.0 1.0 4
PHS 2.0 0.5 4

Total 1080.7 88.2(70.2) 12.3(15.4)




Chapter 10
O’ facility design

10.1 Introduction

The O? facility is the local computer farm at the ALICE experimental area where the O? architecture
will be implemented, taking into account: the requirements presented in Chap. 3; the system architecture
and design presented in Chap. 4 and Chap. 5; the needs of the software as presented in Chap. 7, 8, 9; the
current state of the technology as presented in Chap. 6. Also discussed below are the infrastructure and
the demonstrators.

10.2  O? Facility

This section describes the O facility. Table 10.1 details the number of FLPs per detector. Table 10.2
details the roles and types of the computing nodes. Table 10.3 shows their requirements for network
connectivity, and Tab. 10.4 summarises the storage needs, in terms of capacity and throughput.

The number of FLPs is derived from the number of detector links and associated read-out boards, bal-
anced with the computing needs and FLP output network bandwidth specific for each detector. Each
FLP will accommodate 1 or 2 PCle read-out boards as explained in 6.2.1 and in 6.2.2. The O? facility
will need about 250 FLPs in total.

Each FLP provides enough processing power to perform the initial data compression and memory to
buffer the data while doing the Time Frame building.

The total output rates of FLPs assuming for simplicity that compression is only performed for TPC are:
total F LPoutRate = DetectorDataRate /| F LPcompression

= TPCrate/2.5+ otherDetectorsRate = 1000/2.5 + 100 = 500GB/s

This makes an average output rate of 2 GB/s per FLP. The maximum rate is reached for the FLPs of the
TPC inner chambers, which will each produce approximately 2.5 GB/s after the first compression.

The Time Frame rate is set to S0Hz (as described in 5.2.2). The full Time Frame size on the EPN is:

fullTimeFrameSize = total F LPoutRate /time frameRate = 10GB

The EPN incoming bandwidth is set to 10Gb/s. This is the expected commodity network port, selected
to minimise the cost given the large number of EPNSs.

EPNincomingBw = 10Gb/s
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Table 10.1: Number of read-out boards and FLPs per detector to O system.

Detector Number of
read-out boards

Read-out  Number
board type of FLPs

ACO 1 C-RORC 1
CPV 1 C-RORC 1
CTP 1 CRU 1
DCS 1 Network 1
EMC 4 C-RORC 2
FIT 1 C-RORC 1
HMP 4 C-RORC 2
ITS 23 CRU 23
MCH 25 CRU 13
MFT 14 CRU 7
MID 2 CRU 1
PHS 4 C-RORC 2
TOF 3 CRU 3
TPC 324 CRU 162
TRD 54 CRU 27
ZDC 1 CRU 1
Spares 2
Total 250

The minimum number of EPNs needed to read the data produced by the FLPs is:

minimumActiveEPNs = total F LPoutRate /| EPNincomingBW = 500 % 8/10 = 400

The worst case buffer size needed on the FLP for network transmission is:

minF LPbuf ferSize = EPNtimeToReceiveF ullTime frame x singleF LPout goingrate

= (fullTimeFrameSize /| EPNincomingBw) x F LPoutgoingrate = 25 GB

Simulation indicated the additional memory needed for the read-out buffers and processing pipelines (see
Fig. 10.6 and Fig. 10.7). Taking into account the Operating System and memory needs for the processes,

an FLP system with 32GB RAM is a realistic option.

The number of EPNs depends on the CPU processing needs for the Time Frame building and event
reconstruction (for the final compression). In view of the requirements presented in Table 8.8, and
assuming dual-CPU systems with 32 cores per CPU, the facility will need 1500 EPNs.

NEPNs = NCoresRequired /(NCpuPerNode « NCorePerCPU ) = 100000/ (2% 32) ~ 1500

Each EPN will process one full Time Frame every

NEPNs/timeFrameRate = 1500/50 = 30s

The memory needed on each EPN consists of: buffer to receive next time frame (10GB), buffer for
current time frame (10 GB), buffer for processing the current time frame (1 GB per CPU core) and 16 GB

for the OS, i.e. a total of approximately 100 GB.
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The aggregated bandwidth from all the EPN to the data storage amounts to:
detectorThroughput /compressionFactor = 1100/14 = 78.6 GB

It corresponds for each EPN to an average write disk throughput of 78.6/1500 = 52 MB/s.

A total capacity of 90GB/s is foreseen in order to have some headroom corresponding to a write disk
throughput of 60MB/s for each EPN.

The size of the Compressed Time Frame stored on the data storage is

CompressedTime fameSize = detectorT hroughput / (Time frameRate x compressionFactor) = 1100/(50% 14) = 1.6

All the compressed data and the results of the reconstruction (CTF, ESD and AOD) are stored on disk.
The yearly total amount of data to be stored in 2020 and 2021 is approximatively 54 PB. A total capacity
of 60PB is needed for the data redundancy corresponding to 60000/1500 = 40 TB for each EPN. The
total installed capacity will be of 68 PB in order to have some headroom.

Table 10.2: Nodes of the O? facility with their minimal characteristics.

Node Number Number Number and type Memory  Network I/O slots

Type of nodes of cores  of accelerators bandwidth PCle Gen3
(GB)  (Gb/s)
FLP TPC 162 2x6 FPGA/CRU 32 18 2
FLP ITS 23 2x24 32 12 1
FLP other 65 2x6 32 12 lor2
detectors
EPN 1500 2x32 2x GPU cards 100 10 0

Table 10.3: Network ports, throughput and bandwidth.

Node type Network ports Data traffic type
and bandwidth
(Gb/s)
FLP (out) 1 x40GbE or 56 GbIB Mostly outgoing traffic, continuous @ 10-20Gb/s
or 4 x 10GbE
EPN (in) 1 x40GbE or 56 GbIB Input traffic in bursts
or 1 x 10GbE (full speed during the burst and idle the rest of the time)

Table 10.4: Storage needs (throughput and capacity).

Storage location Throughput Capacity
MB/s TB

EPN 60 40
Total 90,000 60,000
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The least expensive network topology for TF building (the FLP to EPN data flow) is the layout 2 as
presented in Fig. 5.4. It consists of 4 independent EPN clusters. An implementation example based on
this approach is detailed below, with each FLP having four 10Gb/s ports, each one being connected to
one of the EPN clusters. The switching size of each cluster network is 250 FLPs at 10Gb/s x 375 EPNs
at 10Gb/s, i.e. 632 ports in total. The aggregated outgoing traffic of all FLPs to one EPN cluster is
FLPoutgoingrate/4 = 1Tb/s.

This corresponds to an average output of 4 Gb/s per FLP. Each cluster, with at least 100 EPNs active at
the same time (each reading 10Gb/s) has to cope with the 1 Tb/s produced by FLPs. Using a leaf switch
providing 96 ports at 10Gb/s and 8 uplinks at 40Gb/s, such as the DELL Z9000, the corresponding
network can be built with following characteristics (per cluster):

— Each cluster has 7 switches, providing a total of 672 ports at 10Gb/s (28 switches needed in total
for 0?).

— Each switch is connected point-to-point to each other switch with a 40Gb/s link, to implement a
fully connected network mesh (21 cross-links).

Each switch receives data from 37 FLPs (up to 259 FLPs in total).

Each switch provides data to 54 EPNs (up to 378 EPNss in total).

Each switch has 5 spare ports to accommodate more nodes if needed.

— In these conditions, if the Time Frames are distributed evenly across EPNs (one switch after the
other), the uplink traffic of each switch is symmetric and amounts in each direction to 37x4x6/7 =
125Gb/s, i.e. less than 50% of the available bandwidth (7 %40 = 280Gb/s).

A second topology for TF building is the layout 3 as presented in Fig. 5.5. An implementation combining
the Infiniband and Ethernet technologies would for example consist of:

— 10 FLP edge switches (Mellanox SX6025) with 36 IB ports at 56 Gb/s, 25 as input for FLPs and
10 as output to a director switch.

— 1 director switch (Mellanox SX6512) with 216 IB ports at 56Gb/s, 50 as input for the FLP edge
switches and 50 as output to the SEPNs.

— 50 SEPNs performing the TF building and distributing the data to 50 independent EPN clusters
through a switch (Mellanox SX 1024) with 4 Ethernet ports at 40Gb/s from the SEPNs and 30
Ethernet ports at 10Gb/s to the EPNGs.

10.3 Power and cooling facilities

The O? facility will be located at the LHC Point 2 and will require a modification of the facilities available
at the ALICE experimental area. Two Counting Rooms (CR1 and CR2) are available with 40 racks in
each with a usable height of 40 U in CR1 and 45 U in CR2.

CR1 has been entirely rejuvenated with new racks and will be used for the racks containing FLPs and
services. CR2 would not be sufficient for the racks containing EPNs and the data storage equipment.
Moreover, the racks would have to be exchanged to increase their cooling facility. A new room (CRO)
will be installed on the surface for the EPNs and the data storage equipment Table 10.5 summarizes the
power and cooling needs of the O? facility assuming usual power consumption and dissipation.
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Table 10.5: Location, rack space, power and cooling needs of the O facility.

Type Number Item Location-  Number Power  Total Cooling  Total
of items height Total height of Racks perrack power perrack cooling

U) ) (kVA) — (kVA) (kW) (kW)
FLP 250 2 CR1-35 18 12 216 14 252
EPN 1500 1 CRO - 54 34 50 1700 50 1700
SEPN 50 1 CRO - 54 1 12 12 12 12
Storage 34 9 CRO - 54 7 50 350 50 350

Network

Dataflow 10 3 CR1 - 40 2 12 24 12 24
Dataflow 15 3 CRO - 54 2 12 24 12 24
Control 4 1 CR1 -40 1 12 12 12 12
Control 14 1 CRO - 54 1 12 12 12 12
Services 110 1 CR1 - 40 4 12 48 12 48
Total CR1 25 300 336
CRO 45 2086 2086
Grand total 70 2398 2434

The existing power distribution at Point 2 includes a total UPS power of S00kVA available in CR1 and
CR2 plus 270kW of normal power for each CR. The power distribution requires a moderate upgrade
to meet the requirements of the O? facility. To address the huge cooling needs, the possibility of using
mixed water or free air cooling.

10.4 Demonstrators

This section is dedicated to the demonstrators, proof of concepts or prototypes which have been devel-
oped to show key elements of the O? system.

10.4.1 Data transport

Two different systems were used for the performance measurement of data transport layer in ALFA.
The performance tools delivered by ZeroMQ were also used to investigate any penalties introduced by
FairMQ package.

Ethernet-based prototype

This system consists of 8 dual-Xeon machines, 4 connected with 40 Gb Ethernet while the other 4 are
connected with 10Gb Ethernet. Using a message part size of 10MB and sending it from the FLPs to
the EPN prototypes, a rate of about 37.6Gb/s was achieved using 4 core CPUs for sending data (see
Fig.10.1). It demonstrates that the overhead introduced by the FairMQ and ZeroMQ is marginal with a
bandwidth equivalent to 94% of the maximum and that the technology scales well above the performance
required by the FLPs on their output network link.

Infiniband-based prototype

The second system is composed of a 40Gb/s IB using 4 dual-Xeon machines (Intel Xeon E5520 with
4 physical cores and 8 threads each) all running the same software but with the IPoIB protocol. Three
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Figure 10.1: Throughput between two machines connected with 40 Gb/s Ethernet.

processes were used to send data from one machine and 4 processes on each of the other machines
received data. A message size of 10MB was used. An average rate of 2.5GB/s was reached without
any optimisation of the kernel parameters. This test confirms that the marginal overhead introduced
by the FairMQ and ZeroMQ software with a measured performance equivalent to the one measured
with benchmarking programs (see Tab. 6.6). The test also demonstrates the portability of the FairMQ
software to different network technologies (Ethernet and IB) which provides the independence about the
underlying network technology.

10.4.2 The Dynamic Deployment System

The Dynamic Deployment System (DDS) is an independent set of utilities and interfaces, providing a
dynamic distribution of different user processes for any given topology on any Resource Management
System (RMS). The DDS uses a plug-in system in order to deploy different job submission front-ends.
The first and the main plug-in of the system is a Secure Shell (SSH) that can be used to dynamically
transform a set of machines into user worker nodes. The DDS functions are the following:

Deploy a task or set of tasks

Use any RMS (Slurm, Grid Engine, ...etc)

Execute nodes securely (watchdog)

Support different topologies and task dependencies

Support a central log engine

During 2014, the core modules of the DDS were developed and the first stable prototype was released.
This has been tested on the ALICE HLT development cluster using 40 computing nodes with 32 processes
per node. The SSH plugin for DDS has been used to successfully distribute and manage 1281 ALICE
O? user tasks (640 FLPs and 640 EPNs). The DDS was able to propagate the allocated ports for each
process to the dependent processes and set the required topology for the test. Throughout the test on this
cluster, one DDS commander server propagated more than 1.5 million properties in less than 5 seconds.
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A test with more nodes and cores is ongoing at the test cluster of the new GSI cluster (Kronos). A
rack with 50 dual-Xeon machines (Intel Xeon E5-2660 with 10 physical cores and 20 threads each) is
being used for the test. On this cluster there are more than 10000 ALFA devices (FLPs, EPNs, and one
Sampler). During this second test, DDS has propagated about 77 millions key-value properties. The
start-up time of the whole deployment by the DDS was 207 seconds for the propagation of all required
properties and devices, the bind/connect and enter into RUN state. This test was an important milestone
for the DDS, demonstrating a scalability adequate for the O% system. The target is to scale up to 100 k
devices and reduce the start-up time for the full deployment down to 10-50 seconds (depending on the
number of properties the system needs to propagate).

10.4.3 Future demonstrators
Several other demonstrators are under design.

A FLP demonstrator is being developed. It will consist of all the software needed to read out one CRU
and make some quality control over the data. This demonstrator is the base of the system which will be
used by the new or upgraded detectors during their test phase.

A global demonstrator is also scheduled. It will implement the whole data processing chain and will use
some TF assembled from existing real data collected during Run 1.

10.5 Computing system simulation

The computing system simulation has been done with Omnet++ [1] and the Monarc simulation tool [2].
See Sec. C.2.6 for more details about this choice.

The high-level simulation based on the Monarc tool includes all the elements to be simulated in a large
program. It has been used to simulate the network and the buffering needs as reported in Sec. 10.5.1 and
Sec. 10.5.2.

The Omnet++ simulation models are made of several blocks or modules interacting with each other by
sending messages through links. A number of modules has been customised, while others were already
available in Omnet++. Different simulation models have been made to reflect the levels of detail needed,
while the same parts of the real system are represented by different modules in the simulation. For
instance, an FLP in a simulation of the network between FLPs and EPNs will be a data source, whereas
in a simulation that is more focused on the part of the system before the FLPs, it will be a data sink. In
a complete simulation scenario it will be simulated using yet another module. Three different models
(network, full system and storage) have been created and used to evaluate the overall system scalability
(see Sec. 10.5.4 and Sec. 10.5.3).

10.5.1 Simulation of the network needs

The study of the data traffic pattern is essential to properly dimension the system. Two different network
layouts have been simulated: the layouts 2 and 3 introduced in Chap. 5 and shown in Fig. 5.4 and Fig. 5.5.
Two types of FLPs are used for these simulations: the TPC FLPs transferring an aggregate of 400GB/s
to the EPNs and the FLPs of the Other Detectors (OD FLPs).

In order to maintain the total data throughput, several transfers must be performed in parallel by each
FLP. All the FLPs transfer data all the time to some EPNs. The EPNs receive a burst of data when
being selected as a destination and nothing when processing those data. Figure 10.2 shows the network
bandwidth out of the TPC and OD FLPs and in the EPNs for the layout 2 with 100 or 20 maximum
number of concurrent transfers out of the FLPs (left-hand and right-hand panels respectively). In the
latter case, there is an initial perturbation before the system settles in a state similar to the first case but
with much less parallel data transfers.
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Figure 10.2: Link speed on the FLPs and EPNs for a network layout with four EPN subfarms for 100 (left) and 20 (right)
parallel transfers from the FLPs.

For the layout 3, the FLPs transmit the data to SEPNs in charge of buffering the data and redistributing
it to the EPNs. The network bandwidth out of the TPC and OD FLPs and in the SEPNs for the layout 3
is shown in Fig. 10.3 for a configuration based on an Infiniband network at 56 Gb/s. As can be seen the
network is well used with the SEPN receiving data at the nominal bandwidth more than 50% of the time.
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Figure 10.3: Link speed on the FLPs and SEPNs for a network layout with SEPNs.
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This simulation has also been used to verify the bisection data traffic in the system. Figure 10.4 shows the
data traffic for one of the 4 EPNs subfarms of layout 2 equal to 1 Tb/s for the two conditions simulated
above: 100 or 20 maximum number of concurrent transfers out of the FLPs (left-hand and right-hand
panels respectively).

For the layout 3, the bisection data traffic of 4Tb/s can be seen in Fig. 10.5.

10.5.2 Simulation of the buffering needs

The data buffering for the different types of nodes needs have also been estimated using the high-level
simulation. Two kinds of buffer management have been simulated. Either no special management is used
and the space made available by the transfer of a STF from the FLP is returned to the pool of available
memory at the end of the transfer or the space is returned gradually to the pool during the transfer.
Given the large size of the STF, it is relevant to see whether this special management would provide any
substantial benefit.

Figure 10.6 shows the buffering need for the TPC and OD FLPs of layout 2 with and without buffer
management for the two conditions simulated above: 100 or 20 maximum number of concurrent transfers
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Figure 10.4: Bisection traffic in one sub-system for a network layout with four EPN subfarms for 100 (left) and 20 (right)

parallel transfers from the FLPs.
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Figure 10.6: Size of the memory buffers with and without memory management for a network layout with four EPN subfarms
for 100 (left) and 20 (right) parallel transfers from the FLPs.

Figure 10.7 shows the buffering need in the TPC and OD FLPs of layout 3 with and without buffer
management.

10.5.3 Data storage simulation

The simulation has also allowed to evaluate the total size of the data that will be stored during a typical
Pb—Pb run. Figure 10.8 shows the total amount of data stored in the O? facility as a function of time
culminating to a total amount of about 30PB. A realistic input data pattern has been generated based on
the length of Pb—Pb runs in 2011 and the data size and reduction for Run 3.
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Figure 10.8: Total data stored for a month of data taking similar to Run 1.

10.5.4 Simulation of the system scalability

The O? system must scale from its nominal interaction rate of S0kHz up to 100kHz. The simulation has
been used to verify its scalability and the frequency at which the system does not scale anymore. The
scalability has been estimated by simulating the total latency of the TF in the system. This latency is
stable as long as the system is in its scalability interval and increases out of this interval.

Figure 10.9 shows that the network layout 2 with a 40 Gb/s Ethernet network scales well till 80kHz but
is overloaded at 90kHz which is below the target scalability of the O system.

Figure 10.10 shows that the network layout 3 with a 56 Gb/s IB network scales well till 140kHz which
is well above the target scalability of the O® system. The better performance of the network layout 3
is normal given the higher network bandwidth. The layout 2 can only be implemented with 40Gb/s
Ethernet network links which can be split into 4 independent 10Gb/s Ethernet network links and not
with the 56Gb/s IB network link. The layout 3 with a 56Gb/s IB network has therefore been used for
the evaluation of the project cost.
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Chapter 11

Project organisation, cost estimate and
schedule

11.1 Project management

The O? project is run by the present leaders of the DAQ, HLT and Offline projects. They are also
members of the O? Steering Board (SB), the body that deals with managerial, financial, technical and
organisational matters.

The R&D work is being carried out by the O Computing Working Groups (CWGs), listed in Tab. 11.1.
The CWGs include members from the DAQ, HLT and Offline Projects and other institutes who have
joined the O? project.

Table 11.1: O? Project Computing Working Groups and their topics.

Group  Topic Group Topic

CWG 1 Architecture CWG 8  Physics Simulation

CWG 2 Tools & Procedures CWG9  Quality Control, Visualization
CWG 3 Data flow CWG 10 Control, Configuration, Monitoring
CWG4 Data Model CWG 11 Software Lifecycle

CWGS5 Computing Platforms CWG 12 Hardware

CWG 6 Calibration CWG 13 Software framework

CWG 7 Reconstruction

11.2 O’ Project

The O? Project holds regular plenary meetings during ALICE weeks and mini-weeks. These meetings
are open to all members of the ALICE collaboration. Plenary meetings provide a forum for discussion
and presentation of major topics on the design, construction and operation of the O? system as well as
for regular reports from the CWGs .

The institutes are represented by their team leaders in the O? Institute Board (IB). The O? project lead-
ers are ex-officio members of the IB. The managerial, financial and organisational issues are discussed
and decided on in the IB. This board also endorses technical matters recommended by the CWGs and
proposed by the SB.

All institutes participating in the O? Project are shown in Tab. 11.2.
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Table 11.2: Institutes participating in the O? Project.
Country City Institute Acronym

1 Brasil Sao Paulo University of Sdo Paulo USP

2 CERN Geneva European Organization for Nuclear Re- CERN
search

3 Croatia Split Technical University of Split FESB

4 Czech Republic Rez u Prahy Nuclear Physics Institute, Academy of Sci- ASCR
ences of the Czech Republic

5  France Clermont Laboratoire de Physique Corpusculaire LPC

-Ferrand (LPC), Université Blaise Pascal

Clermont-Ferrand, CNRS-IN2P3

6  France Grenoble Laboratoire de Physique Subatomique et de LPSC
Cosmologie (LPSC), Université Grenoble-
Alpes, CNRS-IN2P3

7  France Nantes SUBATECH, Ecole des Mines de Nantes, SUBATECH
Université€ de Nantes, CNRS-IN2P3

8  France Orsay Institut de Physique Nucléaire IPNO), Uni- IPNO
versité Paris-Sud, CNRS-IN2P3

France Strasbourg Institut Pluridisciplinaire Hubert Curien IPHC

10 Germany Darmstadt Research Division and ExtreMe Matter In-  GSI
stitute EMMI, GSI Helmholtzzentrum fiir
Schwerionenforschung

11  Germany Frankfurt Frankfurt Institute for Advanced Studies, FIAS
Johann Wolfgang Goethe-Universitit

12 Germany Frankfurt Institut fiir Informatik, Johann Wolfgang IRI
Goethe-Universitét Frankfurt

13 Hungary Budapest Wigner RCP Hungarian Academy of Sci- WRCP
ences

14 India Jammu University of Jammu Ju

15 India Mumbeai Indian Institute of Technology 1T

16 Indonesia Bandung Indonesian Institute of Sciences LIPI

17 Korea Daejeon Korea Institute of Science and Technology KISTI
Information

18 Korea Sejong City Korea University KU

19 Poland Warsaw Warsaw University of Technology WUT

20 Romania Bucharest Institute of Space Science ISS

21 South Africa Cape Town University of Cape Town UCT

22 Thailand Bangkok King Mongkut’s University of Technology KMUTT
Thonburi

23 Thailand Bangkok Thammasat University TU

24 Turkey Konya KTO Karatay University KTO

25 United States Berkeley, CA ~ Lawrence Berkeley National Laboratory LBNL

26  United States Detroit, MI Wayne State University WSU

27  United States Houston, TX University of Houston UH

28 United States Knoxville, TN  University of Tennessee UTK

29  United States Oak Ridge, TN  Oak Ridge National Laboratory ORNL

30 United States Omaha, NE Creighton University CU

31 United States Pasadena, CA  California Institute of Technology CALTECH
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11.3 Schedule

The ALICE upgrade is planned to be operational after LS2 continuing into the High Luminosity LHC
(HL-LHC) era after LS3 in 2025. According to the current LHC schedule, LS2 will take place in 2018-19
and LS3 will start in 2023. As for Run 1, the O? software framework will be released early and often and
the O? facility will be incrementally deployed to give optimal support to the detector upgrade activities.
A first version of the software framework, including that for detector read-out, will be released at the
start of 2017 in time for the first tests with the ITS, MFT and TPC electronics. Significant fractions of
the facility will be available for the global commissioning of the ITS, MFT and TPC detectors towards
the end of 2018 before these detectors are installed in the experimental area. The system deployed in
2019 will handle the read-out of all detectors and the data processing at a reduced rate. The deployment
of the full data processing capacity will continue in 2020 following a schedule compatible with the LHC
and the beginning of the heavy ion collisions. The main project activities and milestones are shown in
the Gantt chart shown in Fig. 11.1.

11.4 Responsibilities and human resources estimates

The work on the design and development of the O system has been distributed among the participating
Institutes. A summary of the responsibilities is shown in Tab. 11.3 for the period from 2015 to 2019.

Table 11.3: Sharing of responsibilities and human resources needed.

Tasks Institutes Human resources
(FTE)

Architecture CERN, FIAS,GSI, IRI 2.0

Tools, procedure and software process CERN, IPNO, JU, LIPI, WRCP 2.0

Data flow, detector read-out CALTECH, CERN, FESB, 16.0
FIAS, IRI, LIPI, WRCP

Computing platforms CERN, FIAS, IRI, JU, KISTI, 9.0
KMUTT, KU, ORNL

Software framework and data model CERN, IPNO, GSI, LBNL 14.0

Calibration JU, WSU 29.0

Reconstruction CERN, FESB, GSI, IPHC, LIPI, 44.0
LPC, SUBATECH, UH, WSU

Physics simulation CERN, CU, IPHC, IPNO, 32.0
LBNL, ORNL, UH, UTK

Data quality monitoring and visualisation CERN, ISS, JU, WUT 14.5

Control, configuration, monitoring ASCR, CALTECH, CERN, CU, 13.0

and logging KMUTT, IRI

0? facility hardware procurement, CERN, FIAS, IRI, GSI 7.7

installation

O? facility and grid/cloud operation CERN, KISTI 6.3 and M&O

The manpower estimate for software tasks closely related to detectors includes the design and develop-
ment of the core software and the integration and commissioning of detector specific algorithms but not
the design and development of the algorithms themselves.
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11.5 Cost estimates and spending profile

The project cost estimate is given in Tab. 11.4. All CORE costs are included: material cost of the
equipment purchased or produced; the industrial or outsourced manpower for production and general
infrastructure at the experimental area. The institutes’ personnel costs and the R&D activities are not
included.

Table 11.4: Cost estimates and spending profile.

Item Cost estimate  Spending profile
2018 2019
(kCHF) (kCHF)
Infrastructure 776 465 310
FLPs and CRUs 916 550 366
EPNs 5,152 515 4,636
Data storage 2’168 217 1,951
Network 1,018 509 509
Servers 438 306 131
Total 10,467 2,563 7,905

The maintenance and operation costs are not included in Tab. 11.4, but will be funded by the ALICE
Maintenance and Operation (M&O) budget as during Run 1 and 2.

11.6 Production and procurement

The O? facility will be almost entirely comprised of commercial off-the-shelf equipment (servers, PCs,
data storage equipment, network switches and routers). This equipment will be procured by one of the
institutes involved in the project according to the calendar specified in Tab. 11.4. None of the equipment
is from a single source so that the procurement can be done following the standard procedure for a
competitive tender.

The CRU used to read out the detectors and perform the TPC cluster finder in its FPGA is the only piece
of equipment which might not be commercial off-the-shelf. The CRUs will be financed by the detector
groups and the O? project. They will be acquired centrally by the collaboration. The baseline solution
for the CRU is the PCle 40 board designed by the LHCb collaboration. The full specification will be
made in collaboration with LHCb and the hardware purchased after a competitive tender.

11.7 Risk analysis

The project risks have been taken into consideration and addressed in the following paragraphs.

All the hardware and software technologies used for the O? system exist already and have been demon-
strated to work according to requirements. None of the hardware items under consideration comes from
a single source. Every piece of equipment used today for the tests could be replaced by one of another
brand at the time of the purchase. The technologies employed do not constitute risks for the project.

The budget of the project has been evaluated on the basis of recent purchases by ALICE or the CERN
IT department and on conservative projections of the price evolution. Still there might be variations due
to independent factors. The budget estimate includes a margin to meet this risk. In the case where a
component would be more expensive than anticipated, then its deployment would be staged.



132 The ALICE Collaboration

Exchange rate risk: the project’s budget is in Swiss Francs but a large fraction of the contributions is
made in Euros. The project’s expenses mostly concern computing equipment the prices of which are
initially expressed in US Dollars. Variations of the exchange rate between these three currencies can
affect the budget of the project.

If a risk related to the budget is confirmed, the deficit will be covered by increasing the fraction of data
sent to the Tier 1 sites for asynchronous processing and the usage of parking for data processed during
LS3.

The project schedule has been evaluated taking into account all the experience accumulated by the dif-
ferent teams contributing to the project. The hardware procurement and deployment has been scheduled
with sufficient margin to absorb delays due to the administrative procedure or in the delivery of goods.
Software development is often a difficult process to track. The strategy adopted in this project is to re-
lease early and often in order to have a realistic feedback on the progress. Margins have been introduced
for all the major deliverables to address the unforeseen delays.

11.8 Data preservation

A Study Group on Data Preservation and Long Term Analysis in High Energy Physics (DPHEP) was
established in 2009, involving all of the main HEP institutes and experiments worldwide. In 2012, the
group brought out a Blueprint document [1]. A summary of this publication was used in the update of
the European Strategy for Particle Physics. The revised version of the strategy was officially adopted at
the 16" European Strategy Session of the CERN Council in Brussels in May 2013. Data Preservation is
one of the few computing and infrastructure related items included in the document.

To be cost effective, long term data preservation must be fully integrated into the ongoing activities of
the experiments and, in the context of WLCG, the project itself. To be able to retain the full potential
of the data over decades is not a trivial matter, nor is it guaranteed to succeed, as past experience shows.
Some changes in culture and practice may be required to reach the desired goals effectively. These
changes imply designing the software, the complete environment including the framework as well as
the necessary validation steps in such a way as to allow future use of the data. The DPHEP Blueprint
foresees that common projects should include the use of virtualisation techniques, validation frameworks
and collaboration with different projects. This last point is directed specifically at ongoing work on the
redesign and implementation of software for concurrency and modern architectures.

Documentation, long term data preservation at various levels of abstraction, data access, analysis policy
and software availability are the key elements of such a data preservation strategy that allow future
collaborators, the wider scientific community and the general public to analyse data for educational
purposes and for eventual reassessment of the published results.

11.9 Open access

In 2013 the ALICE Collaboration Board approved a Data Preservation Strategy document, which is in
line with similar documents already drafted by other experiments and stipulates the principle of open
access to the data, software and documentation.

The ALICE collaboration is in agreement with the principle of open access to data, software and docu-
mentation, that will allow the processing of data by non-ALICE members under the conditions listed in
the future policy implementation document. Data with high abstraction, such as AODs, will be condi-
tionally made public after 5 years for 10% of the data and after 10 years for 100% of the data. Depending
on the available resources for open access, external users can be conditionally granted access to comput-
ing resources to process data. Different levels for preservation and open access are currently foreseen
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and described in the ALICE policy document.

11.10 O? TDR editorial committee

The composition of the 0?2 editorial committee is: L. Betev, P. Buncic, S. Chapeland, F. Cliff, P. Hristov,
T. Kollegger, M. Krzewicki, K. Read, J. Thader, P. Vande Vyvre, B. von Haller.

11.11 O? TDR authors

The following people have contributed to the work presented in this TDR (The arabic institute numbers
refer to the list from Tab. 11.2 and the roman institute numbers refer to footnotes):

T. Achalakul??, D. Adamova®, N. Agrawatl15 , K. Akkarajitsakuln, A. Alarcon Do Passo Suaide!, T. Alt'!,
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Appendix A

Glossary

Acronyms

A

AF
ALICE
AliIROOT
AOD

API

APU
ASCII

BC

C

CAF
CCDB
CCM

CDH
CEPH
CERNVMES
CFS

CPU

CRO
CR1,2,3,4
C-RORC
CRU

CTF

CTP

CWG

Analysis Facility

A Large Ion Collider Experiment

ALICE software framework based on ROOT

Data type: Analysis Object Data

Application Programming Interface

Accelerated Processing Unit combining a CPU and a GPU
American Standard Code for Information Interchange

Bunch Crossing

Central Analysis Facility

Condition and Calibration Data Base

Control, Configuration and Monitoring

Common Data Header

Storage platform designed to present object, block, and file storage from a distributed computer cli
CERN Virtual Machine File System

Cluster File System

Central Processing Unit

New Counting Room needed for the O? project

Existing Counting Room Level 1 to 4 in PX24

Common Read-Out Received Card interfacing the DDL 2 to computer 1/O bus
Common Read-out Unit

Data type: Compressed Time Frame

Central Trigger Processor

0? Computing Working Group
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D
DAQ Data Acquisition System
DCM Data Collector Manager
DCS Detector Control System
DDLI1, 2 Detector Data Link successive releases
DDL SIU DDL Source Interface Unit
DDP Dynamic Disk Pool
DDR Double Data Rate memory
DDS Dynamic Deployment System
DIM Distributed Information Management system
DM Data Movers
DMA Direct Memory Access
DNS Domain Name Server
DRAM Dynamic Random Access Memory
DSRO Detector Specific Read-Out
E
EMC Electromagnetic Calorimeter
EOS CERN disk-based service providing a low latency storage infrastructure
EPN Event Processing Node
ESD Data type: Event Summary Data
F
FEE Front-End Electronics
FDR Infiniband Fourteen Data Rate
FIT Fast Interaction Trigger
FLP First Level Processor
FPGA Field Programmable Gate Array
FSM Finite-State Machine
G
GBT GigaBit Transceiver
GEM Gas Electron Multiplier
GPU Graphics Processing Unit
GTU Global Tracking Unit
H
HB HeartBeat trigger
HBE HeartBeat Event
HEP High Energy Physics
HISTO Data type: subset of AOD information specific for a given analysis
HLT High-Level Trigger
HPC High-Performance Computing
H-RORC HLT Read-Out Received Card interfacing the DDL 1 to computer 1/O bus

HTTP Hyper Text Transfer Protocol
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1/0

IB

1P
IPoIB
IP core
1SCSI
ITS

JSON

K

L
LHC
Lol
LS1,2,3
LTU

M
MC
MC
MCH
MDB
MDH
MDT
MID
MFT
MTBF

NAS
NFS
NUMA

00
OSD
OSS

P
PC
PCI
PCI-X

PClIe Genl, 2, 3,

PHS
PX24
PM25

Input/Output

Infiniband

Internet Protocol

IP over IB

Intellectual Property core

Internet Small Computer System Interface
Inner Tracking System

JavaScript Object Notation

Large Hadron Collider

ALICE upgrade Letter of Intent

LHC Long Shutdown respectively in 2013-14, 2018-19, 2023-25
Local Trigger Unit

Monte-Carlo

Data type: simulated energy deposits in sensitive detectors
Muon Chamber System

Data format: Multiple Data Block

Data format: Multiple Data Header

Data format: Multiple Data Trailer

Muon Identifier

Muon Forward Tracker

Mean Time Between Failures

Network Attached Storage
A distributed Network File System and its associated network protocols
Non-Uniform Memory Architecture

New online-offline computing system for the LS2 ALICE upgrade
Object-Oriented

Object Storage Daemons

Object Storage Server in the Lustre file system

Personal Computer
Peripheral Component Interconnect
Peripheral Component Interconnect eXtended
4 Peripheral Component Interconnect Express successive releases
Photon Spectrometer
Main access shaft to the eXperimental area at Point 2
Access shaft to the LHC Machine at Point 2
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Q
QA
QC
QDR
QGP
QSFP

R
RADOS
RAID
RAM
RMS
RORC

Quality Assurance

Quality Control

Infiniband Quad Data Rate
Quark-Gluon Plasma

Quad Small Form-factor Pluggable

Ceph Reliable, Autonomic Distributed Object Store

Redundant Array of Inexpensive Disks or Redundant Array of Independent Disks
Random Access Memory

Resource Management System

Read-Out Received Card

Run 1, Run2, Run3 Periods of data taking operation of ALICE respectively in 2009-13, 2015-18, 2020-22.

SAN
SCADA
SCD
SDB
SDH
SDT
SEPN
SMI
SoC
SRAM
SSH
S/N
STF

T

T1, T2, T3
TDR
TF
TOF
TQ
TPC
TRD
TRG
TTC
TTS

U
UDP
UPS
UX25

VHDL
VHSIC

Storage Area Network

Supervisory Control and Data Acquisition system
TPC Space Charge Distortion

Data format: Single Data Block

Data format: Single Data Header

Data format: Single Data Trailer

Super EPN

State Machine Interface

System on a Chip

Static RAM

Secure Shell

Signal-to-Noise ratio

Sub-Time-Frame: a Time Frame containing data from a FLP

Grid Tier 1, 2, 3

Technical Design Report

Time-Frame: the data from all data sources of a a period of time
Time Of Flight detector

AliEn Task Queue

Time Projection Chamber

Transition Radiation Detector

Trigger

Timing Trigger and Control

Trigger and Timing distribution System

User Datagram Protocol
Uninterruptible Power Supply
Underground eXperimental area

VHSIC Hardware Description Language
Very-High Speed Integrated Circuit
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W

WLCG Worlwide LHC Computing Grid
/

ZDC Zero Degree Calorimeter

ZeroMQ or OMQ  High-performance asynchronous messaging library



Appendix B

Integrated luminosity requirements for
proton—proton reference runs

The integrated luminosity required for the pp reference runs is estimated starting from the consideration
that the statistical uncertainty on the pp reference has to be negligible with respect to that of the Pb—Pb
measurement. In order to set numbers, the pp uncertainty is required to be v/2 times smaller than the
Pb—Pb uncertainty, so that the combined relative statistical uncertainty for e.g.a Raa observable is at
most 20% larger than the Pb—Pb uncertainty. Since the relative statistical uncertainty is the inverse of the
statistical significance 1/.¥ = v/S+ B/S, the requirement is:

Fop = V2 Tt b (B.1)

This condition leads to different requirements in terms of statistics, depending on the S/B ratio, thus on
the background level. For high-background measurements (which is the case for essentially all topics
discussed in Chap. 2), S < B, thus . = §/ /B, and the condition becomes

Spp/\/ Bpp = \[2 : SbePb/ V Bpy—pp

thus
Npp =2 Npvo—pb - [(7/VN)po—pv/ (-7 |V N)pp)?

with N the number of events in pp and Pb—Pb (in a given centrality class, e.g. 0-20%).

In the following, the specific cases of several of the heavy flavour and quarkonium measurements are
discussed.

Open heavy flavour

After the second long shut-down (LS2), the LHC is foreseen to accelerate the hadron beams at the nomi-
nal energy of Z/A -7 TeV, and the centre-of-mass energy will be \/s = 14 TeV for pp and /sy = 5.5 TeV
for Pb—Pb collisions. If the pp reference data are collected at 14 TeV, the charm and beauty production
cross sections have to be scaled to the Pb—Pb energy, in order to define the nuclear modification factors
Raa(pr). The scaling factors can be obtained using perturbative QCD calculations, like FONLL [1]. The
definition of the scaling factor and of its theoretical uncertainty are described in [2]. Figure B.1 shows the
relative uncertainties of the scaling factors for D mesons (left) and B mesons (right) from 14 to 5.5 TeV.
The scaling factors and their uncertainties for A. and Ay baryons are the same as for D and B mesons,
respectively. For the case of charm at low pr, the uncertainty is larger than 50% (pt < 2 GeV/c). This
would be the dominant uncertainty in the measurement of the D and A. nuclear modification factors.
Therefore, for charm, the reference data should be collected with pp collisions at /s = 5.5 TeV. For
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Figure B.1: Relative uncertainty for the scaling factor of the cross section of D (left) and B (right) mesons from /s = 14 to
5.5 TeV using FONLL [1].

beauty hadrons, the uncertainty of the scaling factor is smaller than 10-15%. Therefore, it is not ex-
pected to be larger than the systematic uncertainties of the measurements in Pb—Pb and pp collisions.
This gives the possibility to use, for the reference measurement of BT and Ay, proton—proton collisions
at full LHC energy, where the beauty production cross section is larger by a factor two to three, thus a
correspondingly lower integrated luminosity is required.

The required integrated luminosity in pp collisions was estimated using the high-background measure-
ments procedure described at the beginning of this section, for the following measurements: D°, A, and
beauty production measurement via non-prompt J/y (the latter is described in the next section together
with the charmonium measurements). Estimates are in progress for the other beauty hadron studies
described in [3], namely B and A,,.

The estimation for the D° meson is described in ITS Upgrade CDR and it corresponds to Lin; = 6 pb™!
at /s =5.5TeV [4] .

For A. the following procedure was used. The significance per event in central Pb—Pb collisions,
(- /v/N)pp_pb, Was taken from the ITS Upgrade TDR [3]. The significance per event in pp collisions,
(.#/V/N)pp, was estimated by multiplying (. //N)pp_pp With a correction factor for the signal per
event and a correction factor for the background per event. The former is the inverse of the product of the
average number of binary nucleon—nucleon collisions in Pb—Pb central collisions and the (pr-dependent)
nuclear modification factor Raa that was assumed for the Pb—Pb studies of each particle. The latter, the
scaling factor for the background, was estimated as the (pr-dependent) ratio of the background yield in
pp simulations and in Pb—Pb simulations at the same energy. The resulting integrated luminosity that
fulfils the requirement of v/2-larger significance in pp than in Pb—Pb depends slightly on pr. The maxi-
mum value was defined as the required integrated luminosity for the measurement. The resulting value
is Liny = 5 pb ! at \/s = 5.5 TeV. Table B.1 reports the projected statistical uncertainties for Pb—Pb
collisions (10 nb~!) and pp collisions.

Table B.1: Statistical uncertainties for A, production measurement in central Pb—Pb collisions (10 nb™ 1 [3] and pp collisions,
for a subset of the pt intervals covered by the measurement.

pr Ac
(GeV/c) Pb-Pb0-20%  pp, 5.5 TeV, 5 pb~!
24 12% 8%
6-8 4% 2%
7-10 4% 3%

Charmonium

For charmonium measurements the proton—proton reference should be collected at the same centre-of-
mass energy as the Pb—Pb data, because the systematic uncertainty of the energy scaling from 14 to
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5.5 TeV would be similar as for open charm measurements, namely up to 30-50% for pr close 0.

For charmonium measurements in the dielectron decay channel at central rapidity the signal-to-background
ratio is small. For example, for J/y in central Pb—Pb collisions, it ranges from 0.01 at pyr < 1 GeV/c to
0.20 at 10 GeV/c. Therefore, the relation for high-background measurements discussed at the beginning
of this section was used. The significance per event in pp collisions, (.7 /v/N )pp> Was taken from the
analysis of inclusive and non-prompt J/y production from pp data at \/s =7 TeV [5]. It was assumed
that the significance per event is the same at /s = 7 and 5.5 TeV and that it is the same with the present
ALICE detector layout and with the upgraded detector. The latter is a realistic assumption for inclusive
J/y and a conservative one for non-prompt J/y from B meson decays, for which the significance per
event is expected to be larger with the improved tracking precision of the new ITS detector. The resulting
integrated luminosity required for pp collisions at /s = 5.5 TeV is of about 5 pb~.

For charmonium measurements at forward rapidity with the MFT and the MUON spectrometer, the
inclusive J/y and y/(2S) significance per event for pp collisions at /s = 5.5 TeV was conservatively
taken to be the same as for measurements with the MUON spectrometer alone at /s =7 TeV [6]. The
stastistical uncertainty for non-prompt J/y was assumed to scaled from Pb—Pb to pp by the same factor
as the one for inclusive J/y.

The statistical uncertainties for Pb—Pb collisions (10 nb~!) and pp collisions (5 pb~!) are reported in
Tab. B.2.

Table B.2: Statistical uncertainties for inclusive and non-prompt J/y and for inclusive y/(2S), at central and forward rapidity,
in Pb—Pb collisions (10 nb—!) and pp collisions (5 pbfl) at \/syn = 5.5 TeV, for a subset of the p intervals covered
by the measurements. The text ‘not av.” indicates that the estimate of the uncertainty is not available, the text ‘not
acc.” indicates that the measurement is not accessible for a given p interval. The statistical uncertainties for Pb—Pb
collisions are extracted from [7] for inclusive J/y and y(2S) at central rapidity, from [8] for inclusive J/y and y(2S)
at forward rapidity, from [3] for non-prompt J/y at central rapidity, and from [9] for non-prompt J/y at forward
rapidity. The statistical uncertainties for pp collisions are estimated starting from those in [5] and [6] for central and
forward rapidity, respectively (more details are given in the text).

pT Incl. J/y Non-prompt J/y Incl. y(2S)
(GeV/c) | Pb-Pb 0-10% PP [ Pb-Pb 0-10% o) [ Pb-Pb 0-10% pp

Central rapidity, dielectron channel

>0 not av. not av. not av. not av. 7% 5%

0-1 1% 0.5% not acc. not acc. not av. not av.

1-2 0.5% 0.5% 5% 3.5% not av. not av.

3-4 1% 0.7% 4% 1.5% not av. not av.

7-8 3% 2% 6% 3% not av. not av.
Forward rapidity, dimuon channel

>0 0.07% 0.30% not av. not av. 4.3% 3.0%

0-1 0.23% 0.75% 1.5% 1.3% 10.7% 7.5%

4-5 0.18% 0.75% not av. not av. 10.9% 7.5%




Appendix C

Tools and procedures

Two working groups (CWG2 on Tools, Procedures and Guidelines and CWGI11 on Software Lifecy-
cle) have been established in order to respectively evaluate common tools for the O project and tools
belonging to the software lifecycle.

C.1 Evaluation procedure

In order to set the basis for the evaluation of tools, the CWG2 has set a procedure to be followed when the
need for a tool is identified and a selection shoud be done. The evaluation procedure has been proposed
to all working groups, approved and can be summarized as follows:

— The person or group (i.e. “evaluator”’) who carries out the evaluation should contact the CWG2 to
know whether the tool is already being surveyed by someone.

— The evaluator should define the problem and identify a list of requirements.

— The evaluator should gather specifications by getting input from at least the three projects of the
0? framework (HLT, DAQ, Offline). The specs gathering is an opportunity to get experience from
them.

— The evaluator should prepare a list of candidate tools. The list of requirements should be sent to
the CWG?2 for information, as well as the list of tools and the possible candidate for a shortcut.

— The CWG2 will quickly check that the procedure has been followed and that the 3 projects have
been contacted for the requirements gathering.

— If one tool that covers the requirements is identified, the proposal can be presented to the O?
plenary meeting after the CWG2 has been informed.

— If a consensus is found at the meeting, the proposal is accepted as official, an evaluation will follow
otherwise.

— If there are several candidate tools in the shortlist, the evaluator will proceed with identifying
specific criteria that will be used to compare the shortlisted tools. He/she will start prototyping (if
needed) and evaluate the tools in the shortlist.

— The evaluator will share his/her proposal with all the working groups members via email and,
subsequently, present the findings at the O? plenary meeting.

— Eventually, an implementation of the proposed solution will follow.
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Figure C.1 shows the schematic of the evaluation procedure.
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Figure C.1: The evaluation procedure

C.2 Selected tools

While establishing the evaluation procedure, the CWG2 has identified a list of tools that needed to be
selected in order to carry out activities, which would be common to other working groups. The tools
in the list have been then categorized by priority. The next sections describe the evaluation of different
parameters that has brought to the selection of tools covering the following tasks:

— Support: Issue/Bug tracking and version control.
— Documentation: Website creation and source code documentation.

— Software: build and computing simulation.

C.2.1 Issue/Bug tracking system: JIRA

An evaluation of different tools for bug and issue tracking systems have been carried out and the tool
meeting the requirements has resulted being JIRA [1].

In particular, the bug tracking part can be considered as a specialization of the issue tracking system
since it is focused on software bugs, improvements and tasks. The issue tracking side should manage
activities, issues and interventions, mostly related to the experiment’s operations and system administra-
tion activities. Specifications have been collected and resulted in a list of mandatory requirements there
are summarized below.
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Users:

— Read access to the ALICE collaborations (about 1500 users)
— Write access to the ALICE O project developers and system administrators (about 100 users)

— Incremental addition of users

Authentication/authorization: Users shall be able to use their CERN NICE credentials. It should
be possible to use the CERN e-groups as well. It implies a way to define groups and/or roles.

Multiple projects: the tool should allow creating multiple projects.
Software versioning: It should be possible to associate versions to projects.

Sub-projects / components: the issue tracking system should be able to reflect a structure divided
into severla modules.

API: the tools should provide an interface (API) for integration with other systems for automatic
issues creation and resolving, or extraction of information

Integration with the version control system: we expect the tool to be able to show commits related
to a ticket (consider at least SVN [2**] and Git [3**] integration)

Customization: The issue workflow should be customizable according to issue type and/or project.
It means that the issues states, and their transitions, can be modified to fit specific use cases.

Prioritization of issues

Notification capabilities

Several tools have been considered as candidates for bug/issue tracking and JIRA resulted meeting the
requirements.

JIRA has been proposed to the computing working groups and accepted.

C.2.2 Version control system: Git

An evaluation was carried in order to find a tool able to track and provide control over changes of the
project source code and to facilitate the collaboration between ALICE O? software developers. The
recommended tool that meets the requirement has resulted being Git [2]. The evaluation was based on
the specifications and requirements collected by CWG2 from ALICE O? collaboration:

Integration with CERN Central Services

Authentication and authorization using CERN credentials

User management with CERN egroups
— 24/7 support (service hosting, support, daily backups)

Service web interface synchronized with CERN authentication and authorization
Ability to store large repositories (more than 1GB of sources)

Multiple operating systems support with mandatory requirements for CERN SLCxxx
Atomic commits - a set of distinct changes is applied as a single operation

Capability to handle locks
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Renamed/copied/moved/removed files/directory retain full revision history

— Native support for binary files

— Hooks - the possibility to run different scripts before or after an operation on the repository
— Possibility to export automatically sources as an archive or different format

— Dated checkouts ( get repository trunk snapshot at given date/time - mostly necessary for auto
build system, to make things reproducible)

— Purge capabilities

— Capability to import from former VCS into the new one

CWG?2 followed the Evaluation Procedure and found Git the most appropriate tool to handle the Version
Control System for ALICE O? collaboration.

C.2.3 Website creation tool: Drupal

Tools for creating, editing and publishing websites have also been evaluated. The recommended tool that
meets the requirements has resulted being Drupal [3]. The focus was put on how to make the websites
content available online to the ALICE O? community, how to easily add and maintain online content and
how to integrate content generated by external tools. Specifications have been collected and resulted in
a list of mandatory requirements there are summarized below.

— Easy Editing: the tool must allow users to create or edit content in a simple and easy way. Even
users without knowledge of HTML should be able to contribute to the website, ideally viaa WY SI-
WYG editor. It must be nevertheless possible to add directly HTML and/or specific markup lan-
guages.

— Content Organization: the tool must allow for an efficient content structuring and the development
of an intuitive website hierarchy and navigation.

— Efficient Search: the tool must provide an efficient search engine that allows users to find pages
without having to navigate the website.

— Revision Control: the tool must allow users to access the change history of a page, see the differ-
ences between versions of a page and watch pages for changes, ideally with email notification of
changes.

— Look and Feel: the tool must provide an attractive Look and Feel by default, ideally via selectable
themes.

— Access Control: the tool must provide an Access Control mechanism, allowing the following
cases: no access, read-only access, write access per page or group of pages.

— Integration with CERN Authentication services: users should be able to use their CERN creden-
tials to authenticate.

— Integration with external tools: the tool must provide a mechanism to automatically import con-
tent generated by external tools, in particular the tool which will be selected for Source Code
documentation.

— Print: the tool must be able to generate a printer-friendly version of a page.

Based on these requirements and on the collected experience in ALICE, the other LHC experiments and
CERN IT, the selected tool for website creation was Drupal.
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C.2.4 Source code documentation tool: Doxygen

An evaluation on source code documentation tools has been carried out and the recommended tool that
meets the requirement has resulted being Doxygen [4]. The evaluation of the Source code documentation
tool was based on the specifications and requirements collected by CWG2 from ALICE O? collaboration:

— Documentation embedded in source code: the tool must be able to extract and generate the docu-
mentation from source code files comments and code.

— Online output format: the tool must be able to generate documentation in a web-based format such
as HTML.

— Offline output format: the tool must be able to generate documentation in an offline format such
as PDF or LaTeX.

— Attractive output: the tool must generate documentation with an attractive look and feel.

— Flexibility in formatting, rich syntax: the tool must allow flexibility in the documentation format-
ting, including the usage of rich text markup.

— Simplicity: minimal amount of macros/hooks needed when documenting the code.

Based on these requirements and on the collected experience in ALICE, the other LHC experiments and
ROOT and Geant4 projects, the selected tool for source code documentation was Doxygen.

C.2.5 Software build system: Cmake

— C/C++ Software build system
Following the Evaluation Procedure, CWG11 tried to find a C/C++ build system that would:

— control C/C++ software compilation, the process of converting source code into binaries

— install resulting binaries into a convenient format

The evaluation was based on the requirements and specifications received from the ALICE O?
collaboration.

— Incremental builds, the system should be able to build only the modified code and its depen-
dencies

— Parallel building support for multi core systems

— Support for source code dependency management, the system should be able to define de-
pendencies between the code and external libraries but also inside the source tree

— Verbose error reporting and tracking

— Cross-compilation, the system should be capable of creating executable code for a platform
other than the one on which the compiler is running

— Several builds from the same source tree using different build configurations

— Run on different platforms such as Linux, Mac OS and Window

— Configurability, the possibility to enable or disable different features or compilation flags
— Easy to use and implement

— Taking in consideration the size of the project, build speed is an important criteria

— Generate build configuration for different IDEs, such as XCode or Visual Studio

— Built-in possibility to create binary distributions (RPM, deb, etc.)

The chosen C/C++ software build system was CMake [5].
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C.2.6 Computing simulation tool: Omnet++ and the Monarc simulation tool

The choice was made to use a discrete-event simulation tool, which models the operation of a system
as a discrete sequence of events in time because it fits perfectly the needs. There is a large number of
tools available to create simulations of computing system. The evaluation of the tools was based on the
evaluation of the following criterias:

Scalability: it should be able to simulate efficiently of the order 2000 nodes.
— Ease of use: to facilitate the creation of the simulations.

Price of a licence.

Auvailability on Linux.

Quality of the GUI.

Possibility to create plots.

In order to select the best possible tool for our purpose, a survey has been done. More than 20 tools
where considered, and 5 thoroughly tested: FlexSim (trial version), Omnet++, Ptolemy II, Simpy, and
SystemC. Although a bit less efficient than SystemC in terms of speed, the ease of use, the possibility
to reuse very easily network modules (TCP/IP, ethernet, etc.), and the possibility to display data plots
nicely, lead us to choose Omnet++.

In addition to Omnet++, a tool developed by the Monarc project for the Grid simulation, is also used for
some high-level simulations. The simulation and modeling task for O? system requires to describe com-
plex data flow patterns, running on large scale distributed systems and exchanging very large amounts
of data. A process oriented approach [6] for discrete event simulation is well suited to model precisely
large number of concurrent I/O programs as well as all the stochastic patterns in the DAQ systems.
Threaded objects or Active Objects (having an execution thread, programme counter, stack, mutual ex-
clusion mechanism...) offer much great flexibility in simulating concurrent, large scale distributed system
in an effective way.

C.3 Policies
C.3.1 C++ Coding conventions

CWG2 proposed a series of coding conventions for the C++ language covering two main aspects:

— Coding guidelines.
— Coding style.

The goal of the coding guidelines is to provide dos and don’ts of writing C++ code that allow the O?
programmer to manage the complexity of the C++ language. The C++ coding guidelines cover different
aspects of the C++ language such as Header files, namespaces, scoping, classes, etc.

The goal of the coding style is to provide a number of rules that keep the code base manageable by
enforcing consistency. Constistency across the O code allows any programmer to look at another pro-
grammer’s code and understand it quickly. Moreover, properly documenting the code ensures the code’s
readability and helps efficiency. The coding style is divided in three different parts:

— A section on "Naming” that consists of general guidelines on how to name variables, files, func-
tions, enumerators, macros, etc.
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— A section on “Formatting”, which includes rules on line length, spaces, braces and other aspects.

— A section on "Comments” that covers what to document and how.
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