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Abstract. We study the integral kernels of semigroups which need not be ultracon-
tractive by transferring them to appropriately chosen weigted spaces where they become
ultracontractive. Our construction depends mainly on two assumptions: the classical
Sobolev imbedding and a \desingularizing" (L1; L1) bound on the weighted semigroup.

1. Introduction and Main Results. In this paper we are concerned with a generaliza-

tion of singular heat kernel bounds in abstract setting. Our paper essentially contains a

singular case, i.e. when the standard bounds are not valid (rather than simply the standard

methods do not apply). In a special case of Schr�odinger semigroups our abstract results

imply a stronger version of [MS] for critical potentials of cjxj�2 type.

Let (M;d�) be a measurable space with � -�nite measure and A � 0 be a selfadjoint

operator on the (complex) Hilbert space L2 = L2(M;d�) with the inner product hf; gi :=R
M
f�gd� . Let Q�(A) , � � 0 denote the Hilbert space (D(A1=2) , (f; g)Q� := hA1=2f ,

A1=2gi+ �hf; gi) . Then Q1(A) � L2 � Q01(A) .

We �rst consider the most common case of A possessing the Sobolev imbedding

property:

Q�(A) � L2j for some � � 0 and j > 1 (1)
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but such that e�tAjL1 \ L2 , t > 0 , cannot be extended by continuity to a bounded map

on L1 and the ultracontractivity estimate

ke�tAfk1 � ctkfk1 ; f 2 L1 \ L1 ; t > 0

is not valid.

In this case we will assume that there exists a family ' of weights, i.e. functions

f'sgs>0 on M such that for all s > 0

's ; 1='s 2 L2loc(M;d�) (2)

and there is a constant c1 independent of s such that, for all 0 < t � s ,

k'se�tA'�1s fk1 � c1kfk1 ; f 2 Ds ; (3)

where Ds := 'sL
1
com(M) .

Let cS > 0 denote the constant in the inequality

kfk2Q� � cSkfk22j ; f 2 D(A1=2) ; (10)

which exists due to (1).

Our �rst main result is the following

Theorem A. In addition to (1)-(3) assume that

inf
s>0;x2M

j's(x)j � c0 > 0 :

Then, for all t > 0 and a.e. x; y 2M ,

je�tA(x; y)j � Ct�j
0 j't(x)'t(y)j ; (5)

where C = C(c1; c0; cS; j); j0 = j=(j � 1) .

In applications of Theorem A to concrete operators the main diÆculties are in ver-

i�cation of the assumption (3). It is not easy to establish (3) even in the regular case

(i.e. ' � 1 ): general second order elliptic and parabolic operators produce non contrac-

tive L1 -semigroups (propagators). In fact, the failure in establishing (3) (with ' � 1 )
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from the �rst principals had been for a long time the main obstacle in adopting the most

fundamental in the area Nash method (see [Se 2,3] and also the proof of Corollary 2).

We apply Theorem A to the Schr�odinger operators. The modeling operator ����V0 ,
V0(x) =

(d�2)2
4 jxj�2 , 0 < � � 1 , is of a special interest because the potential exhibits

critical local and global behaviour. This circumstance attracted great attention (see e.g.

[KPS], [BS], [BV], [LS], [SV], [BG], [CM], [Se 1,3], [MS], [DD], [BFT]). In a considerably

simpler case of bounded potentials behaving at in�nity like �V0 for � < 1 various heat

kernel estimates were obtained in [DS], [Zh].

The following is our main result for operator ��� �V0 , 0 < � � 1 .

Theorem 1. Let H� = �� �� �V0 , 0 < � < 1 be the form sum of �� and ��V0 in

L2(Rd; dx) , d � 3 . If � = 1 de�ne H� to be the strong resolvent L2 -limit of �� �� �V0

as � % 1 . De�ne weights '�� (t; x) 2 C2(Rdnf0g) by

'�� (t; x) =

(�p
t

jxj
��

if jxj � pt
1
2 if jxj � 2

p
t

and 1=2 � '�� (t; x) � 1 for
p
t � jxj � 2

p
t , where � := d�2

2 (1�p1� �) : Then, for all

t > 0 and all x; y 2 Rdnf0g ,

e�tH
�

(x; y) � ct�
d
2'�� (t; x)'

�
� (t; y) :

Remarks. 1. Except for the Gaussian factor the global upper bound is sharp in the

sense that � is the best possible exponent.

2. The choice of weights in Theorem 1 implies that operators 'e�tA'�1 : L1com ! L1loc

and A = H� are bounded from Lp into Lp only for p = 1 .

3. Our proof of Theorem 1 does not essentially di�er in the critical (� = 1) and non-critical

cases.

Next, we discuss the desingularizing method in a di�erent situation. To motivate the

discussion let us consider the operator �� + V on R
d , d � 3 with a non-negative po-

tential. The corresponding heat kernel, ZV (t; x; s; y) , satis�es the Gaussian upper bound

ZV (t; x; s; y) � �t�s(x� y)
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for all t > s and a.e. x , y 2 Rd , where
�t(z) = (4�t)�d=2 exp(�jzj2=4t) � et�(z; 0) :

This bound holds as soon as the heat kernel can be rigorously de�ned, e.g. for any V 2
L1loc(R

d+1) . On the other hand the Gaussian lower bound

e�twc1�c2(t�s)(x� y) � ZV (t; x; s; y)

(c1 > 0 ; c2 � 1 ; w � 0)

holds under some additional assumptions on V . The most general suÆcient condition

seems to be the following: V 2 Kpd = the parabolic Kato class [MS]. In the case of time

independent potentials this condition reads as follows

inf
�>0

k(���)�1V k1 <1 ;

and is also necessary for the Gaussian lower bound to be valid [MS], [Se1]. Thus any

potential V � 0 which violates it makes the Gaussian upper bound fundamentally rough

(not feasible). Inevitably the following question arises. What is a proper form of the

upper heat kernel bound if, for instance V (x) = jxj�2(log(e+ jxj�1)�
 +W , 2
d < 
 � 1 ,

W 2 Kpd with inf� k(���)�1jW jk1 = 0 ?

Theorem B below provides conditions which can be readily veri�ed for appropriate

weights depending on the choice of the potential.

In [MS] we considered operator H+ = �� + �V0 , 0 < � < 1 and proved that

e�tH
+

(x; y) � cT t
� d

2�l'(x)'(y) , 0 < t � T , where ' 2 C2(Rd) , '(x) = jxjl if jxj �
1=2 , '(x) = 1 if jxj � 1 and l := d�2

2 (�1 +p1 + �) .

Here we obtain a sharp bound for all � > 0 and t > 0 by making use of the following

abstract result.

Let (M;d�) be a measurable space with � -�nite measure and let A be a non-negative

selfadjoint operator on L2(M;d�) such that

i) e�tA1 := (e�tAjL1 \ L2)closL1!L1 , t � 0 is a C0 semigroup of bounded operators, i.e.

ke�tA1k1!1 � c1 ; t � 0 :

ii) e�tA is ultracontractive, i.e.

ke�tA1k1!1 � c2t
�j0 ; t > 0

for some (j0 > 1) .
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Theorem B. In addition to i), ii) assume that there exists a one-parameter family  of

weights  s(x) , s > 0 , such that

B 1 )  s(x) ,  s(x)
�1 2 L2(MnN; d�) for all s > 0 , where N is a closed set.

B 2 ) There is a constant ~c1 independent on s such that, for all t � s ,

k se�tA �1s fk1 � ~c1kfk1 f 2 Ds ;

where Ds :=  sL
1
com(MnN; d�) .

B 3 ) For some " 2]0; 1[ and any s > 0 there are constants ĉi = ĉi(") , i = 1; 2 and a

measurable 
s �M such that

(a) j s(x)j�" � ĉ1 for all x 2Mn
s .
(b) j s(�)j�" 2 Lq0(
s) and kj s(�)j�"kLq0(
s) � ĉ2s

j0=q0 , where q0 = 2
1�" .

Then, for all t > 0 and a.e. x; y 2M ,

je�tA(x; y)j � ct�j
0 j t(x) t(y)j :

We apply Theorem B to the Schr�odinger operator H+ = �� �
+ �V0 , � > 0 on

L2(Rd; dx) , d � 3 .

Theorem 2. De�ne weights  =  +(s; x) �  +
` (s; x) as C2(Rdnf0g) functions  � 2

such that  +(s; x) =
�
jxjp
s

�`
if jxj � ps , where ` = d�2

2 (�1+p1 + �) , and  +(s; x) = 2

if jxj � 2
p
s , and such that 1 �  � 2 , jr j � c=

p
s , j� j � c=s for

p
s � jxj � 2

p
s .

Then, for all t > 0 and x; y 2 Rd ,

e�tH
+

(x; y) � ct�d=2 +
` (t; x) 

+
` (t; y) :

We remark that lower bounds on e�tH
�

(x; y) can be obtained by combining Theorems

1 and 2 with the inequalities

et�(x; y) � (e�tH
�

(x; y))�(e�t(��
�

+ �
1�� �V0)(x; y))1�� ;

et�(x; y) � (e�tH
+

(x; y))�1(e�t(��
�

� �
1�� �V0)(x; y))1��1

which are valid for all � 2]0; 1[ and �1 2]0; (1 + �)�1[ (see e.g. [MS]).
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Corollary 1. In the assumptions of Theorems 1 and 2 for any " 2]0; �=2[ there are

constants c�(") > 0 and c�(") > 0 such that, for all t > 0 and x; y 2 Rdnf0g ,

c�(")t�
d
2 e
� jx�yj2

c�(")t  +
^̀ (t; x)

�1 +
^̀ (t; y)

�1 � e�tH
�

(x; y)

c+(")t�
d
2 e
� jx�yj2

c+(")t '��̂ (t; x)
�1'��̂ (t; y)

�1 � e�tH
+

(x; y)

where ^̀= �̂ = d�2
2

�
�
2
� "
�
.

The lower on-diagonal bounds can be improved considerably.

Corollary 2. In the assumptions of Theorems 1 and 2 there are constants c� > 0 such

that, for all t > 0 and x 2 Rdnf0g ,

c�t�
d
2'�2�(t; x) � e�tH

�

(x; x)

c+t�
d
2 +

2`(t; x) � e�tH
+

(x; x):

Theorem 1 and Corollary 2 imply that the on-diagonal upper and lower heat kernel

bounds are sharp.

The upper bounds from Theorems 1 and 2 can be supplied with the Gaussian factors.

Corollary 3. In the assumptions of Theorems 1 and 2, for any c� > 4 there are constants

c� such that, for all t > 0 and x; y 2 Rd ,

e�tH
�

(x; y) � c�'�� (t; x)'
�
� (t; y)t

�d=2e�
jx�yj2

c�t

e�tH
+

(x; y) � c+ +
` (t; x) 

+
` (t; y)t

�d=2e�
jx�yj2

c+t :

Our next result is in the framework of symmetric Markov semigroups.

Theorem C. Let (M;d�) be a measurable space with � -�nite measure. Let A be a

selfadjoint bounded from below operator on L2(M;d�) such that the semigroup e�tA ,

t > 0 is positivity preserving. Also assume that

C 1 ) The bottom of the spectrum E := inf �(A) is an eigenvalue and the corresponding

eigenfunction (ground state) ' � 0 a.e. .

C 2 ) Q1(A�E) � L2j for some j > 1 .

C 3 ) 1=� 2 L2loc and c1�
�1 � (c2+A)

�=2 (in the sense of the quadratic forms) for some
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constants c1 > 0 , c2 � �E and � > 0 .

Then, for all t 2]0; T ] and a.e. x; y 2M ,

e�tA(x; y) � cT t
�j0���(x)�(y) : (6)

Also, for any " > 0 there exists a suÆciently large T such that the following two-sided

inequality

(1� ")e�tE�(x)�(y) � e�tA(x; y) � (1 + ")e�tE�(x)�(y) (7)

holds for all t � T and a.e. x; y 2M .

Theorem C can be viewed as a far reaching generalization of the well known bound

et�
(x; y) � CT t
�1� d

2 �0(x)�0(y) (0 < t � T )

for the Dirichlet operator ��
 on a C2 smooth bounded region 
 � R
d , d � 3 (see

[Da]). In this case the assumption C 2 ) is valid for j = d
d�2 and is equivalent to Sobolev

imbedding W 1;2
0 (
) � L2j(
) . Therefore, E0 := inf �(��
) > 0 is the �rst simple

eigenvalue, ��
�0 = E0�0 , �0 � 0 . Thus C 1 ) is veri�ed. The Hopf boundary lemma,

i.e. �0 � c0Æ(x) for some c0 > 0 and Æ(x) := dist(x; @
) , together with the Hardy

inequality ��
 � cÆ�2 imply that C 3 ) holds with c2 = 0 and � = 1 .

A more sophisticated example covered by Theorem C is the following. Again, let 


be a C2 smooth bounded region in R
d and let 0 � V 2 L1loc(
) be form bounded with

relative bound � < 1; i:e:V � �(��
) + ĉ . Due to the KLMN-theorem [Ka, Ch. VI] one

can de�ne the selfadjoint operator H� = ��


�� V associated with quadratic form

h�[f; g] := hrf;rgi � hV 1=2f; V 1=2gi ; D(h�) =W 1;2
0 (
)�W 1;2

0 (
) :

The imbedding C 2 ) with j = d
d�2 (d � 3) holds due to the de�nition of H� and

hence E� := inf �(H�) (> �ĉ) is the �rst simple eigenvalue, e�tH
�

, t � 0 is postivity

preserving and the ground state �� � 0 on 
 , which proves C 1 ). Since H� + ĉ �
(1� �)(��
) � (1� �)cÆ�2 and e�E

�

�� = e�tH
�

�� � e�
�� � ~cÆ we may conclude

by making use of the Hopf lemma that C 3 ) holds with � = 1 , c2 = ĉ and c1 =
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~c�1e�ĉ
p
(1� �)c . Thus, according to Theorem C, (6) holds for A = H� with � = 1

and j0 = d
2 :

e�tH
�

(x; y) � constT t
�1� d

2 ��(x)��(y) : (8)

Let us note that if 0 � V belongs to the elliptic Kato class with the corresponding

norm inf�>0 k(���
)
�1V k1 < 1 , then �� is also bounded and, moreover, we can show

that there is a constant c > 0 such that c�0 � �� � c�1�0 and hence from (8) we obtain

a more valuable bound

e�tH
�

(x; y) � cT t
�1� d

2 �0(x)�0(y) : (9)

Also, the Gaussian factor exp
�
� jx�yj2

ct

�
; c > 0 can be added to the R.H.S. of (9).

But this is not the case for form bounded potentials because this class contains fairly

singular potentials such as c1Æ
�2(x)+ c2jx�x0j�2 , x0 2 
 with suitably small constants

ci = ci(�) > 0 . The best information about possible singularities of �� is this: �� 2
Lp(
) for any p < p0(�) := d

d�2 � 2

1�
p
1�� (see also [LS], [Se2]).

Now let us discuss the case of H+ = ��


�
+ V , 0 � V 2 L1loc(
) . Except for C 3 )

the assumption of Theorem C are satis�ed for A = H+ . Indeed, since e�tH
+ jf j � et�
 jf j ,

C 2 ) is trivially valid and hence E+ := inf �(H+) > 0 is the �rst simple eigenvalue and

the ground state �+ � 0 on 
 . Thus the only non-trivial hypothesis is C 3 ), because

the inequality �+ � cÆ (c > 0) is no longer available (though it does hold for the elliptic

Kato potentials without any restriction on its Kato norm). But if C 3 ) holds, then one

would have according to Theorem C the following bound:

e�tH
+

(x; y) � CT t
��� d

2 �+(x)�+(y) : (10)

In conclusion we remark on possible magnitude of the constant � from (10) and

behaviour of �+ near the boundary.

Fix x0 2 
 and set V0 =
(d�2)2

4 jx � x0j�2 . By the standard regularity theory the

ground state �+ for H+ = ��


�
+ �V0 , � > 0 is a smooth function on 
nfx0g behaving

near x0 like jx�x0j` , ` = d�2
2 (�1+p1 + �) . Its behaviour near the boundary is similar

to �0 . Thus � = max(1; `) . In general, however, the picture is not so simple. For
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instance, for V0(x) =
1P
i=1

ci
jx�xij2 with suitably small ci and dist(xi; @
)! 0 (i ! 1)

the boundary behaviour of �+ is quite di�erent from that of �0 .

2. Proofs of Theorems A,B and C.

Our proofs of the theorems are built on an idea of J. Nash [Na].

Remark-Notation. Set L2' := L2(M;'2d�) and de�ne the unitary mapping � : L2 !
L2 by �f = 'f . Then the operator A' = ��1A� of domain D(A') = ��1D(A) is

selfadjoint on L2' and ke�tA'k2!2;' = ke�tAk2!2 � 1 for all t � 0 . Here and below the

subscript ' indicates that the corresponding quantities are related to the measure '2d� .

Proof of Theorem A. Let f = '�1h , h 2 L1com , so that f 2 L2' . Let ut =

e�t(A'+�)f . Then 'ut = e�t(A+�)'f and

h(A' + �)ut; uti' = kA1=2e�t(A+�)'fk22 + �ke�t(A+�)'fk22
� cSke�t(A+�)'fk22j
� cSke�t(A+�)'fk

2(1+ 1
j0
)

2 ke�t(A+�)'fk�2=j01

= cShut; uti1+1=j
0k'�1'e�t(A+�)'�1'2fk�2=j01 ;

where we have used (10) and H�older inequality.

By the de�nition of ut , � d
dtut = (A' + �)ut . Hence �1

2
d
dt hut; uti' =

h(A' + �)ut; uti' . Setting w := hut; uti' and using (4) we have

d

dt
(w�1=j

0

) � 2

j0
cS(c

�1
0 k'e�t(A+�)'�1'2fk1)�2=j0 :

By our choice of f , '2f = 'h 2 D . Therefore we may apply (3) . It follows

d

dt
(w�1=j

0

) � 2

j0
cS

�
c1
c0
kfk1;'

��2=j0
et�2=j

0

:

Integrating this inequality over [0; t] , where ' = 's , s � t , gives

ke�tA's fk2;'s � ct�j
0=2kfk1;'s ; 0 < t � s :

Since f 2 '�1L1com and '�1L1com is a dense subspace of L1' , the last inequality yields

ke�tA'sk1!2;'s � ct�j
0=2 ; 0 < t � s ;

9



and (5) follows.

Let us note that there is no connection between the above proof of Theorem A and

the Beurling-Deny theory. Moreover, the assumption A = A� is not crucial for the result,

though one would also have to assume (3) for e�tA
�

.

Proof of Theorem B. Setting ut = e�tA s f , f 2 Ds , we have

�1

2

d

dt
hut; uti = hA sut; uti 

= hA1=2 ut; A
1=2 uti

� cSk utk22j
� cS

hut; uti2r 
k utk2(2r�1)q

where q = 2
1+" and 2r = (1+")j�1

j"
.

We have used above the imbedding Q0(A) � L2j , equivalent to ii), and then H�older

inequality. B 3 ) allows us to estimate k utkq as follows

k utkq = ke�tA sfkq = ke�tAj sj�"j sj2=qfkq
� ĉ1ke�tAkq!qkfkq; + kj sj�"kLq0(
s) � ke�tAk1!q � kfkq; 
� (ĉ1c1 + ĉ2c2(s=t)

j0=q0)kfkq; :

Setting w := hut; uti and using the last estimate, we have

d

dt
w1�2r � 2cS

2r � 1
(ĉ1c1 + ĉ2c2(s=t)

j0=q0)�2(2r�1)kfk�2(2r�1)q; :

Integrating this di�erential inequality yields

kutk2; s � ct�j
0
�
1
q
� 1

2

�
kfkq; s ; 0 < t � s : (11)

Rewriting B 2 ) in the form kutk1; s � ~c1kfk1; s and using (11) we obtain (see remark

below)

kutk2; s � ct�j
0=2kfk1; s ; 0 < t � s ;

thus completing the proof of Theorem B.
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Remark 1. Let (P t; t � 0) be a semigroup on L1 = L1(M;d�) . If, for some 1 < q < 2 ,

� > 0 , c1 and c2 ,

kP thk1 � c1khk1 and kP thk2 � c2t
��khkq

for all t > 0 and h 2 L1 \ L2 , then

kP thk2 � ct��=(1�")khk1 ; t > 0 ; h 2 L1 \ L2 ;

where " = 2=q0 , c = c1(2
�c2)

1=(1�") .

Indeed, the semigroup property, the hypotheses and H�older inequality imply

kP 2thk2 � c2t
��kP thkq

� c2t
��kP thk"2kP thk1�"1

� c2c
1�"
1 t��kP thk"2khk1�"1

and hence

(2t)�=(1�")kP 2thk2=khk1 � ĉ(t�=(1�")kP thk2=khk1)":

Setting RT := supt2]0;T ] (t�=(1�")kP thk2=khk1) , one has R2T � ĉR"T . But RT � R2T �
(2T )"�=(1�")(khkq=khk1)" so that RT � ĉ1=(1�") and the required bound follows.

Assertions similar to that in Remark 1 are standard in the theory of elliptic operators

of the second order (cf. [VSC, p.9]).

Proof of Theorem C. Denote by �f = �f the unitary map � : L2� ! L2 . Set

~A = ��1(A � E)� , D( ~A) = ��1D(A) . Since � 2 L2 , one sees that 1 2 L2� and

e�t ~A1 = 1 , t > 0 . Since � � 0 and e�tA is positivity preserving, e�t ~A is positivity

preserving. Therefore e�t ~A is a symmetric Markov semigroup. It is well known that the

semigroups (e�t ~AjL2�\Lr�)closLr
�
!Lr

�
are strongly continuous on Lr� for all 1 � r <1 . The

corresponding generators will be denoted by � ~Ar .

We will need the following general fact.

Proposition 1 [LS]. Let (e�tB ; t � 0) be a symmetric Markov semigroup acting on

L2(M;d�) . If 0 � u 2 D(Br) for some r 2]1;1[ , then ur=2; ur�1 2 D(B1=2) and

hBru; ur�1i � 4
r � 1

r2
kB1=2ur=2k22:
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Lemma 1. ke�t ~Ak2!4;� � constT t
�(�+j0)( 12� 1

4 ) for all 0 < t � T .

Proof. Set ut := exp[�t( ~A + E + c2)]u0 , u0 2 L4� where c2 � �E + 1 . Then

� d
dtut = ( ~A+E + c2)ut and �h ddtut; u3t i� = h( ~A4 + E + c2)ut; u

3
t i� . By Proposition 1,

� d

dt
kutk44;� � 3k( ~A+ E + c2)

1=2u2tk22;� :

Using that � is unitary and setting w := kutk44;� it follows

� d

dt
w � 3h(A+ c2)

1=2�u2t ; (A+ c2)
1=2�u2t i

(here we are using assumption C 2 ) and a choice of c2 � �E + 1 )

� 3cSk�u2tk22j

(here we are using H�older inequality)

� 3cS
w1+1=j0

k�u2tk2=j
0

1

:

Thus
d

dt
(w�1=j

0

) � 3cS(j
0)�1k�u2tk�2=j

0

1 :

By C 3 ) and the analyticity of e�tA ,

k�u2tk1 = he�t(A+c2)�u0 ; ��1e�t(A+c2)�u0i
� c�11 he�t(A+c2)�u0 ; (A+ c2)

�=2e�t(A+c2)�u0i
� const: t��=2k�u0k22 :

Integrating the inequality

d

dt
(w�1=j

0

) � const: t�=j
0ku0k�4=j

0

2;�

over [0; t] yields

w�1=j
0 � const: t1+�=j

0ku0k�4=j
0

2;� ;

or, equivalently,

kutk4;� � ct�(�+j
0)=4ku0k2;� ;
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which proves the lemma.

Next, Lemma 1 implies via duality that

ke�t ~Ak 4
3!2;� � constT t

�(�+j0)( 34� 1
2 ) ; 0 < t � T: (12)

The ultracontractivity estimate

ke�t ~Ak1!1;� � constT t
���j0 ; 0 < t � T

follows now from (12) and Remark 1 after the proof of Theorem B. Since e�t ~A(x; y) =

e�t(A�E)(x; y)�(x)�1�(y)�1 , the required in Theorem C bound (6) follows.

Finally, examining the above proof of (6) one easily obtains the following global in

time estimate

ke�t ~Ak1!1;� � c(")t���j
0

e"(E+c2)t

valid for any " 2]0; 1] . Now the second assertion of Theorem C follows from this global

bound and Theorem 4.2.5 in [Da].

3. m -sectorial forms and contractivity criterions.

Our proofs of Theorems 1 and 2 are based on some general facts concerning m -

sectorial forms on the (complex) Hilbert space L2 = L2(
; dx) , where 
 � Rd is an open

set, related to formal di�erential operators of the form '(��)'�1 .
Let b : 
! R

d be a vector-valued function from [L2loc(
)]
d such that, for some real

constants 0 < � < 1 and c� ,

hbh; bhi � �hrh;rhi+ c�hh; hi ; h 2 C10 (
) ;

or shortly

b2 � �(��
) + c� : (13)

De�ne a sesquilinear form tb on L2 by

tb[u; v] = hru;rvi � hbu; bvi+ hru; bvi � hbu;rvi ;
D(tb) =W 1;2

0 (
)�W 1;2
0 (
) :
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Set t�b [u; v] := tb[v; u] , Retb :=
1
2(tb + t�b) , Imtb :=

1
2
p�1 (tb � t�b) . Then

Retb[u; v] = hru;rvi � hbu; bvi ;
Imtb[u; v] =

1p�1(hru; bvi � hbu;rvi) ;

and hence

tb = Retb +
p�1Imtb ;

where both forms Retb and Imtb are symmetric.

Using (13) one easily concludes that the form tb is m -sectorial and that the operator

Hb associated with tb has the following property:

(�+Hb)
�1 = B�1=2(1 +

p�1G)�1B�1=2 ; � > c� ; (14)

where B = � � �


�� b2 is the operator associated with Retb + � and (with a minor

abuse of notation) G = �p�1B�1=2(b �r+r� b)B�1=2 is a bounded symmetric operator

(see [Ka, Ch. VI, Theorem 3.2]).

Let bn : 
 ! R
d , n = 1; 2; : : : ; be another vector-valued functions such that b2n �

b2n+1 � b2 a.e. and bn ! b a.e. as n ! 1 . Let Hbn be the operator associated with

tbn . Then

(�+Hbn)
�1 s�!

L2
(�+Hb)

�1 as n!1 (15)

(meaning a strong convergence in L2 ).

The latter is a direct consequence of formula (14), assumption bn ! b a.e. and of the

following fact:

B1=2
n u! B1=2u strongly in L2 as n!1 (16)

for all u 2 D(B1=2) = D(B1=2
n ) = W 1;2

0 , where Bn := � � �


�� b2n (see [Ka, Ch. VIII,

Theorem 3.11]).

In turn, (15) is equivalent to the convergence

e�tHbn
s�!
L2

e�tHb as n!1 (150)

uniformly in t 2 [0; 1] (see [Yo, Ch. IX, Sect. 12]).
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Next, let a : 
! R
d be a vector-valued function from [L2loc(
)]

d such that pointwise

a.e.

a2 � (1� ")W + �c (171)

for some W 2 L1loc(
) and real constants " 2]0; 1[ and �c .

De�ne form � [u; v] on D �D , where D :=W 1;2
0 \ D(jW j1=2) , by

� [u; v] = hru;rvi � 2hau;rvi+ hW 1=2
jj u ; jW j1=2vi ;

where W
1=2
jj := jW j1=2sgnW .

Using (17 1 ) we conclude that � is m -sectorial with the vertex � � �c
1�" and C10 (
)�

C10 (
) is a core of � .

The following result is crucial for all subsequent considerations.

Proposition 2. Let J denote the m -sectorial operator associated with � . In addition

to (17 1 ) assume that

a2 � 
(��
) + c
 (172)

for some real constants 
 < 1 and c
 . Let V � 0 be a potential such that

W � V � �!

pointwise a.e. for some real constant ! . Set Vm := V ^m , m = 1; 2; : : : . Then

i) (e�t(J�Vm); t � 0) are postivity preserving semigroups.

ii) For all t > 0 and f 2 L1 \ L2 ,

ke�t(J�Vm)fk1 � et!kfk1 :

iii) e�t(J�Vm) extends by continuity to a C0 semigroup on L1(
) for each m and

strong L1 � lim
m
e�t(J�Vm) =: e�t(J�V)1 exists and determines a C0 semigroup of

quasi contractions, i.e.

ke�t(J�V)1k1!1 � et! ; t > 0 : (18)

Proof. We �rst claim that (e�tJ ; t � 0) is positivity preserving and that

e�tJ
�

[L2 \ L1] � [L2 \ L1] . One possible way to verify the claim is to make use of the

following abstract criterions.
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Criterion 1. Let (e�tA; t � 0) be a C0 semigroup of contractions on L2(M;d�) . Then

it is positivity preserving if and only if it is real, i.e. e�tAReL2 � ReL2 , and

hAf; f _ 0i � 0 for all f 2 D(A) \ ReL2 :

Criterion 2. [BP]. Let (e�tA; t � 0) be a C0 semigroup on L2(M;d�) . Then

ke�tAhk1 � khk1 for all h 2 L2 \ L1 and t > 0

if and only if

RehAf; f � f^i � 0 for all f 2 D(A);

where f^ := (jf j ^ 1)sgnf , sgnf := f
jf j if f 6= 0 and = 0 if f = 0 .

Using assumption (17 1 ) the proof of the claim based on Criterions 1 and 2 is straight-

forward.

Let us verify, for example, that e�tJ
�

[L2 \ L1] � L2 \ L1 . Set A = J � + � ,

� � �c
1�" , where �c and " are from (17 1 ). Let f 2 D(A) . Then f 2W 1;2

0 (
) and, since

f � f^ = [(jf j � 1) _ 0] fjf j , also f � f^ 2W 1;2
0 (
) . Therefore

hAf; f � f^i = hrf;r(f � f^)i � 2hrf; a(f � f^)i+ h(W + �)f; f � f^i :

Setting � := (jf j � 1) _ 0 � (jf j � 1)+ and using that Re( �frf) = jf jrjf j it follows

RehAf; f � f^i = hrf; �jf jrfi+ hrjf j;r�i � hrjf j;
�

jf jrjf ji
� 2hrjf j; a�i+ h(W + �)jf j; �i :

Since hrf; �jf jrfi � hrjf j; �jf jrjf ji = h �jf j ; (�r���r�)
2

jf j2 i , where � = Ref , � = Imf , it

follows using (17 1 ) that

RehAf; f � f^i � hr�;r�i � 2hr�; a�i+ h(W + �)jf j; �i
= hr�� a�;r�� a�i+ h(�a2 +W + �)�; �i+ h(W + �); �i
� 0 :

In order to prove the assertion ii) of Proposition 2 set ft = e�t(J
��Vm)f , where

0 � f 2 L2\L1 . Then applying the claim above yields ft � 0 and ft 2 L1 . Therefore,

16



since ft 2 D(J �) � W 1;2
0 , it easily follows that fr�1t and f

r=2
t are also in W 1;2

0 for all

r > 2 and hence

� 1

r

d

dt
hfrt i = h(J � � Vm)ft; fr�1t i

= 4
1

rr0
hrfr=2t ;rfr=2t i � 4

r
hafr=2t ;rfr=2t i � h(W � Vm)frt i ;

where r0 := r
r�1 . Setting v := f

r=2
t and J := krvk22 , and using assumptions ( 172 ) and

W � V � �! , it follows

� d

dt
kvk22 � �r!kvk22 + 4

�
1

r0
J � 


2"1
J � "1

2
J � c


2"1
kvk22

�
:

Choosing "1 =
p

 it follows

� d

dt
kvk22 � �

�
r! + c


r
1

4


�
kvk22 + 4

�
1

r0
�p


�
J

and, since 
 < 1 for r large enough 1
r0
�p
 > 0 , it follows

� d

dt
kvk22 � �

�
r! + c


r
1

4


�
kvk22 :

The latter yields

kftkr � e

�
!+

c

r

p
1
4


�
tkfkr :

Letting r!1 and using the continuity of r 7! k � kr , one has

kftk1 � e!tkfk1

which proves ii). Finally, assertion iii) follows from ii) by means of Fatou lemma.

4. Schr�odinger semigroups on R
d; d � 3:

Remark - De�nition of H� . For 0 < � < 1 , de�ne H� to be the form sum

�� �� V . The latter de�nition is justi�ed due to the famous Hardy inequality

krhk22 �
(d� 2)2

4
kjxj�1hk22 ; h 2 C10 (Rd) :

In this cases the hypothesis (1) holds because

Q0(H
�) = Q0

�
(� � 1)�

� � L2j ; j =
d

d� 2
:

17



For � = 1 set H� := s�L2�R� lim
�%1

H�(�V0) (the strong resolvent limit). The op-

erator H� = H�(V0) is selfadjoint, non-negative and C10 (Rd) is dense in Q1

�
H�(V0)

�
.

Hypothesis (1) now holds using a Hardy type inequality due to Mazja [Ma, Section 2.1.6]

krhk22 �
(d� 2)2

4
kjxj�1hk22 + ckhk22j ; h 2 C10 (Rd)

with c > 0 , j = d
d�2 .

It is also clear that (e�tH
�

; t � 0) is positivity preserving and symmetric.

De�nition of desingularizing weights. For any s > 0 de�ne weight ' =

'�(s; x) � '�� (s; x) as a C2(Rdnf0g) function ' � 1=2 such that '�(s; x) =
�p

s
jxj
��

for

all x 2 Bps := fx 2 Rd : jxj � psg , where � = d�2
2 (1�p1� �) , and '�(s; x) = 1=2 for

all x 2 RdnB2
p
s , and such that 1=2 � ' � 1 , jr'j � cp

s
, j�'j � c

s
for x 2 B2

p
snBps .

Proof of Theorem 1. Due to the preceeding remark and the de�nition of weights in

order to prove Theorem 1 it suÆces to verify assumption (3) of Theorem A for A = H�

and ' = '�� (s; x) .

We will �rst treat the case of � < 1 . The case of � = 1 requires minor changes and

we attend it at the end.

De�ne b = r'
'

, ' = '�� (s; x) . It follows from the de�nition of desingularizing

weights that b2 � �V0 +
c0
s for some real constant c0 and all s > 0 . Therefore

b2 � �(��) + c0
s
:

For any n � 1 de�ne

'n =

8>>><
>>>:

n if ' � n

' if 1=n � ' � n and bn :=
r'n
'n

1=n if ' � 1=n

:

Then bn ! b a.e., b2n � b2n+1 � b2 and hence, setting H0('n) := Hbn , H0(') := Hb ,

(15 0 ) holds, i.e.

e�tH0('n)
s�!
L2

e�tH0(') as n!1 : (19)

Next, we claim that

'ne
t�'�1n = e�tH0('n) (20)
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for all n � 1 and t � 0 .

Indeed, 'ne
t�'�1n is a C0 semigroup on L2 = L2(Rd; dx) . Let F denote the

negative of its generator. Then 'n(� � �)�1'�1n = (� + F )�1 for any � > 0 . Set

u = (� + F )�1f , f 2 L2 . Since '�1n u = (� � �)�1'�1n f , it follows '�1n u 2 W 2;2 and

(���)'�1n u = '�1n f . Therefore

h(���)'�1n u; 'nvi = hf; vi ; v 2W 1;2 :

Since 'nv 2W 1;2 , it easily follows from the last equality

h ��'�1n u; 'nvi = hr'�1n u;r'nvi

or, equivalently,

tbn [u; v] = hf � �u; vi :

Since v 2W 1;2 is arbitrary, it follows using the last equality and the de�nition of H0('n)

that u 2 D(H0('n)) and H0('n)u = f � �u . Therefore D(F ) � D(H0('n)) and

H0('n) � F . But �H0('n) and �F are both the generators and hence H0('n) = F .

Consequently (20) is proved.

Now let f 2 L2 and g 2 L1com . Then

lim
n
h'net�'�1n f; gi = het�'�1f; 'gi

and by (19), he�tH0(')f; gi = het�'�1f; 'gi . The latter shows that et�'�1f 2 D(') =
fh 2 L2;'h 2 L2g and that 'et�'�1f = e�tH0(')f .

Hence the following representation formula holds:

e�tH0(') = 'et�'�1 ; t � 0 :

Since Vm := (�V0) ^m , m = 1; 2; : : : ; are bounded operators, we also have

e�t(H0(')�Vm) = 'e�t(���Vm)'�1 ; t > 0 : (21)

Next, consider the form � [u; v] with a = b
�
= r'

'

�
and W = ��'

' . Then tb = � on

C10 (Rd)�C10 (Rd) and the latter is a core of tb and � . Therefore J = H0(') . Also, W�
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Vm � � c
s
,

�
1�
p
1��

1+
p
1+�

�
W � b2 � c

s
. Applying Proposition 2 yields ke�t(H0(')�Vm)fk1 �

e
c
s
tkfk1 , and due to (21)

k'se�t(���Vm)'�1s fk1 � e
c
s
tkfk1 ; f 2 L1 \ L2 ; t > 0

where c is an absolute constant.

Finally, since e�t(���Vm) s�!
L2

e�tH
�

and in fact e�t(���Vm)jf j % e�tH
� jf j a.e. as

m!1 , it follows

k'se�tH�

'�1s fk1 � eckfk1 ; f 2 L1 \ L2 ; 0 < t � s : (22)

We may now apply Theorem A . This completes the proof of Theorem 1 in the case that

� < 1 .

The case of � = 1 . Set H�
(") := �� �� (1� ")V0 , " > 0 . Since now jV0 � b2j � c

s ,

the assumption (17 2 ) holds but with 
 = 1 ; namely : b2 � �� + c0
s
. On the other

hand the crucial estimate ii) of Proposition 2 holds for ft = e�t(J
��Vm)f , because now

Vm = (1�"0)V0^m , W�V � "V0� c
s , and hence � d

dtkftkrr � � c
srkftkrr for all r such that

1
2r

�
r0 � 1

r0

� � " . Therefore kftk1 � e
c
s
tkfk1 . The latter means that c in (22) does not

depend on " > 0 . Finally, by the de�nition of H� we have e
�tH�

(")
s�!
L2

e�tH
�

( as "& 0) .

Hence (22) also holds in the case that � = 1 .

Proof of Theorem 2. Set b = r log s , V = �V0 , � > 0 . Then divb = � s
 s

� b2

and V � b2 � � c1
s , V + �� s

 s
� � c2

s , s > 0 . De�ne the sesquilinear form t by

t[u; v] := hru;rvi+ h(V � b2)u; vi+ hru; bvi � hbu;rvi ; D(t) = W 1;2 �W 1;2 :

It is easy to see that t is m -sectorial. Let H+( ) denote the operator associated

with form t . Setting B = ���+(V � b2) , � > c1
s , D(B1=2) =W 1;2 and (with a minor

abuse of notation) G = �p�1B�1=2(b � r+r � b)B�1=2 it follows

(�+H+('))�1 = B�1=2(1 +
p�1G)�1B�1=2 :

Using this formula and an approximation argument similar to that in the proof of Theorem

1 it follows that

 e�tH
+

 �1f = e�tH
+( )f ; f 2 Ds =  sL

1
com :

20



Next we prove that

ke�tH+( s)fk1 � e
c
s
tkfk1 ; 0 < t � s :

The latter follows by a straightforward veri�cation of Criterion 2.

Indeed, let A = H+( s)+� , � � c1_c2
s . We have to show that RehA�f; f � f^i � 0

for all f 2 D(A�) . Since f 2 D(A�) �W 1;2 ) f � f^ 2W 1;2 , it follows

RehA�f; f � f^i � hr�;r�i � 2hr�; b�i+ h(V � b2 � divb+ �)jf j; �i :

Using equality �2hr�; b�i = h�; (divb)�i yields

RehA�f; f � f^i �hr�;r�i+ h(V � b2 + �)�; �i
+ h(V � b2 � divb+ �); �i

�h
�
�� c1

s

�
�; �i+ h

�
�� c2

s

�
�i

�0 :

The latter shows that in the case that A = H+ the hypotheses B 1 ) and B 2 ) of

Theorem B are valid.

We next �x " 2]0; d
d+2` [ and set 
s := fx 2 Rd; jxj � psg . Then by de�nition

(a)  s(x)
�1 � 1 for all x 2 Rdn
s .

(b) k s(�)�"k
L

2
1�" (
s)

= cd

�R ps
0

�
jxjp
s

��`" 2
1�" jxjd�1djxj

� 1�"
2

= c(d; `; ")s
d
2
1�"
2 = c(d; `; ")sj

0=q0 , j0 = d
2 , q

0 = 2
1�" .

This veri�es the hypothesis B 3 ) of Theorem B and completes the proof of Theorem 2.

We remark on the main di�erence between operators H�(')r and H+( )r : the

generators �H+( )r , 1 � r � 2 , are well de�ned, while H�(')r make sense only for

r = 1 .

Proof of Corollary 1. The Trotter product formula and H�older inequality imply

that

et�(x; y) = e�t(����V +�V )(x; y) � (e�tH
�

(x; y))�(e�t(��
�

+ �
1�� V )(x; y))1��

where V = �V0 , 0 < � � 1 and for all 0 < � < 1 .
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Applying Theorem 2 we have

e�t(��+ �
1�� V )(x; y) � ct�d=2 +

`�
(t; x) +

`�
(t; y)

with `� =
d�2
2 (�1 +p1 + 
�) , 
 = �

1�� . Therefore

e�tH
�

(x; y) � c���t(x; y)
�
 +
`�
(t; x) +

`�
(t; y)

�� 1��
� :

Since  +
`�
(t; x)jBps =

�
jxjp
s

�`�
, it follows

�
 +
`�
(t; x)

�1=

=  +

^̀ (t; x) on Bps , where ^̀ =

`�=
 = d�2
2

�

1+
p
1+
�

is a decreasing function of 
 . This proves the �rst estimate in

Corollary 1. A similar argument applies to e�tH
+

(x; y) .

Proof of Corollary 2. Let r+ := �r � 2b ; b = r'
' and ~A0 = (r+)r be the

selfadjoint operator associated with the closure of a0[u; v] = hru;rvi' initially de�ned on

C10 (Rd) . We will use the following representation of ~H� = ��1H�� , where �f = 'f

and ' = '�� (s; x)

~H� = (r+)r+W; W :=
��'
'

� �V0; jW j � c

s
:

It follows from the Trotter product formula that pointwise a.e.

e�
c
s
te�t ~A0 jf j � e�t ~H

� jf j � e
c
s
te�t ~A0 jf j for all t � s:

Therefore, letting p(t; x; y) = e�t ~A0(x; y) , we obtain the following important bound

p(t; x; y) � ct�
d
2 ; 0 < t � s: (23)

In order to simplify the procedure below we reformulate the problem by working with

regular weights and potentials by simply setting '(
p
x2 + �) instead of '(x) and ��'

'

instead of �V0 . We then will obtain the required estimates with constants independent

on � > 0 , and will let � tend to zero afterwards. Note that p(t; x; y) and its time and

spatial derivatives have regular behaviour. In particular, p(t; x; y) not only satis�es (23)

but also enjoys the qualitative Gaussian lower and upper bounds, hp(t; x; �)i' = 1; and

weighted analogs Q , M and N of Nash functions are well de�ned, namely:

Q(t) := �hp log pi' � �
Z
Rd
p(t; x; y) logp(t; x; y)'2(y)dy; 0 < t � s:
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M(t) := hjx� �jp(t; x; �)i' �
Z
Rd
jx� yjp(t; x; y)'2(y)dy:

N (t) := h(rp)2=pi' �
Z
Rd
(ryp(t; x; y))2=p(t; x; y)'2(y)dy:

Our main goal is to prove the Nash entropy estimate (NEE):

�C� � Q(t)� ~Q(t) � C+;

where ~Q(t) := d
2 log t and C� are constants independent on � .

>From (23) it follows that Q(t) � ~Q(t)�C� and hence we are left to prove only the

upper bound. Following Nash [Na] we have

d
dtM(t) = hjx� �j ddtp(t; x; �)i' = �hjx� �j(r+)rpi' = hrjx� �j;rpi'

and hence d
dtM(t) �pN (t): Since d

dtQ(t) = N (t) and M(0) = 0 , we have

M(t) � R t0
q

d
d�Q(�)d�:

We estimate the last integral by using H�older inequality, integration by parts and the

L.H.S. of (NEE) as follows

R t
0

q
d
d�Q(�)d� �

qR t
0
��1=2d�

qR t
0

p
�dQ(�) �

q
2t(Q(t)� ~Q+ d+ C�):

Therefore,

M2(t) � 2t(Q(t)� ~Q(t) + C):

On the other hand p log p � �np� e�1�n for all real n . Setting n = m + kjx� �j with
k > 0 and integrating over spatial variables yields Q(t) � m+kM(t)+e�1�mhe�kjx��ji':
Using the latter inequality, that he�kjx��ji' � C(k�d + sd=2) and letting m = C � d log k
and kM = d , we obtain that Q(t) � C + d log(M(t) +

p
s) . For s=2 � t � s it follows

e(Q(t)� ~Q(t))=d � Ct�1=2(M(t) +
p
s) � C

q
Q(t)� ~Q(t) + C:

The latter yields the R.H.S. of (NEE).
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In turn, the R.H.S. of (NEE), the reproductive property of p(t; x; y) and Jensen

inequality combined yield

p(2t; x; x) � ehp(t;x;�) log p(t;x;�)i' = e�Q(t) � Ct�
d
2 ;

or e�2tH
�

(x; x) � C'�2�(t; x)t
�d

2 : Thus Corollary 2 is proven for e�tH
�

. A similar

argument works for e�tH
+

:

Remarks. 1. As soon as (NEE) is obtained Corollary 3 can be proven by repeating

the corresponding proof of the Gaussian upper bound in [Se2] for the "simplest" case of

the uniformly elliptic operator r � a � r:
2. Due to Corollary 3 it becomes possible to exploit the L1 -perturbation techniques [Se3]

and to establish weighted Gaussian upper heat kernel bound in the case of

����V0+a �r+V; � � 1; with a and V from (the weighted) Nash and Kato classes

respectively.

3. The problem of improving Corollary 1 remains open.
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