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ABSTRACT
We demonstrate a new, versatile class of nanoscale chemical sensors based on single-stranded DNA (ss-DNA) as the chemical recognition
site and single-walled carbon nanotube field effect transistors (swCN-FETs) as the electronic read-out component. swCN-FETs with a nanoscale
coating of ss-DNA respond to gas odors that do not cause a detectable conductivity change in bare devices. Responses of ss-DNA/swCN-
FETs differ in sign and magnitude for different gases and can be tuned by choosing the base sequence of the ss-DNA. ss-DNA/swCN-FET
sensors detect a variety of odors, with rapid response and recovery times on the scale of seconds. The sensor surface is self-regenerating:
samples maintain a constant response with no need for sensor refreshing through at least 50 gas exposure cycles. This remarkable set of
attributes makes sensors based on ss-DNA decorated nanotubes very promising for “electronic nose” and “electronic tongue” applications
ranging from homeland security to disease diagnosis.

The one-dimensional carbon cage structure of semiconduct-
ing single-walled carbon nanotubes (swCNs) makes their
physical properties exquisitely sensitive to variations in the
surrounding electrostatic environment, whether the swCNs
are suspended in liquid or incorporated into field effect
transistor (FET) circuits on a substrate.1-3 Bare and polymer-
coated swCNs are reported to be sensitive to various gases,4-9
but swCNs functionalized with biomolecular complexes hold
great promise as molecular probes and sensors10-13 targeted
for chemical species that interact weakly or not at all with
unmodified nanotubes. Derivatized swCN-FETs are attractive
as electronic-readout molecular sensors due to their high
sensitivity, fast response time, and compatibility with dense
array fabrication.3 Derivatized semiconductor nanowires have
similar performance advantages, and recent work indicates
they are also promising candidates for gas-14 and liquid-phase
sensors.15,16

An effective scheme to functionalize swCN-FET sensors
should simultaneously achieve robust, reproducible decora-
tion of the swCN with molecular flexibility promising
sensitivity to a wide spectrum of analytes. Noncovalent

functionalization is required to avoid degrading the high-
quality electronic properties of the swCN-FET.
Nucleic acid biopolymers are intriguing candidates for the

molecular targeting layer since they can be engineered, using
directed evolution, for affinity to a wide variety of targets,
including small molecules and specific proteins.17,18 High
throughput screening of multiple oligomers was used recently
to select films of dye-labeled ss-DNA oligomers that function
as gas sensors.19,20 On exposure to an odor, fluorescence of
the intercalated dye changes relative to the level measured
when the sample is exposed to clean air. The molecular
mechanism of this response is not known, but the response
to particular odors was reported to be specific for the base
sequence of the oligomer. ss-DNA is also known to have
high affinity for swCNs due to a favorable π-π- stacking
interaction.21

These findings motivated our exploration of the ss-DNA/
swCN-FET hybrid nanostructure as a gas sensor with
electronic readout. We focus here on devices consisting of
individual nanotubes contacted by electrodes in order to
illuminate intrinsic properties of the ss-DNA/swCN system.
Sensors based on swCN networks may be easier to manu-
facture in functional systems, but they introduce complicat-* Corresponding author. E-mail: cjohnson@physics.upenn.edu.
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ing, poorly controlled factors, e.g., the presence of both
metallic and semiconducting swCNs, and tube-tube cross
junctions.
swCNs were grown by catalytic chemical vapor deposition

(CVD) on a SiO2/Si substrate. FET circuits were fabricated
with Cr/Au source and drain electrodes patterned using
electron beam lithography and the degenerately doped silicon
substrate used as a backgate (Figure 1).22 For each device,
source-drain current I was measured as a function of bias
voltage VB and gate voltage VG under ambient laboratory
conditions. Circuits consisting of individual p-type semi-
conducting nanotubes, where the carriers are positively
charged holes, were selected by using only devices that
showed a strong decrease in I(VG) for positive VG (ON/OFF
ratio exceeding 1000).
Two ss-DNA sequences were chosen based on prior work:

19,20

Oligonucleotides were obtained from Invitrogen (Carlsbad,
CA) and diluted in distilled water to make a stock solution
of 658 µg/mL (sequence (Seq) 1) or 728 µg/mL (Seq 2).
After odor responses of the bare swCN-FET device were
measured, a 500 µm diameter drop of ss-DNA solution was
applied to the device for 45 min and then dried in a nitrogen
stream. About 25 devices from two different swCN growth
runs were selected for detailed analysis and treated with ss-
DNA for the experiments described here. Statistical analysis
of atomic force microscopy (AFM) images of the same tube

before and after DNA application showed an increase in the
nominal tube diameter from 5.4 ( 0.1 to 7.2 ( 0.2 nm,
indicating formation of a nanoscale layer of ss-DNA on the
swCN surface (Figure 2a,b). For both of the sequences used,
application of ss-DNA caused the threshold value of VG for
measurable conduction to decrease by 3-4 V (Figure 2c).
This corresponds to a hole density decrease of roughly 400
µm, assuming a backgate capacitance (25 aF/µm) that is
typical for this device geometry.22 Furthermore, the “ON”
state conductivity of the ss-DNA/swCN-FET was ∼10%
lower than that of the bare device (Figure 2c), suggesting
weak carrier scattering by the molecular coating.
Figure 1b shows the five odors used to characterize the

sensor response: methanol, propionic acid, trimethylamine
(TMA), dinitrotoluene (DNT), and dimethyl methylphos-
phonate (DMMP; a simulant for the nerve agent sarin23).
For DNT, a liquid solution was prepared by dissolving 50
mg/mL of the material in dipropylene glycol.
A reservoir of saturated vapor of each odor was prepared

and connected to a peristaltic pump and switching valve array
so the flow of room air directed over the device (0.1 mL/s)

Figure 1. (a) Schematic of the experimental setup. (b) Gases
(odors) used in the experiment.

Sequence 1

5′ GAG TCT GTG GAG GAG GTA GTC 3′

Sequence 2

5′ CTT CTG TCT TGA TGT TTG TCA AAC 3′

Figure 2. (a, b) AFM images (1 µm × 1 µm, z-range 10 nm) and
line scans of the same swCN before (a) and after (b) functional-
ization with ss-DNA. The measured diameter of the bare swCN is
5.4 ( 0.1 nm, while after application of ss-DNA its diameter is
7.2 ( 0.2 nm. The increase in surface roughness in (b) is attributed
to nonspecific binding of ss-DNA to the SiO2 substrate. (c) Current
(I) versus backgate voltage (VG) characteristic of a bare swCN-
FET sensor (blue), the same device after functionalization with ss-
DNA sequence 1 and exposed to air, the same ss-DNA/swCN-
FET exposed to TMA vapor. Source-drain bias voltage is 100 mV.
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could be electrically diverted to one of the odor reservoirs
for a set time (typically 50 s), after which the flow reverted
to plain air. The air or air/analyte mixture was directed
toward the sample through a 2 ( 0.1 mm diameter nozzle
positioned 6 ( 1 mm above the sample surface. For each
analyte, we estimate the concentration delivered to the sample
to be 3% of the appropriate saturated vapor pressure (see
Table 1). The source-drain current (I) through the device
was measured as a function of gate voltage VG for a fixed
bias voltage VB. For each sample (both before and after
application of ss-DNA), it was found that VG ) 0 V was a
region of large transconductance (dI/dVG), indicating high
sensitivity of the swCN-FET to environmental perturbations.
Detailed measurements of the odor-induced changes in I as
a function of VG and VB and sensor response as a function
of analyte concentration will be the subject of future work.
Here we focus on odor-induced changes in the current
measured with VB ) 100 mV and VG ) 0 V.
In Figure 3a,b, we show responses of two devices to odors,

before (blue points) and after (red points) coating with ss-
DNA Seq 2. The current response of a bare swCN-FET was
less than our experimental sensitivity (∆I/I ∼ 1%) when
exposed to methanol (Figure 3a), propionic acid, DMMP,
and DNT (data not shown). After this same device was

coated with ss-DNA Seq 2, exposure to methanol gives a
20% decrease in the transport current. We conclude that the
ss-DNA layer increases the binding affinity for methanol to
the device, thereby increasing the sensor response. Even
when a bare swCN sensor responds to a particular gas (∆I/I
) -10% on exposure to TMA, Figure 3b), functionalization
with ss-DNA enhances the molecular affinity and associated
response (∆I/I ) -30%).
We observe further that different odors elicit different

current responses from ss-DNA/swCN-FET sensors. For
example, the response to propionic acid of a device with
ss-DNA Seq 1 differs in both sign and magnitude from the
response to methanol (Figure 3c). The data in Figure 3 also
demonstrate a constant sensor response is maintained through
multiple odor exposures. As a test of response reproducibility,
we exposed a device to 50 cycles of TMA and air exposure
(odor and air pulses each 50 s in duration), and the response
was maintained to within 5% (data not shown). Device-to-
device variation in odor response is also small (see Table 1
and discussion below). This excellent reproducibility for a
single device and across devices indicates very favorable
prospects for quantitative modeling of individual devices and
integrated systems.24
Finally we find that the odor response characteristics of

ss-DNA/swCN-FET sensors are specific to the base sequence
of the ss-DNA used (Table 1). The number of distinct ss-
DNA 24-mers is extremely large, and they are all expected
to bind readily to swCNs through a π-π stacking interaction.
It should be possible to create a large family of sensors with
disparate odor response characteristics, an important building
block of “electronic nose” and “electronic tongue” systems
discussed below.25
To explore this possibility, we measured the odor response

of ss-DNA/swCN-FET sensors to DNT and DMMP, simu-
lants for explosive vapor and nerve gas, respectively. As seen
in Figure 4 and Table 1, ss-DNA functionalized swCN-FETs
respond to these two odors while bare devices do not, and
the response characteristic is specific to the ss-DNA sequence
used to decorate the device. Control experiments were
conducted to verify that the ss-DNA/swCN-FET sensor

Table 1. Measured Responses of Devices to Gaseous
Analytesa

% ∆I/I

odor

vapor
pressure

(Torr)
estimated

concn (ppm)
bare

swCN
swCN +

Seq 1
swCN +

Seq 2

water 17.5 700 0 ( 1 0 ( 1 0 ( 1
propionic acid 4 150 0 ( 1 +17 ( 2 +8 ( 1
TMA 500 20000 -9 ( 2 -20 ( 2 -30 ( 2
methanol 100 4000 0 ( 1 -12 ( 2 -20 ( 2
DMMP 0.6 25 0 ( 1 -14 ( 2 -7 ( 2
DNT 1 40 0 ( 1 -14 ( 4 -4 ( 2

a Estimated concentration corresponds to 3% of the saturation vapor
pressure (www.sciencestuff.com). Each quoted sensor response is based
on measurements of 5-10 different devices. Uncertainties are the standard
deviation of the mean.

Figure 3. Change in sensor current upon odor exposure. Currents are normalized to I0, the value when exposed to air (no odor). (a) Bare
swCN-FET does not respond to methanol vapor (blue points). The same device coated with ss-DNA sequence 2 (Seq 2) shows clear
responses to methanol (red points). (b) A second bare device responds to TMA (blue points), but after application of Seq 2, the response
is tripled (red points). (c) The sensor response to propionic acid (blue points) differs in sign and magnitude from the response to methanol
(red points). Green data are the current baseline (no odor). VB ) 100 mV and VG ) 0 V for all data sets.
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showed no response to dipropylene glycol, the solvent used
for DNT, and water vapor, a common background substance.
The signal-to-noise levels of the measurements in Figure 4
indicate that detection of concentrations less than 1 ppm
should be possible even with these unoptimized devices. The
DMMP concentration used in the experiment is estimated
to be 25 ppm, and the observed response is distinct but
modest (∆I/I ∼ -7% for ss-DNA sequence 1 and -14%
for ss-DNA sequence 2). Thin-film transistor sensors fab-
ricated from swCN networks are reported to respond much
more strongly to DMMP (∆I/I ∼ -50% at a concentration
of 1 ppb6). Our experiment indicates this large response is
not intrinsic to individual swCNs but may be related to the
network connectivity.
We briefly consider the mechanism of molecular detection,

recognizing that many important issues remain to be clarified
by future experiments. It is known that p-type swCN-FETs
can detect analytes through “chemical gating” where a
positively (negatively) charged molecular species adsorbs to
the nanotube sidewall and locally depletes (enhances) the
swCN carrier density leading to a decrease (increase) in
current through the FET.26 This mechanism is consistent with
the current decrease and I(VG) data (Figure 1c) during TMA
exposure. Given its pK value of 9.8, TMA should be
protonated by residual water (presumably pH∼ 7) associated
with the ss-DNA, leading to a rigid shift of the I(VG)
characteristic to the left and a decrease in the sensor current,
as observed. The data in Figure 1c correspond to a hole
density decrease of ∼1200/µm due to TMA exposure.
Similarly, propionic acid is expected to donate a proton to
residual water, in agreement with the measured increase in
sensor current. DMMP, along with other chemical nerve
agents, is known to be a strong electron donor,6 consistent
with the observed sensor response (∆I/I < 0). The detection
mechanisms for methanol and DNT are less clear. Simple
acid-base considerations suggest methanol is neutral under
the experimental conditions, and DNT is expected to be an
electron acceptor, inconsistent with the measured current
decrease for both odors. More detailed experiments are
needed to determine whether these species transfer charge

to the swCN in the presence of ss-DNA or if detection occurs
through a different mechanism, e.g., a conformational change
of the ss-DNA that is transduced into an electrical signal by
the swCN-FET.
“Electronic nose” detectors are inspired by olfactory

systems in biological organisms that typically utilize a
thousand different odor receptors, each responsive to many
different odorants, to perform amazing feats of molecular
identification and analysis. ss-DNA/swCN-FET gas sensors
have a number of properties making them ideal for this
application. They are all-electronic sensors with high sen-
sitivity and fast response times (seconds) that compare
favorably with well-established and more recently demon-
strated sensor families.27 They offer the advantages of a
smaller footprint and simpler implementation than chemi-
capacitors, and more direct readout with simpler equipment
than sensors where odor detection is converted into an optical
signal. We demonstrated that the ss-DNA chemical recogni-
tion layer is reusable through at least 50 cycles without
refreshing or regeneration. It is likely this hybrid nanoscale
sensor can be used for liquid phase detection, making it
equally appropriate for application in an “electronic tongue”
system.28

Finally, the intrinsic chemical versatility of ss-DNA,
progress in nucleic acid engineering, and use of high-
throughput screening may well enable selection of appropri-
ate sequences for detection of a large number of chemical
and biological targets. The range of possible targets may be
limited by the fact that the ss-DNA chemical recognition
component most likely assumes a range of conformations.
Future experiments will explore the effectiveness of this
sensor class for detection of analytes beyond the small
molecules demonstrated here. It has been suggested29 that
an array of 100 sensors with different response characteristics
and an appropriate pattern recognition algorithm are sufficient
to detect and identify a weak known odor in the face of a
strong and variable background. The results presented here
represent significant progress toward the realization of a large
and diverse sensor array for electronic olfaction and may

Figure 4. (a) Change in the device current when sarin-simulant DMMP is applied to swCN-FETs before and after ss-DNA functionalization.
(b) Sensor response to DNT.
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bring a practical device within reach when combined with
recent progress in fabricating multiplexed arrays of swCN
sensors.

Acknowledgment. This work was supported by the
Laboratory for Research on the Structure of Matter (NSF
DMR00-79909) and by the US Department of Energy, Grant
No. DE-FG02-98ER45701 (M.C.). We thank Michael F.
Stern and Dr. Karen McAllister for useful discussions and
Dr. Douglas R. Strachan for assistance with data acquisition.

References
(1) Kong, J.; Franklin, N. R.; Zhou, C. W.; Chapline, M. G.; Peng, S.;

Cho, K. J.; Dai, H. J. Science 2000, 287, 622-625.
(2) Freitag, M.; Johnson, A. T.; Kalinin, S. V.; Bonnell, D. A. Phys.

ReV. Lett. 2002, 89, art. no.-216801.
(3) Pengfei, Q. F.; Vermesh, O.; Grecu, M.; Javey, A.; Wang, O.; Dai,

H. J.; Peng, S.; Cho, K. J. Nano Lett. 2003, 3, 347-351.
(4) Chopra, S.; McGuire, K.; Gothard, N.; Rao, A. M.; Pham, A. Appl.

Phys. Lett. 2003, 83, 2280-2282.
(5) Li, J.; Lu, Y. J.; Ye, Q.; Cinke, M.; Han, J.; Meyyappan, M. Nano

Lett. 2003, 3, 929-933.
(6) Novak, J. P.; Snow, E. S.; Houser, E. J.; Park, D.; Stepnowski, J. L.;

McGill, R. A. Appl. Phys. Lett. 2003, 83, 4026-4028.
(7) Valentini, L.; Armentano, I.; Kenny, J. M.; Cantalini, C.; Lozzi, L.;

Santucci, S. Appl. Phys. Lett. 2003, 82, 961-963.
(8) Bradley, K.; Gabriel, J. C. P.; Star, A.; Gruner, G. Appl. Phys. Lett.

2003, 83, 3821-3823.
(9) Snow, E. S.; Perkins, F. K.; Houser, E. J.; Badescu, S. C.; Reinecke,

T. L. Science 2005, 307, 1942-1945.
(10) Wong, S. S.; Joselevich, E.; Woolley, A. T.; Cheung, C. L.; Lieber,

C. M. Nature 1998, 394, 52-55.

(11) Williams, K. A.; Veenhuizen, P. T. M.; de la Torre, B. G.; Eritja,
R.; Dekker, C. Nature 2002, 420, 761-761.

(12) Chen, R. J.; Bangsaruntip, S.; Drouvalakis, K. A.; Kam, N. W. S.;
Shim, M.; Li, Y. M.; Kim, W.; Utz, P. J.; Dai, H. J. P. Natl. Acad.
Sci. U.S.A. 2003, 100, 4984-4989.

(13) Barone, P. W.; Baik, S.; Heller, D. A.; Strano, M. S. Nat. Mater.
2005, 4, 86-92.

(14) Zhang, D.; Liu, Z.; Li, C.; Tang, T.; Liu, X.; Man, S.; Lei, B.; Zhou,
C. Nano Lett. 2004, 4, 1919-1924.

(15) Hahm, J.-i.; Lieber, C. M. Nano Lett. 2004, 4, 51-54.
(16) Wang, W. U.; Chen, C.; Lin, K.-h.; Fang, Y.; Lieber, C. M. P. Natl.

Acad. Sci. U.S.A. 2005, 102, 3208-3212.
(17) Patel, D. J.; Suri, A. K.; Jiang, F.; Jiang, L. C.; Fan, P.; Kumar, R.

A.; Nonin, S. J. Mol. Biol. 1997, 272, 645-664.
(18) Breaker, R. R. Nature 2004, 432, 838-845.
(19) White, J. E.; Kauer, J. S. 2004.
(20) White, J. E.; Williams, L. B.; Atkisson, M. S.; Kauer, J. S. Assoc.

Chemoreception Sciences, XXVI Annual Meeting Abstracts 2004,
32.

(21) Zheng, M.; Jagota, A.; Semke, E. D.; Diner, B. A.; Mclean, R. S.;
Lustig, S. R.; Richardson, R. E.; Tassi, N. G. Nat. Mater. 2003, 2,
338-342.

(22) Radosavljevic, M.; Freitag, M.; Thadani, K. V.; Johnson, A. T. Nano
Lett. 2002, 2, 761-764.

(23) Hopkins, A. R.; Lewis, N. S. Anal. Chem. 2001, 73, 884-892.
(24) Gao, H.; Kong, Y. Annu. ReV. Mater. Res. 2004, 34, 123-150.
(25) Gouma, P.; Sberveglieri, G. MRS Bull. 2004, 29, 697-702.
(26) Kong, J.; Dai, H. J. J. Phys. Chem. B 2001, 105, 2890-2893.
(27) Katz, H. E. Electroanalysis 2004, 16, 1837-1142.
(28) Winquist, F.; Krantz-Rulcker, C.; Lundstrom, I.MRS Bull. 2004, 29,

726-731.
(29) Gelperin, A.; Hopfield, J. J. In Chemistry of Taste; Given, P., Ed.;

American Chemical Society: Washington, DC, 2002; pp 289-317.

NL051261F

1778 Nano Lett., Vol. 5, No. 9, 2005



Functionalized Carbon Nanotubes for
Detecting Viral Proteins
Yian-Biao Zhang, †,§ Mandakini Kanungo, ‡,§ Alexander J. Ho, ‡,| Paul Freimuth, †

Daniel van der Lelie,* ,† Michelle Chen, X Samuel M. Khamis, ⊥ Sujit S. Datta, ⊥

A. T. Charlie Johnson,* ,⊥ James A. Misewich,* ,‡ and Stanislaus S. Wong* ,‡,#

Biology Department, BrookhaVen National Laboratory, Building 463, Upton,
New York 11973, Condensed Matter Physics and Materials Science Department,
BrookhaVen National Laboratory, Building 480, Upton, New York 11973, Biomedical
Engineering Department, State UniVersity of New York at Stony Brook, Stony Brook,
New York 11794, Department of Materials Science and Engineering, UniVersity of
PennsylVania, Philadelphia, PennsylVania 19104, Department of Physics and
Astronomy, UniVersity of PennsylVania, Philadelphia, PennsylVania 19104, and
Department of Chemistry, State UniVersity of New York at Stony Brook, Stony Brook,
New York 11794

Received July 1, 2007; Revised Manuscript Received August 26, 2007

ABSTRACT

We investigated the biocompatibility, specificity, and activity of a ligand −receptor-protein system covalently bound to oxidized single-walled
carbon nanotubes (SWNTs) as a model proof-of-concept for employing such SWNTs as biosensors. SWNTs were functionalized under ambient
conditions with either the Knob protein domain from adenovirus serotype 12 (Ad 12 Knob) or its human cellular receptor, the CAR protein,
via diimide-activated amidation. We confirmed the biological activity of Knob protein immobilized on the nanotube surfaces by using its
labeled conjugate antibody and evaluated the activity and specificity of bound CAR on SWNTs, first, in the presence of fluorescently labeled
Knob, which interacts specifically with CAR, and second, with a negative control protein, YieF, which is not recognized by biologically active
CAR proteins. In addition, current −gate voltage ( I−Vg) measurements on a dozen nanotube devices explored the effect of protein binding on
the intrinsic electronic properties of the SWNTs, and also demonstrated the devices’ high sensitivity in detecting protein activity. All data
showed that both Knob and CAR immobilized on SWNT surfaces fully retained their biological activities, suggesting that SWNT −CAR complexes
can serve as biosensors for detecting environmental adenoviruses.

In recent years, there has been growing interest in forming
viable strategies for the controlled functionalization of single-
walled nanotubes (SWNTs) with biological systems.1-3 Such
bio-nano integrated systems, combining the conducting and
semiconducting properties of carbon nanotubes with the
recognitive and catalytic properties of biomaterials, offer
particular promise for developing novel biosensor systems.
Specific recognition of target molecules is the essential
feature for biological sensing. Accordingly, we have been
interested in addressing the following key issues:

1. Do ligand-receptor proteins, bound onto SWNTs, retain
their active configuration and conformation so as to remain
amenable to biological interactions? We answered this
question by demonstrating that functionally active Knob and
CAR can be bound onto SWNT surfaces through an amide
linkage generated via a diimide reagent.

2. Can this system subsequently be utilized for biological
sensing? Our electrical measurements herein demonstrated
the applicability of single biofunctionalized carbon nanotubes
as field effect transistor (FET) biosensors wherein the
biological moiety maintains its activity, proper binding
conformation, and biospecificity.

Several different biomolecular systems have been previ-
ously affixed to the external surfaces of SWNTs with the
goal of creating functional devices. For example, enzyme-
coated SWNTs were used as sensors that either modulate
their optical properties upon adsorption or alter their
conductance upon variations in pH.4,5 Viruses were employed
to assemble SWNTs and other materials into organized
networks.6 Proteins such as ferritin, avidin, bovine serum
albumin (BSA), and streptavidin,7-9 as well as metallopro-
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teins and enzymes10 have been noncovalently bound onto
SWNT surfaces so as to generate highly specific electronic
biosensors. Other groups have coated peptides11 with selec-
tive affinity for SWNTs onto their surfaces while different
laboratories have bound proteins12,13 such as either ferritin
or BSA onto oxidized SWNTs via an amide linkage in
aqueous solution. In these latter studies, the biological activ-
ities of the attached moieties were confirmed but the electrical
activity of the functionalized nanotubes was not measured.

Although this is a relatively unexplored area of research,
what is abundantly evident is that the covalent functional-
ization of biologically active ligand-receptor proteins onto
single SWNTs and SWNT bundles clearly affords a viable
strategy toward developing specific, quantitative biosensors.
Precedence for such a strategy lies in a few unrelated studies.
For instance, complementary detection of prostate-specific
antigen was demonstrated by using In2O3 nanowire and
SWNT devices.14 SWNT-FET-based biosensors composed
of either DNA aptamers15 or single-stranded DNA16 as
molecular recognition elements were also reported, although
most of this DNA work relied on noncovalent interactions
with the SWNTs.

In the present study, we demonstrate a simple, fast-
response, highly sensitive, real-time biosensor composed of
a ligand-receptor protein complex covalently attached by a
diimide linker to oxidized SWNTs via a mild, ambient,
straightforward, and economical protocol. That is, we not
only retained the intrinsic biological activity and specificity
of the attached complex but also conserved the highly
favorable electronic properties of SWNTs in these biofunc-
tionalized single-tube devices. The proteins we used were
the adenovirus protein, Ad12 Knob, and its complementary
human “Coxsackie virus and adenovirus receptor”, CAR.

Adenoviruses are one of many subclasses of viruses that
cause infections such as the common cold and mild ailments
of the upper respiratory and gastrointestinal tracts. Unlike
viruses such as HIV, Ebola, and poliovirus, adenoviruses do
not use either envelope proteins or capsid domains to infect
cells. Rather, infection is initiated by the formation of a high
affinity complex between the Knob trimer and its comple-
mentary adenovirus CAR receptor present in human cells.
Upon binding CAR, the Knob-coated virus replicates within
the cell nucleus, triggering infections.17,18 Currently, aden-
oviruses are the leading candidates as vectors for gene
therapy.19 In our work, we used 6 mg/mL of purified Knob
and 2.5 mg/mL of CAR protein, as verified by using a BCA
assay kit.

Raw HiPco (high-pressure carbon monoxide decomposi-
tion process) SWNT bundles as well as individual SWNTs
(prepared on surfaces by in situ catalytic chemical vapor
deposition) were purified and air oxidized by using a modifi-
cation of the gasification-dissolution method described
earlier by Chiang et al.20 This process generates surface
functionalities on the nanotubes, particularly carboxylic acids
at their ends and sidewalls. Air-oxidized SWNTs were then
suspended in a 50 mM phosphate buffer (pH 8) solution at
a concentration of 1 mg/mL. Proteins were attached to the
processed SWNTs via a two-step process of carbodiimide
(EDAC)-mediated activation previously described.14 We

confirmed that the proteins had, indeed, bound to the SWNTs
by atomic force microscopy (AFM) height analysis. Further
experimental details, including protein labeling, are given
in the Supporting Information (Figures S1-S3).

We obtained AFM measurements before and after protein
attachment on four samples. Representative AFM height
images and statistical analysis of selected cross sections
(shown in Figure 1) conclusively showed that this function-
alization procedure attaches protein complexes (CAR+
Knob) along the length of the SWNT (on average,∼1 µm
for individual tubes). The observed protein density in Figure
1 was approximately 1 per 200 nm, but in other samples, it
approached the limit of the AFM resolution (∼1 per 20 nm).

Figure 1. (a) AFM height image of single-walled carbon nanotubes
on a Si/SiO2 substrate after oxidation. Thez-axis color scale is
10 nm. (b) AFM height image of the same nanotube after the
attachment of the CAR protein and subsequent exposure to Knob
protein. Arrows indicate seven main sites along the nanotube’s
length where the CAR+ Knob complex is bound to the nanotube’s
surface. The verticalz-axis color scale is 10 nm. The images were
low-pass filtered for clarity.
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Height analysis (Figure 2) demonstrated that the diameter
of an individual SWNT bundle after oxidation was 1.9(
0.2 nm and that the additional height observed, associated
with the attached protein complex (CAR+ Knob), was 2.5
( 0.2 nm. AFM measurements on five other samples
exposed to CAR alone yielded a height increase of 0.5 nm
(data not shown) so that by extension, the intrinsic height
increase due to Knob itself was approximately 2 nm. These
values are somewhat smaller than the accepted molecular
sizes of these proteins, consistent with our expectation that
(i) pressure from the AFM tip may have distorted the protein
and that (ii) proteins attached to the mostly hydrophobic
nanotube surface in air can be slightly different from their
intrinsic morphology in aqueous solution. As demonstrated
later and further corroborated in the Supporting Informa-
tion (data on SWNT bundles, Figure S5), CAR proteins
effectively attached to individual SWNTs as a single layer
and retained their critical molecular recognition function-
ality.

After confirming the formation of our protein-SWNT
constructs, we explored their interaction with both labeled
complementary (Ad 12 Knob) and noncomplementary (YieF)
proteins, thereby enabling us to assess the activity and
specificity of the bound, attached proteins. Both Ad 12 Knob
and YieF were labeled by using Alexa Fluor (Molecular
Probes). All optical and fluorescence images of the labeled
proteins were recorded by using a Zeiss Axiovert 200
fluorescence microscope.

The biological activity of bound Ad 12 Knob was
investigated by targeting rhodamine-labeled anti-Knob an-
tibodies to the oxidized SWNT-Knob constructs. These
antibodies were purified by using an affinity column of
immobilized Ad 12 Knob, and hence, we targeted only those
Knob proteins folded in specifically active conformations.

Nonspecific binding of rhodamine-labeled anti-Ad 12 Knob
protein attached to carbon nanotubes was prevented by
blocking this reaction with 4% milk, which contains a
number of unrelated, nonspecific proteins in high concentra-
tions. Figure 3a shows the optical image (left) and the
corresponding fluorescence image (right) of fluorescently
labeled anti-Knob antibodies targeting Ad 12 Knob protein
bound to the carbon nanotubes. The fluorescence of the
functionalized carbon nanotubes confirms that Ad 12 Knob
bound to SWNTs indeed retains its biologically active
conformation. As control experiments, labeled anti-Knob
antibodies lacking protein were targeted to SWNTs either
in the presence (blocked) or absence of milk (not blocked).
In the latter case, we observed that the sample fluoresced,
suggesting that the labeled antibodies bound to the SWNTs.
Conversely, blocked SWNTs exhibited little or no fluores-
cence (Supporting Information Figure S4), demonstrating the
efficacy of milk as a blocking agent. Hence, it is evident
that labeled anti-Knob antibodies could specifically target
bound Knob proteins on carbon nanotube surfaces.

By analogy, to investigate the biological activity and
specificity of bound CAR, we used fluorescently labeled
Knob, which shows high specific binding to CAR. In a
separate control experiment, we attached YieF, an unrelated
22.4 kDa protein isolated fromE. coli bacteria, to the
SWNTs; YieF is nonspecific for CAR. Hence, the presence
of bound CAR proteins in their biologically active conforma-
tion will show specificity to Knob proteins. SWNT-CAR
constructs were blocked by 4% milk to prevent nonspecific
binding of the labeled proteins to the nanotubes. Figure 3b
shows an optical image (left) and the corresponding fluo-
rescent image (right) of SWNT-CAR constructs targeted
by fluorescently labeled Ad 12 Knob. The sample fluoresces,
indicating that Knob is bound to the CAR proteins. On the
other hand, after replacing the labeled Ad 12 Knob with
labeled YieF, the samples did not fluoresce (Figure 3c). This
observation afforded the following evidence: (1) CAR is
bound to the carbon nanotubes, (2) bound CAR is biologi-
cally active, and (3) CAR-functionalized nanotubes will
specifically bind to Ad 12 Knob. Thus, this construct
provides us with the basis for a biological sensor to detect
the presence of the Ad 12 Knob viral protein.

We measured current-gate voltage (I-Vg) data on a dozen
nanotube devices to explore the effect of the attachment
process and of protein binding on the SWNTs’ electronic
properties. Typical data are displayed in Figure 4. Nanotube
FET devices were of high quality; they consisted of
individual SWNTs with ON/OFF ratios exceeding 1000 and
possessed on-state resistance values of 100-500 kΩ. Find-
ings discussed below were reproduced in all the devices,
although there was some scatter, as noted, in individual
responses.

All devices showed a hystereticI-Vg response, as is
typical of nanotube FETs on untreated silica substrates. This
response results from charge injection from the nanotube
into nearby regions due to the substantial electric field
(∼10 V/nm) existing at the SWNT surface associated with
a large gate voltage (Vg).21,22The electric field of this injected

Figure 2. Histogram of SWNT diameters based on 50 equally
spaced height sections from each AFM image with Gaussian fits.
Before applying any proteins, the data (red, striped bars and red
fit) show a SWNT diameter of 1.9( 0.2 nm. After applying CAR
+ Knob proteins, the distribution (gray bars and blue fits) exhibits
two peaks, corresponding to heights of 2.0( 0.5 nm and 4.4( 4
nm, ascribed to regions of the nanotube without and with attached
protein complexes, respectively.

3088 Nano Lett., Vol. 7, No. 10, 2007
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charge and of other charge traps near the SWNT is partially
screened when the FET is in its ON state, while almost no
screening occurs when the FET is in the OFF state. Hence,
in the following discussion, we assume that the leftmost
(ON-to-OFF) transition of theI-Vg characteristic is more
reproducible than the OFF-to-ON transition in the presence
of unavoidable charge switching and is, therefore, more
amenable to physical interpretation.

The oxidation process typically either increased the ON
state current of the device (by 10-25%) or left it unchanged
(Figure 4). We concluded that mild oxidation created a low
density of defect sites that did not degrade electron transport

in the device; we attribute the small increase in the ON state
current to contact annealing. Oxidation also generated a
reproducible increase of 0.5-3 V in the ON-OFF threshold
voltage, consistent with the notion that defect sites created
by oxidation are functionalized with oxygenated moieties
(such as predominantly carboxyl groups) that become depro-
tonated in the presence of adsorbed water. This change leaves
the groups negatively charged, so that a more positive value
of Vg is needed to turn the FET OFF. Assuming a typical
backgate capacitance of 25 aF/µm for this geometry, this
shift in Vg corresponds to an increase in the carrier density
of 80-400 holes/µm.

Figure 3. (a) Optical (left) and corresponding fluorescence (right) images of rhodamine-labeled anti-Knob antibodies targeting Ad12
Knob functionalized air-oxidized SWNTs. (b) and (c) show, respectively, the optical and corresponding fluorescence images of fluorescently
labeled Ad 12 Knob and YieF targeting CAR-functionalized air-oxidized SWNTs. The sample in (b) fluoresces because the Ad 12 Knob
is bound to CAR. On the other hand, there is no observable fluorescence in the sample in (c), where labeled YieF targets functionalized
CAR air-oxidized SWNTs. All samples were blocked with milk to prevent the nonspecific binding of proteins onto the SWNT surfaces.
The scale bar is 2.5µm.
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Subsequently, incubating the device in EDAC/NHS solu-
tion engendered a negative shift of the threshold voltage to
its original value or to an even more negative voltage, in
agreement with the expectation that the proton had been
replaced by a stable active ester.12 CAR protein attachment
led to a 1-2 V decrease in the ON-OFF threshold voltage
and a corresponding 20-40% decrease in the ON-state
current. These observations are consistent with the FET
experiencing a positive charge and enhanced carrier scattering
due to the presence of the protein, as other groups have
proposed.7,23,24 Finally, exposing the CAR-SWNT hybrid
to the complementary Knob protein further suppresses the
ON state current; the molecular recognition event was thus
fully detectable in this system (Figure 4). To quantify the
extent of protein binding, we can reasonably assume that
the nanotube is 1µm long, with a corresponding protein
density of 1 per 20 nm. Hence, on average, 50 proteins coat
the nanotube and the corresponding decrease in current we
observed is approximately 1 nA/protein, a sizable value
enabling the detection of single protein molecules. Because
the applied voltage is 100 mV, the resistance of CAR and
of Knob bound to CAR is approximately 667 kΩ and 1 MΩ,
respectively, implying a resistance of about 5 kΩ/protein.
Using the Landauer formulation in the incoherent transport
regime, we thereby obtain a reflection coefficient of ap-
proximately 40% per protein, implying that the protein
complex is closely bound to the nanotube surface.

In a separate control experiment (Figure 5), CAR-
functionalized devices showed no evident change inI-Vg

response, as expected, after exposure to (noncomplementary)
YieF, implying that the in vivo chemical specificity of the
CAR protein is retained even when it is immobilized on the
SWNT surface. In another experiment, we noted that the

electrical profile of SWNTs, which had been noncovalently
functionalized with CAR proteins, reverted to its original
signal upon extended washing with phosphate buffer and
water; these data highlighted the importance of covalent
protein binding in our experiments and implied that weakly
bound, physically absorbed proteins were lost upon washing
of the SWNTs (data not shown).

The present study provides proof-of-concept for develop-
ing a simple, efficient, sensitive, fast-response, and real-time
miniaturized nanotube FET biosensor for detecting the Ad
12 Knob virus using CAR-Knob specificity. Moreover, this
methodology can be extended to uncover the presence of
serotype12 and all other possible CAR-binding adenoviruses
(about 30 serotypes, including Ad2 and Ad5), as well as
subgroup B Coxsackie viruses. This is the first evidence of
straightforward, ambient covalent immobilization of a viral
ligand-receptor-protein system onto individual SWNTs and
SWNT bundles and of our subsequent confirmation of the
bound proteins’ retention of biological activity and specific-
ity, as revealed by systematic electrical measurements. Our
future goal will be to develop a single-molecule biosensor
based on the conductivity change of a single SWNT by
adding a discrete CAR domain to the nanotube.

Acknowledgment. Y.Z., D.v.d.L., J.M., and S.S.W.
acknowledge support of this work through the U.S. Depart-
ment of Energy Office of Basic Energy Sciences under
contract DE-AC02-98CH10886. S.S.W. also thanks the
National Science Foundation (CAREER DMR-0348239) as
well as the Alfred P. Sloan Foundation for supplies and
financial support. Work conducted in the laboratory of
A.T.C.J. was supported by the JSTO DTRA as well as the
Army Research Office grant no. W911NF-06-1-0462; re-
search at UPenn was also partially supported by the Nano/
Bio Interface Center through the National Science Foundation
under contract NSEC DMR-0425780. We thank A. Wood-
head for helpful comments.

Figure 4. Measured source-drain current as a function of gate
voltage for a SWNT FET demonstrates that covalently bound CAR
protein retains its molecular recognition functionality. Data are
shown for as-grown SWNT (black), SWNTs after oxidation
(purple), after exposure to EDAC/NHS (green), upon CAR attach-
ment (blue), and after exposure to the complementary Knob protein
(red). The data indicate that Knob specifically binds to the CAR,
leading to a significant decrease (∼33%) in the ON-state current
of the FET. The bias voltage is 100 mV for all measurements.

Figure 5. Measured source-drain current vs gate voltage for a
SWNT sensor functionalized with CAR protein (blue data) shows
no response when exposed to the nonspecific YieF protein (red).
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Supporting Information Available: Expression and
purification of AD 12 Knob; CAR protein purification;
YieF purification; fluorescent labeling of proteins; pre-
paration of SWNT-protein hybrids; microscopy char-
acterization of SWNTs and of SWNT-protein hybrids;
attachment of labeled proteins onto SWNT-protein hy-
brids; growth, fabrication, and electrical measurements of
SWNTs; additional AFM height measurements on SWNT
bundles.
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Simultaneous Quality and Reliability Optimization
for Microengines Subject to Degradation

Hao Peng, Qianmei Feng, and David W. Coit, Member, IEEE

Abstract—Micro-Electro-Mechanical Systems (MEMS) repre-
sent an exciting new technology, but to achieve more widespread
usage and wider adoption within more industrial applications,
they must be highly reliable, and manufactured to stringent
quality standards. Many challenging manufacturing issues are
of concern during the fabrication of MEMS, such as precise
dimensional inspection, reliability modeling, burn-in scheduling,
avoiding stiction, and maintenance strategies. However, only lim-
ited mathematical tools for improving MEMS reliability, quality,
and productivity are currently available. This paper proposes a
mathematical model to jointly determine inspection & preventive
replacement policies for surface-micromachined microengines
subject to wear degradation, which is a major failure mechanism
for certain MEMS devices. The optimal specification limits for
inspection, and the replacement interval are determined by simul-
taneously optimizing MEMS quality and reliability. The proposed
model can be used as a tool for decision-makers in MEMS manu-
facturing to make sound economical and operational decisions on
reliability, quality, and productivity. While illustrated considering
one specific microengine design, the proposed model can be ap-
plied to a broader range of MEMS devices that experience wear
degradation between rubbing surfaces.

Index Terms—Burn-in, MEMS reliability, preventive replace-
ment, quality and reliability optimization, specification limits,
wear degradation.

ACRONYM1

pdf probability density function

cdf cumulative distribution function

MEMS Micro-Electro-Mechanical Systems

NDE Non-Destructive Evaluation

SQP Sequential Quadratic Programming

NOTATION

Number of revolutions to failure

, Wear volume of material at (sometimes
expressed as a function of model coefficients
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Critical wear volume or failure threshold

Radius of the pin joint

Model parameter proportional to the wear
coefficient, and inversely proportional to the
hardness of the material
Force between the contacting surfaces

Burn-in time, or number of revolutions to
burn-in
Upper specification limit

Quality loss function after burn-in

Expected quality loss after burn-in

Scrap cost per unit

Expected scrap cost

Inspection cost per unit

Expected quality-related cost

Cost of failure per unit

Expected failure cost

Replacement cost

Replacement time

Upper bound of the replacement interval

pdf of a standard normally distributed
variable
cdf of a standard normally distributed
variable

I. INTRODUCTION

T O ACHIEVE WIDESPREAD usage, Micro-Electro-Me-
chanical Systems (MEMS) must be highly reliable, and

manufactured to stringent quality standards. MEMS tech-
nology shows great promise for many critical applications in
aerospace, biological/medical, nuclear, and weapons areas. In
addition to new applications enabled by MEMS technology,
existing applications are enhanced by miniaturized, low-cost,
high-performance, and “smart” MEMS technology. MEMS
devices have been effectively used in many commercial prod-
ucts, such as accelerometers in automotive airbag deployment
systems [13], and inkjet print heads [29]. With more widespread
commercialization of MEMS products, many challenging man-
ufacturing/fabrication issues are of concern including precise
dimensional control and inspection, reliability testing and
modeling, avoiding stiction, and maintenance strategies. These
reliability, quality, and productivity issues are dominant factors
that impact the process of MEMS moving from the laboratory
into the mainstream market. Decision-makers in MEMS man-
ufacturing need tools to optimize these operational decisions.

0018-9529/$25.00 © 2009 IEEE
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However, such mathematical tools to improve MEMS relia-
bility, quality, and productivity are currently lacking.

This study proposes a mathematical model to jointly deter-
mine inspection and preventive replacement policies for the sur-
face-micromachined microengines subject to wear degradation,
which is a major failure mechanism in MEMS devices [24],
[25]. The optimal specification limits for inspection, and the re-
placement interval are determined by optimizing MEMS quality
and reliability simultaneously.

A. Failure Analysis of MEMS

Reliability, and quality are important factors for MEMS to
evolve from prototypes to commercialization. These issues for
MEMS are complicated due to both electronic and mechanical
parts, and their interactions [14]. Sufficient understanding of
failure mechanisms is required to improve reliability and quality
of MEMS devices in critical applications. However, knowledge
is still somewhat limited on MEMS failures, and failure causes,
at least in the public domain. According to their operational in-
teractions, MEMS devices can be categorized into four classes
[22], [23], [30]: Class I devices have no freely moving parts,
but may have parts which stretch, compress, or bend, such as ac-
celerometers, pressure sensors, or strain gauges; Class II devices
have moving parts without rubbing or contacting surfaces, such
as gyros, resonators, and filters; Class III devices have moving
parts with contacting surfaces, such as relays, and valve pumps;
and Class IV devices have moving parts with rubbing, con-
tacting surfaces, such as shutters, scanners, and optical switches.

Designed with no rubbing surfaces, the first three classes of
MEMS devices can achieve a high level of reliability if they are
properly manufactured, and packaged. For Class IV MEMS de-
vices, in which rubbing surfaces are unavoidable, failure anal-
ysis, and reliability assessment must be performed to further ad-
vance the growing commercialization of MEMS. Failure modes,
and reliability models of Class IV MEMS were investigated by
researchers at Sandia National Laboratories, a leader of MEMS
technology [24], [25]. They conducted their research by per-
forming many experiments on a reliability testing infrastructure.
The MEMS device used in the reliability testing is a surface-mi-
cromachined microengine, developed at Sandia. As shown in
Fig. 1, the microengine consists of orthogonal linear comb drive
actuators that are mechanically connected to a rotating gear. The
linear displacement of the comb drives is transformed to the gear
via a pin joint. The gear rotates about a hub that is anchored to
the substrate [26].

The dominant failure mechanism is identified as visible wear
on rubbing surfaces, which often results in either seized micro-
engines, or microengines with broken pin joints [21], [30]. Wear
can be defined as the removal of material from solid surfaces as
a result of mechanical actions. Wear degradation is a very com-
plex phenomenon, involving both the mechanical and chemical
properties of the bodies in contact, and also the pressure and in-
terfacial velocity under which the bodies make contact.

B. Literature Review on Degradation Processes

Wear processes are degrading phenomena that have been
studied in electronics, and other engineering fields. Lu &
Meeker [16], and Meeker et al. [19] developed general statis-

Fig. 1. Scanning electron microscopy image of a microengine [26] (courtesy
of SPIE).

tical models to estimate the time-to-failure distribution from
degradation measures. A general model, and several examples
were provided for the degradation path model. Bae & Kvam
[2] introduced a log-linear degradation model with an unknown
change point to characterize nonlinear degradation paths
representing incomplete burn-in during the manufacturing
process of plasma display panels. Kharoufeh [11] derived the
explicit probability distribution of the random failure time for
single-unit systems that deteriorate continuously and additively
due to the influence of a random environment modeled as a
general, finite-state Markov process. Kharoufeh & Cox [12]
presented a degradation-based procedure for the estimation of
full, and residue lifetime distribution for single-unit systems
using real sensor data. Boulanger & Escobar [3], Tseng et al.
[27], Yu & Chiao [31], and Joseph & Yu [10] used experimental
design to improve reliability for degradation processes.

For degradation processes, preventive replacement (PR), or
preventive maintenance (PM) is often considered as a policy to
reduce the number of failures. Many different PR or PM ap-
proaches for degrading systems have been studied in the lit-
erature. Grall et al. [8] developed a maintenance cost model
for determining the optimal inspection schedule and replace-
ment threshold for a single unit degrading system. To reduce the
uncertainty in cost estimates, Liao et al. [15] proposed a con-
dition-based maintenance model for a continuous degradation
process by considering imperfect maintenance, and a short-run
availability constraint. Lu et al. [17], and Lu et al. [18] presented
a preventive condition-based maintenance approach based on
monitoring, modeling, and predicting a system’s deterioration.
Drapella & Kosznik [4] developed a model to seek for equi-
librium of burn-in, and preventive replacement periods. Jiang
& Jardine [9] examined the effectiveness of a jointly applied
burn-in and preventive replacement policy for situations where
the failure time follows a mixture distribution.

C. Research Objectives and Contribution

Although many different preventive replacement approaches
for degrading systems have been studied, a comprehensive ap-
proach to jointly determine the inspection and preventive re-
placement policies is not available in the literature. For the mi-
croengine wear degradation, this paper proposes a mathemat-
ical model to jointly determine the parameters for inspection,
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and preventive replacement policies. For systems with degra-
dation characteristics, manufacturing decisions should be de-
termined by taking into account quality at the manufacturing
phase, and reliability during system operation, simultaneously.
By rewarding high system reliability, and penalizing the quality
loss due to variation, the proposed model can determine the op-
timal specification limits for inspection, and an optimal replace-
ment interval. Although the idea of integrating quality and re-
liability into system design is not a new concept, there is no
existing approach for determining specifications on degrada-
tion characteristics to optimize quality and reliability simulta-
neously. This integrated strategy can reduce warranty cost, and
repair cost, while increasing customer satisfaction in the long
run.

Only limited mathematical tools for improving MEMS re-
liability, quality, and productivity are currently available. This
paper proposes a model that can be used as a tool for deci-
sion-makers in MEMS manufacturing to economically optimize
operational decisions on reliability, quality, and productivity,
which are critical factors during the fabrication of the micro-
engine. While illustrated using Sandia-developed microengines
as examples [24], [25], the proposed model can be applied to a
broad range of MEMS devices that experience wear degradation
between rubbing surfaces.

II. MODEL FORMULATION

Consider a MEMS system containing one microengine that is
subject to wear. Furthermore, failure of the microengine causes
failure of the system. The failure of the microengine occurs
when the wear volume of material reaches a critical threshold,

[24]. This type of failure is referred to as “soft” failures, as
opposed to “hard” failures when systems or components stop
functioning abruptly. The critical threshold on a wear volume
is assumed to be a constant in this study, although it may vary
from unit-to-unit. The wear volume of material can be estimated
by measuring the volume of wear debris, or the missing volume
in the worn device. For example, a Focused Ion Beam system
is effective to evaluate the amount of wear debris by producing
cross sections of the precise area of interest in MEMS structures
[25].

To simultaneously improve quality and reliability over the
lifetime of MEMS systems, a systematic inspection and preven-
tive replacement procedure has been developed, as depicted in
Fig. 2. The initial wear volume of material after the completion
of manufacturing is assumed to be zero, i.e., . A
burn-in procedure following MEMS manufacturing is used to
detect, and remove defective, and early-failed parts. Burn-in
is an important process to achieve reliable components and
systems, but it also exposes all units to stresses. For the
burned-in units, the nondestructive inspection is implemented
to screen-out the fraction of units whose wear volumes exceed
a certain specification limit. The screened units, with high
quality level, are then released for field operation until reaching
the periodic replacement time, where the cost of an impending
failure makes it economical to replace it with a new one. The
preventive replacement procedure is used to prevent failure due
to the wear-out of typical operating units.

Fig. 2. Burn-in, inspection, and preventive replacement procedures for MEMS.

A. Wear Degradation Model

Let denote the actual degradation path of a degrading
characteristic over time , where is a vector of model coef-
ficients. The choice of a degradation model requires not only
specification of the form of the function, but also spec-
ification of fixed and random parameters in [7]. Typically,
degradation paths are described by a model with up to four pa-
rameters. Some of the parameters in are random from unit-to-
unit, and one or more parameters could be modeled as constant
across all units [19].

For the wear degradation of microengines, the degradation
model is derived based on physical theory to quantify the func-
tional relationship between the wear volume, , and the
number of revolutions to failure, [26]. Given the radius of the
pin joint, (shown in Fig. 1), the coefficient related to wear and
hardness of the material, , and the force between the contacting
surfaces, , the linear degradation path, , is shown
in Fig. 3, and can be expressed as

(1)

is a parameter that is directly proportional to the wear coef-
ficient, and inversely proportional to the hardness of material.
The radius of pin joint, , is random from unit-to-unit with mean

, and standard deviation . For a sinusoidal drive signal, the
force applied between rubbing surfaces, , varies with drive fre-
quency as the critical frequency for resonance is approached. At
a given drive frequency, the force applied between rubbing sur-
faces is random among units with nominal value , and stan-
dard deviation .

The wear volume at any time , , is random from unit-to-
unit, and can be reasonably assumed to follow a -normal distri-
bution. There are many combinations of distributions for , and
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Fig. 3. Linear wear degradation path.

that will result in a -normally distributed . If a -normal
distribution is not appropriate, then transformations can be per-
formed to obtain a -normally distributed random variable. As-
suming -independence between and , it is demonstrated that

and (2)

(3)

which indicates that the mean changes linearly, and the stan-
dard deviation increases linearly, over time. At the comple-
tion of MEMS manufacturing, but prior to burn-in, .

For different degradation characteristics in MEMS or other
applications, the functional form of , and the approxi-
mate transformation may be suggested by physical or chemical
theory, past experience, or the available data. When the degra-
dation path is not linear, the scales of , and can be chosen
to simplify the form of the degradation model. For many prob-
lems, the Box-Cox family of transformations will be useful, es-
pecially the log transformation of degradation and/or time [19].

B. Burn-In Procedure

It is observed through experiments that the occurrence of
microengine failures consistently decreases at the early stage
of testing, which indicates infant mortality caused by the early
failures of defective parts [24]. This implies that a burn-in pro-
cedure should be applied following the manufacturing process
to effectively remove weak devices from the population. The
burn-in process is an extension of manufacturing processes
where manufactured units are operated for a short period of
time to screen-out defective parts. The burn-in time, , must
be determined to prevent the early failures. Selection of the
burn-in time is made based on a combination of test data,
industry standards, and time restrictions. In this paper, the
burn-in time is determined prior to the optimization of the
quality tolerance level, and replacement time.

The need for shorter production cycles drives MEMS man-
ufacturers to reduce the burn-in time. However, if the burn-in
is incomplete, the microengine may experience unacceptable
early failures. An effective burn-in schedule should be deter-
mined that it is long enough to induce the defective units to fail,
but not too long to impinge on the required lifetime of engines.
Further study on burn-in procedure is necessary to incorporate
the cost of burn-in procedure into the model, which includes the
operating cost of the burn-in equipment, the failure cost during

the burn-in process, and marketing losses caused by increased
production lead time.

C. Nondestructive Evaluation, and Specification Limits

As wear is the most critical failure mode for the microengine,
the wear volume should be carefully evaluated at the end of the
burn-in procedure. The units whose wear volumes are beyond a
certain specification limit are prone to fail early, and they should
be screened to ensure that the wear volume does not unsatisfac-
torily reduce the lifetime of microengines. Nondestructive eval-
uation (NDE) systems can be implemented to provide 100% in-
spection capabilities, such as Focused Ion Beam systems.

At the end of the burn-in procedure, , the wear volume is
given as , which follows a -normal distribu-
tion, , where

, and , respectively. During the NDE,
an upper specification limit (USL) should be applied based on
the wear volume, to screen the units that have a large amount
of wear after the burn-in process. The selection of the USL is
a crucial decision that is usually determined by optimizing the
quality of a system [5], [6]. However, this may be inefficient for
the manufacturing of new technologies such as MEMS because
of the degradation process, and reliability concerns. Therefore,
quality and reliability should be integrated in the optimization
of specification limits.

During the NDE, three quality-related costs are considered:
quality losses due to the deviation from the ideal value, scrap or
rework cost, and inspection cost [5]. The quality loss of each unit
can be measured by a quality loss function, which can be chosen
based on the type of the quality characteristic: the smaller the
better (S-type), the larger the better (L-type), or the target the
best (T-type). The wear volume is clearly an S-type quality char-
acteristic, and its quality loss function is expressed as

(4)

where is the coefficient that transforms deviations into eco-
nomic values. The quality loss can be estimated using the ex-
pected value of . Based on the derivation of the ex-
pected quality loss for the T-type characteristic provided in Feng
& Kapur [6], the expected quality loss for the S-type character-
istic, , is proven to be

(5)

where is the pdf of the wear volume at the end of
the burn-in process.

If an observed measurement is outside the USL, the unit
will be reworked or scrapped. Let be the fraction of
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conforming units, which corresponds to the area under the pdf
curve bounded by the USL.

(6)

If the scrap/reworked cost per unit is denoted as , then the
scrapped portion of results in an expected scrap cost
of . Thus, the expected scrap cost is

(7)
The inspection cost per unit is denoted as , which is a con-

stant independent of . Therefore, the total expected quality cost
per unit incurred at the manufacturing is expressed as

(8)

D. Preventive Replacement, and Cost of Failure

A preventive periodic-replacement policy is used to prevent
failure due to the wear-out of typical operating units. As the
system ages, it is more economical to replace an aged system
because the cost of a planned replacement is less than the asso-
ciated cost of unscheduled maintenance. The microengine fails
when the wear volume of material reaches a critical threshold,

. Therefore, the reliability of a microengine at any time (or
number of cycles) can be assessed by the probability that the
wear volume is less than the failure threshold, i.e.,

(9)
This equation is valid when the wear volume follows a

-normal distribution, i.e., . If another
distribution is more suitable, an analogous relationship can be
derived. The reliability at any time , is measured
as a conditional reliability given the probability that the wear
volume during the burn-in process is less than , or

(10)

To be consistent with the monetary measure of quality costs
measure, the system reliability can be evaluated considering the
cost-of-failure approach [28]. The cost of failure per unit is as-
sumed to be a constant, , which is -independent of the time
to failure, and can be estimated by a one-year warranty cost, or
a one-time repair cost. The system reliability at the time of re-
placement is then evaluated by the expected failure cost:

(11)

If the system fails prior to , then it must be replaced by an
operational replacement, and the cost is , where is
the replacement cost. Alternatively, if it has not failed by , it
should be replaced based on economic considerations, and the

cost is just . Thus, the expected total failure plus replacement
cost at is .

E. Simultaneous Quality and Reliability Optimization Model

By simultaneously rewarding high reliability during system
operation, and penalizing quality loss during manufacturing, a
comprehensive model is proposed to determine the specifica-
tion limit for inspection, , and the replacement interval, . The
expected total system cost includes the expected quality cost,
failure cost, and replacement cost, which should be minimized
over the expected usage time of a microengine. The expected
usage time, , is demonstrated to be (see the Appendix)

(12)

where is the pdf of the failure time with the form

(13)

with and
. This is the pdf for a

two-parameter Bernstein distribution [1].
In this way, the expected total system cost per unit expected

usage time is given as

(14)

In practice, the upper bound of the replacement interval is
usually specified, and is denoted as . Thus, the constrained
optimization model that minimizes the expected total system
cost rate due to quality loss, and unreliability during the system
life cycle, can be expressed as

(15)

We implemented a sequential quadratic programming (SQP)
method to solve the constrained nonlinear problem, because it
outperforms many other methods in terms of efficiency, accu-
racy, and percentage of successful solutions [20].

III. NUMERICAL EXAMPLES

Consider a MEMS system with a microengine subject to wear
degradation. As given in Tanner et al. [24], the coefficient in
(1) is , the mean value of the radius of the
pin joint is 1.5 , and the nominal value of the force applied
between rubbing surfaces is . The standard devia-
tions of the radius, and the applied force are assumed to be 5%
of their respective mean values. The burn-in period, , is as-
sumed to be 1,000 revolutions. Using (2) and (3), the mean, and
standard deviation of the wear volume at the end of the burn-in
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Fig. 4. Sensitivity analysis of �� , and � , on � ��� .

Fig. 5. Sensitivity analysis of �� , and �, on ������ �.

procedure are , and ,
respectively. The microengine experiences “soft” failures when
the wear volume of material reaches a critical threshold, ,
which is 0.00125 . The following cost parameters are used
to illustrate this example. The coefficient, , in the quality loss
function is set to be . The cost to inspect the microengine
at the manufacturing phase is assumed to be $0.1 per unit, and
the scrap/rework cost of a nonconforming unit is $20. The re-
placement cost of the microengine is $50, and the cost of failure
is assumed to be $1,000. The microengine has to be replaced
before revolutions, which is the upper bound of the replace-
ment interval.

Using SQP methods provided by MATLAB, the optimal so-
lution is obtained, which indicates that the upper specification
limit should be set at , and the microengine
should be replaced every revolutions. The resul-
tant minimum total cost per expected revolution, , is about

/revolution.

A. Sensitivity Analysis

Sensitivity analysis was also performed to observe the effects
of model parameters on optimal solutions. The parameters that
we are interested in include the ratio between the cost of failure
per unit and the replacement cost, ; the ratio between the
coefficient in the quality loss function and the cost of failure per
unit, ; the critical threshold value, ; and the burn-in time,

. The results are shown in Figs. 4 to 7, respectively. It can be
observed how the optimal solution changes as each parameter
changes.

The ratio indicates the relative magnitude of the
failure cost to the replacement cost. When increases
from 1 to 100 (keeping as a constant) as shown in Fig. 4,

Fig. 6. Sensitivity analysis of �� , and � , on 	 .

Fig. 7. Sensitivity analysis of �� , and � , on ���
 �.

the expected total system cost rate increases from
to , and the optimal replacement interval decreases
from to revolutions. It suggests
that microengines should be replaced more frequently as the
failure cost increases, while the replacement cost keeps the
same.

The ratio between and represents the relative magnitude
between quality loss and failure cost. As shown in Fig. 5, when
the ratio between and increases from to (keeping
as a constant), the expected total system cost rate increases from

to , and the upper specification limit
of wear volume reduces from to

. The result indicates that, as increases, a larger
fraction needs to be scrapped or reworked to lower down the
cost due to quality loss.

When the critical threshold value, , increases from
0.001 to 0.01 as shown in Fig. 6, the expected
total system cost rate decreases from to

, and the replacement interval increases lin-
early from to revolutions. This
result suggests that the threshold value has a significant effect
on the determination of the replacement interval.

As presented in Fig. 7, when the burn-in time, , increases
from 500 to 10,000 revolutions increases from 2.7 to 4),
then the replacement interval increases slightly from

to revolutions, and the total cost per unit in-
creases from to . It implies that a
shorter burn-in period should be applied to minimize the total
system cost, while the burn-in cost is not incorporated into the
system cost. It suggests a potential research direction to simul-
taneously determine the burn-in time while considering the as-
sociated cost.
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IV. CONCLUSIONS

This study proposes a mathematical model to jointly deter-
mine inspection and preventive replacement policies for the sur-
face-micromachined microengines subject to wear degradation,
which is a major failure mechanism in MEMS devices. For the
microengine example, the optimal specification limit for the
inspection & the replacement interval are determined by opti-
mizing MEMS quality and reliability simultaneously.

While illustrated using one specific microengine for die-level
reliability, the proposed model can be extended to a broader
range of MEMS devices that experience wear degradation be-
tween rubbing surfaces. For example, a MEMS system with
several homogenous or heterogeneous degradation components
presents more challenging issues on modeling the interactions
between components and system reliability. Furthermore, for
the reliability of a final MEMS product, all aspects of fabrica-
tion, packaging, system integration, and manufacturing must be
considered.

APPENDIX

DERIVING EXPECTED USAGE TIME, AND THE pdf OF FAILURE

TIME

The expected usage time, , is

Using (9), the pdf of the failure time, , is derived as

where and
.

ACKNOWLEDGMENT

The authors would like to thank Dr. Danelle Tanner from
Sandia National Laboratories for her review of the original man-
uscript and her insightful comments.

REFERENCES

[1] M. Ahmad and A. K. Sheikh, “Bernstein reliability model: Deriva-
tion and estimation of parameters,” Reliability Engineering, vol. 8, pp.
131–148, 1984.

[2] S. J. Bae and P. H. Kvam, “A change-point analysis for modeling in-
complete burn-in for light displays,” IIE Trans., vol. 38, no. 6, pp.
489–498, 2006.

[3] M. Boulanger and L. A. Escobar, “Experiment design for a class
of accelerated degradation tests,” Technometrics, vol. 36, no. 3, pp.
260–272, 1994.

[4] A. Drapella and S. Kosznik, “Combining preventive replacement and
burn-in procedures,” Quality and Reliability Engineering Interna-
tional, vol. 18, no. 5, pp. 423–427, 2002.

[5] Q. Feng, “Integrated Statistical and Optimization Strategies for the Im-
provement of Six Sigma Methodology,” PhD Dissertation, University
of Washington, Seattle, WA, 2005.

[6] Q. Feng and K. C. Kapur, “Economic development of specifications
for 100% inspection based on asymmetric quality loss functions,” IIE
Trans., vol. 38, no. 8, pp. 659–669, 2006.

[7] Q. Feng and D. W. Coit, “Simultaneous quality and reliability opti-
mization for systems composed of degrading components,” in Proceed-
ings of Industrial Engineering Research Conference, Nashville, TN,
May 19–23, 2007.

[8] A. Grall, L. Dieulle, C. Berenguer, and M. Roussignol, “Continuous-
time predictive-maintenance scheduling for a deteriorating system,”
IEEE Trans. Reliability, vol. 51, no. 2, pp. 141–150, 2002.

[9] R. Jiang and A. K. S. Jardine, “An optimal burn-in preventive-replace-
ment model associated with a mixture distribution,” Quality and Reli-
ability Engineering International, vol. 23, pp. 83–93, 2007.

[10] V. R. Joseph and I. T. Yu, “Reliability improvement experiments with
degradation data,” IEEE Trans. Reliability, vol. 55, no. 1, pp. 149–157,
2006.

[11] J. P. Kharoufeh, “Explicit results for wear processes in a Markovian en-
vironment,” Operations Research Letters, vol. 31, pp. 237–244, 2003.

[12] J. P. Kharoufeh and S. M. Cox, “Stochastic models for degradation-
based reliability,” IIE Trans., vol. 37, pp. 533–542, 2005.

[13] W. Kuehnel and S. Sherman, “A surface micromachined silicon ac-
celerometer with on-chip detection circuitry,” Sensors and Actuators,
vol. 45, no. 1, pp. 7–16, 1994.

[14] W. Kuo, “Challenges related to reliability in Nano electronics,” IEEE
Trans. Reliability, vol. 55, no. 4, pp. 569–570, 2006.

[15] H. Liao, E. A. Elsayed, and L. Y. Chan, “Maintenance of continuously
monitored degrading systems,” European Journal of Operational Re-
search, vol. 175, pp. 821–835, 2006.

[16] C. J. Lu and W. Q. Meeker, “Using degradation measures to estimate
a time-to-failure distribution,” Technometrics, vol. 35, no. 2, pp.
161–174, 1993.

[17] H. Lu, W. J. Kolarik, and S. S. Lu, “Real-time performance reliability
prediction,” IEEE Trans. Reliability, vol. 50, no. 4, pp. 353–357, 2001.

[18] S. Lu, Y. C. Tu, and H. Lu, “Predictive condition-based maintenance
for continuously deteriorating systems,” Quality and Reliability Engi-
neering International, vol. 23, pp. 71–81, 2007.

[19] W. Q. Meeker, L. A. Escobar, and C. J. Lu, “Accelerated degradation
tests: Modeling and analysis,” Technometrics, vol. 40, no. 2, pp. 89–99,
1998.

[20] J. Nocedal and S. J. Wright, Numerical Optimization, 2nd ed. New
York: Springer-Verlag, 2006.

[21] K. A. Peterson, P. Tangyunyong, and A. A. Pimentel, “Failure anal-
ysis of surface-micromachined microengines,” in Proceedings of SPIE,
the Materials and Device Characterization in Micromachining Sympo-
sium, C. R. Friedrich and Y. Vladimirsky, Eds., Santa Clara, CA, Sep.
21–22, 1998, vol. 3512, pp. 190–200.

[22] A. D. Romig and P. J. McWhorter, “Intelligent micromachines: Op-
portunities and challenges of the next Si revolution (invited paper),”
Semicon, 2001a, Europe.

[23] A. D. Romig and P. J. McWhorter, “Opportunities and challenges
in MEMS commercialization,” Vacuum Coat Technology Magazine,
2001b.

Authorized licensed use limited to: Rutgers University. Downloaded on March 9, 2009 at 13:52 from IEEE Xplore.  Restrictions apply.



PENG et al.: QUALITY AND RELIABILITY OPTIMIZATION FOR MICROENGINES 105

[24] D. M. Tanner, W. M. Miller, K. A. Peterson, M. T. Dugger, W. P.
Eaton, L. W. Irwin, D. C. Senft, N. F. Smith, P. Tangyunyong, and S. L.
Miller, “Frequency dependence of the lifetime of a surface microma-
chined microengine driving a load,” Microelectronics Reliability, vol.
39, pp. 401–414, 1999a.

[25] D. M. Tanner, J. A. Walraven, L. W. Irwin, M. T. Dugger, N. F. Smith,
W. M. Miller, and S. L. Miller, “The effect of humidity on the reliability
of a surface micromachined microengine,” in Proceedings of IEEE In-
ternational Reliability Physics Symposium, 1999b, pp. 189–197.

[26] D. M. Tanner and M. T. Dugger, “Wear mechanisms in a reliability
methodology,” in SPIE’s Proceedings, San Jose, CA, 2003, vol. 4980,
Reliability, Testing, Characterization of MEMS/MOEMS, pp. 22–40.

[27] S. T. Tseng, M. Hamada, and C. H. Chiao, “Using degradation data
from a factorial experiment to improve fluorescent lamp reliability,”
Journal of Quality Technology, vol. 27, no. 4, pp. 363–369, 1995.

[28] M. T. Todinov, “Reliability analysis and setting reliability require-
ments based on the cost of failure,” International Journal of Reliability,
Quality and Safety Engineering, vol. 11, no. 3, pp. 273–299, 2004.

[29] N. Unal and R. Weschsung, “Inkjet printheads: An example of MST
market reality,” Micromachine Devices, vol. 3, no. 1, pp. 1–6, 1998.

[30] J. A. Walraven, T. J. Headley, A. N. Campbell, and D. M. Tanner,
“Failure analysis of worn surface micromachined microengines,” in
SPIE Proceedings on Micromachining and Microfabrication, Santa
Clara, CA, September 20–22, 1999, pp. 30–40.

[31] H. Yu and C. H. Chiao, “An optimal designed degradation experiment
for reliability improvement,” IEEE Trans. Reliability, vol. 51, no. 4, pp.
427–433, 2002.

Hao Peng is a Ph.D. Student in the Department of Industrial Engineering at
the University of Houston. She received a BS degree in industrial engineering
from Tsinghua University, Beijing, China in 2006. Her research interests include
reliability & maintenance engineering, and optimization, especially degrada-
tion-based modeling and analysis. She is a member of INFORMS, and ASQ.

Qianmei Feng is an Assistant Professor in the Department of Industrial Engi-
neering at the University of Houston. She received a Ph.D. degree in industrial
engineering from the University of Washington, Seattle, WA in 2005. Her re-
search has been in reliability and quality engineering; and applications in man-
ufacturing, healthcare, and transportation systems. She has published a dozen
papers in journals such as IIE Transactions, Reliability Engineering and System
Safety, International Journal of Advanced Manufacturing Technology, and Risk
Analysis. She is a member of IIE, INFORMS, ASQ, and Alpha Pi Mu.

David W. Coit (M’03) is an Associate Professor in the Department of Indus-
trial & Systems Engineering at Rutgers University. He received a BS degree
in mechanical engineering from Cornell University, an MBA from Rensselaer
Polytechnic Institute, and MS & Ph.D. degrees in industrial engineering from
the University of Pittsburgh. In 1999, he was awarded a CAREER grant from
NSF to study reliability optimization. He also has over ten years of experience
working for IIT Research Institute (IITRI), Rome, NY, where he was a reli-
ability analyst, project manager, and an engineering group manager. His cur-
rent research involves reliability prediction & optimization, risk analysis, and
multi-criteria optimization considering uncertainty. He is a member of IIE, and
INFORMS.

Authorized licensed use limited to: Rutgers University. Downloaded on March 9, 2009 at 13:52 from IEEE Xplore.  Restrictions apply.



Proceedings of the 2009 Industrial Engineering Research Conference 
 
 

Reliability Modeling for MEMS Devices  
Subjected to Multiple Dependent Competing Failure Processes 

 
Hao Peng, Qianmei Feng 

Department of Industrial Engineering 
University of Houston, Houston, TX 77204, USA 

 
David W. Coit 

Department of Industrial and Systems Engineering 
Rutgers University, Piscataway, NJ 08854, USA 

 
Abstract 

 
Widespread acceptance of micro-electro-mechanical systems (MEMS), both for large-volume commercialization 
and for critical applications, depends highly on their reliability. Most previous studies in MEMS reliability focused 
on identification of failure mechanisms and development of predictive models for such mechanisms. We develop a 
preventive maintenance model for MEMS devices subjected to multiple dependent competing failure processes 
including shock loads and a degradation process to minimize the average cost rate. A numerical example is provided 
to demonstrate applications for the new model.  
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1. Introduction 
Reliability studies of micro-electro-mechanical systems (MEMS) are becoming increasingly important to achieve 
widespread acceptance of such technologies, both for large-volume commercialization and for critical applications. 
MEMS reliability problems are challenging since each device has its own unique failure modes and mechanisms [1]. 
Previous studies in MEMS reliability focused on identification of failure mechanisms and development of predictive 
models for such mechanisms [2]. The common MEMS failure mechanisms and causes are identified as wear 
degradation, stiction, shock loads and fatigue, among others.  
 
For MEMS devices that have moving parts with rubbing and impacting surfaces, such as microengines and 
Torsional Ratcheting Actuators (TRA), experiments have been performed to investigate failure modes, particularly 
in extreme environments (e.g., shock, vibration) [3]. For these MEMS devices, the most prominent failure 
mechanism is discovered to be the wearing process on rubbing surfaces. Based on a wear degradation model, we 
developed an integrated quality and reliability optimization model to determine the operational parameters in burn-
in, quality inspection and preventive maintenance [4]. This research makes a contribution to the enhancement of 
quality and reliability for MEMS devices from manufacturing and maintenance perspectives.  
 
MEMS can be exposed to shock environments during fabrication, deployment or operation, which may lead to 
catastrophic failures or cumulative damages. For instance, accidental drops onto hard surfaces might cause 
significant reliability problems for microsystems used in automotive, industrial or other critical applications [5]. 
Random shocks can cause or lead to failures of MEMS in different modes, such as fracture, delamination, and 
stiction. While a few experimental studies of mechanical responses and reliability were conducted for particular 
shock-loaded microsystems [5] and microengines [6], no existing research has been performed to use stochastic 
shock models for the design of dynamically reliable MEMS.  
 
In the research described in this article, probability models are developed based on the combination of random-
shock and degradation modeling. The objective of this work is to perform reliability analysis and modeling for 
MEMS devices subjected to multiple dependent failure processes including both the wear degradation process and 
random shocks from the operational environment, and to determine a cost-effective preventive maintenance policy 
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to minimize the average total maintenance cost rate. The models developed in this research can be applied directly 
or customized for most current and evolving MEMS designs with multiple failure processes. 
 
Degradation modeling has been successfully applied to many applications. As an effective alternative to compensate 
for insufficient failure data, it can provide a greater understanding of physics/chemical failure modes and 
mechanisms. It also offers an indirect way to estimate failure-time distributions and to predict reliability. The wear 
on rubbing surfaces is one example of MEMS degradation. Previous studies on degradation focused on developing 
degradation path models and estimating time-to-failure distributions [7,8], and investigating the degradation process 
when exposed to a random environment [9,10]. Reliability modeling of both degradation process and random shocks 
has been investigated by several researchers. Cumulative damage caused by random shocks, as well as a degradation 
process, compose two competing failure processes in some proposed models [11-13]. Catastrophic failures caused 
by random shocks (such as interface fracture) and aging degradation failures were simultaneously analyzed using 
probability models [14, 15]. 
 
According to Sandia’s reliability tests on micro-actuator systems (e.g., microengines, TRA) [6], both cumulative 
damage caused by wear degradation as well as random shocks, and catastrophic failures caused by random shocks, 
have a significant impact on the reliability of MEMS. These two competing failure processes are dependent in a way 
that the same random shock process impacts both cumulative wear damage and catastrophic failures. This case has 
not been previously studied in existing research, but will be specifically addressed in our reliability analysis for 
enhancing MEMS reliability. Furthermore, a preventive maintenance policy is adopted to establish an optimal 
maintenance interval for MEMS, since a cost-effective preventive maintenance policy can significantly extend a 
system’s life and reduce the number of failures compared to a corresponding corrective maintenance policy [16]. 
 
2. Modeling of Multiple Dependent Failure Processes 
Consider a micro-actuator system that may fail due to two competing yet dependent failure modes: (1) soft failures 
caused by wear degradation and cumulative wear damages from a random shock process, and (2) catastrophic 
failures caused by extreme shocks from the same random shock process. The system fails when either of the two 
competing failure processes reaches its threshold value. 
 
Soft failure occurs when the overall wear volume is beyond a threshold value H. The wear volume is caused by 
aging degradation and cumulative damages (in the form of debris) due to random shocks, according to a cumulative 
shock model [11]. The wear volume due to degradation over time t often follows a linear degradation path [4]. In 
addition, the wear volume increases instantaneously in the form of debris when a shock arrives. The wear damage 
caused by the random shock and the linear degradation path are assumed to be independent. 
 
Hard/catastrophic failure occurs when the shock load/stress exceeds the maximal fracture strength D, according to 
an extreme shock model [6]. Random shocks arrive according to a Poisson process. The sizes of shock loads/stresses 
are independently and identically distributed (i.i.d.) normal random variables. The magnitudes of shock damage 
impacting wear volume are also i.i.d. normal variables. 
 
In our model, no continuous monitoring is performed on the system. The system is inspected at periodic intervals, τ, 
and the inspection determines whether the system is operational or not. If the system is operational, the inspection 
also detects the wear volume and compares it with the soft failure threshold H. Inspections are assumed to be 
instantaneous, perfect, and non-destructive. If the system is detected to be failed, it is replaced instantly with a new 
one. If the system is operating, it is kept undisturbed until next inspection period. 
 
The evolution of the system condition over time is illustrated in Figure 1 including the wear degradation process 
(top figure) and the random shock load process (bottom figure). The details are further discussed in the following 
sections. 
 
2.1 Extreme Shock Model for Catastrophic Failures 
Assume shocks arrive according to a Poisson process {N(t), t≥0} with rate λ. As shown in Figure 1 (bottom), shock 
loads or applied stresses arriving at t1, t2, …, tn are denoted as {W1, W2, …, Wn}, where n is the number of shocks 
occurring during the degradation process. {W1, W2, …, Wn} are assumed to be i.i.d. random variables distributed as a 
normal distribution, Wi ~ N(μw, σw

2). The device experiences a hard failure when the applied stress exceeds the 
fracture strength D. For each shock, the probability that the device survives the applied stress is  
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Figure 1: System condition over time 

 
2.2 Cumulative Shock Model for Soft Degradation Failures 
The wear degradation paths Xs(t) are illustrated in Figure 1 (top), which results from both aging degradation and 
instantaneous damages (in the form of debris) due to random shocks. The aging wear process follows a linear 
degradation path X(t)=φ+βt, where the degradation rate β follows a normal distribution and the initial value φ is a 
constant [4]. Every random shock during operation causes an instantaneous step increase on the wear volume, 
measured by the shock damage size. Shock damage sizes are assumed to be random i.i.d variables, denoted as {Y1, 
Y2, …, Yn}, where n is the number of shocks appeared during the degradation process. The cumulative damage size 
due to random shocks until time t, S(t), is given as 
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Therefore, the overall degradation path Xs(t) considering both linear degradation and random shock damages is 
expressed as Xs(t) = X(t) + S(t). The cumulative distribution function (cdf) of Xs(t) can be derived as 
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If we further assume that shock damage sizes {Y1, Y2, …, Yn} are i.i.d. normal random variables,  Yi ~ N(μy, σy
2), and 

β follows a normal distribution, β ~ N(μβ, σβ2), then 
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Soft failure occurs when the degradation variable Xs(t) is larger than the failure threshold H. Thus, the probability 
that there is a soft failure before t is expressed as P(Xs(t) > H) = 1−Fx(H,t). 
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2.3 System Reliability Analysis 
Consider the two competing failure processes, i.e., catastrophic failures and soft degradation failures, the system 
reliability function can now be expressed as follows: 
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Based on the reliability function, the probability density function (pdf) of the failure time distribution is derived as 
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2.4 Cost Rate Evaluation for Preventive Maintenance 
For non-repairable systems, such as most micro-actuator systems, a periodic inspection maintenance policy can be 
implemented to minimize the impact of unscheduled failures and to minimize cost. The system is inspected at 
periodic intervals. If it is detected to be failed, it is replaced instantly with a new one. If the system is operating, it 
remains undisturbed until next inspection period. To optimize this preventive maintenance policy, the time interval τ 
for periodic inspection needs to be determined. 
 
We propose an average long-run maintenance cost rate model to evaluate the cost of the preventive maintenance 
policy, assuming that the time horizon is infinity. From basic renewal theory, the average long-run total maintenance 
cost per unit time, lim( ( ) / )

t
C t t

→∞
, can be evaluated through the first renewal cycle, i.e.,  lim( ( ) / ) [ ] / [ ]

t
C t t E TC E K

→∞
= , 

where C(t) is the total maintenance cost during time period t, K is the first cycle length shown in Figure 1, and TC is 
the total maintenance cost of the first replacement cycle. The expected total maintenance cost per cycle is given as: 

 ( ) [ ] [ ]I I F RE TC C E N C E Cρ= + + ,                                             (7) 
where CI is the cost associated with each inspection, CF is the penalty cost rate during downtime, and CR is the 
replacement cost. The expected number of inspections E[NI] in the first renewal cycle is expressed as 
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where τ is the time interval of periodic inspection, T is the system failure time due to the dependent competing 
failure processes, and the pdf of T is given in Equation (6). ρ in Equation (7) denotes the time from a system failure 
to the next inspection when the failure is then detected, or the system downtime. The expected time length of system 
downtime E[ρ] in the first renewal cycle is given as 
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The expected time length of the renewal cycle E[K]  is derived as 
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Based on Equations (7)-(10), the average long-run maintenance cost rate as a function of τ is given as 
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By minimizing CR(τ) using analytical or numerical methods, we can obtain the optimal time interval of periodic 
inspection for the preventive maintenance policy. 
  
3. Numerical Example 
To illustrate the models proposed in this paper, we provide a case study of a micro-actuator system designed by 
Sandia National Laboratory [6]. As shown in Figure 2, a microengine consists of orthogonal linear comb drive 
actuators that are mechanically connected to a rotating gear. The linear displacement of the comb drives is 
transformed to the gear via a pin joint. The gear rotates about a hub that is anchored to the substrate. The dominant 
failure mechanism is identified as the visible wear on rubbing surfaces, which often results in seized microengines 
or broken pin joints [6]. The wear volume is primarily caused by the aging degradation process. In addition, shock 
tests on microengines reveal that shock loads may cause substantial wear debris, as well as spring fracture [6]. 
Therefore, microengines experience these two competing failure processes: soft failures due to aging degradation 
and debris from shock loads, and catastrophic failures due to spring fracture. The model proposed in this paper was 
used to study the microengine reliability and to determine its preventive maintenance policy that can be used in 
practice. 

 
Figure 2: Scanning electron microscopy image of a microengine [6] 
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Figure 3: Cost rate versus inspection interval 

 
As studied in [4], the linear degradation path of wear volume is X(t)=φ+βt, in which φ=0 and the normal random 
variable β has parameters µβ =8.4823×10-9 and σβ =6.0016×10-10 (t is the number of revolutions in microengines’ 
rotation). The microengine experiences “soft” failures when the wear volume of material reaches a critical threshold, 
H, which is 0.00125 μm3 [4, 6]. Random shocks are assumed to follow a Poisson process with rate λ=2.5×10-5. 
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Shock damage sizes {Y1, Y2, …, Yn} are i.i.d. normal random variables, with µy =1×10-4 and σy =2×10-5. For 
polysilicon, the material used for springs, a conservative estimate of the fracture strength is 1.5 GPa [6]. Assume 
that the parameters for the applied stresses {W1, W2, …, Wn} (i.i.d. normal random variables) are µw =1.2 GPa and σw 
=0.2 GPa, then the probability PL that the device survives an applied stress for a shock can be calculated by Equation 
(1) and it equals 93.32%. Set CI =1, CF=50, and CR=1, we obtain the plot of function CR(τ) as a function of τ in 
Figure 3. Through numerical calculation, it is easy to find that C(1.263×105) = 6.6103 is the minimum average cost 
rate. In other words, the optimal number of revolutions for periodical inspection is τ*=1.263×105. We can also 
observe from Figure 3 that the optimal value τ* is uniquely existent.   
 
4. Conclusions 
We analyzed reliability and studied the maintenance policy for MEMS devices subjected to multiple dependent 
failure processes. These failure processes include instantaneous wear damages and catastrophic failures caused by 
random shocks, as well as aging wear degradation process. A cost-effective preventive maintenance policy is 
established based on the reliability analysis, and the model is illustrated using a case study on microengines. 
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Efforts to adapt and extend graphic arts printing techniques for demanding device applications in electronics, biotechnology and
microelectromechanical systems have grown rapidly in recent years. Here, we describe the use of electrohydrodynamically induced
fluid flows through fine microcapillary nozzles for jet printing of patterns and functional devices with submicrometre resolution. Key
aspects of the physics of this approach, which has some features in common with related but comparatively low-resolution techniques
for graphic arts, are revealed through direct high-speed imaging of the droplet formation processes. Printing of complex patterns
of inks, ranging from insulating and conducting polymers, to solution suspensions of silicon nanoparticles and rods, to single-
walled carbon nanotubes, using integrated computer-controlled printer systems illustrates some of the capabilities. High-resolution
printed metal interconnects, electrodes and probing pads for representative circuit patterns and functional transistors with critical
dimensions as small as 1µm demonstrate potential applications in printed electronics.

Printing approaches used in the graphic arts, particularly those
based on ink-jet techniques, are of interest for applications in
high-resolution manufacturing owing to attractive features that
include (1) the possibility for purely additive operation, in which
functional inks are deposited only where they are needed, (2) the
ability to pattern directly classes of materials such as fragile organics
or biological materials that are incompatible with established
patterning methods such as photolithography, (3) the flexibility in
choice of structure designs, where changes can be made rapidly
through software-based printer-control systems, (4) compatibility
with large-area substrates and (5) the potential for low-cost
operation1–3. Conventional devices for ink-jet printing rely on
thermal or acoustic formation and ejection of liquid droplets
through nozzle apertures3. A growing number of reports describe
adaptations of these devices with specialized materials in ink
formats for applications in electronics4–9, information display10–12,
drug discovery13,14, micromechanical devices15,16 and other areas3,17.
The functional resolution in these applications, as defined by
the narrowest continuous lines or smallest gaps that can be
created reliably, is ∼20–30 µm (refs 9,18–20). This coarse resolution
results from the combined effects of droplet diameters that
are usually no smaller than ∼10–20 µm (2–10 pl volumes) and
placement errors that are typically ±10 µm at standoff distances of
∼1 mm (refs 5,21,22). Some methods can avoid these limitations,
for certain classes of features. For example, lithographically
predefined assist features5,23,24 or surface functionalization of pre-
printed inks25 in the form of patterns of wettability or surface relief

can confine and guide the flow of the droplets as they land on
the substrate. In this manner, gaps between printed droplets, for
example, can be controlled at the submicrometre level23–25. This
capability is important for applications in electronics when such
gaps define transistor channel lengths. These methods do not,
however, offer a general approach to high resolution. In addition,
they require separate patterning systems and processing steps to
define the assist features.

Electrohydrodynamic jet (e-jet) printing is a technique that uses
electric fields, rather than thermal or acoustic energy, to create
the fluid flows necessary for delivering inks to a substrate. This
approach has been explored for modest-resolution applications
(dot diameters ≥20 µm using nozzle diameters ≥50 µm) in the
graphic arts26–29. To our knowledge, it is unexamined for its
potential to provide high-resolution (that is, <10 µm) patterning
or to fabricate devices in electronics or other areas of technology by
use of functional or sacrificial inks. Here, we introduce methods
and materials for e-jet printing with resolution well within the
submicrometre range. Patterning of wide ranging classes of inks
in diverse geometries illustrates some of the capabilities. Printed
electrodes for functional transistors and representative circuit
designs demonstrate potential applications in electronics. These
results define some advantages and disadvantages of this approach,
in its current form, compared with other ink printing techniques.

Figure 1 shows a schematic diagram of our e-jet printing
system. A syringe pump (flow rates ≤ ∼30 pl s−1) or pneumatic
pressure controller (applied pressure ≤ ∼5 psi) connected to a
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Figure 1 Nozzle structures and schematic diagrams of a high-resolution e-jet printer. a, SEM images of a gold-coated glass microcapillary nozzle (2 µm internal
diameter). A thin film of surface-functionalized Au coats the entire outer surface of the nozzle as well as the interior near the tip. The insets on the right show views of this tip
region. b, Nozzle and substrate configuration for printing. Ink ejects from the apex of the conical ink meniscus that forms at the tip of the nozzle owing to the action of a
voltage applied between the tip and ink, and the underlying substrate. These droplets eject onto a moving substrate to produce printed patterns. In this diagram, the
substrate motion is to the right. Printed lines with widths as small as 700 nm can be achieved in this fashion. c, Printer set-up. A gold-coated nozzle (internal diameter:
1, 2 or 30 µm) is located above a substrate that rests on a grounded electrode with a separation (H) of ∼100 µm. A power supply connects to the nozzle and the electrode
under the substrate. The substrate/electrode combination mounts on a five-axis (x, y, z axes and two tilting axes in the x–y plane) stage for printing.

glass capillary (internal diameter of between 0.3 and 30 µm
and outer diameter of between 0.5 and 45 µm) delivers fluid
inks to the cleaved end of the capillary, which serves as
a nozzle. The nozzle fabrication process is described in the
Methods section. Figure 1a shows scanning electron microscope
(SEM) images of the nozzle and the nozzle opening. A thin
film of sputter-deposited gold coats the entire outside of the
microcapillary as well as the area around the nozzle and the inner
surfaces near the tip. A hydrophobic self-assembled monolayer
(1H,1H,2H,2H-perfluorodecane-1-thiol) formed on the gold limits
the extent to which the inks wet the regions near the nozzle, thereby
minimizing the probability for clogging and/or erratic printing
behaviour (see Supplementary Information, Table S1). We refer to
this functionalized gold-coated capillary mounted on a mechanical
support fixture and connected to the pump as the e-jet print head.
The nozzles used in these print heads have internal diameters

that are much smaller than those used in previous work on e-jet
printing26–29, where the focus was on relatively low-resolution
applications in graphic arts. The small nozzle dimensions are
critically important to achieving high-resolution performance for
device fabrication, for reasons described below.

A voltage applied between the nozzle and a conducting support
substrate creates electrohydrodynamic phenomena that drive flow
of fluid inks out of the nozzle and onto a target substrate.
This substrate rests on a metal plate that provides an electrically
grounded conducting support. The plate, in turn, rests on a plastic
vacuum chuck that connects to a computer-controlled x, y and
z axes translation stage. A two-axis tilting mount on top of the
translation stage provides adjustments to ensure that motion in the
x and y directions does not change the separation (H , typically
∼100 µm) between the nozzle tip and the target substrate. A d.c.
voltage (V ) applied between the nozzle and the metal plate with
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Figure 2 Time-lapse images of the pulsating liquid meniscus in one cycle at V/H = 3.5 Vµm−1. V is the applied voltage between the nozzle and the substrate and H is
the distance between the nozzle tip and the substrate. The bottom right image corresponds to the stable jet mode, which is achieved at V/H∼ 9 V µm−1 for this system.
These images were captured at a frame rate of 66,000 fps and exposure time of 11 µs, using a high-speed camera. The reference time (t= 0) corresponds to the time at
which the meniscus first reaches its fully retracted state.

a computer-controlled power supply generates an electric field
that causes mobile ions in the ink to accumulate near the surface
of the pendent meniscus at the nozzle. The mutual coulombic
repulsion between these ions induces a tangential stress on the
liquid surface, thereby deforming the meniscus into a conical shape,
known as a Taylor cone30. At sufficiently high electric fields, this
electrostatic (Maxwell) stress overcomes the capillary tension at the
apex of the liquid cone; droplets eject from the apex to expel some
portion of the surface charge (Rayleigh limit). Even very small ion
concentrations are sufficient to enable this ejection process. For
example, in uncontrolled spray modes, ejection is possible with
liquids that have electrical conductivities that span ten decades31,
from 10−13 to 10−3 S m−1. Coordinating the operation of the power
supply with the system of translation stages enables direct-write
e-jet printing of inks in arbitrary geometries (see Fig. 1b,c).

To understand the fundamental dynamics of this
electric-field-driven jetting behaviour, a high-speed camera
(Phantom 630, 66,000 fps) was used to image the process of
Taylor-cone deformation and droplet ejection directly at the
nozzle. For these experiments, an aqueous ink of a blend of
poly(3,4-ethylenedioxythiophene) and poly(styrenesulphonate)
(PEDOT/PSS) was used. The images, shown in Fig. 2, show that the
meniscus at the nozzle expands and contracts periodically owing
to the electric field. A complete cycle, which occurs in roughly
3–10 ms for the systems investigated here, consists of stages of liquid
accumulation, cone formation, droplet ejection and relaxation32.
The initial spherical meniscus at the nozzle tip changes gradually
into a conical form owing to the accumulation of surface charges.
The radius of curvature at the apex of the cone decreases until the
Maxwell stress matches the maximum capillary stress, resulting in
charged fluid jet ejection. This ejection decreases the cone volume
and charges, thereby reducing the electrostatic stress to values less
than the capillary tension. The ejection then stops and the meniscus
retracts to its original spherical shape. The apex of the cone can

oscillate, leading to the ejection of multiple droplets in short bursts.
The frequency of this oscillation, which is in the kHz frequency
range, increases in a nonlinear fashion with the electric field33,34.
After a period of ejection in the form of multiple pulsations similar
to the cycle shown in Fig. 2, the retracted spherical meniscus
remains stable and largely unperturbed until the next period of
ejection. This accumulation time depends on the flow rate imposed
by the pump and on the electrical charging times associated with
the resistance and capacitance of the system33,34.

At sufficiently high fields, a stable jet mode (as opposed to the
pulsating mode described above) can be achieved. In this situation,
a continuous stream of liquid emerges from the nozzle, as shown
in Fig. 2. At even higher fields, multiple jets can form, culminating
ultimately in an atomization mode (e-spray mode) of the type
used in mass spectroscopy and other well-established fields of
application35,36. For controlled high-resolution printing of the type
introduced here, this mode must be avoided. Either the stable jet
or the pulsating modes can be used. The sensitivity of the stable
jet mode to applied fields (too high results in uncontrolled spray,
and too low results in pulsation) favours, in a practical sense, the
pulsating operation. A key to achieving high resolution, from the
standpoint of print-head design, is the use of fine nozzles with
sharp tips. Such nozzles lead directly to small droplets/streams. In
addition, the low V and H values that result from electric-field-
line focusing at the sharp tips of such nozzles and the distribution
of the electric field lines themselves combine to minimize lateral
variations in the placement of the droplets/streams on the printed
substrate (see Supplementary Information, Fig. S1).

A wide range of functional organic and inorganic inks,
including suspensions of solid objects, can be printed using this
approach, with resolutions extending to the submicrometre range.
Figure 3a,b shows dot-matrix text patterns formed using a solution
ink of a conducting polymer PEDOT/PSS and a photocurable
polyurethane prepolymer (NOA 74, Norland Products) printed

nature materials ADVANCE ONLINE PUBLICATION www.nature.com/naturematerials 3

© 2007 Nature Publishing Group 

 



ARTICLES

Alignment direction

200 µm

100 µm 50 µm

10 µm
500 µm 100 µm

a

b

e

c

d

f

Figure 3 Optical micrographs and SEM images of various images formed with different inks. a, Letters printed with the conducting polymer PEDOT/PSS. The average
dot diameter is 10 µm. b, Letters printed with a photocurable polyurethane polymer with dot diameters of 10 µm. c, Fluorescence optical micrograph (emission at 680 nm) of
Si nanoparticles (average diameter of 3 nm) printed from a suspension in 1-octanol. The diameter of the printed dots is 4 µm. d, Optical micrograph of single-crystal Si rods
(thickness: 3 µm, length: 50 µm, width: 2 µm) printed from a suspension in 1-octanol. e, SEM image of aligned SWNTs grown by CVD on quartz using printed patterns of
ferritin as a catalyst. f, Image of a flower formed with printed dots (∼8 µm diameters) of SWNTs from an aqueous solution. In all cases, nozzles with internal diameters of
30 µm were used.

onto a SiO2(300 nm)/Si substrate. Figure 3c,d shows examples
of printed inks that consist of suspensions of Si nanoparticles
(average diameter: 3 nm)37 and single-crystal Si rods (length:
50 µm, width: 2 µm, thickness: 3 µm)38 dispersed in 1-octanol. The
Si nanoparticles emit fluorescent light at 680 nm wavelength, as
shown in Fig. 3c. Suspensions of ferritin nanoparticles can also be
printed and then used as catalytic seeds for the chemical vapour
deposition (CVD) growth of single-walled carbon nanotubes
(SWNTs). Figure 3e shows the results, in which the printing
and growth occurred on an annealed ST (stable temperature)-
cut quartz substrate39, to yield well-aligned individual SWNTs.
For the structures printed onto SiO2/Si, the silicon formed the
conducting support for printing. In the case of quartz, a metal
supporting plate was used. Computer-coordinated control of the
power supply and the stages enables printing of complex patterns,
such as digitized graphic images or circuit layouts. Figure 3f shows
a printed image of a flower formed with an ink consisting of
surfactant-stabilized SWNTs in water40. The average dot diameter
is 8 ± 0.3 µm, and the uniformity in the sizes is shown in the
Supplementary Information, Fig. S2. For the results in Fig. 3, the
nozzle internal diameter was 30 µm and the substrates moved at
speeds of ∼100 µm s−1 (1 mm s−1 for Fig. 3a,b). These conditions
yielded dot-matrix versions of the images with ∼10 µm dot
diameters. These dots are associated with the accumulation of
multiple micro/nanodroplets ejected at the kHz level frequency in
the pulsating mode; the separation between these dots corresponds
to the accumulation time mentioned previously. (For Fig. 3d,
owing to the low concentration of Si rods (∼5 rods nl−1), a relatively
large drop diameter of ∼100 µm was selected by applying the
voltage for 100 ms with the nozzle held fixed.)

Although the ∼10 µm feature sizes shown in Fig. 3 are
suitable for various applications, the resolution can be improved

by using smaller nozzles. Supplementary Information, Fig. S3
shows a portrait image composed of 2 µm dots printed with a
2-µm-internal-diameter nozzle and a printing speed of 20 µm s−1.
The printing resolution can be extended much further into the
submicrometre regime. Figure 4a shows an image of the ancient
scholar, Hypatia, printed using polyurethane ink. Dots ∼490 nm
in diameter were achieved with a 500-nm-internal-diameter nozzle
for this case. Further reducing the internal diameter to 300 nm
reduces the dot size to 240 ± 50 nm, as shown in Fig. 4b. Patterns
of continuous lines and other shapes can be achieved by printing
at stage translation speeds that allow the dots to merge. Figure 4c
shows patterns of lines printed onto a SiO2/Si substrate using the
2-µm-internal-diameter nozzle and a printing speed of 10 µm s−1;
the line widths, for single-pass printing, are ∼3 µm. With a
1-µm-internal-diameter nozzle, line widths of ∼700 nm can be
achieved using polyethyleneglycol methyl ether solution (Aldrich),
as shown in Fig. 4d. These results represent a resolution that
significantly exceeds that of conventional unassisted thermal- or
piezoelectric-type ink-jet systems. The slight ‘waviness’ in the
submicrometre dots or lines in Fig. 4a,b,d is due to the combined
effects of mechanical resonances in the long capillary used in the
print head and slight fluctuations associated with the e-jet process.

Printed electronics represents an important application area
that can take advantage of both the extremely high-resolution
capabilities of e-jet printing as well as its compatibility with a
range of functional inks. To demonstrate the suitability of e-jet
printing for fabricating key device elements in printed electronics,
we patterned complex electrode geometries for ring oscillators,
source/drain electrodes for transistors, and we built working
transistors. In these examples, a photocurable polyurethane
precursor provided a printable resist layer for patterning metal
electrodes by chemical etching. The print head in this case used a
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Figure 4 High-resolution e-jet printing with printed feature sizes in the range from ∼240 nm to ∼5µm. a, Optical micrograph of a portrait of the ancient scholar,
Hypatia, printed using a polyurethane ink and a 500-nm-internal-diameter nozzle. The diameters of the dots are ∼490 nm. The inset shows an AFM image of the printed
dots. b, Three-dimensional AFM image of aligned arrays of dots with diameters of 240±50 nm, formed using the polyurethane and a 300-nm-internal-diameter nozzle. The
blue dashed lines show the scan direction of the nozzle, and the top right inset shows a magnified AFM image of the printed dot array. c, Continuous lines printed using the
SWNT ink and a 2-µm-internal-diameter nozzle. The horizontal lines (widths: ∼3 µm) were printed in a single pass, whereas the vertical lines (width: ∼5 µm) were formed
by printing in two passes. d, Optical micrograph of a printed line of polyethyleneglycol (width: 700–800 nm) formed using a 1-µm-internal-diameter nozzle.

1-µm-internal-diameter nozzle; the printing speed was 100 µm s−1.
The substrate consisted of SiO2 (300 nm)/Si coated uniformly
with Au (130 nm) and Cr (2 nm). Figure 5a shows a pattern of
printed polyurethane after curing by exposure to ultraviolet light
(∼1 J cm−2). The resolution was 2 ± 0.4 µm, as defined by the
minimum line widths. Much larger features, shown here in the
form of electrode pads with dimensions up to 1 mm, are possible
by overlapping the fine lines. Wet etching the printed substrate (Au
etchant: trifluoroacetic acid, Transene; Cr etchant: Cr mask etchant,
Transene) removed the Au/Cr bilayer in regions not protected
by the polyurethane. Removing the polyurethane by soaking in
methylene chloride and, in some cases, by oxygen plasma etching
(plasmatherm reactive ion etch system, 20 s.c.c.m. O2 flow with a
chamber base pressure of 150 mtorr, 150 W, and radiofrequency
power for 5 min), completed the fabrication or prepared the
substrate for deposition of the next functional material. Figure 5b–e
shows various patterns of Au/Cr electrodes formed in this manner.
Figure 5d shows an array of printed source/drain electrodes with
different spacings (that is, channel lengths, L). As shown in the inset
of Fig. 5d, channel lengths as small as 1±0.2 µm can be achieved
with channel widths of up to hundreds of micrometres (∼170 µm
in this case). An atomic force microscopy (AFM) image of part
of the channel area shows sharp, well-defined edges (Fig. 5e). The
ability to print channel lengths with sizes in the micrometre range
in a direct fashion, without the use of substrate wetting or relief
assist features, is important owing to the key role of this dimension

in determining the switching speeds and the output currents of
the transistors.

As a demonstration of device fabrication by e-jet printing,
thin-film transistors (TFTs) that use perfectly aligned arrays of
SWNTs41 as the semiconductor and e-jet-printed electrodes for
source and drain were fabricated on flexible plastic substrates. The
fabrication process began with e-beam evaporation of a uniform
gate electrode (Cr: 2 nm/Au: 70 nm/Ti: 10 nm) onto a sheet of
polyimide (thickness: 25 µm). A layer of SiO2 (thickness: 300 nm)
deposited by plasma-enhanced CVD at 250 ◦C and a spin-cast film
of epoxy (SU-8, thickness: 200 nm) formed a bilayer gate dielectric.
The epoxy also served as an adhesive for the dry transfer of SWNT
arrays grown by CVD on quartz wafers using patterned stripes
of iron catalyst41. Evaporating uniform layers of Cr (2 nm)/Au
(100 nm) onto the transferred SWNT arrays, followed by e-jet
printing and photocuring of polyurethane and then etching of
the exposed parts of the Cr/Au to define source/drain electrodes
completed the fabrication of devices with different channel lengths,
L. SWNTs outside the channel areas were removed by reactive
ion etching (150 mtorr, 20 s.c.c.m. O2, 150 W, 30 s) to isolate these
devices. Figure 6a,b shows schematic diagrams of the device layouts
and an SEM image of the aligned SWNTs with the e-jet-printed
source/drain electrodes. The arrays consist of ∼2.5 SWNTs/10 µm.
Figure 6c shows typical transfer characteristics that indicate the
expected p-channel behaviour42. The current outputs increase
approximately linearly with 1/L, with ratios of the ‘on’ to the ‘off ’
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Figure 5 Patterns of electrode structures for a ring oscillator and isolated transistors formed by e-jet printing of a photocurable polyurethane ink that acts as an
etch resist for a uniform underlying layer of metal (Au/Cr). a, E-jet-printed polyurethane etch resist for a ring oscillator circuit before etching the metal layers. b, Patterned
Au electrode lines with ∼2 µm width after etching and stripping the resist. The insets show magnified images. c, Au electrode lines (widths ∼2 µm). d, Array of source/drain
electrode pairs formed by e-jet printing of the resist layer, etching of metal and then stripping the resist. The inset shows an electrode pair separated by ∼1 µm. e, AFM
image and depth profile of a portion of this pair.

currents that are between ∼1.5 and ∼4.5 (inset of Fig. 6c), as
expected owing to the population of metallic tubes in the arrays.
Figure 6d (black circles) shows approximate device mobilities
evaluated in the linear regime, calculated from the physical
widths of source/drain electrodes (W = 80 µm), a parallel-plate
model for capacitance (C), and the transfer curves, according
to µdev = (L/W CVD) · (∂ID/∂VG). These mobilities are between
7 and 42 cm2 V−1 s−1 with L in the range of 1–42 µm, and
decrease with L owing to the contact resistance41–43. The nature
of electrostatic capacitance coupling of the gate to the SWNTs is
important to the behaviour of these devices. Calculations of this
gate capacitance are given in the Supplementary Information. This
accurate capacitance model yields mobilities of 20–141 cm2 V−1 s−1,
as shown in Fig. 6d (red squares). We speculate that exposing the
tubes to etchants for Cr/Au can induce defects, thereby resulting
in lower mobilities than those reported previously with devices
fabricated by other means41. The on/off ratios can be enhanced by
an electrical breakdown process41. Transfer curves evaluated before
and after this process are compared in Fig. 6e, for the case of a
transistor with L = 22 µm. The on/off ratio improves to >1,000
without substantial reduction in mobility (28 to 21 cm2 V−1 s−1).
Figure 6f shows full current–voltage characteristics before (inset)

and after breakdown. Figure 6g shows an optical micrograph of
a set of devices on a flexible sheet of polyimide, and Fig. 6h
shows the normalized mobility and on/off ratio as a function of
bending-induced strain44 (ε). No significant change in the mobility
or on/off ratio occurs for bending to radii of curvature (RC) as small
as 2 mm.

The advantages of this high-resolution form of e-jet printing
over conventional ink-jet printing lie mainly in the high levels
of resolution that can be obtained. We expect, in fact, that
further reductions in the nozzle dimensions will enable resolution
even deeper into the nanoscale. Achieving resolution at this level
represents a topic of current work. The speeds for printing,
using the particular systems described here, are relatively slow,
although multiple-nozzle implementations, conceptually similar
to those used in conventional ink-jet print heads, can reduce
the printing duration. Key findings from analysis of throughput
with conventional ink-jet printing systems also apply to the
e-jet approach45. A main disadvantage of the e-jet approach
is that the printed droplets have substantial charge that might
lead to unwanted consequences in resolution and in device
performance, particularly when used with electrically important
layers such as gate dielectrics and semiconductor films. The
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Figure 6 Fabrication of perfectly aligned SWNT-TFTs on a plastic substrate with e-jet printing for the critical features, that is, the source and drain electrodes.
a, Schematic diagram of the transistor layout, where the source/drain electrodes are patterned by e-jet printing. b, SEM image of the aligned SWNTs connected by
e-jet-printed source/drain electrodes. The tube density is ∼2.5 SWNTs/10 µm. c, Transfer curves measured from transistors with channel lengths, L= 1, 6, 12, 22 and
42 µm, from top to bottom, and channel widths, W= 80 µm at a source/drain voltage, VD = −0.5 V. The inset shows on and off currents (black and red lines, respectively)
as a function of L. d, Linear-regime device mobilities (µdev) calculated from the parallel-plate (black circles) and rigorous (red squares) capacitance models, as a function of
L. e, Transfer curves from a transistor with L= 22 µm before (black line) and after (red) an electrical breakdown process. This breakdown reduces the ‘off’ current to less
than ∼1 nA to yield an on/off ratio of ∼1,000. f, Current–voltage characteristics recorded after the electrical breakdown process. The gate voltage varies between −20 and
10 V in steps of −10 V, from top to bottom. The inset shows the current–voltage curve before the breakdown with the same gate voltages for comparison. g, Photograph of
an array of flexible SWNT-TFTs. h, Variation of the normalized mobility (black squares) and on/off ratio (red circles) of a SWNT-TFT as a function of bending-induced strain (ε)
and the radii to curvature (RC).

effects of this charge might be minimized by using high-frequency
alternating driving voltages for the e-jet process. These and other
process improvements, together with exploration of applications
in biotechnology and other areas, represent promising areas for
future work.

METHODS

PREPARATION OF NOZZLES
Au/Pd (70 nm thickness) and Au (50 nm) layers were coated onto glass pipettes
with tip internal diameters of between 0.3 and 30 µm (World Precision
Instruments) using a sputter coater (Denton, Desk II TSC). Dipping the tip of
the metal-coated pipette into 1H, 1H, 2H, 2H-perfluorodecane-1-thiol

(Fluorous Technologies) solution (0.1 wt% in dimethylformamide) for 10 min
formed a hydrophobic self-assembled layer on the gold surface of the nozzle tip.
The capillary was connected to a syringe pump (Harvard Apparatus, Picoplus)
or a pneumatic pressure actuator through a polyethylene tube.

SYNTHESIS OF FUNCTIONAL INKS
PEDOT/PSS ink: PEDOT/PSS (Baytron P, H.C. Starck) was diluted with H2O
(50 wt%), and then mixed with polyethyleneglycol methyl ether (Aldrich,
15 wt%) to reduce the surface tension (to lower the voltage needed to initiate
printing) and the drying rate at the nozzle.

Single-crystal Si rods: Patterning the top Si layer (thickness: ∼3 µm) of a
silicon-on-insulator wafer by reactive ion etching, and then etching the
underlying SiO2 with an aqueous etchant of HF (49%)38 with 0.1% of a
surfactant (Triton X-100, Aldrich) formed the rods. These rods were suspended
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in H2O and then filtered through filter paper (pore size: 300 nm). The rods
were then suspended in 1-octanol. After printing this ink, the surfactant residue
was thermally removed by heating to 400 ◦C in air for 5 h.

Ferritin: First, ferritin (Sigma) was diluted in H2O with a volume ratio of
1(ferritin):200(H2O). Then 1 wt% of a surfactant (Triton X-100) was added to
this solution to reduce the surface tension (to lower the voltage needed to
initiate printing). The surfactant residue was removed at 500 ◦C before CVD
growth of SWNTs.

SWNT solution: Single-walled carbon nanotubes produced by the electric
arc method (P2-SWNT, Carbon Solution) were suspended in aqueous
octyl-phenoxy-polyethoxyethanol (Triton X-405, 2 wt%). The concentration
was ∼6.9 mg l−1.

PREPARATION OF SUBSTRATES
Si wafers with 300-nm-thick layers of thermal SiO2 (Process Specialties) were
used as substrates. The underlying Si was electrically grounded during printing.
A glass slide (thickness: ∼100 µm) was used for fluorescence optical
micrography (Fig. 3c), and an ST-cut quartz wafer was used after annealing at
900 ◦C for guided growth of SWNTs (Fig. 3e). Here, the glass/quartz substrates
were placed on an electrically grounded metal plate during printing. For
printing of complex images (Figs 3f, 4a,b), the Si wafers were exposed to
perfluorosilane vapour before e-jet printing to produce a hydrophobic
self-assembled monolayer.

Received 23 February 2007; accepted 21 June 2007; published 5 August 2007.
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PATTERNING WITH

ELECTROLYTE:
SOLID-STATE SUPERIONIC

STAMPING

K. H. Hsu, P. L. Schultz, N. X. Fang, and P. M. Ferreira

8.1 INTRODUCTION

Metallic structures are ubiquitous in micro- and nanotechnology. From interconnects Q1

in electronics to electrodes in sensors, batteries, and fuel cells, they play a pivotal
role in the performance of devices [1–4]. Such metallic structures are also becom-
ing increasingly important in emerging fields related to subwavelength optics, such
as surface plasmons and plasmonic waveguides [5, 6]. Because metallic structures
are such an integral part of ever-shrinking micro- and nanoscale devices and sys-
tems, it is of critical importance to be able to economically manufacture them at
these length scales. However, the common practice for generating metallic patterns
has relied on an indirect approach. For example, micro- or nanoscale patterns are
first lithographically created in photoresist that is used as a sacrificial mold. Metal
is deposited by evaporation or sputtering and the subsequent liftoff of the polymer
and excess metal leaves behind the metal pattern [1]. Similarly, in the damascene
process [7], pursued by the semiconductor industry, copper interconnects are created
by electrochemically depositing copper into trenches patterned in a dielectric film.
The inlaid metallic interconnect patterns are left behind after chemical–mechanical
polishing is used to remove excess metal. Such indirect processes tend to be
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expensive and complex, and require multiple process steps (around 20 per layer [8])
with stringent process environment control and very costly equipment.

There has been a renewed interest in direct patterning methods for metals in the
electronics industry because of the high resistivity encountered in conductors with
shrinking lateral dimensions. As the lateral dimensions approach the mean free elec-
tron path, roughly around 40 nm at 25◦C, the electrical resistivity increases rapidly
[9] (e.g., a 50-nm wire has twice the bulk resistivity of copper [10]). Grain bound-
ary and sidewall scattering are thought to be the primary reasons. In the dama-
scene process, the narrow trench geometries and impurities are thought to impede
the grain growth rendering annealing and other grain growth techniques ineffective.
As a result, process sequences in which blanket films are presented for patterning are
thought to be advantageous [9]. Direct patterning such as metallic, primarily copper
films, using reactive ion etching (RIE) or dry-etch processes, has been attempted by
a number of researchers. Steinbruchel [11] gives a comprehensive discussion of the
issues involved in RIE patterning of copper. Schwartz and Schaible [12] have used a
CCl4 while Ohno et al. [13, 14] have used a SiCl4 mixture with N2, Cl2, and NH3 and
others [15] have used with BCl3. In these processes, the high substrate temperatures
(typically in the range of 250◦C) make finding suitable mask materials a challenge.
Low temperature etching of such metals is difficult because of the low volatility of
the reaction products. Lee and Kuo [16] report the removal of CuCl2 after a Cl2
plasma etch with a dilute solution of HCl. Recent work by Tamirisa et al. [9] reports
successful etching of copper at room temperatures by using alternating cycles of H2

and Cl2 plasmas; however, patterning results are yet to be reported. In summary, in
spite of a need for direct, dry patterning of metal films such as Cu, the use of RIE
processes has proved to be challenging.

Less conventional methods such as nanotransfer printing use a poly(dimethyl-
siloxane) (PDMS) stamp to directly place the pattern on the substrate and are suitable
for micrometer-sized features; but often require pretreatment of the substrate [3].
Still other attempts have been made at using PDMS-based microcontact printing to
deposit an etch resist prior to electrochemical etching of unwanted portions of film
[17]. While economical, such techniques are primarily used for copper patterns with
critical features between 1 and 500 µm. Nanosphere lithography [18] can be used for
creating periodic patterns of metallic structures by using closely packed polystyrene
microspheres as a mask. Another method, electrochemical micromachining, using
a liquid electrolyte, has been proposed to directly produce submicrometer metallic
features [19, 20]. Variations in resistance to flows and the high diffusion lengths
of reacting species pose significant limitations on lateral extension of the features
associated with the process. Accelerated etching at sharp edges and corners also
leads to low geometrical fidelity in the pattern transferred from the electrochemical
tool to substrate surface [19]. In addition, the use of liquids might contaminate both
the tool and the substrate.

Given widespread use and need for metallic nanostructures, there is a general
death of process technology for producing them directly. Therefore, it is of con-
siderable interest to explore approaches that add to our repertoire of metallization
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processes that are capable of directly and efficiently creating metallic structures with
general geometries and nanometer-scale resolution. Q5

8.2 SOLID-STATE SUPERIONIC STAMPING

Solid-State Superionic Stamping (S4) [21, 22] is a solid-state electrochemical im-
printing process that directly creates high resolution metallic nanopatterns in a sin-
gle step. Similar to imprint lithography [23, 24], but different in that it does not
pattern a polymer or use mechanical forces to squeeze it into a pattern, S4 directly
imprints metals with an electrochemical reaction. Conceptually, it combines the large
area, in-parallel, single-step process economics of nanoimprint lithography with the
efficiency, precision, and low mechanical forces of electrochemical machining, as
shown in Figure 8.1. At the center of this process is a solid electrolyte or superi-
onic conductor [21]. Widely used in battery and fuel cell applications, due to their
excellent ionic conductivity at room and relatively low temperatures, such materi-
als offer the possibility of precise and efficient control of mass (ion) transport from

Techniques
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Figure 8.1. The solid-state superionic stamping processes combine the ideas of electrochemical
machining and nanoimprint lithography, substituting PR for a metal film and liquid electrolyte by
a nanopatterned solid electrolyte to produce a method for directly nanoimprinting metals.
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or to a substrate to be patterned. A stamp made of a superionic conductor with a
mobile cation (silver or copper sulfide, for example, in which the silver or copper
ions are mobile) is prepatterned with fine features and brought into contact with the
metallic substrate to be patterned. On the application of an electrical bias with the
substrate as anode and a metallic electrode at the back of the stamp as cathode,
a solid-state electrochemical reaction resulting in anodic dissolution of the metal
begins at the contact interface with the stamp. At the anode–electrolyte interface,
an appreciable potential drop causes the oxidation of metal atoms on the substrate
to produce mobile cations. These mobilized ions migrate across the interface and
through the interstitial channels and defect network in the lattice of the superionic
conductor toward the cathode, until they recombine with electrons. The anodic disso-
lution progressively removes a metallic layer of the substrate at the contact area with
the stamp. Assisted by a nominal pressure to maintain electrical contact, the stamp
progresses into the substrate and generates a shape in the metallic substrate comple-
mentary to the prepatterned features on it. This idea is shown schematically in Figure
8.2. The advantage of using solid-state superionic conductors is that mass transport is
restricted to the physical contact interface between the patterned electrolyte and the
substrate (the anode), making it an ideal tool for nanoscale pattern transfer with high
fidelity.

Figure 8.2. Schematic of the solid-state superionic stamping process [22]. (a) A prepatterned
superionic conductor. In this case, Cu2S is placed in contact with the substrate to be patterned.
(b) An applied voltage with substrate as anode serves to initiate and propagate the anodic
dissolution at the stamp–work piece interface. (c) At the interface, copper atoms are split into
ions and electrons, which migrate through the crystal lattice and external circuit, respectively.
(d) Removal of the stamp reveals the complementary pattern left behind. (Reproduced with
permission from [22]. Copyright 2007 American Vacuum Society.)
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The mobility of ions in an array of solid electrolytes, such as Ag2S and RbAg4I5,
has been exploited to create nanostructures in “direct-write” like processes. Sub-
100-nm line and dot patterns have been written using an STM (scanning tunneling
microscope) or AFM (atomic force microscope) tip [25, 26]. These techniques use Q2

an electric potential applied across a scanning probe and a solid electrolyte sub-
strate surface to induce the migration of metal ions from within the substrate to the
vicinity of the probe to form metallic clusters that create lines or dots on the elec-
trolyte surface [27]. The practicality of this direct pattern writing as a manufacturing
process is limited because of low throughput, difficulties in dimensional control of
the structures formed, and processing parameters (the standoff distance of the probe
must be precisely regulated and its travel speed must be coordinated to the growth of
the structure. Most importantly, the metal structures are embedded on the electrolyte
surface layer, making their subsequent use in any applications difficult. The S4 pro-
cess, unlike these processes, is an area-patterning process. It is a subtractive process
and produces the metallic pattern removing material from the substrate. Finally, the
resulting nanopattern may reside on any substrate on which a metallic film can be
deposited.

The introduction of soft or imprint lithography techniques [23, 24] for nanopat-
terning has attracted widespread research and commercial attention because of its
ability to pattern large areas at resolutions reaching the single-digit nanometer range.
The S4 process is an electrochemical imprinting process and like other imprint
lithography processes uses a stamp or mold that is brought into contact with a sub-
strate on which an imprint is to be generated. As a result it is very compatible with
existing imprint equipment and adds to the repertoire of imprint lithography technol-
ogy by providing a means of directly patterning metals without the need for imprint-
ing polymer masks or molds.

To date, we have reported and demonstrated the use of this technique to create
copper and silver nanostructures, reaching resolution as low as 30 nm with patterning
rates (rate at which the stamp travels into the substrate) in the range of 0.1–5 nm s–1.
Figure 8.3 shows figure of a stamp as well as the results of the stamping process.
The figure also draws correspondence with the process schematic. In the sections
that follow, we will describe some of the salient features of this technology; manu-
facture of S4 stamps; the experimental stamping setup; monitoring the progress of
the imprinting process; typical results obtained in using this process. We conclude
with applications and directions for further development.

8.3 PROCESS TECHNOLOGY

Central to the S4 process is the stamp. As previously mentioned, the stamp material
is a superionic conductor in which the metal ions are the mobile species. Generally,
one can find candidates for electrochemical stamps from four categories of supe-
rionic solids: crystalline, amorphous glassy, polymeric, and composite [28]. Crys-
talline ionic conductors are further subdivided into soft- and hard-framework crys-
tals, differing in their bond type (ionic or covalent), polarizability (high or low), and
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Figure 8.3. (a) A stamp made of silver sulfide and patterned using FIB with nanoscale alphabet
and a series of nanoantennae patterns. (b) The results of superionic stamping. (c), (d) Isometric
closeups of some of the patterning results. (Reproduced with permission from [21]. Copyright
2007 American Chemical Society.)

presence of a sharp order–disorder phase transition. While the amorphous-glassy
type has high, isotropic conductivity and the absence of grain boundaries, poly-
meric electrolytes are characterized by combining polar polymers with ionic salts to
achieve reduced weight and flexibility at the cost of lower ionic conductivity. Com-
posite electrolytes result from the combination of several materials to improve the
ionic conductivity at room temperature.

For the S4 process, it is necessary to choose stamp materials that are chemically
stable and display high ionic conductivity at room or reasonably low (around 100◦C)
temperatures. Further, the stamp materials should be dense rather than porous and
when polycrystalline should be relatively isotropic in terms of ionic conductivity.
Finally, when possible, a ductile and malleable material facilitates ease of stamp
preparation. The solid electrolyte system for silver is very rich, while that for cop-
per, especially for room temperature ionic conductors, is quite restrictive. We chose
Ag2S and Cu2S because of their stability, reasonably good mechanical and electrical
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properties, and the relative ease of synthesis. Copper sulfide (Cu2S), chalcocite, is
a known mixed conductor wherein both electron holes and copper ions can carry
charge. While its electronic conduction resembles that of a p-type semiconductor, its
phase-dependent ionic conduction changes dramatically with temperature [29, 30].
In the γ -phase (orthorhombic) below 105◦C, Cu2S exhibits little or no ionic ac-
tivity. At a transition temperature of around 105◦C, its crystal structure changes
from orthorhombic to hexagonal (β-phase), along with a significant drop in elec-
tronic conductivity and a dramatic increase, by a factor of 104, in ionic conductivity
(10−5 �−1 cm−1 at 15◦C to 10−1 �−1 cm−1 at 105◦C) [30]. Finally, at 470◦C it un-
dergoes another transition from β to α (cubic) in which the ionic conductivity drops
dramatically again [31]. This variability of ionic conductivity can be exploited to
tune the behavior of the S4 process by changing the operating temperature. Simi-
larly, Ag2S is a mixed ionic conductor with Ag+ ions carrying charge. In the low
temperature β-phase (acanthite) below 177◦C, the ionic conductivity is a signifi-
cant portion of the total conductivity and follows the Arrhenius type of relation with
temperature, with a hopping activation energy of 0.2 eV [32, 33]. Following a tran-
sition to α-phase (argentite) above 177◦C, the conductivity is predominantly elec-
tronic with a smaller dependence on temperature. In both phases, the conductivity
is strongly influenced by composition, increasing with higher silver concentration.
A large collection of ionic conductors with their ionic conductivities has been com-
piled by Agrawal and Gupta [28], should the reader wish to explore other stamp
materials.

The silver or copper sulfide stamps are prepared by first synthesizing a dense
silver or copper sulfide pellet in an improvized furnace with programmable temper-
ature control. Sulfur powder with 99.999% purity (from Fisher Scientific Company)
is hand pressed into a pellet of diameter 3 mm and inserted into a glass tube (3 mm
internal diameter) with a silver or copper pellet (from Kurt J. Lesker Company). The
two are then held together with a small constant force (required for obtaining a dense
pellet) provided by a spring. The assembly is placed in the furnace at 400◦C for 10 h
to allow formation and annealing of sliver/copper sulfide. The pellets created in this
manner are characterized with x-ray diffraction (Rigaku D-Max System with a scan-
ning range (2θ ) from 0◦ to 60◦ and a scan rate of 0.8◦ min–1) and compared with
standard peaks for the powder forms of β-silver or copper sulfide. Characterization
of a number of pellets has confirmed the composition of the silver and copper sulfide
pellets and the consistent output of the above process. Following growth, the pellets
are machined to produce a conical end with a flat stamping surface (600 µm in diam-
eter) that are either polished using lapping films of 1, 0.3, and 0.01 µm particle sizes,
or trimmed with an ultramicrotome and a Diatome diamond knife (Leica EM UC6).

Patterning of the stamp is accomplished by both, focused ion beam (FIB) milling
as well as embossing (in case of silver sulfide stamps). The patterns on the stamp,
such as those shown in Figure 8.4a, were produced by FIB milling (FEI Dual-Beam
DB-235) with a 50-pA aperture at a milling rate of about 50 nm min–1. The deepest
trench on the stamp in Figure 8.4a was about 250 nm. We have demonstrated direct
embossing of the silver sulfide stamps against silicon masters such as calibration
grids as shown in Figure 8.4b.
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Figure 8.4. (a) A silver sulfide stamp with a pattern of 70-nm triangles made by FIB along with
the results stamping shown below it. (b) A silver sulfide stamp made by embossing against a
silicon master along with sub-100-nm stamping results below it.

The setup we have used to date is relatively simple and attests to the robust nature
of the process. Shown in Figure 8.5, is the setup used for stamping. The stamp is
mounted on a single-axis stage that is used to feed the stamp to the substrate. The
stamp is attached to this assembly via an elastomer that provides 48 MPa of pres-
sure at 20% compressive strain uniformly across the actual contact area between
the stamp and the substrate to be imprinted. This substrate is mounted on a second
stage that allows transverse or lateral positioning relative to the stamp. The nominal
pressure (well below the yield stress of silver or copper sulfide) between the stamp
and the substrate ensures a consistent contact between them during the progress of
electrochemical imprinting. The electrical potential for electrochemical imprinting is
controlled by a digital potentiostat (Gamry Instruments Model Reference 600) with
a blocking electrode attached to the stamp as the cathode and the substrate being
patterned as the anode. The process is performed in the chronoamperometry mode
of the potentiostat, keeping the potential between anode and cathode constant, while
monitoring the current flowing across them. To maintain the elevated temperature
required for enhanced ionic conductivity in Cu2S when performing electrochemical
imprinting of copper, the stamp is enclosed in a circular heater set at 150 ◦C, while a
second heater maintains the substrate at the same temperature.
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Figure 8.5. The S4 process setup. (a) X–Y stage with substrate holder, (b) dual stage for posi-
tioning and feeding stamp, (c) visco-elastic material and stamp holder, (d) silver sulfide stamp,
(e) substrate with silver film, (f ) potentiostat, (g) objective for observation. (Reproduced with
permission from [21]. Copyright 2007 American Chemical Society.)

Our work has thus far concentrated on patterning of silver and copper films. These
films are prepared by electron-beam evaporation of silver onto a 300-µm-thick glass
cover slip or silicon wafer, cleaned using RCA1 solution. The films are deposited
over a 10-nm Cr seed layer at a chamber pressure of 5 × 10−6 Torr and a stable rate
of around 1 nm s–1. Typical film thickness used by us ranges from about 50 to 500 nm,
with 100-nm films being used for most of our experiments. For the copper films, prior
to use, the substrates are cleaned using acetic acid (99.97+) at room temperature
for 1 min to remove any oxidation layers on the copper surface according to the
technique proposed by Chavez et al. [34]. This step is necessary because the presence
of a copper oxide layer was found to inhibit anodic dissolution at the interface and
impede the S4 process.

8.4 PROCESS CAPABILITIES

An electrochemical imprinting process may be characterized by a number of pa-
rameters such as imprinting speed, resolution (finest feature transferred), stamping
area, and stamp life. In addition, one may consider how these parameters change
with process settings (e.g., dependence of imprinting speed on voltage or temper-
ature, stamp life on imprinting force or voltage). Because this process is a rela-
tively new, such dependencies of process output on operating conditions are still
being studied. This discussion will therefore compare the relative performance of
the process for the two materials, copper and silver. Further, we will not comment
on stamping area because, to date, our stamping experiments are conducted on an
improvized setup. The stamping area and, to a large extent, stamp life depend on
the alignment and control of imprinting force between the stamp and the imprinted
substrate.
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Figure 8.6. Line calibration results. (a), (b) SEM (scanning electron microscope) images of the
Cu2S stamp and resulting pattern imprinted in a 70-nm-thick Cu film. (c)–(e) AFM scan of pattern
illustrating spacing and linewidths of 80 nm. (f ), (g) SEM images of line patterns imprinted in a
100-nm thick Ag film. (h) AFM images and profiles illustrating spacing and linewidth of 50 nm.
(Parts a–e are reproduced with permission from [22]. Copyright 2007 American Vacuum Society.
Parts (d) and (e) are reproduced with permission from [21]. Copyright 2007 American Chemical
Society.)

With both materials, silver and copper, we have been able to achieve sub-100-nmQ6

Q7 resolutions. Figure 8.6 shows bar-code patterns that allow us to measure both positive
and negative features imprinted by the process. For silver, we observe good transfer
of 50-nm patterns, while for copper, resolutions up to around 80 nm are observed.
This also reflects our experience with the process. We have been able to routinely
imprint sub-50-nm patterns into silver films, while imprinting of copper requires
much greater care in the preparation of the stamp and during the process. This is
due, in part, to the mechanical properties of the Cu2S stamp. Cu2S is brittle and
hard. It tends to chip easily during the making or handling of the stamp. Not being
malleable, it requires a higher contact force to elastically deform and make uniform
electrical contact with the substrate to be patterned, making the finer features on
stamp susceptible to damage.

With respect to stamping rates, imprinting silver with silver sulfide at room tem-
perature is faster than imprinting copper at elevated temperatures. Figure 8.7 shows
the imprinting speeds, i.e., speed of travel of the stamp into the film being patterned,
for silver and copper. For imprinting of silver, imprinting speeds tend to be high
(typically greater than 1 nm s–1 and as high as 4 nm s–1) and constant (see Figure
8.7). The average rates for copper are high enough to make the process economically
competitive with other patterning process, but they are lower than those observed for
silver. As shown in Figure 8.7 for patterning of 100-nm copper films at 150◦C, we ob-
served average of 0.295 nm s–1 at 300 mV, 0.583 nm s–1 at 600 mV, and 0.694 nm s–1
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Figure 8.7. Travel of the stamp into the film as a function of time for (a) silver and (b) copper.
Silver has a constant imprint speed or etch rate while copper has a high initial speed before
settling to a constant lower imprint speed. (Part (a) is reproduced with permission from [21].
Copyright 2007 American Chemical Society. Part (b) is reproduced with permission from [22].
Copyright 2007 American Vacuum Society.)

at 900 mV. The etch rate is considerably higher at the onset, but appears to slow
down significantly as the etching progresses to a constant value of about 0.2 nm s–1

as shown in the figure. The high etching rates at the start are attributable to the
high copper concentration gradient and the thermal gradient at the contact interface
at the onset of the process. During this time, the patterning rate is determined by the
supply of mobile ions that, in turn, is determined by the rate of anodic dissolution.
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Figure 8.8. (a) The influence of increasing voltage bias on the current during imprinting of
copper with copper sulfide. (b) Plot of initial (at 1 s) electronic current versus applied potential
for the Cu2S/Cu process. (Parts (a) and (b) are reproduced with permission from [22]. Copyright
2007 American Vacuum Society.) (c) Current density profiles while etching Ag with Ag2S. In this
case, the depletion of the film is clearly evident because of the high transference number for
Ag2S, indicating higher patterning speeds with increased voltages. (Part (c) is reproduced with
permission from [21]. Copyright 2007 American Chemical Society.)

Subsequently, the imprinting rate is limited by the diffusion rate of the mobile Cu+2

ions in Cu2S. This low etching rate compared to the Ag2S/Ag system can, in part, be
attributed to its low transference number at 150◦C, 0.00003 as opposed to 0.11 in
Ag2S [35]. The dependence of imprinting speed on applied voltage is shown in Fig-
ure 8.8. In both cases, the increased current indicates an increased etch rate (though
only a fraction of increase in current can be attributed to increased imprinting rates
as the stamp materials are mixed, not pure, ionic conductors).

The S4 process is demonstrated to be repeatable from one imprint cycle to the
next. Figure 8.9 shows the current profiles for imprinting of silver and copper. In
both cases the current profile quickly settles to a steady state profile that displays
three stages: a sharp ramp-up stage during which the anodic dissolution accelerates
with activation of the electrochemical reaction at the anode, a second stage during
which a slow decrease in current is observed as the stamp gets polarized, and a sharp
decline when the supply of cations is depleted after the metallic film at the contact
interface is completely etched away. Figure 8.10 shows a comparison of imprinting
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Figure 8.9. Current density and current profiles for repeated imprinting operations with the same
stamp. (a) For Ag with Ag2S, where after around two or three initial imprinting repetitions, the
curve settles to a steady-state profile. (Reproduced with permission from [21]. Copyright 2007
American Chemical Society.) (b) For Cu2S, where the current profile for etching 150-nm Cu films.
(Reproduced with permission from [22]. Copyright 2007 American Vacuum Society.)

(a)

(b)

200 µm

5 µm5 µm

Figure 8.10. Imprints produced with multiple operations of the same stamp. (a) SEMs for im-
printing Ag with an Ag2S stamp show virtually no degradation of the imprint after nine repetitions.
The two silver imprints correspond to the 1st and 9th curve of Figure 8.9a. (Reproduced with
permission from [21]. Copyright 2007 American Chemical Society.) (b) SEMs of the 1st and 20th
Cu imprint produced by the same Cu2S stamp. Some of the smaller negative features vanish.
The stamp was also damaged during the operation. (Reproduced with permission from [22].
Copyright 2007 American Vacuum Society.)
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results as the imprinting stamp is used multiple times. With imprinting of silver, we
have successfully used the same stamp tens of times, without seeing much degrada-
tion in stamp performance. Similarly, results were obtained with copper. However,
because of working in a laboratory (not a clean room) environment with improvized
equipment that does not allow us to fully control the process parameters such as im-
printing force and to properly align the stamp with respect to the substrate, we see
that some features on the stamp degrade and dust particles become embedded in the
stamp. We expect that this will improve as we develop better imprinting equipment
and stamp materials.

8.5 EXAMPLES OF ELECTROCHEMICALLY IMPRINTED
NANOSTRUCTURES USING THE S4 PROCESS

We have successfully used the S4 process to make a number of structures. The bar-
codes of Figure 8.6 as well as the seals shown in Figure 8.11 have features in the
sub-100-nm range and can be used for tagging and protection against counterfeiting.
Figure 8.12 shows different metallic devices including electrodes for chemical sen-
sors, such as meandering nanowires and interdigitated electrodes. Figure 8.13 shows
experimental antennae construction for THz-frequency ranges. Figure 8.14 shows a
silicon nitride substrate with a repetitive pattern of 70-nm silver triangles and the
scheme for using it to create an SERS or LSPR substrate for chemical sensing.Q3

Electrochemical imprinting of nanoscale patterns using S4 is relatively new tech-
nology, first reported in February of 2007 [21]. In spite of limited investment in
the process technology, for example, stamp materials, or electrochemical imprint-
ing equipment, resolutions in the range of 50–100 nm have been routinely achieved,
suggesting good potential for industrial application. Our continuing work includes
the exploration of new stamp materials that simultaneously give us favorable elec-
trochemical and mechanical properties to facilitate efficient, large-area imprinting
capabilities. Further, this exploration will allow us to enlarge the set of materials the
S4 process is capable of addressing.

(a) (b) (c)

Figure 8.11. Examples of S4 stampings. (a)–(c) A high resolution silver stamping with feature
definitions better than 50 nm can be used for nanoscale tagging of devices.
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(a) (b)

(c)

Figure 8.12. Different devices. (a) A 40-nm wire-based FET (field-effect transistor). (b) A mean-
dering copper nanowire 70 nm wide and 1.35 mm long in a 20-micrometer square. (c) A set of
interdigitated electrodes, 200 nm apart. The isolation between the two electrodes is evident by
charging up of only the floating electrode in the SEM.

Fundamental to the process are the ionic transport phenomena at the contact inter-
face and in the bulk of the stamp. The exploration of anodic dissolution at solid–solid Q8

interfaces has received relatively little attention (in comparison to fluid–solid) inter- Q9

faces. This is an area we are currently exploring to gain a better understanding of the
process at the interface influence, the process dynamics, and the stamp surface (and
hence, overall stamp life). Understanding the bulk transport of ions within the stamp

Au: R.H. ok?

plays an important part in understanding the process and use of the stamp. We have
been developing models for ion transport based on the Nernst–Planck equation to
predict (cat)ion concentration in the stamp at the end of each imprinting cycle. This
can then be used to gauge the polarization of the stamp material and develop an idea
of how often and for how long the stamp needs to be depolarized by using a blocking
electrode as the anode.

Research is also continuing into experimental studies of the role of imprinting
pressure, voltage, and temperature on the speed of imprinting process, surface quality
and fidelity of the imprinted structures, and life of the stamp. In addition, we are
developing an instrumented, precision imprinting press for conducting such process
characterization experiments.
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(a)

(b)

Figure 8.13. (a) A Pythagoras tree antenna with 70-nm features. (b) A 2D Menger sponge
antenna for frequencies up to 40 THz.
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Figure 8.14. Large areas of repetitive patterns made by the S4 process can be used for SERS
or LSPR-based sensing of chemicals. The middle shows silver triangles of silver patterned on
glass. The image to the right shows dark-field images of patterned areas illuminated with white
light. The figure to the right schematically shows how such substrates excite surface plasmons
that extinguish certain frequencies from the transmitted spectrum.
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Electrostatically Actuated Cantilever With
SOI-MEMS Parallel Kinematic XY Stage

Jingyan Dong, Member, ASME, and Placid M. Ferreira, Member, ASME

Abstract—This paper presents the design, analysis, fabrication,
and characterization of an active cantilever device integrated with
a high-bandwidth 2-DOF translational (XY ) micropositioning
stage. The cantilever is actuated electrostatically through a sepa-
rate electrode that is fabricated underneath the cantilever. Torsion
bars that connect the cantilever to the rest of the structure provide
the required compliance for the cantilever’s out-of-plane rotation.
The active cantilever is carried by a micropositioning stage, which
enables high-bandwidth scanning to allow manipulation in three
dimensions. The design of the microelectromechanical system
stage is based on a parallel kinematic mechanism (PKM). The
PKM design decouples the motion in the X - and Y -directions
while allowing for an increased motion range with linear kinemat-
ics in the operating region (or workspace). The trusslike structure
of the PKM also results in increased stiffness and reduced mass
of the stage. The integrated cantilever device is fabricated on
a silicon-on-insulator (SOI) wafer using surface micromachining
and deep reactive ion etching processes. The actuation electrode of
the cantilever is fabricated on the handle layer, while the cantilever
and the XY stage are at the device layer of the SOI wafer.
Two sets of electrostatic linear comb drives are used to actuate
the stage mechanism in the X - and Y -directions. The cantilever
provides an out-of-plane motion of 7 µm at 4.5 V, while the
XY stage provides a motion range of 24 µm in each direction
at the driving voltage of 180 V. The resonant frequency of the
XY stage under ambient conditions is 2090 Hz. A high quality
factor (∼210) is achieved from this parallel kinematic XY stage.
The fabricated stages will be adapted as chip-scale manufacturing
and metrology devices for nanomanufacturing and nanometrology
applications. [2008-0278]

Index Terms—Active cantilever, comb drive, micropositioning
stage, parallel kinematic mechanism (PKM), tilt-plate actuator.

I. INTRODUCTION

THE development of microcantilever-based devices has
played a key role in advances of nanotechnology over the

last two decades. By using a microcantilever with a sharp tip
as a sensor, these devices can sense extremely small physi-
cal signals, such as tip-sample tunneling current in scanning
tunneling microscope [1], [2] and interatomic-force atomic

Manuscript received November 11, 2008; revised December 23, 2008 and
February 8, 2009. First published May 8, 2009; current version published
June 3, 2009. This work was supported by the National Science Foundation
through the Center for Nanoscale Chemical Electrical and Mechanical Manu-
facturing Systems under Award DMI 0328162 and through Grant Awards DMI
0422687, and CMMI 0800863. Subject Editor D. Elata.

J. Dong is with the Edward P. Fitts Department of Industrial and Systems
Engineering, North Carolina State University, Raleigh, NC 27695-7906 USA
(e-mail: jdong@ncsu.edu).

P. M. Ferreira is with the Department of Mechanical Science and Engi-
neering, University of Illinois at Urbana–Champaign, Urbana, IL 61801 USA
(e-mail: pferreir@uiuc.edu).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/JMEMS.2009.2020371

force microscope [3]. Their capability of manipulation at the
atomic scale, together with the capability of sensing a variety
of physical signals in diverse environments, brings a dramatic
impact in the fields of biology, materials science, tribology,
surface physics, and medical diagnosis [4], [5]. By vibrating the
cantilever and detecting the change of its resonant frequency
and vibrational magnitude, cantilever-based devices are used
as chemical sensors [6], [7] to detect some specific chemicals
absorbed by the pretreated cantilever. Microcantilever-based
devices are also widely used in micro-/nanofabrication applica-
tions, such as dip pen lithography [8], thermal embossing [9],
[10], local oxidation, and resist exposure [11].

Although in many applications cantilevers are used as passive
sensors that are bent by an external force, active cantilevers
offer additional advantages and capabilities, such as self-
excitation and individual tip–substrate separation adjustment,
particularly when used in a cantilever array. Different technolo-
gies have been used to provide actuation to microcantilever de-
vices, including electrothermal actuators [12], electromagnetic
actuators [13], piezoelectric actuators [14], [15], shape memory
alloy actuators [16], and electrostatic actuators [17]. Among
these actuation technologies, electrostatic actuators offer some
unique features, compared with other actuation techniques,
because of their simplicity and the ease with which their
fabrication is integrated with that of the rest of the structure.
Unlike the other actuation technologies, electrostatic actuators
avoid extra processing steps and additional materials, such as
shape memory alloys, piezoelectric films/actuators, electrically
heated resistors, or magnets/coils.

A typical cantilever-based instrument or system is configured
with a microscale cantilever as the sensor or the functional ma-
nipulator, and a mesoscale flexure-based piezoelectric-actuator-
driven nanopositioning stage. Although the cantilever can work
at extremely high frequency (> 10 kHz), the relatively slow
nanopositioner limits the overall scanning speed and becomes
the bottleneck in a high-throughput system due to its excess
mass. Furthermore, in such a configuration, when using mul-
tiple cantilevers, all the cantilevers undergo the same relative
displacement with respect to the substrate that they are process-
ing, making it difficult to exploit the inherent parallelism of the
multicantilever system. In contrast, a microscale microelectro-
mechanical systems (MEMS) positioning device can achieve a
much higher bandwidth due to scaling effects. The widely used
XY stage designs [18]–[22] include four identical comb-drive
structures that are placed around the end effector, with each
of them being perpendicular to its neighbor. The end effector
or moving platform is connected to the four comb actuators
by long slender beams. When the stage is actuated in the
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X-direction, the long beam along the Y -direction acts as a leaf
spring to accommodate the motion of the X-axis and vice versa.
Due to such a coupled structure design, the crosstalk between
the X- and Y -axes can cause problems such as side instability
of comb drives and limited motion range. Reducing the stiffness
of the leaf springs reduces the crosstalk, alleviating some of
its negative effects. However, the decreases in stiffness of the
beams lead to nondeterministic motions along with undesirable
end-effector rotations in the XY plane. Additionally reduced
stiffness leads to lower resonant frequencies and complex dy-
namics with multiple modes [23] in a fairly narrow frequency
band. Other than the aforementioned designs, serial kinematic
designs are introduced by Takahashi et al. [24], [25]. The
2 DOF is realized by the serial combination of two single
DOF systems, in which the inner axis is embedded into the
moving frame of the outer axis. Thus, the moving inertia load
of the two axes is different. Also, the additional mass signifi-
cantly decreases the natural frequency and response time of the
outer axis. Additionally, electrical isolation can be a problem.
Monolithic parallel kinematic mechanisms (PKMs) are well
suited for silicon-based micropositioning devices. Compared
with serial kinematic designs, parallel kinematic mechanisms
can significantly increase the natural frequency of the designed
system due to their high structure stiffness and low inertia,
which accrue from their trusslike structures. Furthermore, if
appropriately designed, PKMs can result in configurations with
nearly complete decoupling of the actuation effect and better
position accuracy. Micropositioning stages based on PKM with
different degrees of freedom [26]–[31] demonstrate good per-
formance capabilities in their motion range, bandwidth, and
resolution [26]–[32].

In this paper, an electrostatically actuated active cantilever
device that enables operation in 3 DOF is designed and
fabricated. The chip-scale cantilever device is expected to ad-
dress applications such as high-throughput nanoscale metrol-
ogy, imaging, and manufacturing. In this device design, a
parallel kinematic micropositioning stage is used to provide the
cantilever with high-bandwidth motion in the XY plane. Linear
comb drives, along with folded springs, provide the required
linear actuation. Parallelogram four-bar linkages absorb the
coupling motion between the two axes while simultaneously
confining the orientation of the end effector. The cantilever is
connected to the stage through torsion bars that provide the
required compliance for the cantilever’s out-of-plane motion.
The actuation is provided by a tilt-plate actuator that is on
the top of the cantilever. The overall device is fabricated on a
silicon-on-isolator (SOI) die with a 50-μm-thick device layer
and a 3-μm-thick buried oxide (BOX) layer. The high-aspect-
ratio structures, such as comb fingers, torsion bars, and can-
tilevers, are fabricated by deep reactive ion etching (DRIE). The
actuation electrode for the out-of-plane motion of the cantilever
is realized on the handle layer, while the cantilever itself and the
XY stage are at the device layer of the SOI die. The handle
layer beneath the device is etched away, except for the tilt-
plate electrode for actuating the cantilever. This enables the
stage to be used in applications that require access to the po-
sitioning platform from both the top and bottom directions. The
fabricated device provides an out-of-plane cantilever motion of

Fig. 1. Schematic diagram of the active cantilever device with parallel kine-
matic XY stage.

7 μm at 4.5 V, with a motion range of more than 24 μm in the
X- and Y -directions at a driving voltage of 180 V. The resonant
frequency of the XY scanning under ambient conditions is
2090 Hz. A high quality factor (∼210) is achieved from this
XY positioning stage.

II. DEVICE DESIGN AND ANALYSIS

Fig. 1 shows the design of the active cantilever device with
parallel kinematic high-bandwidth MEMS XY positioner. In
this design, the cantilever is connected to a parallel kinematic
micropositioning stage through two torsion bars. The torsion
bars provide the rotary compliance of the cantilever structure
that enables the out-of-plane motion of the cantilever. A rec-
tangular plate that is placed at the root of the cantilever acts
as one electrode of a tilt-plate actuator. The counter electrode
of this tilt-plate actuator is created in the handle layer that
is located underneath the cantilever plate. The separation gap
between two plates is defined by the thickness of the sacrificial
layer (BOX layer) of SOI wafers. When a potential difference
is applied to the cantilever plate (ground) and the handle-layer
plate (voltage), the electrostatic force from the tilt-plate actuator
generates a torque for rotating the torsion bars, thus displacing
the cantilever in the Z-direction. Since the tilt-plate actuator
is located very close to the torsion bars, the lever-arm effect
produces a relatively large displacement at the cantilever tip, in
spite of the small separation gap between two plates.

The cantilever is carried by a parallel kinematic microposi-
tioning XY stage. The design of the XY stage is schematically
shown in Fig. 2. In this design, there are two independent
kinematic chains that connect the end effector to the base. Each
kinematic chain includes two serially connected components:
a prismatic joint that provides pure translational motion and a
parallelogram four-bar-linkage mechanism that provides rotary
displacement while holding the orientation of the end-effector
invariant. These two chains are placed perpendicular to each
other so as to kinematically decouple the two actuated joints
to the maximum extent possible. The two kinematic chains are
identical to each other, which results in identical dynamics of
the stage along any direction in the XY plane. When the stage
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Fig. 2. (a) Addition of links between the base and connector of the parallelogram four-bar linkage does not change the mobility of the system, provided that
the links are parallel to the crank (and follower) and of the same length. (b) System configuration under displacements at two prismatic joints. (c), (d) Equivalent
linkage of the parallel kinematic XY stage for the purpose of analysis at the nominal position and under actuation.

is actuated in one direction by the prismatic joint of that chain,
the resulting motion of the end effector is accommodated by
the other kinematic chain by an angular displacement at the
parallelogram four-bar mechanism.

To simplify the analysis of the system, we use a virtual link.
Adding a link between the base and connector of a parallelo-
gram four-bar linkage does not change its mobility, provided
that this link has the same length as the crank and is parallel to
it. This is shown in Fig. 2. Links are added to the two four-bar
linkages so that they meet at the same point, i.e., T on the end
effector. The simplified kinematic model is shown in Fig. 2(c)
and (d). Links AA1 and BB1 represent two prismatic joints
with an initial length d0, and this length will be changed along
with the actuation effect. Links TA1 and TB1 represent the
virtual links with a fixed length L. Here, the motion of point T
completely represents the motion of the end effector because it
only undergoes pure translation.

It is now easy to find the relationship between actuation dis-
placement, which is linear displacement of two prismatic joints,
and the displacement of the stage. Referring to Fig. 2, if the
coordinates of point O are chosen as the origin (0, 0), then the
position where the kinematic chains are connected to the base
is A(0, d0 + L), B(−d0 − L, 0). The nominal position for the
table in this coordinate system is (−d0 − L, d0 + L). After the
prismatic joints are actuated to dx and dy , the coordinates at
the end of the joints are A1(−dx, d0 + L), B1(−d0 − L, dy).
The coordinates of the new position of table T can now be

solved as the length of the second joint remains the same.
By letting the position of the stage be (x, y), then |TB1| =
|TA1| = L, which satisfies the relationships given in

(x + dx)2 + (y − d0 − L)2 = L2

(x + d0 + L)2 + (y − dy)2 = L2 (1)

dx =
√

L2 − (y − d0 − L)2 − x

dy = y −
√

L2 − (x + d0 + L)2. (2)

The angular displacement of the second link that is a four-bar
linkage is

θx = sin−1 Δy

L
= sin−1 d0 + L − y

L

Δθy = sin−1 Δx

L
= sin−1 x + d0 + L

L
(3)

where Δx and Δy are the displacements of the end effector
in the X- and Y -directions, respectively. Differentiating (2)
with respect to x, y at operation points T0(−d0 − L, d0 + L),
we obtain[

Δdx

Δdy

]
=

[−1 0
0 1

] [
Δx
Δy

]

[
Δx
Δy

]
=J

[
Δdx

Δdy

]
=

[−1 0
0 1

] [
Δdx

Δdy

]
. (4)
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Fig. 3. Torsion bars and tilt plate for the cantilever.

The diagonal Jacobian matrix in (4) suggests a decoupled
motion in the X- and Y -directions around the nominal point,
when the device undergoes a small displacement relative to
the overall dimensions of the stage (which is just the case for
this MEMS system). One actuator will generate displacement
in the X-direction and the other in the Y -direction. The effect
of crosstalk between different axes (at the first order of approx-
imation) is zero. As shown in Fig. 1, for the XY stage, the
rotary joints around the four-bar mechanism are implemented
by flexure hinges, and the prismatic joint is realized by the
linear comb drive and the folded-spring suspension structure.

III. STRUCTURAL DESIGN AND ANALYSIS

We first analyze the out-of-plane motion of the cantilever. As
previously mentioned, the z motion is obtained by the rotation
of the cantilever, which is permitted by two torsion bars that
connect the cantilever to the end effector of the XY stage. Fig. 3
shows a schematic of torsion bars and parallel-plate actuator
for the cantilever. The rotational stiffness of the torsion bars is
given by [33]

K =
Tk

ϕ
=

2βht3G

L
(5)

where Tk is the torque, ϕ is the angular displacement, G is the
shear modulus of the material of torsion bars, L is the length
of a torsion bar, h is the height, t is the width of the torsion
bar, and β is a numerical factor depending on the ratio of h/t.
For the torsion bars used in our design, we have beam width
t = 5 μm, L = 800 μm, h = 50 μm, and β = 0.291. The shear
modulus of single-crystal silicon 〈100〉, as has been used for
device fabrication, is about 51 GPa. Therefore, the rotational
stiffness of our torsion bar is 2.3 × 10−7 N · m/rad.

The actuation torque at a certain rotation angle can be derived
by integrating the actuation effect over the overlapped area
of the tilt plate. The torque generated from the electrostatic
force is

Ta =

w∫
w1

εV 2axdx

2(g − ϕx)2

=
εV 2a

2ϕ2

(
ln

g − ϕw

g − ϕw1
+

ϕg(w − w1)
(g − ϕw)(g − ϕw1)

)
(6)

where ε is the electrical permittivity, V is the actuation voltage,
g is the gap between two plates, a is the width overlap of the two
plates, and w1 and w are the start and the end of the overall lap
from the rotational center. The rational angle of the tilt plate at a
certain voltage can be derived through torque balance equation

Ta = Tk = Kϕ and solved numerically. In our design, we have
a = 550 μm, w = 300 μm, and w1 = 100 μm. We can get a
maximum angular defection of 4.35 × 10−3 rad at about 5.5 V.
The corresponding maximum displacement at the center of the
electrode is 0.87 μm. The lever-arm effect will magnify this
displacement at the tip of the cantilever and result in about
7-μm out-of-plane displacement.

Next, we consider the in-plane motion of the stage. One-
dimensional circular flexure hinges are used in the stage struc-
ture as rotary joints. The rotary stiffness of the hinge is given
by [34]

Kz =
Tk

ϕ
=

2Eh

9π

√
t5

R
(7)

where E is the Young’s modulus of the material of a flexure
hinge, t is the neck thickness of the flexure hinge (6 μm), R
is the radius of a flexure hinge at the neck (= 300 μm), and
h is the height of the flexure hinge or the device thickness
(= 50 μm). The maximum bending torque that can be applied
to a flexure hinge and, consequently, the maximum rotary de-
flection are given by [26]. The Young’s modulus of the silicon-
based 1-D circular flexure hinge used in the stage mechanism
is 131 GPa, and its elastic limit is about 7000 MPa. Hence, the
rotational stiffness and the maximum angular deflections of the
hinges can be given by

Kz = 2.36 × 10−6 N · m · rad−1 (8)

αmax = 0.68 rad. (9)

The length of the four-bar structure is 1 mm, which indicates
a maximum 630-μm displacement of the four-bar-linkage me-
chanical structure. Factors such as suspension structure and
limited actuating forces and stroke prevent us from reaching
this limit.

The displacement of a linear comb drive is defined by the
stiffness of the folded spring as the suspension structure, as
well as the actuation force that it can provide. In our design,
a folded spring is used to support the rotor and the table.
The designed folded spring has a large compliance in the
actuation direction for large displacements and a much higher
stiffness in the lateral direction so as to prevent side instabilities.
From the beam deflection theory [35], the stiffness values of a
clamped–clamped beam in the motion and lateral directions,
i.e., kd and kl, respectively, can be expressed as follows:

kd = 2Eht3/L3 kl = 2Eht/L (10)

where h is the height of the beam or the device thickness
(= 50 μm), t is the width of the beam (15 μm), and L is
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the length of the beam (= 1.375 mm). In our design, two
clamped–clamped beams are used in series to form a folded
spring. The first beam connects the anchors to an intermediate
truss, and the second one connects the truss to the rotor. The
lengths of the two beams are the same to prevent an undesirable
parasitic motion. We obtain stiffness values in the displacement
direction as kd = 17.0 N · m−1 and in the lateral direction
as kl = 142 909 N · m−1, resulting in the stiffness ratio of
kl/kd = 8403.

The linear-comb-drive actuator provides force to overcome
the stiffness from the folded spring and flexure hinges under an
actuation voltage V . The electrostatic force is given by

F = n
ε0hV 2

g
(11)

where n is the number of finger pairs (= 191), h is the height of
a finger (50 μm), g is the gap between two neighboring fingers
(5 μm), and ε0 is the electrical permittivity. Thus, the linear
comb drive can generate a force of 380 μN at 150 V.

The force from the linear-comb-drive actuator displaces not
only the comb drive and the folded spring that are connected
to it but also the rotary hinges in the parallelogram four-bar
linkage. In order to correctly predict and design the displace-
ment in the XY plane, the relationship between the end-effector
displacement and the angular displacement of the hinges in the
four-bar mechanism has to be derived. Equation (3) gives such
a relationship between the displacement of the end effector
and the rotation angle of four-bar linkages. Since the angular
deflection of the hinges and the displacement of the table are
relatively small when compared to the overall dimension of the
mechanism, the relationship between the angular deflection of
the hinges in four-bar linkages and the displacement of the table
can be linearized with Jacobian matrix J2 and its inverse J2inv[

Δθx

Δθy

]
= J2inv

[
Δx
Δy

]
, where

J2inv =

⎡
⎣

δθx

δx

∣∣
(−d0−L,d0+L)

δθx

δy

∣∣∣
(−d0−L,d0+L)

δθy

δx

∣∣∣
(−d0−L,d0+L)

δθy

δy

∣∣∣
(−d0−L,d0+L)

⎤
⎦ .

(12)

Partially differentiate (3) with respect to x, y

δθx

δx
= 0

δθx

δy
= − 1

L

√
1 −

(
d0+L−y

L

)2

δθy

δx
=

1

L

√
1 − (

x+d0+L
L

)2

δθy

δy
= 0. (13)

Evaluating (12) at T0(−d0 − L, d0 + L), we obtain
δθx/δx|T0 = 0, δθx/δy|T0 = −(1/L), and δθy/δx|T0 =
(1/L), δθy/δy|T0 = 0. As a result, inverse Jacobian matrix
J2inv is given by

J2inv =
[

0 − 1
L

1
L 0

]
. (14)

In our stage design, the value of parameter L is 1 mm, so
mapping of the stage displacement to the hinge angular dis-

placement is given by J2inv =
[

0 −1000
1000 0

]
.

The relation between the rotary deflections of the hinges in
the four-bar mechanism and the linear displacements from pris-
matic joints (linear comb drives) can be derived by combining
(4) and (12)

[
Δθx

Δθy

]
= J2inv

[
Δx
Δy

]
= J2invJ

[
Δdx

Δdy

]

=
[

0 − 1
L− 1

L 0

][
Δdx

Δdy

]

=
[

0 −1000
−1000 0

][
Δdx

Δdy

]
. (15)

When comb drives are actuated, the work done by the comb-
drive actuator is balanced by the energy stored in the hinges and
the leaf springs. Using the principle of virtual work

1
2
Fcomb−xΔdx +

1
2
Fcomb−yΔdy

=
1
2
Kspring(Δdx)2 +

1
2
Kspring(Δdy)2 +

1
2
× 4

× Khinge(Δθx)2 +
1
2
× 4 × Khinge(Δθy)2. (16)

The equation can be expressed in matrix form
[

Fcomb−xΔdx

Fcomb−yΔdy

]

=
{[

Kspring 0
0 Kspring

]

+ 4
[

Khinge 0
0 Khinge

]
(J2invJ)2

} [
Δdx

Δdy

]2

(16.1)

where Fcomb−x and Fcomb−y are the actuation forces for the X-
and Y -axes, respectively; Kspring is the stiffness of the folded
spring in the displacement direction; and Khinge is the rotary
stiffness of the flexure hinge. The coefficient 4 before Khinge

comes from four identical hinges inside a four-bar mechanism,
where the four hinges are deflected equally when actuated.

Assuming that only one axis (X) is actuated, we have
Fcomb−xΔdx = KspringΔd2

x + 4Khinge(1/L)2Δd2
x, so

Δdx =
Fcomb−x

Kspring + 4Khinge/L2
. (17)

From (17), using the designed parameters, Δdx is calculated
as 14.5 μm at an actuation voltage of 150 V. Due to symmetry
in the design, the same displacement can be achieved for the
Y -axis.

IV. DYNAMIC ANALYSIS AND FEA RESULTS

The natural frequency and modal shapes of the designed
device are important design parameters for its successful
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Fig. 4. Device deflection under self-weight and a load on the cantilever plate.

application to the high-bandwidth motion required in high-
throughput nanomanipulation and nanomanufacturing. A high
designed natural frequency enables the device to response
quickly and accurately to the rapid changes in the commanded
signals. In order to verify our device design, a finite-element
analysis (FEA) (using COMSOL) is performed to study the
dynamic behavior of the structure and to estimate the resonant
frequencies and the associated mode shapes. A 3-D model is
generated by AutoCAD and processed with COMSOL. Due to
node and memory limitations of the available FEA simulation
software, the fine triangular configuration of the moving parts
of the stage (which are used to reduce mass) is replaced by a
solid geometry. To compensate for the extra mass introduced
by this approximation, the material density of the moving parts
is scaled down appropriately.

Out-of-plane sagging of the stage and the cantilever due to
its own weight can cause problems in our design by reducing
the gap of the parallel-plate actuator and, consequently, the out-
of-plane motion. Furthermore, it can lead to the twisting of the
leaf springs and misalignment between the comb fingers, affect
the orientation of the stage, and introduce additional stresses
at the hinges. Thus, it is necessary to check the self-sagging
of the stage and the effect of tilt-plate actuation and torsion
bars on the stage through an FEA model. Two types of load
are given for FEA. One is the surface load corresponding to
the weight of the structure that is applied to the top surface of
the device, and the other is a point load along the Z-direction
acting at the center of the tilt-plate actuator to simulate the
actuation force for the cantilever. The result of FEA is shown
in Fig. 4. The sagging effect of the stage itself under the self-
weight and actuation force of the cantilever is negligible (less
than 5 nm) compared with the overall dimension of the end
effector and the gap of the tilt-plate actuator. The out-of-plane
cantilever deflection is mainly caused by deformation of the tor-
sion bar. The interference between the vertical actuation struc-
ture and the lateral displacement structure is minimized and
decoupled.

Since the structural responses in the lateral and vertical
directions are decoupled, we decompose the eigen-frequency
analysis into two subproblems, namely, lateral modes of the

stage system and out-of plane mode of the torsion bar and the
cantilever, to simplify the FEA problem and satisfy the node
and memory limitations of the available FEA simulation soft-
ware. Furthermore, while one might expect interaction between
the lateral and vertical motions because of the torsion spring, as
evident in subsequent discussions, this interaction takes place at
a frequency that is much higher than the frequencies associated
with the actuation modes in the lateral direction.

The natural frequency and mode shapes of the stage in the
lateral direction are analyzed by FEA, and Fig. 5 shows the first
six most dominant mode shapes for the system. The different
color indicates the different displacement in the mode vibration.
Among these modes, the first three modes are related to the
displacement of the end effector (through the compliance of the
folded springs and the parallelogram four-bar linkages), while
the last three ones are related to the lateral dynamics of the
torsion bars and the folded springs. Mode 1 has the leaf-spring
deformations in antiphase, while mode 2 has them in phase. It
can be seen that mode 3 is a rotational mode, while the first two
modes are the translational modes. The two translational modes
correspond to the in-phase and out-of-phase displacements of
the two comb drives (and related flexure springs) and result
in a displacement of the end effector in two perpendicular
directions. The modal frequencies are slightly different because
of the small differences in the end-effector displacements that
occur when the four-bar systems rotate in the same directions or
in different directions. Mode 3, in which the platform undergoes
a rotation, which is an undesirable parasitic motion for this
flexure mechanism, is roughly 16 times stiffer than the modes
associated with the desired XY motions. This is attributed
to the parallel kinematic XY stage design which, besides
producing a relatively high natural frequency associated with
the desired modal directions (the desired translational degree
of freedom in the XY plane), also provides for good sepa-
ration between the modes associated with the desired motion
and those associated with the parasitic motion. The frequency
separation can be even upgraded through the improved design
of the folded leaf spring.

The modal frequency and corresponding mode shapes of
the cantilever and torsion bars in the vertical directions are
analyzed by only modeling the end effector of the stage and the
cantilever structure. The end effector of the stage is assumed to
be stationary. Fig. 6 shows the first four dominant mode shapes
for the cantilever system. The color indicates the displacement
in the mode vibration. Among these modes, the first mode is
related to the out-of-plane rotation of the cantilever, while the
second to fourth modes are related to the combined dynamics in
the lateral direction and the out-of-plane direction of the torsion
bars. The modes 2 and 3 in Fig. 6 are related to the modes 4
and 5 in Fig. 5. Due to the extra vibration component in the
Z-direction, the frequencies of modes 2 and 3 in Fig. 6 are
larger than that in Fig. 5 (in-plane modes). Again, the parasitic
modes (modes 2–4) have much larger resonant frequencies and
are located far from the first dominant modes (for both the lat-
eral and out-of-plane motions), indicating a much higher stiff-
ness to excite these parasitic motions. Our designed response
for the cantilever structure is out-of-plane rotation associated
with the dominant mode.

Authorized licensed use limited to: University of Illinois. Downloaded on November 1, 2009 at 06:54 from IEEE Xplore.  Restrictions apply. 



DONG AND FERREIRA: CANTILEVER WITH SOI-MEMS PARALLEL KINEMATIC XY STAGE 647

Fig. 5. Lateral modal shapes and their corresponding natural frequencies.

Fig. 6. Modal shapes and their corresponding natural frequencies of the cantilever.

V. FABRICATION

The microfabrication processes that are utilized to fabricate
the active cantilever device with micropositioning XY stage are
shown in Fig. 7. The processes use four photolithography masks
for transferring patterns of the device, i.e., three for device-
side patterning and one for handle-layer patterning. Three
device-side patterns consist of a silicon nitride pattern used
to prestress the cantilever, a conducting Au/Cr pad pattern for
future wire bonding, and a device pattern for defining structural
components, such as the comb-drive actuators, the cantilever,
the torsion bars, etc. The actuators and mechanism are designed
to permit a monolithic fabrication of the structure. The mask for
the handle layer defines one electrode for the tilt-plate actuator
for the cantilever. The device is fabricated on a silicon-on-
insulator (SOI) wafer with a device layer thickness of 50 μm
and a buried oxide (BOX) layer thickness of 3 μm, which is
supported on a 600-μm-thick handle layer. The device with an

overall size of 4 mm × 4 mm of the bounding box without the
contact pads is fabricated on a die with a 15-mm × 15-mm
entire size. The device that is fabricated on an SOI substrate
allows for the two parts (stators) of the electrostatic linear comb
drives (fabricated on the device layer), and one electrode of
the tilt-plate actuator (fabricated on the handle layer), to be
electrically isolated from each other (by the BOX layer), while
the device layer components are structurally supported by the
handle layer.

The microfabrication process begins with the SC-1-cleaned
15-mm-square pieces of the diced wafer. The method of stan-
dard cleaning 1 (SC-1, 100 : 10 : 1 of H2O :H2O2 :NH4OH) is
performed to remove the debris and clean the surface of the
die after dicing [Fig. 7(a)]. A silicon nitride layer that is used
to prestress the cantilever for initial out-of-plane bending is
deposited on the device side using plasma-enhanced chemical
vapor deposition for creating a high-stress film. This is followed
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Fig. 7. Process flow for fabricating the active cantilever device with XY stage. (a) Initial SOI substrate. (b) Silicon nitride deposition and patterning to form
a prestress layer for the cantilever. (c) Chrome/Gold deposition to form the pad layers. (d) Front-side aluminum mask patterning. (e) Back-side aluminum mask
patterning. (f) DRIE of the back side. (g) Removal of the BOX layer by concentrated HF. (h) DRIE etching to release the device. (i) Releasing of parallel plate for
the cantilever by HF etching. (j) Removal of aluminum mask by aluminum etchant.

by photolithographic patterning with photoresist AZ 4620 and
by reactive ion etching of the exposed silicon nitride using CF4

plasma [Fig. 7(b)]. The electrical contact pads that are used
for wire bonding are composed of a chrome (17-nm) and gold
(392-nm) stack. These contact pads are aligned with silicon
nitride pattern and fabricated on the device layer by a metal
sputtering step, followed by patterning of the pad layer with
photoresist AZ 1518 manufactured by AZ Electronic Materi-
als, and wet chemical etching of the exposed metals by gold
etchants (3 min) and chrome etchants (1 min), respectively
[Fig. 7(c)]. After that, the device pattern, including all the
mechanisms and actuators, is aligned with the contact pads and
patterned on the device layer of the SOI die by photolithography
using photoresist AZ 1518. The final pattern is achieved by
sputtering of a 60-nm-thick aluminum layer and lifting off
of aluminum in an acetone bath through ultrasonic cleaning
[Fig. 7(d)]. The device layer is then protected by spin coat-
ing and hard baking a thin layer of photoresist (5-μm-thick
AZ1518) to protect the device-side pattern for the following
fabrication steps. The die is flipped over, and the handle-layer

pattern that defines the electrode for actuating the cantilever is
aligned with the device-layer pattern and fabricated by the same
process used for patterning the device layer [Fig. 7(e)]. Next,
the deep reactive ionic etching (DRIE) with Bosch process
using the STS Multiplex Advanced Silicon Etcher equipment
is used to etch the handle layer from the back of the device so
as to make the electrode of the tilt-plate actuator. The etching
cycle and passivation cycle time of the BOSCH processes are
optimized to yield a smooth sidewall profile with high aspect
ratio [Fig. 7(f)]. The exposed BOX layer was etched by using
concentrated HF (49%) acid [Fig. 7(g)]. The location of this
step in the fabrication step sequence is crucial; otherwise, the
residual stresses from the silicon dioxide film can destroy the
device during the subsequent DRIE step. Following the box
layer removal step, the device side of the die is subjected to
the DRIE Bosch process to etch the device pattern through
the device layer, leaving the different parts of the electrostatic
drives physically isolated from each other [Fig. 7(h)]. At the
end of this step, the tilt plates of the capacitor for actuating the
cantilever are still connected by the BOX layer.
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Fig. 8. SEM images of the fabricated device. (a) Overall structure. (b) Comb actuator for the stage. (c) Parallel-plate actuator for the cantilever.

They are released with the assistance of the release holes etched
into the plate on the device layer plate by a vapor-phase HF
release step that lasts for about 2.5 h [Fig. 7(i)]. In the last
step, the Al films that served as masks for the Bosch process
are removed by using aluminum etchant. The fabricated device
is shown in Fig. 8.

VI. CHARACTERIZATION AND EXPERIMENTAL RESULTS

The fabricated device is characterized by supplying different
driving voltages to the actuators (tilt-plate actuator for the
cantilever and comb-drive actuators for the XY stage) and
measuring the resulted displacement of the moving part of the
actuators and the table. The modal frequency corresponding to
the first mode of the XY stage is also measured and compared
with the theoretically predicted value. The Q-factor associated
with the stage is measured and reported. For static displacement
characterization, a voltage supply (Keithley Model 237) is used
to actuate the tilt-plate actuator and the comb drives of the stage,
which are mounted and connected on a probe station.

For active cantilever characterization, a Veeco NT1000
noncontact-interferometry-based optical profiler is used to mea-
sure the static out-of-plane displacement of the cantilever. The
measuring region is located at the center of the plate of the
cantilever. The fixed plate that is located on the handle layer
is used as the reference plane for detecting the vertical motion
of the cantilever. We choose to measure at the plate of the
cantilever instead of the tip of the cantilever because of the
limited measuring area available at the tip and the difficulty of
finding a reference plane near the tip of the cantilever. Fig. 9
shows the static displacement of the cantilever at the center of
the tilt-plate actuator. The pull-in voltage is about 4.6 V with a
maximum stable displacement of about 0.85 μm, which is very
close to the analytical prediction. The vertical displacement
of the stage that holds the torsion bar and the cantilever is
measured to be negligible within the measuring resolution.
The lever-arm effect should result in about 7-μm out-of-plane
displacement at the tip of the cantilever.

Fig. 9. Static displacement characterization of the active cantilever.

For the static displacement characterization of the microp-
ositioning XY stage, a voltage is applied to the linear comb
drive in increments of 10 V, and the resultant displacement is
measured using a high-resolution microscope with a resolution
of 1 μm attached to the probe station. Fig. 10(a) shows the
displacement of the comb drive that is aligned with the X-axis
of the stage as a function of actuation voltage. The comb
drive moves by 24 μm under an actuation voltage of 180 V.
Additionally, Fig. 10(b) shows that the displacement of the
stage is linearly related to the square of the actuation voltage,
as predicted by the electrostatic actuation theory. The other
comb has almost identical static displacement curves. The
displacements of the stage at the different voltages were found
to be repeatable within the resolution of the optical microscope.
Additionally, the maximum displacement of the stage is much
less than the elastic working range of all the deforming ele-
ments versus the folded springs and flexure hinges. Hence, there
is negligible material hysteresis of the complaint components of
the stage mechanism. The displacement of the end effector can
be reproduced accurately and repeatedly.

The dynamic behavior (natural frequency) of the stage is
tested experimentally. A signal generator (HP/Agilent 33220A)
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Fig. 10. Static displacement characterization of the XY stage. (a) Axis displacement as a function of actuation voltage. (b) Axis displacement varying linearly
with the square of the actuation voltage.

Fig. 11. Magnitude of vibration around the resonant frequency in air.

is used to generate sinusoid voltages with the required fre-
quencies that are amplified by a voltage amplifier (Trek Model
623B) to 0–30 V peak-to-peak (V = 15 + 15 sin ωt). This out-
put, with varying frequencies, is used to actuate the comb-drive
actuators. The resulting vibrational amplitudes are optically
recorded through the microscope. For each sampled frequency,
the steady-state response that is the vibration amplitude is
measured optically with a resolution of 1 μm. After an initial
sweep through the frequencies, the device’s resonant frequency
is located. Careful measurements are then made in a smaller
frequency window around the device’s resonant frequency to
obtain the frequency response shown in Fig. 11. Clearly, the res-
onant frequency of the device under test is about 2090 Hz, while
the theoretical prediction from FEA is about 2113 Hz. The
discrepancy comes from the dimensional variation from the fab-
rication process. Small changes in the dimensions between the
design and the actual device affect the stiffness of the fabricated
structures and, thus, the displacement and natural frequency.
The frequencies with amplitudes equal to 1/

√
2 of the maxi-

mum peak are around 2084 and 2094 Hz. Thus, the Q-factor
is approximately equal to Q = (f0/Δf) = 2090/10 ≈ 210 in
air. This relatively high Q-factor is attributed to the high stiff-
ness and good modal separation that result from the parallel

kinematic stage design. The large modal separation avoids the
superposition of the neighboring resonant peak. The superposed
resonant peaks may enlarge the effective frequency band of the
resonant peak Δf and decrease the Q-factor. The other reason
for the high quality factor is the etching away of the handle
layer, which decreases the film damping between the stage and
the handle wafer.

VII. CONCLUSION

In this paper, an active cantilever device integrated with
a high-bandwidth nanopositioning XY stage that was based
on a parallel kinematic mechanism was designed, analyzed,
fabricated, and characterized. The cantilever was connected to
the end effector of the XY stage through two torsion bars that
provided the rotary compliance of the cantilever. The cantilever
was actuated electrostatically through a separate electrode that
was fabricated beneath the cantilever. The active cantilever as a
functional manipulator was carried by a micropositioning stage,
which enabled high-bandwidth scanning and manipulation in
three dimensions. The parallel-kinematic-based microposition-
ing XY stage design produced linear kinematics in the oper-
ating motion range of the stage and generated well-dispersed
modal frequencies, with the dominant modes being the desired
translations. The relatively simple kinematics and dynamics
facilitated future control design for a closed-loop positioning
system. FEA simulations verified the design objectives. The
integrated cantilever device was fabricated on an SOI die,
and high-aspect-ratio features were fabricated by using deep
reactive ion etching (DRIE) processes. The actuation electrode
of the cantilever was fabricated on the handle layer, while the
cantilever and XY stage were at the device layer of the SOI
wafer. Experimental testing suggested that an estimated 7-μm
out-of-plane motion of the cantilever tip was obtained at 4.5 V,
and an observed 24 μm of lateral stage motion was achieved at
180 V. The dominant natural frequency of the stage system was
measured to be about 2090 Hz. A high Q-factor (∼200) was
achieved due to the high-stiffness parallel kinematic design.
The fabricated stages were adapted as chip-scale manufacturing
and metrology tools for nanomanufacturing and nanometrology
applications.
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Abstract
The rapid growth in nanosciences and technology has increased the need for high-precision
nanopositioning stage technology, an important aspect of which is calibration to a traceable
length standard with nanometre resolution. Direct calibration of the entire displacement range
to a traceable length standard is generally difficult and time consuming because of the dearth
of suitable and stable references and the need to remove all environmental disturbances during
the calibration procedure. This paper introduces an approach to implementing self-calibration
on a single-axis, dual-actuated, nanopositioning stage. It demonstrates how dual actuation on
such a system can be used to implement the transitivity and redundancy conditions required
for dimensional self-calibration so that only a single scaling input is required. The approach is
verified by a series of simulations and experiments to demonstrate repeatable self-calibration
of the axis to within 1 nm over a displacement range of 30 µm.

Keywords: self-calibration, auto-calibration, nanopositioning, metrology, dual-stage actuation

1. Introduction

In a precision positioning system, the positioning accuracy
and repeatability are possibly the two most important
characteristics. Accuracy of a positioning system is related
to the fidelity or conformity of the displacements it produces
in some chosen reference system with an agreed-upon length
standard, while the repeatability is the degree to which it
repeats its response under similar displacement commands.
Informally, if the stage’s displacement response to repeated
positioning commands is characterized by a distribution, the
conformity of the mean of the distribution to the length
standard [1] is a measure of its accuracy and the variance of
the distribution is a measure of its repeatability. More detailed
discussions may be found in [2, 3]. With the rapid growth of
nanosciences and technology, the need for positioning stage
technology with both accuracy and repeatability measured
in the range of nanometres or fractions of a nanometre,
while having displacement ranges several orders of magnitude
larger, has increased considerably. For example, the image
fidelity of a scanning probe and optical microscope (SPMs
and NSOMs) depends, to a very large degree, on the accuracy
of its scanning stage. Nanofabrication with electron and ion

beams and many of the emerging (direct-write) processes also
depend on the accuracy of the positioning stage for producing
accurate structures. While traceability to a common length
standard with nanoscale resolution is an immediate apparent
requirement for metrology applications, the rather high
size dependence of many phenomena that exploit nanoscale
features and the emerging need for multiple processing steps
on different tools make it an increasingly critical problem.
Acknowledging the difficulty and challenges of obtaining and
maintaining nanoscale repeatability, this paper addresses the
problem of obtaining and maintaining nanoscale accuracy on
a dual-actuated, single-axis nanopositioning stage.

The positioning accuracy of a stage deteriorates as a result
of errors in assembly and inaccurate sensing systems. Slow
changes in the errors occur as a result of ‘quasistatic effects’
such as flexural deflections, relaxation of internal stress in the
members, slow changes in sensing gains/calibration, wear,
flexural and thermal strains and other such effects [4, 5]. As
a result, in spite of initial calibration, periodic calibration
to known length standards is required to compensate for
such systematic errors (or errors that persist and repeat as
a function of position and other measurable quantities such
as temperature, loading, etc) that enter a system [5–7]. Such
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Figure 1. Different patterns for lateral calibration [14].

(This figure is in colour only in the electronic version)

calibrations are typically carried out by using a dimensional
measurement system or artefact whose accuracy is at least
an order of magnitude better than that expected from the
calibrated system. In general, calibration procedures are
difficult to perform and time consuming, requiring highly
qualified personnel and specialized instrumentation. A
number of calibration and error measurement procedures are
standardized so as to formalize and make their results verifiable
and transferable [8–10]. In the context of nanopositioning,
the problem is further aggravated because in many cases
the reference artefact or transducer has errors of roughly the
same order of magnitude as the device to be calibrated, the
system is highly susceptible to environmental disturbances
and measurement access for external transducers without
perturbing the system is difficult. While national standard
facilities have stabilized laser interferometers capable of
picometre-level accuracies and resolution [11], the transfer of
length measures with nanometre-level accuracies has proved
challenging. The current work in calibration of SPMs is
instructive of the challenges encountered. For example, a
common method for lateral calibrations is through the use
of high-resolution grid patterns [12, 13]. Figure 1 taken from
[14] depicts the different patterns for lateral calibration of such
systems with different resolutions. Challenges in transferable
length scales arise from the variations within the artefact and
lack of feature definition (rounded corners, edges that are not
sharp and slanted sidewalls) that give rise to uncertainty. These
uncertainties are further confounded by variations in the tool
itself (for example, geometry of the probe) that are difficult to
deconvolute from the measurements.

An approach to mitigating the dependence on
precalibrated artefacts is to use a self-calibration approach in
which the errors of the tool and the artefact are simultaneously
estimated. Evans et al [15] provide a very nice discussion on
how reversal, redundancy (in measurements) and other similar
ideas are used in estimating tool errors such as perpendicularity
errors. Raugh [16, 17] has done extensive work on the

theory and application of self-calibration in 2D (XY) systems,
identifying and explaining the role of symmetry, transitivity
and redundancy in self-calibration (will be discussed in more
detail in the following section). In essence, self-calibration
in its most basic form involves an artefact with measurement
features spaced over a regular pattern (a grid, for example).
When the artefact is placed on the stage and a measurement
is made, the observed error is composed of both the artefact
error at that point and the stage error at some specific point in
its working range. The pattern remains invariant over some
set of rigid body motions (e.g., a translation by the pitch
of the grid or a rotation about the z-axis by a multiple of 90◦);
this provides a means of making measurements that permute
the errors of the positioning systems at specific locations with
those of the artefact at specific measurement features. The
idea is to have a set of equations, such that all the errors
(on the artefact and the desired points on the stage) have a
transitive relationship, so that knowledge of one error value
leads to solvability for all errors (unknowns in the system of
equations). This knowledge is inserted into the system through
a single traceable standard scale value. Thus, self-calibration
reduces the amount of traceable standard information required
for calibration. Of course, the results of the calibration depend
on the robustness of the procedure to measure errors and
it is here that redundancy and multiple measurements are
used. In other literature relevant to self-calibration in this
context, Raugh has applied self-calibration to the calibration
of a two-dimensional positioning system for electron beam
lithography [18, 19]. Takac has discussed the congruency and
transitivity in the one-dimensional calibration case to obtain
reproducibility of calibration [20]. Lee and Ferreira have
extended self-calibration to triangulation- and trilateration-
based calibration in 2D and 3D spaces using a one-dimensional
transducer [21], and then experimentally verified the methods
using a coordinate measuring machine (CMM) [22].

In the context of SPM lateral calibration and
nanopositioning stage technology, self-calibration alleviates
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Figure 2. An ideal scale (grey) and a physical scale (black) with static error produce a correct calibration of the physical sensor by direct
observation of differences.

the problem of inaccurate artefacts. However, it does not
solve the problem of lack of feature definition. While the use
of artefacts is convenient for devices that have measurement
capabilities on them (metrology and imaging tools), it is quite
difficult to measure artefacts with nanoscale resolution on
stages being used for other purposes. Further, self-calibration
processes that use such an external reference artefact are
susceptible to errors in positioning and repositioning of the
artefact (that are essential to produce the aforementioned
equations that permute the stage and artefact errors).

In many nanotechnology applications, dual actuation is
used to extend the range, resolution or bandwidth of the
stage. For example, a piezo-actuated positioner may be
mounted on a conventional leadscrew-driven stage to increase
both the bandwidth and the resolution, or two piezo-actuated
positioners may be stacked to increase the displacement range.
The main contribution of this paper is to demonstrate how
dual actuation of an axis can be exploited to make it self-
calibrating. The procedure we develop does not require an
external artefact. Each of the actuators plays the role of the
artefact for calibrating the other. However, the procedure
does require the introduction of standard scale information
into the system (and this may be done by a simplified artifice
with one traceably calibrated dimensional feature). Once
introduced, this scale information can be passed along to all
positions (scale graduation marks) on the axes through the
transitive relationships developed by permuting displacements
of the actuators to produce the same axis displacement. It
turns out that the basic self-calibration procedure of Raugh
[1] is fully applicable to this situation. Section 2 reviews
the mathematical formulation of the self-calibration problem,
while section 3 applies it to the dual-actuated, single-axis self-
calibration problem. Section 4 gives simulation results for
different error characteristics and measurement noise levels
of each of the actuators/sensors of the two stages. It also
discusses experiments involving a dual-actuated stage with
nanometre resolution. Section 5 draws up conclusions and
recommendations.

2. Self-calibration fundamentals

The displacement measured by a sensor can be divided into the
following components: commanded or desired displacement,
systematic or repeatable error and random, non-repeatable
error or noise. The desired displacement or position is

assumed to be known and measurable by a traceable length
standard. Systematic error is a repeatable error that can be
attributed to static and quasistatic effects such as assembly
errors in the stage’s structure, sensor inaccuracies, etc. The
noise can be considered as random behaviour that accrues
from external and internal disturbances such as electrical
and environmental noise. Through proper control of the
environmental conditions, electromagnetic shielding and other
such arrangements, or through repetitions and subsequent
averaging, these can be reduced to an acceptable level, but
cannot be completely eliminated. Being random with no
systematic information, such effects, grouped together, are
assumed to be characterized by a normal distribution with
a zero mean and a standard deviation reflecting the relative
size of the uncertainty. The purpose of calibration (or self-
calibration) is to assess the value of the systematic errors. As
mentioned above, a displacement in a given reference frame
and measured by the ith position of a scale can be expressed
as follows:

Mi = T i + Qi + N(0, σ ), (1)

where Mi , Ti , Qi and N(0, σ ) are the position measured by
the scale, the desired or true position systematic error at the
ith calibration position and the random error or measurement
noise (normally distributed with a mean value of 0 and
standard deviation of σ ), respectively. In particular, since
the formulation of the self-calibration problem only considers
systematic errors (assuming that the effect of the noise term can
be removed by repetitions and averaging), (1) can be simplified
to

xi = xi + ei, (2)

where xi , xi and ei are the position/displacement measured
by scale, true position or displacement and the systematic
error at the ith calibration position, respectively. Figure 2
schematically depicts the terms in this equation for one-
dimensional or linear calibration. In figure 2, the grey grid
or scale represents an ideal artefact or scale, while the black
grid represents a physical scale with some error. In this case,
the errors of the physical scale can be estimated by direct
comparisons with the reference or ideal artefact. However,
in general, an ideal reference artefact or scale is expensive to
construct and difficult to maintain. A more common situation
is to have the availability of two scales, both of which have
errors. In such a situation, a measurement of error made
at a position by comparing the two scales must consider the

3
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Figure 3. Two physical scales with their origins aligned [20].
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Figure 4. A comparison of two physical scales when the second scale is offset to align its first grid with the origin of the first scale [20].

errors inherent in both scales at that measurement position
or displacement. The calibration problem then involves
simultaneously assessing the errors of both scales and is called
self-calibration. In the discussion that follows, the technique
for resolving the errors of two inaccurate scales (one on the
stage and the other being an external reference) is, in large
part, adapted from [1, 15, 20].

Suppose we have two nominally identical measuring
scales, each with n nominally equidistant graduation marks,
but having different errors that we would like to estimate.
Then, when the origins of the two scales are aligned, at each
graduation or calibration point the difference in errors of the
two scales can be written down as

x1
i − x2

i = (
x1

i + e1
i

) − (
x2

i + e2
i

)
= e1

i − e2
i = Oi, i = 1, 2, 3, . . . , n, (3)

where x1
i , x2

i , x1
i , x2

i , e1
i and e2

i are the measured positions,
desired or true positions and the systematic errors of the first
and the second scales at the ith calibration point, respectively.
Since the origins of the scales are aligned, the true positions
for the two scales, x1

i and x2
i , are the same and therefore cancel

each other out in the equation. As shown in figure 3, which is a
modified version of [20], by aligning the origins of two scales,
the difference in error can be obtained from the difference in

measurement at every point. However, the individual errors
of the scales cannot be estimated from the difference because
the number of errors to be estimated is twice the number of
the measured differences. Moreover, the relationships do not
satisfy transitivity requirements, making it infeasible for errors
to be estimated, even with the input of a known value for one
of the errors.

The problem of transitivity and the deficit in the number
of equations can be solved by introducing an offset to the
origin of the second scale. If the second scale is shifted
by one graduation mark so that its first graduation mark is
aligned with the origin of the first scale, then an observation
of the differences in scale marks now involves the difference
in errors at offset scale marks of the two scales. This provides
the required transitivity to the set of equations, and it produces
an additional n observations. Figure 4 shows the arrangement
when such an offset is introduced between the scales. As
shown in figure 4, the error pair composed in an observation
is different. The second scale’s error at the (i +1)th position
is now involved with the ith position of the first scale in an
observation. This new permutation of scale errors results in
transitivity in the set of equations. Generalizing, if an offset
involves aligning the jth graduation mark of the second scale
with the origin of the first scale, the difference in measurement
at the ith graduation point has the following relationship:
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Figure 5. Configuration for the self-calibration of a dual-axis
system.

x1
i − (

x2
i,j − Offsetj

) = (x1
i + e1

i )− {(
x2

i,j + e2
i,j

) − (
x2

j + e2
j

)}
= e1

i − e2
i+j + e2

j = O
j

i , j = 1, 2, 3, . . . , m (4)

where x1
i , x1

i , e1
i , x2

i,j , x2
i,j , e2

i,j , Offsetj and O
j

i are the
measured, true positions and errors of the two scales when
the offset Offsetj aligns the jth graduated position from the
origin of the second scale with the origin of the first scale,
and the measurement is being done at the ith graduated
position of the first scale. Now consider the case when
j = 1. The observation O1

i = e1
i − e2

i+1 + e1
1 when taken

with the ith and (i+1)th equations of the system in (1), i.e.
Oi = e1

i − e2
i and Oi+1 = e1

i+1 − e2
i+1, produces the transitivity

required between the error terms of the first scale, i.e. between
e1
i and e2

i+1. Similarly, a transitive relation for the error terms of
the second scale is simultaneously produced. Such an offset by
one graduation mark produces only an additional n equations,
and the rank of the resulting system is 2n with 2n + 1 unknowns.
In fact, no permutation possible by rigid body transformations
on the two scales gets rid of this rank deficiency, which must be
resolved by the introduction of some external information, i.e.
scale information. Redundancy can be developed in the system
of equations by sequentially introducing offsets of origin from
the first to the mth graduation point in the calibrating range.
Further, additional permutations can be obtained by ‘scale
reversal’—reversing a scale and aligning the nth point of one
with the origin of the other. With the introduction of the
scaling information, the transitivity obtained through the offset
or reversal operation and the redundancy obtained as a result
of repeated offset operations, a robust estimate of the errors
can be obtained through a least-squares solution of the set of
equations.

3. Self-calibration with dual actuation

Dual actuation of an axis is often used to extend its capabilities
(e.g., resolution, range, bandwidth for small displacements).
In this section, we adapt the basic idea of self-calibration
for implementation on dual actuation. For nanopositioning
systems, since sensors such as capacitive sensors are used
instead of scales, we will refer to the measuring devices as
‘sensors’ instead of scales. As previously mentioned, each
actuator’s sensor plays the role of the external scale/artefact
to the other, thus allowing for the self-calibration of the
system. Figure 5 shows a schematic of the two drives and
feedback sensors. The sensor configuration chosen is well
adapted to typical flexure-based nanopositioning systems. In
such systems, because of the typically small displacements

involved, both sensors can be connected to the inertial frame.
In other situations, different sensor configurations may be
used, but the general approach does not change. In this study,
it is assumed that the first sensor (sensor 1) plays the role
of the feedback sensor for the lower stage and the second
sensor (sensor 2) works with the upper, fine motion stage that
is mounted on the lower stage’s table. Because this second
sensor is mounted in the inertial frame (i.e. the machine’s
base), it reads that the displacement of both stages’ sensors is
fixed to the ground. Conversely, a motion of the lower stage
is recorded on both sensors, but the motion of the upper stage
is only recorded on the second sensor.

To conduct self-calibration of the system, the two
actuators are first moved so that both sensors register zero.
This is taken as the origin of both actuation stages. The
bottom stage is then moved through discrete uniform steps
(corresponding to the graduation marks in the previous
section), and the displacements are recorded on both sensors.
The difference in the readings on the two sensors produces
the values that correspond to the observations Oi in (3).
After stepping through n such equally spaced positions, the
lower stage is returned to its origin. The upper stage is
now displaced through one step and the process is repeated
with the lower stage taking n steps with the differences at the
sensors being recorded to produce observations O1

i of (4). The
process is repeated with the offset of the upper stage increasing
progressively up to m steps. Each such repetition produces an
observation set, O

j

i , of (4) with j increasing up to a value m.
This sequence of actuations and observations produces

a set of equations that can be assembled into matrix form,
AE = O, where A is a relational matrix of dimension [nm,
2n + m], E is a vector of dimension [2n + m] consisting of
errors at n points and n + m equally spaced points on sensors
1 and 2, respectively, and O is a vector of dimension [nm],
containing the observed differences in the readings of the
sensors for each permutation of displacements at the two
actuators. This assembly of equations into matrix form is
as follows:

AE = O

nm
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Figure 6. Flow chart of one-dimensional self-calibration for a dual stage.
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(5)

As previously mentioned, only one offsetting (of the upper
sensor relative to the lower sensor) operation is required to
generate enough equations to solve for all unknowns (when
some scale-defining information is input into the system).
However to obtain some robustness against measurement
errors, multiple offsets provide the requisite data redundancy.
Irrespective of the number of offsets used, an analysis of the

relational matrix, A, in (5) quickly establishes the need for the
introduction of scale-defining information because the matrix
remains rank deficient with a rank of 2n + m − 1. Suppose
such information is inserted in the form of knowledge of the
error of the first graduation mark of sensor 1, then when that
value is inserted for e1

1, the result system in 2n + m − 1
unknowns can be easily solved for. Alternatively, an additional
equation containing this information can be introduced into
the system of (5). When this system has redundant equations
(because of multiple offsetting operations), it can be solved
using least squares, producing a solution given by

E = (AT A)−1AT O. (6)

When solving the system using least squares, care must
be given to how the scaling information is inserted. If it is
inserted as an additional equation into the system of (5), it will
only be given a weight equal to every other equation in the
system and therefore not be enforced exactly (i.e. the equation
may have a non-zero residual in the least-squares solution). If
exact enforcement is desired, the set of (5) must be reduced
to a system in 2n + m − 1 unknowns before solving it by the
least-squares procedure.

In this way, self-calibration can be implemented on a dual-
actuated axis without the use of an external artefact or scale but,
instead, by using the internal actuation and sensing redundancy
of the axis itself and only one external piece of information
for scaling to a traceable length standard. As mentioned
earlier, this information may be input into the system by means
of a simple artefact with one feature/dimension calibrated
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Figure 7. The variation of RMS errors with the number of offset operations: (a) when the noise has a mean of 0 and standard deviations of
1.5 nm for sensor 1 and 1.0 nm for sensor 2, (b) when the noise has a mean of 0 and standard deviations of 1.0 nm for sensor 1 and 3.0 nm
for sensor 2.
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Figure 10. Experimental set-up of a dual-stage positioning system with two capacitance sensors.

to a traceable length standard. The flowchart in figure 6
outlines the procedure for self-calibration of a dual-actuated
axis.

4. Simulation and experimental verification

The behaviour of the approach proposed in section 3
for self-calibration of dual-actuated nanopositioning stages
is studied using simulations for its ability to deal with
random measurement errors and different systematic error
characteristics. The physical scheme modelled is the same as
that shown in figure 5 and discussed in the previous section. In
the simulation, it is assumed that the sensors produce analogue
outputs which contain a random component modelled by a
normal distribution with the mean of 0 and a specified standard
deviation.

To study the effectiveness of increasing the measurement
redundancy by increasing the number of offset steps (note
that each offset step on the upper actuator introduces ‘n’
new equations, where n is the number of steps carried out
by the lower actuator) and to determine typically how many
offset operations are needed, two simulations are performed
with different levels of measurement noise and repeated for
an increasing number of offsets. In these simulations, the
number of steps at which the lower sensor is calibrated, n,
is 20 and that for the upper sensor, n + m, is 40 and the
step size is 1 µm. The systematic errors are drawn from the
functions given in equations (7) and (8) before the simulation
of error measurement at each of the 2n + m points on the
two sensors. Whenever a reading of a sensor at a particular
point is simulated during the execution of the self-calibration
simulation, this pre-determined value is added to the nominal
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Figure 12. Influence of misalignments between the sensor, target and actuator: (a) when only the sensor is misaligned, (b) when the sensor
and the target are misaligned.

displacement associated with the point. In addition, during
each simulated reading of a sensor a simulated noise term is
also added. The observations are simulated as per the steps
outlined in the flowchart of figure 6. Figure 7(a) shows the
RMS (root mean square) value of the estimation error of the
self-calibration process for different numbers of offsets when
the systematic errors were drawn from (7) and (8) and the
measurement noises at sensors 1 and 2 were N(0, 1.5) and
N(0, 1.0), respectively, where the standard deviation is in
nanometres. Figure 7(b) shows the same results when the
noise levels at sensors 1 and 2 are N(0, 1.0) and N(0, 3.0)
respectively. For the case when the offset is 1, the system of
equations is solved exactly. For all other offsets, least squares
is used to estimate the sensor errors. From the results, it is clear
that the self-calibration procedure with more than three offset
steps performs at a level slightly better than the measurement
noise level with very slow improvement (probably due to the
averaging effect of increased redundancy) with number of
offsets.

To understand the susceptibility of the approach to
measurement noise, known systematic errors drawn from a
N(0, 10.0) distribution were introduced into the system. Seven
simulations (with n = m = 20) were then conducted, each with
an increasing level of measurement noise. The first experiment
had no noise. In the remaining six, the RMS of measurement
noise is increased relative to that of the systematic error
by drawing the measurement noise from a distribution N(0,
SD), with SD increasing gradually from 0.5 to 5 nm (or
from 5 to 50% of the standard deviation of the distribution
that generated the systematic error). Five repetitions of the
simulation experiment were conducted at each measurement
noise level. Figure 8 shows how the RMS value of estimation
error normalized against standard deviation of the distribution
from which the systematic errors were drawn varies as the
ratio of the standard deviations of the measurement noise to
systematic errors. The fact that the ratio stays below 1 for
noise levels approaching 50% of the signal (systematic errors)
suggests a robust calibration technique.
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Figure 13. Verification of the original estimated systematic error using a known disturbance. (a) Estimated error with the disturbance
overlaid on the original estimated errors. (b) Comparison between the introduced and estimated disturbances when the original estimated
errors are subtracted.

To demonstrate the estimation performance for known
functional forms of the systematic sensor error, a simulation is
performed. In the simulation, the calibration interval was set
to be 1 µm with the calibration ranges of 20 µm for sensor 1
and 40 µm for sensor 2. The measurement noise is modelled
as a random signal normally distributed with the mean of 0
and the standard deviation of 2 nm. The data are averaged
with 100 samples at every calibration point to simulate a
typical measurement that would be conducted to take care of
the high-frequency measurement noise. The simulation uses
a sinusoidal systematic error for sensor 1 and a linear error
characteristic for sensor 2, as follows:

e1
i = 0.001 · sin

(π

5

(
x1

i

))
(7)

e2
i = 0.0002 · x2

i − 0.0002. (8)

Similar scaling information input is used as the first two
simulations. The simulation results are shown in figure 9, in

which the estimated error successfully tracks the modelled
error with the maximum estimation error of 0.17 nm in
sensor 2. The RMS of estimation errors of sensors 1 and
2 are 0.084 and 0.15 nm, respectively. From these simulation
results, it may be concluded that the self-calibration method for
dual-stage positioning is capable of resolving the errors of the
two sensors with high fidelity, with the RMS of the estimation
error being less than 11% of the measurement noise.

With the simulations indicating robust and consistent
behaviour for the self-calibration method with three or more
offset steps, an experimental verification of the method on a
dual-actuated nanopositioner was attempted. Figure 10 shows
a photograph of the experimental set-up. The dual-actuated
nanopositioner is realized by stacking two modular piezo-
driven parallelogram 4-bar single-degree-of-freedom flexure
stages [23] together. Each stage has a maximum travel range of
40 µm. The sensor configuration has two capacitance sensors
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Figure 14. Verification of the original estimated systematic error using a known disturbance. (a) Estimated error with the disturbance
overlaid on the original estimated errors. (b) Comparison between the introduced and estimated disturbances when the original estimated
errors are subtracted.

that are to be calibrated. They are mounted in the base frame
in exactly the same manner as depicted in the schematic of
figure 5. A Delta-Tau UMAC Turbo controller is used for
the control of the system. The two capacitance gauges (ADE
Corporation, Gauge type: 4810) have a linearity of about 11.54
and 11.48 nm, an accuracy of 17.00 and 13.09 nm and a noise
level of 0.87 and 0.89 nm, respectively. The UMAC Turbo
controller drives the piezo actuators (APC Internationals Ltd,
Pst150/5×5/7) using an amplifier (CEDRAT technologies,
LC 75A) with the amplification ratio of 20. In figure 10,
the additional sensor seen at the side of the set-up is used
to verify the initial zero position for the two stages; it does
not participate in the process of self-calibration, but rather
it is there for the convenience of running the calibration
experiment.

Calibration ranges for the upper (sensor 2) and lower
(sensor 1) stages/sensors are 30 and 20 µm, respectively.
Each calibration point or graduation mark spacing is set to

2 µm. Therefore, the numbers of calibration points for
lower and upper stages/sensors are 10 and 15. The high-
frequency sensor noise was around ±20 nm. Therefore, at
every calibration point the position was measured using the
two capacitance gauges with the sampling frequency of about
73 Hz for 55 s. The obtained values were averaged to minimize
the influence of a high-frequency sensor noise. To check the
repeatability of the calibrated results, the experiments were
performed twice on two different days. Figure 11 shows
the estimated errors of upper and lower sensors. The maximum
error of the lower sensor is 6.3 nm at 20 µm away from
its origin, while the upper sensor has the maximum error of
−50.4 nm at 30 µm away from its origin. The errors of
both sensors seem to vary almost linearly with displacement
but with slopes of different signs. The cases of positive and
negative slopes may possibly be generated by assembly errors,
as shown in figure 12. The error of the lower sensor has
a positive slope suggesting that the sensor is inclined at an
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angle of 0.0251 radians relative to the direction of motion,
assuming that the target is correctly mounted. In the case of
the lower sensor which has a negative slope error, the target
and sensor have an inclination of 0.0580 radians with respect
to the direction of motion, assuming that the target and sensor
are correctly aligned with each other. The difference between
the estimation results obtained from two repetitions of the
self-calibration procedure is 1.3 nm (lower sensor) and 3.4 nm
(upper sensor). The RMS of the differences are 0.62 nm
(lower sensor) and 1.38 nm (upper sensor). Therefore, one
may conclude from these observations that the self-calibration
procedure produces very repeatable calibration results.

The question that arises from such a self-calibration
process is whether the estimated errors are artefacts of the
experiment and the self-calibration procedure or whether
they are really present in the system. To some extent,
the consistency of the results in the two repetitions of
the experiment suggests the latter. To further verify their
existence, a third experiment was conducted in which an
intentional known perturbation of errors was superimposed
on to the system (at sensor 1), as in [22]. These perturbations
are drawn randomly from a normal distribution with the mean
of 0 and the standard deviation of 20 nm, a value between the
absolute maximum values of the errors of the two sensors. This
known perturbation of error is introduced into each command
of the lower stage so that

X1
command,i = X1

nominal,i + �X1
i , (9)

where X1
command,i , X1

nominal,i and �X1
i are the actual command

to a lower stage, nominal command position and the known
disturbance given intentionally at the ith calibration point when
the system of linear equations is constructed. While the values
of �X1

i are known to the experimenter, they are not known
to the self-calibration process and the estimation algorithms it
uses. Therefore, they should show up as superimposed over
the true error characteristics of sensor 1. Other than this, the
calibration process is repeated in precisely the same manner as
the previously described experiment. Figure 13(a) shows the
errors identified on sensor 1 by the self-calibration procedure
after the known perturbations were introduced along with the
original error characteristics of the sensor (the average of
the errors identified in the two previous repetitions of the self-
calibration process). Figure 13(b) shows how the identified
perturbations match up to the introduced perturbations, after
the originally identified errors of the sensor are subtracted out.
Figure 14 shows similar results for a second repetition of the
experiment with different values of perturbations introduced
to the systematic error, drawn from the same distribution as
before. The close match—the RMS error is 1.2 nm and the
maximum difference is about 2.2 nm—and the repeatability
of the results give us confidence both that the self-calibration
process works and that the error that is identified is in fact
present on the sensor and is not an artefact of the identification
process.

5. Conclusions

This paper has addressed how the external artefact-based
single-axis self-calibration technique can be adapted to self-

calibration of a dual-actuated single axis without the need for
an external artefact that explicitly defines each measurement
point (the external scaling information input to a traceable
length standard is always required, and this may be introduced
into the system by a simple artefact). The approach exploits the
redundancy in sensing and actuation of such systems to provide
the transitive relationships needed to pass the external scale
information to the different calibration points in the system.
Needing no external artefact and hence no positioning and
repositioning, the approach can easily be automated and run as
a procedure in the start-up sequence of an automated tool. The
approach developed is particularly applicable in the context of
nanopositioning technology where obtaining a stable artefact
with a well-defined feature and positioning and probing it with
high repeatability can be challenging and time consuming.

The self-calibration process developed in this paper has
been shown to be effective through both simulations and
experiments. The procedure allows for the introduction of
any desired number of redundant observations through the
selection of appropriate procedure parameters (in this case,
the number of offsetting steps), allowing the user to tune the
procedure’s ability to alleviate the effects of measurement
noise. Using this parameter, the process was shown to be
capable of reducing its RMS of the estimation error to a level
below the standard deviation of the measurement noise. In
experiments, the approach was able to reproducibly identify
error characteristics to within a fraction of a nanometre, using
relatively standard commercial off-the-shelf measurement and
actuation components. A very high level of repeatability was
observed in different sets of experiments conducted at different
times, in spite of a relatively high level of measurement noise
and only nominal control of environmental disturbances. This
repeatability was found to be around 1 nm (RMS error) over
three different experimental runs, indicating a robust self-
calibration procedure. Besides the applicability of this self-
calibration procedure for nanopositioning stages, it is also
applicable to conventional stages and positioning systems.
Future work will address multi-axis (XY and XYZ) stages,
in which the interaction between different axes, such as
squareness and perpendicularity errors, contributes to the
systematic errors of the system.
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Abstract
This paper presents a method for driving a MEMS electrostatic actuator, while simultaneously
sensing the resulting displacement/capacitance without the use of an additional physical
sensing structure. The approach superposes the sensing and actuation signals into a single
input into the system and obtains its mechanical (displacement) response from the modulation
(amplitude or phase) it produces on the sensing input. The approach is analyzed and
experimentally shown to produce an amplitude modulation of 0.1857 mV µm−1 of
displacement on electrostatic drive that produces a displacement of 14 µm at 100 V and a
0.55 pF capacitance change from a nominal capacitance of 0.35 Pico farads. The approach
enables a very cost-effective and convenient approach to detect the displacement of MEMS
devices for a variety of applications in the laboratory environment, and provide a potential
feedback signal for closed-loop control of electrostatically driven MEMS devices.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

In MEMS (micro electro mechanical system) devices,
capacitive structures have been widely used in both actuation
(as electrostatic or comb drives) and sensing applications.
Electrostatic actuators (see figure 1), including parallel
plate actuators [1, 2], lateral comb drives [3–7] and
vertical comb drives [8], provide a means of producing
controlled translation or rotational displacements. In the
context of silicon-based MEMS devices, unlike the other
actuation technologies, electrostatic actuators avoid extra
processing steps and the need for integrating additional
materials, such as shape memory alloys, piezoelectric
film/actuators or magnets/coils. Thus they have been used
in many applications, such as variable optical attenuators
(VOA) [1], micro/nano positioning stages [2–4], scanning
probe microscopes [5, 7], data storage [6, 7] and optical
mirrors [8].

For active MEMS devices, it is very important to
monitor the displacement of the moving parts (manipulators).
These displacements either reflect a measurement of certain
physical/chemical properties or values when the device
interacts with the environment, or provide precise positioning
information for desired tasks. For the case that the

motion is out of the plane for optical applications, optically
based methods can conveniently be used to characterize the
capabilities of a device. For example, optical interferometric
surface profilometers [8] are used to get static measurements
of vertical motion and laser Doppler vibrometers [1, 8] are
used for dynamic measurements of out-of-plane motions.
The interferometry-based displacement detection approaches
generally have high measurement resolution, but are limited
by their response speed because of the need for noise
filters and averaging. Further, because of the size of the
components used, they are difficult to use in the measurement
of lateral displacements for MEMS applications. For in-
plane comb drives, microscopy is often used to calibrate
displacement [3–5]. While conventional optical microscopes
are limited by the diffraction limit to about a 0.5 µm resolution,
scanning probe microscopes such as near field scanning
optical microscopes (NSOM) and atomic force microscopes
(AFM) can be used for higher resolutions. Scanning electron
microscopy (SEM) is not suitable for such measurements
because of interaction between the electrostatic actuators and
the electron beam. Calibration of lateral displacements is
also done by calibration artifacts such as gratings and other
repeating patterns [25]. In general, these techniques are good
for calibrating displacements of MEMS devices, but cannot be
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Figure 1. Examples of electrostatic or comb drives. Left: linear comb drive; right: rotary comb drive.

used for closed-loop control or measurements during operation
and interaction with other structures.

Capacitive sensing provides a potentially high-precision,
high-sensitivity displacement detection method. The
capacitance of a structure changes as the relative position
of two electrodes on the structure changes. This effect has
been used widely in capacitive sensors, such as capacitive
pressure sensors [9], capacitive bending strain sensors [10],
accelerometers [11], position sensors [27] and encoders for
long-range position sensing [12, 13]. Due to the scale of
MEMS devices, the capacitance changes are generally very
small (<1 pF). Parasitic capacitance from the measurement
setup makes precise detection of tiny capacitance changes a
challenging issue. Commercially available LCR capacitive
meters are used to measure the capacitance from strain
sensor [10] and positioning sensors [14, 15]. Resonant LCR
circuits [9, 15, 22] are also used to detect the change of
capacitance in comb drives. A resonant LCR circuit is built
by connecting an inductor and a resistor to the capacitive
structure, in this case a comb drive. As the capacitance
changes, the resonant behavior changes accordingly; this
change is used to detect the capacitance change. For the
packaged MEMS devices, electronics circuits are integrated
onto the same chip so as to minimize the parasitic capacitance
and achieve high measurement integrity. An electronic readout
interface converts the measured capacitance to a voltage
for position readout. Charge amplifiers [12, 13, 21] or
differential charge amplifiers [18, 19, 28] are used to measure
capacitance by measuring the charge flow with respect to
reference voltage from an oscillator. The generated dc voltage
output is proportional to the charge flow going through the
measured capacitor and therefore proportional to the measured
capacitance. These circuit designs are optimized to fit for
different requirement [16, 17]. Besides the above charge
amplifier based circuits, ac bridge circuits [20] are also used
to measure small capacitances. The difficulty lies in adjusting
the bridge circuit to balance both magnitude and phase.

In most previous research, actuation and capacitive
sensing are implemented through separate physical structures.
In such schemes, there is an actuation structure, such as
an electrostatic drive [2, 12, 13, 22, 24, 26] or thermal
actuator [15], as well as a separate sensing capacitive structure,
most typically, a comb structure. For MEMS devices, the

sensing structure increases the overall size of the device
and takes up precious real-estate decreasing the favorable
economics of parallel fabrication of typical lithography-based
micromachining processes. Further, it adds to the moving
mass of the system, resulting in a decrease of the resonant
frequency and hence the frequency range of operation of
the device. Also, the additional flexural structures such as
hinges or leaf springs associated with the sensing structure
add mechanical resistance that reduces the displacement range
of the device. It would therefore be advantageous to use
the same capacitive structure, such as a single comb drive,
simultaneously for both actuation and sensing purposes.

This paper proposes, develops and experimentally
verifies a new approach to simultaneously actuate a MEMS
electrostatic drive while at the same time sensing its resulting
displacement. Section 2 presents the concept behind and
analysis of the approach. Section 3 presents experiments on
the combs of a stage to demonstrate the functioning of the
approach. Section 4 draws up conclusions and remarks about
applications.

2. Scheme for simultaneous sensing and actuation of
an electrostatic drive

The sensing scheme developed here exploits two important
aspects of such electrostatic drives: the large difference
in frequency ranges in which the drive structure is
mechanically and electrically responsive and the dependence
of drive capacitance on its mechanical state (displacement).
Mechanically, the drive behaves as a second-order mass–
spring–damper system, attenuating mechanical response to
a negligible level for input signals whose frequencies are
orders of magnitude higher than the mechanical resonant
frequency. This makes it possible to superimpose such a high-
frequency sensing signal on the actuation signal. Electrically,
the drive is an RC circuit with a variable capacitance,
which changes with mechanical displacement of the drive.
This sensing signal, while evoking no mechanical response,
experiences a significant amplitude and phase modulation due
to the capacitance change of the drive (due, in turn, to its
mechanical displacement in response to the actuation signal).
By monitoring these changes across the resistor or capacitor of
the circuit, relative to the input signal, the capacitance change
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Figure 2. Displacement/capacitance measurement scheme based on amplitude modulation and amplitude/phase detection.
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Figure 3. Typical comb actuator with geometrical parameters.

and hence displacement of the drive can be obtained through
a demodulation circuit. Thus, no additional sensing structure
is required by this strategy. Figure 2 schematically shows the
approach to simultaneous actuating and displacement sensing
for a capacitive drive.

Throughout this paper, comb drives are analyzed as
representative of electrostatic actuators. Figure 1 shows
two typical comb drive structures, while figure 3 shows the
parameters associated with such drives. The interdigitated
fingers between the fixed stator and the movable rotor form
the capacitive structure. The rotor is connected to anchors
by flexible suspending structures, such as folded springs. The
stiffness of the suspending structures is represented by a spring
constant Kd in the actuation direction and a spring constant Kl

in the lateral direction. Generally, Kl is much larger than Kd

so as to avoid side instability.
For a comb actuator with n fingers in the rotor (assuming

no fringe effects), the overall force is F = nεt
g
V 2, where ε is

the permittivity of free space, t is the thickness of interdigitated
fingers, g is the gap between fingers and V is the supply voltage.

Assuming that the stiffness along the actuation direction is
constant, Kd, which is generally valid when the actuated
displacement is much less than the compliant dimension of the
suspension structure, the static displacement of the actuator is
d = �L = F

kd
. This displacement causes the capacitance

in the gap of the structure to change by �C = εt
g
�L =

εt
g
d, suggesting a proportional relationship between the state

(displacement) of the drive and its capacitance. Further, during
actuation, in addition to the capacitive driving force and the
restoring spring force of the suspension, the comb drives must
overcome the initial force of the mass of the moving structure,
the viscous and squeeze damping forces due to the air in the
interdigitated structures and other interactions the structure
may have with the environment [2]. Therefore the drive’s
mechanical response is governed by a second-order mass–
spring–damping dynamic system as follows:

md̈ + f ḋ + Kdd = F or

d(s)

F (s)
= 1

ms2 + f s + Kd

= k

s2 + 2ξωns + ω2
n

(1)

where m is the equivalent mass of the device, f is the damping
coefficient, k = 1/m, ωn = √

Kd/m is the mechanical
natural or resonant frequency, ξ = f

2
√

mKd
is the damping

ratio. The normalized (with the horizontal axis set to the
ratio ω

ωn
) magnitude bode plot for such a second-order system,

shown in figure 4, indicates that when the frequency of the
input (voltage, for this comb drive system), ω > ωn, the gain
or magnitude of the transfer function (in this case the ratio of
amplitude of mechanical displacement to input voltage) decays
at a rate of 40 dB (1/100) per decade. Thus for an input signal
with a frequency 100 times larger than the resonant frequency
ωn, the magnitude of the response is 10−4 times that of a
dc or low frequency input with the same amplitude. This
difference in mechanical response to the inputs with different

3



J. Micromech. Microeng. 18 (2008) 035011 J Dong and P M Ferreira

10
-2

10
-1

10
0

10
1

10
2

-100

-80

-60

-40

-20

0

20

40

ω /ω
n

M
ag

ni
tu

de
 (d

B
)

ζ=1

ζ=0.5

ζ=0.1

ζ=0.01

ωn

Figure 4. Normalized magnitude Bode plot of the comb actuator.

frequencies, in particular the severe attenuation of mechanical
displacements (and hence change in capacitance of the comb)
in response to high frequency signals, enables the possibility
of simultaneously actuating and probing the mechanical
response (sensing the displacement) of an electrostatic
structure.

Having established that the high frequency signal evokes
negligible mechanical response from the drive, we now
analyze the nature of the sensing signal, its magnitude and
the magnitude of modulation one can expect (due to changes
in the electrical parameters of the circuit representing the drive
as a result of mechanical displacement) to assess the feasibility
of such a simultaneous actuation and sensing strategy.
Figure 5 shows a schematic of a circuit that implements
this approach. A voltage adder circuit is built using a
high voltage operational amplifier. The output from the
operational amplifier is easily verified to be Vout = V̄Act + ṼSen,
the addition of the (low frequency) high voltage actuation
signal and the high-frequency, constant (low) voltage sensing
signal. A resistor Rload is connected in parallel with the RC
circuit as a load to protect the electrostatic drive by providing

+

-

SenV
~

ActV

R R

R

R

R

R

Vout 

Rload R1

Cc

Cm

Lock-in
measurement

Cp

Figure 5. Schematic circuit for in situ displacement sensing with actuation.

current/charge surges with a bypassed path instead of through
the drive. The other resistor R1 is connected in series with
the comb drive and forms a RC circuit with the comb drive
providing the capacitance. The value of R1 is chosen to be
comparable to the impedance of the capacitor at the sensing
frequency.

The actuation signal is a low-frequency signal (for many
applications that involve positioning this is a dc signal, for
others that involve scanning as in SPMs, in the range of 0–
100 Hz). At low frequencies, due to its small capacitance, the
comb drive has very high impedance. Now if the measurement
or sensing is done at a frequency of 100 kHz, the impedance
of the comb drive in the actuation frequency band is about
1000 times than that at the sensing frequency. Since the
resistor across which the measurements are made is chosen
to have a value of impedance close to that of the comb drive at
the sensing frequency, its impedance is very small compared
to that of the drive in the actuation frequency band (about
1000 times smaller). Thus most of the voltage drop in the
actuation frequency band occurs across the drive and a very
small drop occurs across the resistor. The magnitude of voltage
drop on the resistor as a result of the actuation voltage is
VR1 = ∣∣ R1

1/jωCc+R1

∣∣VAct = ωR1Cc√
1+(ωR1Cc)2

VAct. For a MEMS-scale

capacitive drive system, C is in the range of 0.5 pF. If the
resistor R1 is 1 M�; this turns out to be VR1 = 0.0003VAct at
100 Hz and VR1 = 3 × 10−6 VAct at 1 Hz. For a maximum
actuating input of about 100 V, the voltage drop on the resistor
is less than 0.03 V. Thus the sensing circuit is subjected to
a very small fraction of the actuation input. An important
consequence is that, should an on-chip implementation of
the sensing circuit be undertaken, conventional low voltage
designs such as those given in [29–31] can be implemented.

When actuated, the capacitance of the comb structure
changes accordingly with �C = εt

g
�L = εt

g
d . At the

sensing frequency, the impedance due to the comb drive
capacitance, 1/jωC, is smaller than in the actuation frequency
band and comparable to that of the resistance. The change of
capacitance of the comb drive due to mechanical displacement
therefore produces a more pronounced change in the behavior
of the RC circuit at this frequency, introducing an amplitude
and phase change on the voltage drop across the resistor
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Figure 6. A RC circuit with parasitic capacitances (dashed line) (a) and its equivalent simplified circuit (b).

or capacitor at the sensing frequency relative to the sensing
reference (or input) signal. Since the reference frequency is a
parameter that is selected, this amplitude or phase change can
be picked up by a lock-in circuit with very high precision as
an indication of displacement or capacitance change.

Under ideal conditions, when parasitic capacitance is
negligible, both the phase or amplitude change over the resistor
R1 can be used to detect the change of the capacitance.
Referring to figures 6,

VR1 = Z1

Z1 + Z2
Vin = jωR1Cc

1 + jωR1Cc

Vin,

thus

GR1 =
∣∣∣∣VR1

Vin

∣∣∣∣ = ωR1Cc√
1 + (ωR1Cc)2

(2)

φR1 = tan−1 1

ωR1Cc

. (3)

The maximum sensitivity (signal variation) is obtained when
Z1 = Z2, that is R1 = 1

ωCc
.

Unfortunately, in the laboratory and typical operational
environments, parasitic capacitance is not negligible when
compared with the capacitance from comb drives, typically in
the range of 0.1–1 pF. A coaxial BNC cable normally brings
in 1 pF cm−1 parasitic capacitance and a lock-in amplifier
has more than 20 pF in input capacitance. Additionally, the
probe station, commonly used a test setup in labs, can also
contribute parasitic capacitance from its cable. These parasitic
capacitance sources are introduced in the measurement system
as Cm and Cp, as shown in figure 6. With the parasitic
capacitance in the system, the voltage across the resistor can
be expressed by equation (4),

VR1 = Z1

Z1 + Z2
Vin =

R1
1+jωR1Cm

R1
1+jωR1Cm

+ 1
jω(Cp+Cc)

Vin

(4)
= jωR1(Cp + Cc)

1 + jωR1(Cp + Cc + Cm)
Vin

GR1 =
∣∣∣∣VR1

Vin

∣∣∣∣ = ωR1(Cp + Cc)√
1 + [ωR1(Cp + Cc + Cm)]2

and

(5)
φR1 = tan−1 1

ωR1(Cp + Cc + Cm)
,

where Z1 is the impedance of the combined resistor R1 and the
parasitic capacitance Cm, Z2 is the impedance of the combined
comb capacitance Cc and parasitic capacitance Cp, ω is the
sensing frequency.

If parasitic capacitance from the measurement circuit is
very large when compared with that from the device, the phase
change would be small but the amplitude change can still be
significant. When Cm � Cc, corresponding to a certain
displacement or capacitance change dCc, the gain change
or change in magnitude of the output signal with unit input
signal is dGR1

∼= ωR1√
1+[ωR1(Cp+Cc+Cm)]2

dCc = k(dCc). Thus

the change of the amplitude is proportional to the change of
capacitance.

Sensitivity is critically important for any measurement
method. For this measurement method, the sensitivity is
increased when the amplitude change of the voltage across the
resistor is made as large as possible when compared with its
initial amplitude. The amplitude change ratio can be expressed
by equation (6),

dGR1

GR1

∼= ωR1

ωR1(Cp + Cc)
dCc = dCc

Cp + Cc

. (6)

From equation (6), the smaller the parasitic capacitance Cc,
the larger the amplitude change ratio, leading to a more precise
measurement.

To detect the amplitude change, two schemes may be
used, as shown in figure 7. The first scheme is based on
a lock-in circuit. A lock-in circuit (including a reference
circuit, a multiplier and a low-pass filter) tuned to the input
sensing frequency can easily detect amplitude changes with
high precision. Since such a monitoring strategy only picks
up a signal at the reference frequency, little measurement
noise enters the measurement signal, providing for a very
precise measurement. The scheme is well suited to high
precision, static position measurement even in the presence
of large noise. The other scheme, better suited to low-noise
situations, also allows for dynamic positioning and tracking
control. Since the sensing signal has a known frequency, a
band-pass filter centered at the signal’s frequency followed by
a low-pass filter will convert displacement changes into a dc
voltage. The lock-in and filter circuits are both implementable
on a chip using schemes such as those in [29–31] to provide
high signal integrity and make the system a stand-along device
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Figure 7. Two schemes for displacement signal recovery. (a) A basic simplifier lock-in circuit based displacement detection (for signals
with large noise). (b) Direct filter based displacement detection (for clean signals with little noise).
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Figure 8. PKM micro positioning XY stage used for testing. (a) Overall structure; (b) four bar linkage mechanism with flexure hinges;
(c) comb actuator and fingers.

with both actuation and sensing capabilities. In this paper,
to demonstrate the scheme for simultaneous actuation and
sensing on a single capacitive structure, a commercial lock-in
amplifier is used.

3. Test setup and experimental results

The simultaneous actuation and sensing strategy for
electrostatic drives is tested a SOI MEMS parallel kinematic
XY micropositioning stage (figure 8) with an improved design,
from what was reported in [4], to increase the motion range
and suppress unwanted parasitic motions. In this parallel
kinematic mechanism design, there are two independent
kinematics chains that connect the end effector to the base
(stator). Each of these kinematic chains includes two serially-
connected joints, a controlled prismatic joint implemented by
a linear comb diver, and a parallelogram 4-bar linkage joint,

which maintains the orientation of the end effector invariant.
Due to the parallel kinematic design, the stage has a high
natural frequency (more than 1 K Hz) and a motion range about
14 µm at a driving voltage of 100 V. A probe is integrated
into the XY stage as a functional manipulator. The targeted
applications, such as materials (thin film) characterization
and mechanical testing of biological structures, make precise
position sensing very important. The fabrication of this device
includes three patterning steps and two etching steps. The
comb structures are fabricated by the DRIE Bosch process.
The handle layer at the back of the device is also etched away
so that the test sample can be feed from either the top or the
bottom. The detailed fabrication steps are discussed in [4].

The fabricated comb drive has 220 pair fingers, thus
about 440 gaps. The thickness of the fingers is 50 µm
and the gap between fingers is about 5 µm. The initial
engagement of the interdigitated fingers is about 9 µm. With
the above parameters, the initial capacitance from the comb
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Figure 9. Displacement of the comb actuator observed from a microscope at different actuation voltages as a function of driving voltage (a)
and driving voltage square (b).

drive is about 0.35 pF. If the maximum displacement of the
comb drive is 15 µm, then the capacitance change will be
only 0.58 pF. Compared with the parasitic capacitance from
the measurement loop including coaxial cables and lock-
in amplifier, which is generally several hundreds pF, the
capacitance change of comb drive is extremely small. This
large parasitic capacitance in parallel with the resistor from
the measurement loop increases the difficulty for detecting
the small capacitance change, such as the phase detection
method. As discussed in the previous section, when there is
a large parasitic capacitance in parallel with the resistor, the
amplitude change can be used as an indicator of capacitance
change. However, in order to increase the sensitivity, the
parasitic capacitance in parallel with the comb drive has to
be minimized. In our experiment, a probe station is used to
connect the signal to the electrodes of the comb actuator. To
decrease the parasitic capacitance from the wire connections,
single-wire cables are used instead of coaxial or tri-axial
cables. The cables are routed far away from each other and
their lengths are minimized to what is essential. In this way,
the parasitic capacitance in parallel with the comb drive is
controlled to be less than 10 pF.

The sensing signal is obtained as a reference signal from
the lock-in amplifier (SR850 from Stanford Research Systems,
Inc) with a frequency of 100 KHz, which is about 100 times
large than the natural frequency of the device. The sensing
signal has a magnitude of 1 V; thus it induces a mechanical
vibration amplitude is only 1/10 000 of 1 V dc input. Since
the device moves approximately 14 µm at 100 V, the 1 V,
100 kHz sensing signal only moves the mechanism by
negligible amount of 1.4 × 10−7 µm. The actuation voltage is
supplied by a voltage amplifier (Trek 623 B) and commanded
by a function generator (HP/Agilent 33220A). All the circuits
are implemented on a breadboard and connected with the lock-
in amplifier, power supply and probe station.

The driving voltage for an actuator is gradually
incremented and the corresponding displacements of a comb
drive are observed visually by tracking the motion of a
feature on the end-effector with a microscope scale that has
a resolution of 1 µm. At the same time, the amplitude of

the voltage across the resistor of the RC circuit is measured
by the lock-in amplifier at the sensing frequency. Figure 9
shows the static displacement of the stage at different voltages,
as observed through the microscope. The experimental
data overlay the second order fitted parabola curves for
displacement. Within the resolution of the microscope, the
displacement follows a parabolic relationship with the driving
voltage (figure 9(a)) or a linear relationship with the square of
the driving voltage (figure 9(b)). Due to the limitation of the
optical microscope, the resolution of the displacement is low,
as shown by the error bars in figure 9.

Next, the same experiment of increasing the actuation
voltage in steps is carried out with the amplitude of the
output from the lock-in amplifier recorded. The amplitude
change from the lock-in amplifier is shown in figure 10. The
actual reading fits a second-order parabolic relationship with
the driving voltage V with a very high degree of conformity
(figure 10(a)), or a linear relationship to V2 (figure 10(a)).
By offsetting the output and adjusting the sensitivity of the
lock-in amplifier, a maximum amplitude change about 2.6 mV
with a resolution of 0.1 µV is achieved. Since 2.6 mV
amplitude change corresponding to about 14 µm displacement,
a theoretical sub-nanometer (0.54 nm) displacement sensing
resolution can be claimed for this experiment. Further, the
system has a measurement gain of 0.1857 mV µm−1.

Figure 11 demonstrates the ability of the approach in
tracking a sinusoidal actuation input. A 1 Hz sinusoidal
command is generated by a function generator and a resulting
actuating voltage with amplitude of 40V is supplied to the
comb actuator with the sensing signal (figure 11(a)), the
measurement of the amplitude change is recorded and plotted
in figure 11(b). The amplitude of the tracking signal matches
well with that predicted from the static step measurements
shown in figure 10. Clearly the sensing signal reflects the
actuating effect correctly. In our scheme, since the sensing
frequency is much higher than the actuation frequency, the
time constant of the sensing response is much shorter than
the time constant of the actuator response, thus the sensing
method will give correct position measurement even when the
drive capacitance keeps changing during the transition.
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Figure 10. Amplitude change from the resistor observed the lock-in amplifier at different actuation voltages as a function of driving voltage
(a) and driving voltage square (b).
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4. Conclusions

In this paper, a new approach to in situ simultaneous
displacement sensing and actuation of electrostatic drives is
presented. This method provides an efficient and powerful
scheme to actuate the electrostatic actuators and sense the
resulting displacement at the same time on a single comb
structure. The sensing scheme is based on amplitude
modulation of a high frequency sensing signal produced when
the capacitance of the drive changes because of mechanical
displacement. It exploits the fact that, mechanically, the
electrostatic actuator behaves as a second-order (as a mass-
spring-damping system) low-pass filter. This provides a high
frequency region where the mechanical effects of a probing
or sensing signal has no effect on the mechanical state of
the actuator, but is capable of encoding it. A RC circuit is
built with the electrostatic actuator as a variable capacitor. A
high frequency sensing signal (about 100 times larger than
the natural frequency of the mechanical system) is superposed
to on to the actuation signal (normally in a frequency band
less than the natural frequency of the mechanical system)

using a operational amplifier-based voltage adding circuit. The
sensing circuit does not need to work at high voltages. The
reason is that the high voltage is resident in the low frequency,
actuation band of electrostatic actuator. The sensing signal is
a low voltage, high frequency signal. In the low frequency
band, the electrostatic actuator has very large impedance,
causing a very high voltage drop to a negligible level
across the physical capacitive structure. The simultaneous
actuation and sensing scheme is experimentally verified for
an actual comb-drive of a parallel-kinematics MEMS XY
positioning stage with a mechanical natural frequency of about
1 kHz. The displacement of the comb modulated a 1 V
100 KHz sensing signal to produce a measurement gain of
0.1857 mV µm−1. The advantage of this method is that
it does not require an additional physical structure for
sensing. Instead, it has potential for high resolution (of
the order of a nanometer) displacement sensing by only
the use of some additional external electronics such as an
amplifier superimposes the actuation and sensing voltage and
lock-in type sensing circuit that demodulates the system’s
mechanical response (using phase or amplitude) from the high-

8



J. Micromech. Microeng. 18 (2008) 035011 J Dong and P M Ferreira

frequency reference signal. Future work includes improving
sensing speeds and developing closed loop control systems
using the position change detected here as the feedback
signal.
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Harnessing biological motors to engineer 
systems for nanoscale transport 
and assembly
 

Living systems use biological nanomotors to build life’s essential molecules—such as DNA and 

proteins—as well as to transport cargo inside cells with both spatial and temporal precision. Each 

motor is highly specialized and carries out a distinct function within the cell. Some have even evolved 

sophisticated mechanisms to ensure quality control during nanomanufacturing processes, whether 

to correct errors in biosynthesis or to detect and permit the repair of damaged transport highways. In 

general, these nanomotors consume chemical energy in order to undergo a series of shape changes 

that let them interact sequentially with other molecules. Here we review some of the many tasks that 

biomotors perform and analyse their underlying design principles from an engineering perspective. 

We also discuss experiments and strategies to integrate biomotors into synthetic environments for 

applications such as sensing, transport and assembly.
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By considering how the biological machinery of our cells carries out 
many different functions with a high level of specificity, we can identify 
a number of engineering principles that can be used to harness these 
sophisticated molecular machines for applications outside their usual 
environments. Here we focus on two broad classes of nanomotors 
that burn chemical energy to move along linear tracks: assembly 
nanomotors and transport nanomotors.

SequentiAl ASSembly And polymerizAtion

The molecular machinery found in our cells is responsible for the 
sequential assembly of complex biopolymers from their component 
building blocks (monomers): polymerases make DNA and RNA from 
nucleic acids, and ribosomes construct proteins from amino acids. 
These assembly nanomotors operate in conjunction with a master DNA 
or RNA template that defines the order in which individual building 
blocks must be incorporated into a new biopolymer. In addition to 
recognizing and binding the correct substrates (from a pool of many 
different ones), the motors must also catalyse the chemical reaction 
that joins them into a growing polymer chain. Moreover, both types 
of motors have evolved highly sophisticated mechanisms so that they 
are able not only to discriminate the correct monomers from the 
wrong ones, but also to detect and repair mistakes as they occur1.

Molecular assembly machines or nanomotors (Fig. 1a) must 
effectively discriminate between substrate monomers that are 
structurally very similar. Polymerases must be able to distinguish 
between different nucleosides, and ribosomes need to recognize 
particular transfer-RNAs (t-RNAs) that carry a specific amino 
acid. These well-engineered biological nanomotors achieve this by 
pairing complementary Watson–Crick base pairs and comparing 
the geometrical fit of the monomers to their respective polymeric 
templates. This molecular discrimination makes use of the differential 
binding strengths of correctly matched and mismatched substrates, 
which is determined by the complementarity of the base-pairing 
between them.

Figure 1b illustrates the assembly process used by the DNA 
polymerase nanomotor. A template of single-stranded DNA binds 
to the nanomotor with angstrom-level precision, forming an open 
complex. The open complex can ‘sample’ the free nucleosides 
available. Binding of the correct nucleoside induces a conformational 
change in the nanomotor which then allows the new nucleoside to be 
added to the growing DNA strand1. The tight-fitting complementarity 
of shapes between the polymerase binding site and the properly 
paired base pair guarantees a ‘geometric selection’ for the correct 
nucleotide2. A similar mechanism is seen in Escherichia coli RNA 
polymerase, where the binding of an incorrect monomer inhibits the 
conformational change in the motor from an ‘open’ (inactive) to a 
‘closed’ (active) conformation3.

Ribosome motors carry out tasks much more complex than 
polymerases. Instead of the four nucleotide building blocks used by 
polymerases to assemble DNA or RNA, ribosomes must recognize 
and selectively arrange 20 amino acids to synthesize a protein. This 
fact alone increases the chance of errors. Nevertheless, ribosomes 
obviously work (and do so along the same principles of geometric fit 
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and conformational change as do polymerases) and are able to build 
amino acid polymers that are subsequently folded into functional 
proteins. But ribosomal motors can be tricked, much more easily than 
DNA motors, into building the ‘incorrect’ sequences when supplied 
with synthetic amino acids that resemble real ones4.

Engineering principle no. 1: Nanomotors used in the sequential 
assembly of biopolymers can discriminate efficiently between similar 
building blocks. 

The structure of molecular machines can be visualized with 
angstrom-level resolution using X-ray crystallography, and the 
sequential assembly processes they drive can be probed in real time 
using single-molecule techniques5–9. By elucidating nanomotor 
kinetics under load, such nanoscale techniques provide detailed 
insights into the single-molecule dynamics of nanomotor-driven 
assembly processes. Techniques such as optical and magnetic tweezers, 
for example, have further elucidated the polymer properties of 
DNA7,10–12and the force-dependent kinetics of molecular motors13–18. 
Single-molecule fluorescence methods such as fluorescence energy 
transfer, in conjunction with such biomechanical tools, are illuminating 
the internal conformational dynamics of these nanomotors19–21.

As the underlying design principles of assembly nanomotors are 
revealed, it will become increasingly possible to use these biomachines 
for ex vivo tasks. Sequencing and PCR are two such techniques that 
already harness polymerase nanomotors for the ex vivo replication of 
nucleic acids. The polymerase chain reaction, or PCR, is a landmark, 
Nobel prize-winning technique22 invented in the 1980s that harnessed 
polymerase nanomotors to amplify a very small starting sample of 
DNA to billions of molecules. Likewise, there are many conceivable 
future applications that either use assembly nanomotors ex vivo or 
mimic some of their design principles. Efforts are already under 
way to control these nanomotors better and thus to improve such 
ex vivo sequential assembly processes for industrial use (see, for 
example, the websites www.cambrios.com; www.helicosbio.com; 
www.nanobiosym.com; www.pacificbiosciences.com).

In contrast, current ex vivo methods to synthesize block 
copolymers rely primarily on random collisions, resulting in a wide 
range of length distributions and much less control over the final 
sequence23. Sequential assembly without the use of nanomotors 
remains limited to the synthesis of comparatively short peptides, 
oligonucleotides and oligosaccharides24–26. Common synthesizers 
still lack both the precision of monomer selection and the inbuilt 
proofreading machinery for monomer repair that nanomotors have. 

Building blocks

New biopolymer

Nanomotor

Growth 
direction

Open
nanomotor + template

Closed 
nanomotor + template + monomer

Structural reorganization of 
DNA polymerase

Direction of
nanomotor travel

Figure 1 molecular discrimination during sequential assembly. a, the polymerase nanomotor discriminates between four different building blocks as it assembles a dnA or 
rnA strand complementary to its template sequence. molecular discrimination between substrate monomers that are structurally very similar is achieved by comparing the 
geometrical fit of the monomers to their respective polymeric templates. b, the t7 dnA polymerase motor undergoes an internal structural transition from an open state (when 
the active site samples different nucleotides) to a closed state (when the correct nucleotide is incorporated into the nascent dnA strand). nucleotides are added to the nascent 
strand one at a time. this structural transition is the rate-limiting step in the replication cycle and is thought to be dependent on the mechanical tension in the template 
strand2,9,107,116,121,127,128,131. Figure adapted from ref. 127. Copyright (2001) pnAS. 
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Building such copolymers with polymerase nanomotors ex vivo would 
yield much more homogeneous products of the correct sequence and 
precise length. Natural (for example, nanomotor-enabled) designs 
could inspire new technologies to synthesize custom biopolymers 
precisely from a given blueprint.

Ribosome motors have likewise been harnessed ex vivo to drive 
the assembly of new bio-inorganic heterostructures27 and peptide 
nanowires28,29 with gold-modified amino acids inserted into a 
polypeptide chain. These ribosomes are forced to use inorganically 
modified t-RNAs to sequentially assemble a hybrid protein containing 
gold nanoparticles wherever the amino acid cysteine was specified 
by the messenger RNA template. Such hybrid gold-containing 
proteins can then attach themselves selectively to materials used in 
electronics, such as gallium arsenide28. This application illustrates 
how biomotors could be harnessed to synthesize and assemble even 
non-biological constructs such as nanoelectronic components (see 
www.cambrios.com).

Assembly nanomotors achieve such high precision in sequential 
assembly by making use of three key features: (i) geometric 
shape-fitting selection of their building blocks (for example, 
nucleotides); (ii) motion along a polymeric template coupled 
to consumption of an energy source (for example, hydrolysis of 
ATP molecules); and (iii) intricate proofreading machinery to 

correct errors as they occur. Furthermore, nanomotor-driven 
assembly processes allow much more stable, precise and complex 
nanostructures to be engineered than can be achieved by thermally 
driven self-assembly techniques alone30–32.

We should also ask whether some of these principles, which work so 
well at the nanoscale, could be realized at the micrometre-scale as well. 
Whitesides and co-workers, for example, have used simple molecular 
self-assembly strategies, driven by the interplay of hydrophobic and 
hydrophilic interactions, to assemble microfabricated objects at the 
mesoscale33,34. Perhaps the design principles used by nanomotors to 
improve precision and correct errors could also be harnessed to engineer 
future ex vivo systems at the nanoscale as well as on other length scales. 
Learning how to engineer systems that mimic the precision and control 
of nanomotor-driven assembly processes may ultimately lead to efficient 
fabrication of complex nanoscopic and mesoscopic structures.

CArGo trAnSport

Cells routinely use another set of nanomotors (that is, transport 
nanomotors) to recognize, sort, shuttle and deliver intracellular 
cargo along filamentous freeways to well-defined destinations, 
allowing molecules and organelles to become highly organized  
(see reviews35–44). This is essential for many life processes. Motor 
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Figure 2 motor-specific cargo transport in neurons. a, the axon of neurons consists of a bundle of highly aligned microtubules along which cargo is trafficked from the cell 
body to the synapse and vice versa. most members of the large kinesin family (red) transport cargo towards the periphery, while other motors, including dyneins (yellow), 
transport cargo in the opposite direction. motors preferentially move along a protofilament rather then side-stepping (one randomly selected protofilament is shown in dark 
grey). protofilaments are assembled from the dimeric protein tubulin (white and grey spheres) which gives microtubules their structural polarity. the protofilaments then form 
the hollow microtubule rod. When encountering each other on the same protofilament, the much more tightly bound kinesin has the ‘right of way’, perhaps even forcing the 
dynein to step sidewise to a neighbouring protofilament52–55. b, each member of a motor family selects its own cargo (blue shapes) through specific binding by scaffolding 
proteins (coloured symbols) or directly by the cargo’s  tail domains.
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proteins transport cargo along cytoskeletal filaments to precise 
targets, concentrating molecules in desired locations. In intracellular 
transport, myosin motors are guided by actin filaments, whereas 
dynein and kinesin motors move along rod-like microtubules. 
Figure 2a illustrates how conventional kinesins transport molecular 
cargo along nerve axons towards the periphery, efficiently transporting 
material from the cell body to the synaptic region45. Dyneins, in 
contrast, move cargo in the opposite direction, so that there is active 
communication and recycling between both ends (see reviews42,46). In 
fact, the blockage of such bidirectional cargo transport along nerve 
axons can give rise to substantial neural disorders47–50.

The long-range guidance of cargo is made possible by motors 
pulling their cargo along filamentous rods. Microtubules, for example, 
are polymerized from the dimeric tubulin into protofilaments that 
assemble into rigid rods around 30 nm in diameter36. These polymeric 
rods are inherently unstable: they polymerize at one end (plus) while 
depolymerizing from the other (minus) end, giving rise to a structural 
polarity. The biological advantage of using transient tracks is that they can 
be rapidly reconfigured on demand and in response to changing cellular 
needs or to various external stimuli. Highly efficient unidirectional 
cargo transport is realized in cells by bundling microtubules into 
transport highways where all microtubules are oriented in the same 
direction. Excessively tight bundling of microtubules, however, can 
greatly impair the efficiency of cargo transport, by blocking the 
access of motors and cargo to the microtubules in the bundle interior. 
Instead, microtubule-associated proteins are thought to act as repulsive 
polymer-brushes, thereby regulating the proximity and interactions 
between neighbouring microtubules51.

Traffic control is an issue when using the filaments as tracks 
on which kinesin and dynein motors move in opposite directions. 
Although different cargoes can be selectively recognized by different 

members of the motor protein families and shuttled to different 
destinations, what happens if motors moving in opposite directions 
encounter each other on the same protofilament (Fig. 2b)? If two of 
these motors happen to run into each other, kinesin seems to have the 
‘right of way’. As kinesin binds the microtubule much more strongly, 
it is thought to force dynein to step sideways to a neighbouring 
protofilament52. Dynein shows greater lateral movement between 
protofilaments than kinesin52–54 as there is a strong diffusional 
component to its steps55. When a microtubule becomes overcrowded 
with only kinesins, the runs of individual kinesin motors are minimally 
affected. But when a microtubule becomes overloaded with a mutant 
kinesin that is unable to step efficiently, the average speed of wild-type 
kinesin is reduced, whereas its processivity is hardly changed. This 
suggests that kinesin remains tightly bound to the microtubule when 
encountering an obstacle and waits until the obstacle unbinds and 
frees the binding site for kinesin’s next step56.

Engineering principle no. 2: Various track designs enable motors to 
pull their cargo along filamentous tracks, whereas others allow motors 
bound to micro- or nanofabricated tracks to propel the filaments which 
can then serve as carriers. 

It is not a trivial task to engineer transport highways ex vivo, particularly 
in versatile geometries with intersections and complex shapes. 
Individual filaments typically allow only one-dimensional transport, 
as the motor-linked cargo drops off once the end of the filament is 
reached. Furthermore, conventional kinesin makes only a few hundred 
8-nm-sized steps before dissociating from the microtubule57,58, further 
limiting the use of such a system for ex vivo applications.

Instead of having the motors transport their cargo along filaments, 
motors have been immobilized on surfaces in an inverted geometry 
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Figure 3 track designs to guide nanomotor-driven filaments ex vivo. A variety of track designs have been used. a, A chemical edge (adhesive stripes coated with kinesin 
surrounded by non-adhesive areas). the filament crosses the chemical edge and ultimately falls off as it does not find kinesins on the non-adhesive areas61. b, Steep 
channel walls keep the microtubule on the desired path as they are forced to bend61,65. c, overhanging walls have been shown to have the highest guidance efficiency64. 
d, electron micrograph of a microfabricated open channel with overhanging walls64. e, breaking the symmetry of micropatterns can promote directional sorting of filament 
movement63,65,69,138. the trajectories of four microtubules are shown: movement into reflector arms causes the tubule to turn around (yellow), an arrow-shaped direction 
rectifier allows those travelling in the desired direction to continue (red) and forces others to turn around (blue). At intersections tubules preferentially continue straight on 
(green). f, the complex microfabricated circuit analysed in e with open channels and overhanging walls demonstrating unidirectional movement of microtubules.
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that enables the filaments to be collectively propelled forward45. The 
head domains of the kinesin and myosin motors can rotate and 
swivel with respect to their feet domains, which are typically bound 
in random orientations to the surface. These motor heads detect 
the structural anisotropy of the microtubules and coherently work 
together to propel a filament forward59,60.

Various examples of such inverted designs for motor tracks have 
been engineered to guide filaments efficiently. Some of these are 
illustrated in Fig. 3. Inverted motility assays can be created, for example, 
by laying down tracks of motor proteins in microscopic stripes of 
chemical adhesive on an otherwise flat, protein-repellent surface, 
surrounded by non-adhesive surface areas. Such chemical patterns 
(Fig. 3a) have been explored to guide actin filaments or microtubules. 
The loss rate of guiding filaments increases exponentially with the 
angle at which they approach an adhesive/non-adhesive contact line61. 
The passage of the contact line by filaments at non-grazing angles, 
followed by their drop off, can be prevented by using much narrower 
lanes whose size is of the order of the diameter of the moving object. 
Such nanoscale kinesin tracks provide good guidance and have been 
fabricated by nanotemplating62. 

Alternatively, considerably improved guidance has been 
accomplished by topographic surface features (Fig. 3b). Microtubules 
hitting a wall are forced to bend along this obstacle and will continue 
to move along the wall63–66. The rigidity of the polymeric filaments 
used as shuttles thus greatly affects how tracks should be designed 
for optimal guidance. Whereas microtubules with a persistence 
length of a few millimetres can be effectively guided in channels a few 
micrometres wide as they are too stiff to turn around61, the much more 
flexible actin filaments require channel widths in the submicrometre 
range67,68. Finally, the best long-distance guidance of microtubules 
has been obtained so far with overhanging walls64,69(Fig. 3c). The 
concept of topographic guidance in fact works so well that swarms of 
kinesin-driven microtubules have been used as independently moving 
probes to image unknown surface topographies. After averaging all 
their trajectories in the focal plane for an extended time period, the 
image greyscale is determined by the probability of a surface pixel being 
visited by a microtubule in a given time frame70.

But how can tracks be engineered to produce unidirectional cargo 
transport? All the motor-propelled filaments must move in the same 
direction to achieve effective long-distance transport. When polar 
filaments land from solution onto a motor-covered surface, however, 
their orientations and initial directions of movement are often 

randomly distributed. Initially, various physical means, such as flow 
fields71, have been introduced to promote their alignment. Strong 
flows eventually either force gliding microtubules to move along with 
the flow, or force microtubules, if either their plus or minus end is 
immobilized on a surface72, to rotate around the anchoring point 
and along with the flow. The most universal way to control the local 
direction in which the filamentous shuttles are guided is to make use 
of asymmetric channel features. Figure 3d–f illustrates how filaments 
can be actively sorted according to their direction of motion by 
breaking the symmetry of the engineered tracks. This ‘local directional 
sorting’ has been demonstrated on surfaces patterned with open 
channel geometries, where asymmetric intersections are followed 
by dead-ended channels (that is, reflector arms), or where channels 
are broadened into arrow heads. Both of these topographical features 
not only selectively pass filaments moving in the desired direction, 
but can also force filaments moving in the opposite direction to turn 
around65,69,73,74. Once directional sorting has been accomplished, 
electric fields have been used to steer the movement of individual 
microtubules as they pass through engineered intersections75,76.

In addition to using isolated nanomotors, hybrid biodevices 
and systems that harness self-propelling microbes could be used 
to drive transport processes along engineered tracks. Flagellated 
bacteria, for example, have been used to generate both translational 
and rotational motion of microscopic objects77. These bacteria can 
be attached head-on to solid surfaces, either via polystyrene beads 
or polydimethylsiloxane, thereby enabling the cell bodies to form 
a densely packed monolayer, while their flagella continue to rotate 
freely. In fact, a microrotary motor, fuelled by glucose and comprising 
a 20-μm-diameter silicon dioxide rotor, can be driven along a silicon 
track by the gliding bacterium Mycoplasma78. Depending on the 
specific application and the length scale on which transport needs to 
be achieved, integrating bacteria into such biohybrid devices (that 
work under physiological conditions) might ultimately prove more 
robust than relying solely οn individual nanomotors.

CArGo SeleCtion

To maintain intracellular contents in an inhomogeneous distribution 
far from equilibrium, the intracellular transport system must deliver 
molecular cargo and organelles on demand to precise destinations. 
This tight spatiotemporal control of molecular deliveries is critical 
for adequate cell function and survival. Molecular cargo or organelles 
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Figure 4 Selecting specific cargo by molecular recognition. A versatile toolbox exists by which synthetic and biological cargo can be coupled to microtubules. a, biotinylated 
objects are coupled via avidin or streptavidin to biotinylated microtubules. b, biological molecules, viruses79,81 or cells can be coupled by antibody recognition. c, backpacks of 
chemically or biologically active reagents can be shuttled around, including bioprobes80 or tiny Atp factories93 as shown here.
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are typically barcoded so that they can be recognized by their specific 
motor protein (Fig. 4). Within cells, motors recognize cargo either 
from the cargo’s tail domains directly, or via scaffolding proteins that 
link cargo to their tail domain43.

Engineering principle no. 3: Engineered molecular recognition sites 
enable cargo to be selectively bonded to moving shuttles.

Although most cargo shuttled around by motors can be barcoded 
using the existing repertoire of biological scaffolding proteins, 
synthetic approaches are needed for all those ex vivo applications 
where the cargo has to be specifically linked to moving filaments. The 
loading and transport of biomedically relevant or engineered cargo 
has already been demonstrated (Fig. 4)79–83. Typical approaches are 
to tag the cargo with antibodies or to biotinylate microtubules and 
coat the cargo with avidin or streptavidin (Fig. 4) (for reviews, see 
refs 74,79), as done for polymeric and magnetic beads84,85 (Fig. 4a), 
gold nanoparticles86–88, DNA87,89,90 and viruses79,81 (Fig. 4b), and 
finally mobile bioprobes and sensors80,81,91(Fig.4c). However, if too 
much cargo is loaded onto the moving filaments and access of the 
propelling motors is even partially blocked, the transport velocity 
can be significantly impaired92. Finally, the binding of cargo to a 
moving shuttle can be used to regulate its performance. In fact, 
microtubules have recently been furnished with a backpack that self-
supplies the energy source ATP. Cargo particles bearing pyruvate 
kinase have been tethered to the microtubules to provide a local ATP 
source93 (Fig. 4c). The coupling of multiple motors to cargo or other 
scaffold materials can affect the motor performance. If single-headed 
instead of double-headed kinesins are used, cooperative interactions 
between the monomeric motors attached to protein scaffolds increase 
hydrolysis activity and microtubule gliding velocity59.

At the next level of complexity, successful cargo tagging, sorting 
and delivery will depend on the engineering of integrated networks 
of cargo loading, cargo transport and cargo delivery zones. Although 
the construction of integrated transport circuits is still in its infancy, 
microfabricated loading stations have been built88 (Fig. 5). The 
challenge here is to immobilize cargo on loading stations such that it 
is not easily detached by thermal motion, yet to allow for rapid cargo 
transfer to passing microtubules. By properly tuning bond strength and 
multivalency, and most importantly by taking advantage of the fact 

that mechanical strain weakens bonds, cargo can be efficiently stored 
on micropatches and transferred after colliding with a microtubule88. 
Considerable fine-tuning of bond strength can be accomplished by 
using DNA oligomers hybridized such that the bonds are either broken 
by force all at once (a strong bond) or in sequence (a weak bond)94.

As discussed above, filaments are most commonly used to shuttle 
molecular cargo in most emerging devices that harness linear motors 
for active transport. Alternatively, if the filamentous tracks could be 
engineered in versatile geometries, the motors themselves could be 
used to drag cargo coupled to the molecular recognition sites of their 
tail domains as in the native systems. We could thus make use of the 
full biological toolbox of already known or engineered scaffolding 
proteins that link specific motors to their respective cargoes40,43. So far, 
assemblies of microtubules organized into complex, three-dimensional 
patterns such as asters, vortices and networks of interconnected 
poles95,96 have been successfully created in solution, and mesoscopic 
needles and rotating spools of microtubule bundles held together by 
non-covalent interactions have been engineered on surfaces31. All of 
these mesoscopic structures are uniquely related to active motor-driven 
motion and would not have formed purely by self-assembly without 
access to an energy source. 

To increase the complexity of microtubule track networks, 
densely packed arrays of microtubules have been grown in confined 
spaces, consisting of open microfabricated channels with user-defined 
geometrical patterns97. The key to achieving directed transport, 
however, is for all microtubules within each bundle or array to be 
oriented in the same direction. This has been accomplished by making 
use of directed motility in combination with sequential assembly 
procedures (Fig. 6). First, microtubule seedlings have been oriented 
in open microfabricated and kinesin-coated channels that contain 
reflector arms. Once oriented by self-propelled motion, the seedlings 
were polymerized into mature microtubules that were confined to grow 
in the open channels until the channels were filled with dense networks 
of microtubules all oriented in the same direction97. Single kinesins take 
only a few hundred steps before they fall off, but the walking distance 
can be greatly increased if the cargo is pulled by more than one motor98. 
Such approaches to fabricating networks of microtubule bundles could 
be further expanded to engineer future devices that use either the full 
toolbox of native scaffolding proteins or new scaffolding proteins that 
target both biological and synthetic cargo.
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Figure 5 Cargo loading stations93. a, Stripes of immobilized cargo are fabricated by binding thiolated oligonucleotides to micropatterned lines of gold. Hybridization with 
complementary strands exposing antibodies at their terminal ends allows them to immobilize a versatile range of cargos that carry antibodies on their surfaces. b, the challenge is to 
tune the bond strength and valency to prevent thermal activation during cargo storage on the loading station. on collision with the shuttle (microtubule), the cargo must rapidly break 
off the bond it has formed with the station88. Fortunately, however, tensile mechanical force acting on a non-covalent bond shortens its lifetime. c, d, these concepts are used in the 
design of the loading stations shown here, where a microtubule moves through a stripe of immobilized gold cargo and picks up a few beads.
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Nanoengineers would not be the first to harness biological 
motors to transport their cargo. Various pathogens are known to 
hijack microtubule or actin-based transport systems within host cells 
(reviewed in ref. 99). Listeria monocytogenes, for example, propels itself 
through the host cell cytoplasm by means of a fast-polymerizing actin 
filament tail100. Likewise, the vaccinia virus, a close relative of smallpox, 
uses actin polymerization to enhance its cell-to-cell spreading101, and the 
alpha herpes virus hijacks kinesins to achieve long-distance transport 
along the microtubules of neuronal axons102. Signalling molecules and 
pathogens that cannot alter cell function and behaviour by simply 
passing the outer cell membrane can thus hijack the cytoskeletal 
highways to get transported from the cell periphery to the nucleus.

Engineering principle no. 4: By taking advantage of the existing 
cytoskeleton, tailored drugs and gene carriers can be actively transported 
to the cell nucleus.

Indeed, many viruses37,103,104 as well as non-viral therapeutic gene carriers, 
such as polyethylenimine/DNA or other polymer-based gene transfer 
systems (that is, polyplexes)105,106 take advantage of nanomotor-driven 
transport along microtubule filaments to accelerate their way through 
the cytoplasm towards the nucleus. Nanomotor-driven transport to 
the nucleus leads to a much more efficient nuclear localization than 
could ever be achieved by slow random diffusion through the viscous 
cytoplasm. Active gene carrier transport can lead to more efficient 
perinuclear accumulation within minutes37,105,106. In contrast, non-viral 
gene carriers that depend solely on random diffusion through the 
cytoplasm move much more slowly and thus have considerably reduced 
transfection efficiencies. Understanding how to ‘hijack’ molecular and 
cellular transport systems, instead of letting a molecule become a target 
for endosomal degradation37,91, will ultimately allow the design of more 
efficient drug and gene carrier systems.

quAlity Control

Nanomanufacturing processes, much like macroscopic assembly 
lines, urgently need procedures that offer precise control over the 
quality of the product, including the ability to recognize and repair 
defects. Living systems use numerous quality control procedures to 

detect and repair defects occurring during the synthesis and assembly 
of biological nanostructures. As yet, this has not been possible in 
synthetic nanosystems. Many cellular mechanisms for damage 
surveillance and error correction rely on nanomotors. Such damage 
control can occur at two different levels as follows.

Engineering principle no. 5: Certain motor proteins recognize assembly 
mistakes and repair them at the molecular level.

DNA replication represents one of the most complex sequential 
assembly processes in a cell. Here the genetic information stored 
in the four-base code must be copied with ultra-high precision. 
Errors generated during replication can have disastrous biological 
consequences. Figure 7 illustrates the built-in mechanism used by the 
polymerase (DNAp) motor to repair mistakes made during the process 
of DNA replication107. When the DNAp motor misincorporates a 
base while replicating the template DNA strand, it slows down and 
switches gears from the polymerase to the exonuclease cycle. Once 
in exonuclease mode, it will excise the mismatched base pair and 
then rapidly switch back to the polymerase cycle to resume forward 
replication. Similar error correction mechanisms, known as ‘kinetic 
proofreading’, are conjectured to occur in RNA polymerases and 
ribosomal machineries1,13,108–113.

Engineering principle no. 6: Integrated systems of motors and 
signalling molecules are needed to recognize and repair damage at the 
supramolecular level.

Nerve cells have evolved a highly regulated axonal transport system 
that contains an integrated damage surveillance system114. The traffic 
regulation of motors moving in opposite directions on a microtubule 
typically occurs in special ‘turnaround’ zones at the base and tip of an 
axon43, but a zone for switching the organelle’s direction can also be 
created when axonal transport is blocked at the site of nerve injury46 
(see Fig. 2). When irreparable, such blockages are often signatures of 
neurodegenerative diseases. For example, amyloid precursor protein47 
or tau115 can give rise to the accumulation of protein aggregates 
that inhibit anterograde axonal transport, a mechanism potentially 
implicated in Alzheimer’s disease.
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Figure 6 Filament tracks made from engineered bundles of microtubules97. Active transport is used to produce bundles of microtubules and confine them to user-defined 
geometries. a, Sequential assembly procedure: first, microtubule seedlings labelled in red are allowed to orient themselves in open kinesin-coated microfabricated channels 
that contained reflector arms. Second, and after mild fixation, the oriented seedlings are polymerized into mature microtubules through the addition of tubulin into the solution 
(labelled green) which preferentially binds to the plus-end (polymerizing end) of the microtubules. b, Fluorescence image of microtubules that have been grown in the confined 
space provided by the open channels until the channels were filled with dense networks of microtubules all oriented in the same direction97. Scale bar, 40 μm.
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At present, there are no synthetic materials that can, in a 
self-regulated manner, recognize and repair defects at either the 
molecular or supramolecular level. Molecular recognition and 
repair is typically attributed to a tightly fitted stereochemical 
complementarity between binding partners. Nanoscale tools applied 
to the study of molecular recognition and repair are also elucidating 
the functional roles of the different structural conformations (and 
hence three-dimensional shapes) of the motors. For instance, the 
DNAp motor is in one particular conformation when it binds DNA in 
its copying (that is, polymerization) mode and in an entirely different 
conformation (that is, the exonuclease mode) when it binds DNA to 
proofread or excise a mistaken base from the replicated DNA strand107. 
In contrast, damage control at the supramolecular level (for example, 
during axonal transport) is achieved by the trafficking of signalling 
molecules. Deciphering the underlying engineering design principles 
of damage surveillance and error correction mechanisms in biological 
systems will inevitably allow better quality-control procedures to be 
integrated into nanoengineered systems.

externAl Control

Engineering principle no. 7: As with macroscopic engines, external 
controls can regulate the performance of nanomotors on demand.

Learning how to control and manipulate the performance of nanomotors 
externally is another critical hurdle in harnessing nanomotors for ex vivo 
applications. By finding or engineering appropriate external knobs in 
the motor or its environment, its nanoscale movement can be tightly 
regulated, switched on and off, or otherwise manipulated on demand.

To achieve external control over the nanoscale movement of 
biological motors, it is important to identify the correct external 
parameters that can be used to control their dynamics. These external 
modulators of motor function (‘handles’) can be either naturally 
occurring or somehow artificially engineered into the motor to 
make it susceptible to a particular external control knob or regulator. 
Because the motion of nanomotors is typically driven by a series of 
conformational changes in the protein, mechanical load or strain 
on the motor molecule can also affect the dynamics of the motor. 
Nanomotors apply mechanical strain to their filaments or substrates 

as they go through various internal conformational changes. This 
mechanical strain is intimately related to their dynamics along the 
substrate and hence their functional performance. Certain interstate 
transition rates can depend, for example107, on the amount of 
intramolecular strain in the motor protein. Applying a mechanical 
load to a motor perturbs key mechanical transitions in the motor’s 
kinetic pathway, and can thereby affect rates of nucleotide binding, 
ATP hydrolysis and product release. Single-molecule techniques are 
beginning to elucidate how mechanical strain on a motor protein 
might be used to regulate its biological functions (for example, 
nanoscale assembly or transport)13,55,107,116–120.

The single-molecule dynamics of the DNA polymerase (DNAp) 
motor, as it converts single-stranded (ss) DNA to double-stranded (ds) 
DNA, has been probed, for example, through the differential elasticity 
of ssDNA and dsDNA (see Fig. 8). The T7 DNA polymerase motor 
replicates DNA at rates of more than 100 bases per second and this rate 
steadily decreases with mechanical tension greater than about 5 pN on 
the DNA template9. The motor can work against a maximum of about 
34 pN of template tension9. The replication rates for the Klenow and 
Sequenase DNA polymerases also decrease when the ssDNA template 
tension exceeds 4 pN, and completely ceases at tensions greater than 
20 pN (ref. 121). Likewise, single-molecule techniques have allowed 
direct observation of the RNA polymerase (RNAp) motor moving one 
base at a time122, and occasionally pausing and even backtracking123. 
Although RNAp motors are typically five- to tenfold slower than DNAp 
motors, the effects of DNA template tension on their dynamics are 
still being investigated6. Similarly, ribosome motors, which translate 
messenger RNA (mRNA) into amino acids at roughly 10 codons per 
second, have been found to generate about 26.5 ± 1 pN of force124. The 
underlying design principles by which these nanomotors operate are 
being further elucidated by theoretical models107,116,125–128 that describe 
nanomachines at a level commensurate with single-molecule data. 
Furthermore, these molecular assembly machines can be actively 
directed, driven and controlled by environmental signals107.

Consequently, an external load or force applied to the substrate or 
to the motor itself can be used to slow down a motor’s action or stall its 
movement. The stalling forces of kinesin and dynein are 6 and 1 pN, 
respectively58,129. For example, the binding of two kinesin domains to a 
microtubule track creates an internal strain in the motor that prevents 
ATP from binding to the leading motor head. In this way, the two motor 
domains remain out-of-phase for many mechanochemical cycles and 
thereby provide an efficient, adaptable mechanism for achieving highly 
processive movement130. Beyond stalling the movement of motors by 
a mechanical load, other types of perturbations can also influence the 
dynamics of molecular motors, including the stretching of substrate 
molecules like DNA13. Although this external control over nanomotors 
has been demonstrated in a few different contexts ex vivo, a rich detailed 
mechanistic understanding of how such external control knobs can 
modulate the dynamics of the molecular motor is emerging from recent 
work on the DNA polymerase motor9,107,116,121,127,128,131.

Remote-controlling the local ATP concentration by the 
photo-activated release of caged ATP can allow a nanomotor-driven 
transport system to be accelerated or stopped on demand84. External 
control knobs or regulators can also be engineered into the motors. For 
instance, point mutations can be introduced into the gene encoding the 
motor protein, such that it is engineered to respond to light, temperature, 
pH or other stimuli43,85. Engineering light-sensitive switches into 
nanomotors enables the rate of ATPase43,132 to be regulated, thereby 
providing an alternate handle for tuning the motor’s speed, even while 
the ATP concentration is kept constant and high. When additional 
ATP-consuming enzymes are present in solution, the rate of ATP 
depletion regulates the distance the shuttles move after being activated 
by a light pulse and before again coming to a halt84.

Future applications could require that instead of all the shuttles 
being moved at the same time, only those in precisely defined locations 

Figure 7 quality control procedures for damage recognition and molecular repair. 
the dnA polymerase motor (dnAp) contains two active sites. it switches from 
polymerase (copying) to exonuclease (error correction) activity when it encounters 
a mismatched base. mismatched bases are detected as they have weaker bonding 
interactions—the ‘melting’ temperature is lower—and this increases the chance of 
switching from the polymerase to the exonuclease active site107. in the exonuclease 
mode, the motor excises the incorrect base from the nascent dnA strand.
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be activated, on demand. Some of the highly conserved residues within 
motors help to determine the motor’s ATPase rate43. Introducing 
chemical switches near those locations might provide a handle for 
chemical manipulation of the motor’s speed. In fact, this has already 
been realized for a rotary motor132 as well as for a linear kinesin motor, 
where the insertion of a Ca2+-dependent chemical switch makes the 
ATPase activity steeply dependent on Ca2+ concentrations133. In 
addition to caged ATP, caged peptides that block binding sites could 
be used to regulate the motility of such systems. Caged peptides 
derived from the kinesin C-terminus domain have already been used 
to achieve photo control of kinesin-microtubule motility134. Instead of 
modulating the rate of ATP hydrolysis, the access of microtubules to 
the motor’s head domain can also be blocked in an environmentally 
controlled manner. In fact, temperature has already been shown to 
regulate the number of kinesins that are accessible while embedded 
in a surface-bound film of thermoresponsive polymers135.

The nanomotor-driven assembly of DNA by the DNA polymerase 
motor provides an excellent example of how precision control over the 
nanomotor can be achieved by various external knobs in the motor’s 
environment107,116,127,128. The DNAp motor moves along the DNA 
template by cycling through a given sequence of geometric shape 
changes. The sequence of shapes or internal states of the nanomachine 
can be denoted by nodes on a simple network107,116,127,128. As illustrated 
in Fig. 8, this approach elucidates how mechanical tension on a DNA 
molecule can precisely control (or ‘tune’) the nanoscale dynamics 
of the polymerase motor along the DNA track by coupling into key 
conformational changes of the motor107.

Macroscopic knobs to precision-control the motor’s movement 
along DNA tracks can be identified by probing how the motor’s 
dynamics vary with each external control knob (varied one at 
a time). Efforts are currently under way to control even more 
precisely the movement of these nanomotors along DNA tracks by 
tightly controlling the parameters in the motor’s environment (see 
www.nanobiosym.com). Concepts of fine-tuning and robustness 
could also be extended to describe the sensitivity of other nanomotors 
(modelled as simple biochemical networks) to various external 
control parameters107. Furthermore, such a network approach107 
provides experimentally testable predictions that could aid the 
design of future molecular-scale manufacturing methods that 
integrate nanomotor-driven assembly schemes. External control of 
these nanomotors will be critical in harnessing them for nanoscale 
manufacturing applications.

ConCludinG remArkS

We have reviewed several key engineering design principles that 
enable nanomotors moving along linear templates to perform a 
myriad of tasks. Equally complex biomimetic tasks have not yet 
been mastered ex vivo, either by harnessing biological motors or 
via synthetic analogues. Engineering insights into how such tasks 
are carried out by the biological nanosystems will inspire new 
technologies that harness nanomotor-driven processes to build new 
systems for nanoscale transport and assembly.

Sequential assembly and nanoscale transport, combined with 
features currently attributed only to biological materials, such as 
self-repair and healing, might one day become an integral part of 
future materials and bio-hybrid devices. In the near term, molecular 
biology techniques could be used to synthesize and assemble 
nanoelectronic components with more control (www.cambrios.com; 
see also ref. 29). Numerous proof-of-concept experiments using 
nanomotors integrated into synthetic microdevices have already 
been demonstrated (see reviews74,136). Among many others, these 
applications include stretching surface-bound molecules by moving 
microtubules87,90; probing the lifetime of a single receptor–ligand 
interaction via a cantilevered microtubule that acts as a piconewton 

force sensor85; topographic surface imaging by self-propelled probes70; 
and cargo pick-up from loading stations88 as illustrated in Fig. 5.

Although much progress is being made in the synthesis of 
artificial motors (see review137), it has been difficult, in practice, to 
synthesize artificial motors that come even close in performance 
to their natural counterparts (see review39). Harnessing biological 
motors to perform nanoscale manufacturing tasks might thus be 
the best near-term strategy. Although many individual nanoparts 
can be easily manufactured, the high-throughput assembly of these 
nanocomponents into complex structures is still non-trivial. At 
present, no ex vivo technology exists that can actively guide such 
nanoscale assembly processes. Despite advances in deciphering the 
underlying engineering design principles of nanomotors, many 
hurdles still impede harnessing them for ex vivo transport and 
sequential assembly in nanosystems. Although the use of biological 
nanomotors puts intrinsic constraints on the conditions under which 
they can be assembled and used in biohybrid devices, many of their 
sophisticated tasks are still poorly mimicked by synthetic analogues. 
Understanding the details of how these little nanomachines convert 
chemical energy into controlled movements will nevertheless inspire 
new approaches to engineer synthetic counterparts that might some 
day be used under harsher conditions, operate at more extreme 
temperatures, or simply have longer shelf lives.

Certain stages of the materials production process might one day 
be replaced by nanomotor-driven sequential self-assembly, allowing 
much more control at the molecular level. Biological motors are already 
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Figure 8 precision control of nanomotors with external control ‘knobs’. the net 
replication rate of a dnAp motor can be controlled by the mechanical tension on the 
dnA template strand. Single-molecule data for the motor’s force-dependent velocity 
(two sets of data—diamonds and triangles—are shown, relating to constant force 
and constant extension measurements) can be described by a network model (red 
curve) as shown here. the change in net replication rate shows how external controls 
can change the dynamics of the nanomotor. this model illustrates how environmental 
control knobs can tune the dynamics of the nanomotor by altering the rate constants 
associated with its various internal transitions106. tensions between 0 and 35 pn 
control the net replication rate, whereas tensions above 35 pn actually reverse 
the velocity of the nanomotor. inset, experimental setup: a single dnA molecule is 
stretched between two plastic beads as the motor catalyses the conversion of single-
stranded to double-stranded dnA. Figure adapted from ref. 106.
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being used to drive the efficient fabrication of complex nanoscopic 
and mesoscopic structures, such as nanowires31 and supramolecular 
assemblies. Techniques for precision control of nanomotors that 
read DNA are also being used to engineer integrated systems for 
rapid DNA detection and analysis (www.nanobiosym.com). The 
specificity and control of assembly and transport shown by biological 
systems offers many opportunities to those interested in assembly 
of complex nanosystems. Most importantly, the intricate schemes 
of proofreading and damage repair—features that have not yet been 
realized in any manmade nanosystems—should provide inspiration 
for those interested in producing synthetic systems capable of 
similarly complex tasks.

doi:10.1038/nnano.2008.190

published online: 27 July 2008.
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Abstract

Diagnostics and prognostics are two important aspects in a condition-based maintenance (CBM) program. However,

these two tasks are often separately performed. For example, data might be collected and analysed separately for diagnosis

and prognosis. This practice increases the cost and reduces the efficiency of CBM and may affect the accuracy of the

diagnostic and prognostic results.

In this paper, a statistical modelling methodology for performing both diagnosis and prognosis in a unified framework is

presented. The methodology is developed based on segmental hidden semi-Markov models (HSMMs). An HSMM is a

hidden Markov model (HMM) with temporal structures. Unlike HMM, an HSMM does not follow the unrealistic

Markov chain assumption and therefore provides more powerful modelling and analysis capability for real problems. In

addition, an HSMM allows modelling the time duration of the hidden states and therefore is capable of prognosis. To

facilitate the computation in the proposed HSMM-based diagnostics and prognostics, new forward–backward variables

are defined and a modified forward–backward algorithm is developed. The existing state duration estimation methods are

inefficient because they require a huge storage and computational load. Therefore, a new approach is proposed for training

HSMMs in which state duration probabilities are estimated on the lattice (or trellis) of observations and states. The model

parameters are estimated through the modified forward–backward training algorithm. The estimated state duration

probability distributions combined with state-changing point detection can be used to predict the useful remaining life of a

system.

The evaluation of the proposed methodology was carried out through a real world application: health monitoring of

hydraulic pumps. In the tests, the recognition rates for all states are greater than 96%. For each individual pump, the

recognition rate is increased by 29.3% in comparison with HMMs. Because of the temporal structures, the same HSMMs

can be used to predict the remaining-useful-life (RUL) of the pumps.

r 2006 Elsevier Ltd. All rights reserved.
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Nomenclature

N number of states in the model
M number of distinct observations for each state
{1, 2,y,N} N states in the model
st state at time t

V ¼ {v1, v2,y, vM} observation symbols
A ¼ {aij} state transition probability distribution
B ¼ {bi(k)} observation probability distribution in state i

p ¼ {pi} initial state distribution
l an HMM model
Pi(d) probability of the event of staying in i for exactly d time units
O ¼ o1o2yoT observation sequence
L number of health states (or macro-states) in the model
{h0, h1,y, hL�1} health states (or macro-states) in the model
dl duration staying at a health state hl

T life time of a component, T ¼
PL�1

l¼0 dl

at(i) forward variable: probability of generating o1o2yot and ending in state i

D maximum duration within any state
bjðO

t
t�dþ1Þ joint density of d consecutive observations (ot�d+1ot�d+2yot)

bt(i) backward variable: probability of generating ot+1ot+2yoT and ending in state i

at;t0 ði; jÞ probability of the partial observation sequence o1o2yot0, and state i at time t and state j at time
t0 (t0 ¼ t+d)

ft;t0 ði; jÞ probability of the system being in state i for d time units and then moving to the next state j

xt;t0 ði; jÞ probability of the system being in state i for d (t0 ¼ t+d) time units and then moving to the next
state j, given the observation sequence o1o2yoT

p̄i re-estimated initial state distribution
āij re-estimated state transition probability
p̄iðdÞ re-estimated macro-state duration distribution
b̄iðkÞ re-estimated segmental observation distribution
m(i) mean of duration probability of macro-state i

s2(i) variance of duration probability of macro-state i

Z Gaussian distribution with mean vector mjm and covariance matrix Ujm for the mth mixture
component in the state j

Mj number of Gaussian component Z in state j

cjm ¼ PðMm ¼ mjst ¼ jÞ conditional weight for the mth mixture component in the state j

t̂lc weighted change-point time
tlc ‘‘true’’ change-point time
D(hl) state duration of hl, which equals mðhlÞ þ rs2ðhlÞ

r coefficient used for calculating D(hl), which equals ðT �
PL�1

l¼0 mðhlÞÞ=
PL�1

l¼0 s
2ðhlÞ
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1. Introduction

Diagnostics and prognostics are processes of assessment of a system’s health. Diagnostics is an assessment
about the current (and past) health of a system based on observed symptoms. It deals with fault detection,
isolation and identification when fault occurs. Prognostics is an assessment of the future health, it is a task to
determine whether a fault is impending and estimate how soon and how likely a fault will occur.

A prerequisite to effective wide-spread deployment of condition-based maintenance (CBM) practices is
effective diagnostics and prognostics. CBM increases system efficiency and availability through elimination of
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unnecessary maintenance. The economic ramifications of CBM are many folds since it affects labor
requirements, replacement part costs, and the logistics of scheduling routine maintenance [1]. However,
diagnostics and prognostics are often separately performed. For example, data might be collected and
analysed separately for diagnosis and prognosis. Therefore, there is a need for an integrated framework in
which both diagnostics and prognostics can be performed.

Due to the nature of the observed data and the available knowledge, the diagnostic and prognostic methods
are often a combination of statistical inference and machine learning methods. A probabilistic approach called
hidden Markov model (HMM) has been quite effective in some applications such as speech processing and
medical diagnostics. Although the statistical methods of hidden Markov modelling were initially introduced
and studied in the late 1960s and early 1970s, they have become increasingly popular recently. There are two
major reasons for this. First, the models have very rich mathematical structure and can form the solid
theoretical foundation for use. Second, the models have many successful applications in practice [2]. An added
benefit of employing HMMs is the ease of model interpretation in comparison with pure ‘‘black-box’’
modelling methods such as artificial neural networks that are often employed in advanced diagnostic
models [3].

An inherent limitation of HMM technology is that its state duration follows an exponential distribution. In
other words, HMM does not provide adequate representation of temporal structure. Researchers have
proposed a number of techniques to address these limitations. Ljolie and Levinson [4] use continuous variable
duration HMM in the speech recognition. They compared the explicit duration model with the standard
HMM. The results show that the absence of a correct duration model increases the error rate by 50%. The
experimental evidence demonstrates that explicit duration models, even if only specifying the longest and the
shortest duration allowed for a speech segment, can be beneficial to the recogniser performance [4–6]. As
indicated by Chen et al. [7,8], the motivation for the variable state duration HMM-based handwritten word
recognition (HWR) system is: because of the inherent ambiguity related to the segmentation process in
handwritten words, it is a practical idea to use the variable duration model for the states in a HMM-based
HWR system.

There has been some use of HMMs by the diagnostics community. Recently, some researchers apply
HMMs in the area of diagnostics in machining processes [9–15]. However, in their applications, only ordinary
HMM techniques are adopted. Therefore, the inherent limitation within HMMs as indicated above still exists
in their models.

Literature on prognostic methods is extremely limited but the concept has been gaining importance in recent
years. Unlike numerous methods available for diagnostics, prognostics is still in its infancy, and literature is
yet to present a working model for effective prognostics [3]. Bunks et al. [1], and Baruah and Chinnam [3] first
point out that HMM-based models could be applied in the area of prognostics in machining processes.
However, only standard HMM-based approaches are proposed in their studies. The principle of HMM-based-
prognostics in [3] is as follows: first, build and train N HMMs for all component health states. Between N

trained HMMs, the authors assume that the estimated vectors of state transition times follow some
multivariate distribution. Once the distribution is assessed, the conditional probability distribution of a
distinct state transition given the previous state transition points can be estimated. In diagnostics of machining
processes, tool wear is a time-related process. In prognostics of components, the objective is to predict the
progression of a fault condition to component failure and estimate the remaining-useful-life (RUL) of the
component. Component aging process is the critical point in this issue. Therefore, it is natural to use explicit
state duration models.

In the proposed framework, for each health state of components, an hidden semi-Markov model (HSMM)
is built and trained. Here, each health state of a component corresponds to a segment of the HSMM. These
trained HSMMs can be used for the classification of a component failure mechanism given an observation
sequence in diagnostics. For prognostics, another HSMM is used to model a component’s life cycle. After
training, the duration time in each health state can be estimated. From the estimated duration time, the
proposed macro-state-based prognostic approach can be used to predict the remaining useful time for a
component. The probability distribution for state transition times in [3] is estimated from the estimation of
‘‘state transition time instants’’. While in our model, the macro-state durations are estimated directly from the
training data. Compared to the approach given in [3], our approach provides a unified HSMM-based



ARTICLE IN PRESS
M. Dong, D. He / Mechanical Systems and Signal Processing 21 (2007) 2248–2266 2251
framework for both diagnostics and prognostics. The major drawback of HSMMs is that the com-
putational complexity may increase for the inference procedures and parameter estimations. In this regard,
duration modelling by parametric probability distributions has been used to alleviate the computational
burden.

This paper is organised as follows. In Section 2, an HMM-based bearing diagnosis is provided as an
introductory example and the basic concepts of HMMs are introduced. Section 3 presents the segmental
HSMM-based modelling framework for diagnosis and prognosis. Section 4 provides inference and learning
mechanisms for segmental HSMMs. Section 5 gives the HSMM-based diagnosis procedure. The HSMM-
based prognosis algorithm is provided in Section 6. Case study for hydraulic pump health monitoring is given
in Section 7. Finally, conclusions are drawn in Section 8.

2. Theoretical background

2.1. Description of fault diagnostic process using HMMs

The failure mechanisms of mechanical systems usually involve several degraded health states. For example,
a small change in a bearing’s alignment could cause a small nick in the bearing, which over time could cause
scratches in the bearing race, which could then cause additional nicks, which could lead to complete bearing
failure. This process can be ideally described by a mathematical model known as HMM since it can be used to
estimate the unobservable health states using observable sensor signals. The word ‘‘hidden’’ means the HMM
states are hidden from direct observations. In other words, the HMM states manifest themselves via some
probabilistic behaviour. A diagram depicting the state transitions of the bearing from normal to the failure is
shown in Fig. 1. The arrows represent transition paths from one state to another. For each path in HMM,
there is usually a number denoting the transition probability associated with it. From Fig. 1, it can be seen that
HMM is very suitable for describing the failure mechanism of the bearing example. One may argue that there
may be infinite number of failure mechanisms in a bearing failure. This may be true. However, one should also
note that the signals coming out of each step of failure process may have unique characteristics. For example,
an experienced mechanics can distinguish a good transmission from a bad transmission by listening to the
acoustic emissions of the transmission. HMM can exactly capture the characteristics of each stage of the
failure process, which is the basis of using HMM for failure diagnosis and prognosis [16].

Vibration signals are preprocessed before extracting features that related to the specific fault. Preprocessing
can be carried out by amplitude demodulating the signal. Amplitude demodulating provides a mechanism for
effectively extracting the rolling element fault frequencies from extraneous noise that is present in the signal
[17]. The preprocessed vibration signal for a bearing of known condition (or health state) is coded into a
feature matrix. This feature matrix is then used to train an HMM that represents the specific bearing condition
(or health state).

For the purpose of detecting the presence of a fault, it is sufficient to train a single HMM for the normal
operating condition. Multiple vibration data collected from a normal bearing under various load conditions
can be used to train an HMM. Presence of a fault can be detected in a bearing given the HMM for the normal
condition. Given the feature matrix obtained from the bearing, the probability of the HMM for the normal
condition is calculated. If the probability is above a pre-determined threshold, then there is no fault present in
the bearing. The bearing has a fault, otherwise. This is summarised in Fig. 2.
Normal Failurenick scratches more nicks

Initial state Terminal state
Time progression

Degraded states

Fig. 1. An HMM scheme describing the failure mechanism of a bearing.
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Fig. 2. HMM-based bearing fault detection.
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2.2. Elements of an HMM

A Markov chain is a sequence of events, usually called states, the probability of each of which is dependent
only on the event immediately preceding it. An HMM represents stochastic sequences as Markov chains where
the states are not directly observed, but are associated with a probability function. The generation of a random
sequence is then the result of a random walk in the chain and of an observation (also called an emission) at
each visit of a state.

An HMM has the following elements [2]:
(1)
 N, the number of states in the model. Although the states are hidden, there is often some physical signal
attached to the states of the model. We denote the individual states as {1, 2,y, N}, and the state at time t

as st.

(2)
 M, the number of distinct observations for each state. The observation symbols correspond to the physical

output of the system being modelled. The individual observation symbols are denoted as V ¼ {v1, v2,y,
vM}.
(3)
 The state transition probability distribution A ¼ {aij}, where

aij ¼ P½stþ1 ¼ jjst ¼ i�; 1pi; jpN.
(4)
 The observation probability distribution in state i, B ¼ {bi(k)}, where

biðkÞ ¼ P½vkjst ¼ i�; 1pipN; 1pkpM.
(5)
 The initial state distribution p ¼ {pi} where

pi ¼ P½s1 ¼ i�; 1pipN.
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t can be seen that a complete HMM requires the specifications of N, M, A, B, and p. For convenience, a
I
compact notation is often used in the literature to indicate the complete parameter set of the model:
l ¼ ðp;A;BÞ.

2.3. Durational measure of standard HMMs

The durational behaviour of an HMM is usually characterised by a durational pdf P(d). For a single state i,
the value P(d) is the probability of the event of staying in i for exactly d time units. This event is in fact the
joint event of taking the self-loop for (d�1) times and taking the out-going transition (with probability 1�aii)
just once. Given the Markovian assumption, and from probability theory, P(d) is simply the product of all the
d probabilities:

PiðdÞ ¼ ad�1
ii ð1� aiiÞ. (1)

Here, Pi(d) denotes the probability of staying in state i for exactly d time steps, and aii is the self-loop
probability of state i. It can be seen that this is a geometrically decaying function of d. It has been argued that
this is a source of inaccurate duration modelling with the HMMs since most real-life applications would not
obey this function [18].

2.4. The three basic problems for HMMs

In real applications, there are three basic problems associated with HMMs.
(1)
 Evaluation (also called Classification): Given the observation sequence O ¼ o1o2 . . . oT , and a HMM l,
what is the probability of the observation sequence given the model, i.e., P(Ojl).
(2)
 Decoding (also called Recognition): Given the observation sequence O ¼ o1o2 . . . oT , and an HMM l, what
sequence of hidden states S ¼ s1s2 . . . sT most probably generates the given sequence of observations.
(3)
 Learning (also called Training): How do we adjust the model parameters l ¼ ðA;B;pÞ to maximise P(Ojl)?
Different algorithms have been developed for above three problems. The most straightforward way of
solving the evaluation problem is through enumerating every possible state sequence of length T (the number
of observations). However, the computation burden for this exhaustive enumeration is prohibitively high.
Fortunately, a more efficient algorithm that is based on dynamic programming exists. This algorithm is called
forward–backward procedure [19]. The goal for decoding problem is to find the optimal state sequence
associated with the given observation sequence. The most widely used optimality criterion is to find the single
best state sequence (path), i.e., to maximise P(SjO,l) that is equivalent to maximising P(S, Ojl). A formal
technique for finding this single best state sequence exists, based on dynamic programming methods, and is
called Viterbi algorithm [20]. For learning problem, there is no known way to obtain analytical solution.
However, we can adjust the model parameters l ¼ ðA;B;pÞ such that P(Ojl) is locally maximised using an
iterative procedure such as the Baum–Welch method (or equivalently the Expectation-Maximisation
algorithm) [21].

3. Segmental HSMM-based modelling framework for diagnostics and prognostics

3.1. Macro- and micro-states

For a component, it usually evolves through several distinct health-status prior to reaching failure. For
example, mechanics of drilling processes suggest that a typical drill-bit may go through four health-states:
good, medium, bad, and worst. In general, for a component, we can identify L distinct sequential states for a
failure mechanism. That is, determination of health status of a component: no-defect (i.e., health state 0,
denoted by h0), level-1 defect (denoted by h1), level-2 defect (denoted by h2),y, level-(L�1) defect (denoted by
hL�1). Here, the level-(L�1) defect means failure. Let dl be the duration staying at the health state hl and T be
the life time of the component. Then, T ¼

PL�1
l¼0 dl .
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Unlike a state in a standard HMM, a state in a segmental semi-Markov model generates a segment of
observations, as opposed to a single observation in the HMM. In this study, the states in a segmental semi-
Markov model are called macro-states (i.e., segments). Each macro-state consists of several single states, which
are called micro-states. Suppose that a macro-state sequence has L segments, and let ql be the time index of the
end-point of the lth segment (0plpL�1). The segments are as follows:
Micro-states

h0

s1 s2

d1=q1 time units
s1= s2=… sq1=h0

Macro-states

Fig. 3. Segmental H
sq1
… sq1+1

d2 = q2
sq1+1= s

sq1+2

SMM-based modelling framework
h1

sq2
…

 -q1 time units

q1+2=… sq2=h1

sq1+3

s(N-

dL
s(L-1

for component diagnostics and progno
Time units
 1; . . . ; q0
 q0 þ 1; . . . ; q1
 qL�2 þ 1; . . . ; qL�1
Observations
 o1; . . . ; oq0

oq0þ1

; . . . ; oq1

oqL�2þ1

; . . . ; oqL�1
Micro-states
 s1; . . . ; sq0

sq0þ1

; . . . ; sq1

sqL�2þ1

; . . . ; sqL�1
Durations
 d0 ¼ q1
 d1 ¼ q1�q0
 dL�1 ¼ qL�1�qL�2
Macro-states
 h0
 h1
 hL�1
Segments
 0
 1
 L�1
For the lth macro-state, the observations are oql�1þ1
; . . . ; oql

, and they have the same micro-state label:

sql�1þ1
¼ sql�1þ2

¼ � � � ¼ sql
� hl .

The proposed segmental HSMM-based modelling framework for component diagnostics and prognostics is
described in Fig. 3.

3.2. Model structure

3.2.1. Model description

Let st be the hidden state at time t and O be the observation sequence. Characterisation of an HSMM is
through its parameters. The parameters for an HSMM are: the initial state distribution (denoted by p), the
transition model (denoted by A), state duration distribution (denoted by D), and the observation model
(denoted by B). Thus, an HSMM can be written as l ¼ ðp;A;D;BÞ.

3.2.2. State transitions

In the segmental HSMM, there are N states, and the transitions between the states are according to the
transition matrix A, i.e., Pði! jÞ ¼ aij. Similar to standard HMMs, we assume that the state s0 at time t ¼ 0 is
a special state ‘‘START’’. We denote this initial state distribution as p.

Although the macro-state transition sql�1
! sql

is Markov

Pðsql
¼ jjsql�1

¼ iÞ ¼ aij

the micro-state transition st�1-st is usually not Markov. This is the reason why the model is called ‘‘semi-
Markov’’ [22]. That is, in the HSMM case, the conditional independence between the past and the future is
only ensured when the process moves from one state to another distinct state.
hL-1

1)+1 sqN
…

= qL –qL-1 time units

)+1= s(L-1)+2=… sqL=hL-1

stics.
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3.2.3. Segmental observation distributions

Another extension in segmental HSMM from the HMM is the segmental observation distribution. The
observations oðt1;t2� in a segment with state i and duration d are produced by

Pðoðt1;t2�ji; dÞ, (2)

where d ¼ t2 � t1.

4. Inference and leaning mechanisms for segmental HSMM-based diagnostics and prognostics framework

4.1. Inference procedures

Similar to HMMs, HSMMs also have three basic problems to deal with, i.e., evaluation, recognition and
training problems. To facilitate the computation in the proposed HSMM-based diagnostics and prognostics
framework, in the following, new forward–backward variables are defined and modified forward–backward
algorithm is developed.

A dynamic programming scheme is employed for the efficient computation of the inference procedures. To
implement the inference procedures, a forward variable at(i) is defined as the probability of generating o1o2yot

and ending in state i:

atðiÞ ¼ Pðo1o2 . . . ot; i ends at tjlÞ ¼
XN

i¼1

XminðD;tÞ

d¼1

at�d ðiÞaijPðdjjÞbjðO
t
t�dþ1Þ, (3)

where D is the maximum duration within any state. bjðO
t
t�dþ1Þ is the joint density of d consecutive

observations (ot�d+1ot�d+2yot).
It can be seen that the probability of O given the model l can be written as

PðOjlÞ ¼
XN

i¼1

aT ðiÞ. (4)

A modified Forward–Backward algorithm for HSMMs is given in Appendix A. The parameter re-
estimations for HSMM-based diagnosis and prognosis can be found in Appendix B.

4.2. Training of macro-state duration models using parametric probability distributions

In this study, state duration densities are modelled by single Gaussian distribution estimated from training data.
The existing state duration estimation method is through the simultaneous training HSMMs and their state
duration densities. However, these techniques are inefficient because it requires huge storage and computational
load. Therefore, we adopt a new approach for training state duration models. In this approach, state duration
probabilities are estimated on the lattice (or trellis) of observations and states which is obtained in the HSMM
training stage. For detailed parameter re-estimation formulae of macro-state durations, see Appendix C.

4.3. Continuous observation densities in HSMMs

Although the vector quantisation (VQ) can be used to quantise signals via codebook, there might be serious
degradation associated with such quantisation [2]. Hence it would be advantageous to use the HSMMs with
continuous observation densities. In this research, mixture Gaussian distribution is used. The most general
representation of the pdf is a finite mixture of the form:

bjðOÞ ¼
XMj

m¼1

cjmZ½O;mjm;Ujm� ¼
XMj

m¼1

PðMm ¼ mjst ¼ jÞZ½O;mjm;Ujm�; 1pjpN, (5)

where Z represents a Gaussian distribution with mean vector mjm and covariance matrix Ujm for the mth
mixture component in the state j, O is the vector being modelled, Mj is the number of Gaussian component Z
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in state j, cjm ¼ PðMm ¼ mjst ¼ jÞ is the conditional weight for the mth mixture component in the state j. The
mixture gains cjm satisfy the following stochastic constraint:

XMj

m¼1

cjm ¼ 1; 1pjpN,

cjmX0; 1pjpN; 1pmpMj , ð6Þ

so that the pdf is properly normalised, i.e.,Z 1
�1

bjðxÞdx ¼ 1; 1pjpN. (7)

As pointed out in [2], the pdf of Eq. (5) can be used to approximate, arbitrarily closely, any finite continuous
density function of practical importance. Hence, it can be applied to a wide range of problems.

5. Segmental HSMM-based diagnosis

5.1. HSMM training

For diagnostics, the goal is to develop trained HSMMs to recognise L different health states of a component
for a given failure mode. That is, the task is to develop a diagnostics model for classifying the health states of a
component. Therefore, for the diagnosis of the fault, it is necessary that a separate HSMM be trained for all
possible fault types in addition to the HSMM for normal condition.

Given these L groups of observation sequences, L different HSMMs (i.e., HSMM0,
HSMM1,y, HSMML�1) are modelled for characterisation of each group, which corresponds to a health
state.

5.2. Classification using HSMMs

The procedure for classification of a component failure mechanism given an observation sequence is: each
of the N trained HSMMs is presented with the same sequence. According to the value of highest log-
likelihood, the sequence can be classified. The training phase, classification phase and prediction phase of an
HSMM-based fault diagnosis and prognosis scheme are illustrated in Fig. 4.

6. Segmental HSMM-based prognosis

6.1. Health-state change point detection

The health-state change point is defined as the point at which the system changes from health
state hl to health state hl+1. Through the health-state change point detection, we can estimate the time from
the system’s current condition to the health-state change point. As the change-point corresponds to the
switching from health state hl to health state hl+1 in the model, the detection of change-point is
straightforward: we run the Viterbi algorithm on-line as new data points o1y oty are coming in. If st ¼

hlþ1 in the most likely state sequence, t will be the change-point. For a given sequence of observed data
O ¼ o1o2 . . . oT , and a 2-health-state system, there are, in theory, T�1 possible state sequences are as shown in
Fig. 5.

Each state sequence provides an estimate of the location of the change-point. For example, in s(t) the
location of change-point is t.

Since the weighted change-point time can be estimated as

t̂lc ¼
XT

t¼2

t� PðsðtÞjOÞ. (8)
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Training Phase

Classification Phase
(Diagnostics)

Vibration Data (preprocessed)

Feature Extraction (by wavelets)

Parameters Estimation (training HSMMs for
each health state by using individual health
state trainingdata sets)

HSMM0 (λ0)

Log-likelihood
computation (P0)

HSMM1 (λ1)

Log-likelihood
computation (P1)

HSMML-1 (λL-1)

Log-likelihood
computation (PL-1)

.

.

.

Sensor
signals

Perceptual
processing

Observation
sequences

∩

∩

Component condition = i,
i = index(max(P0, P1, , PL-1))

∩

Parameters Estimation (training an HSMM for a
component with all health states by using the
component’s life-time trainingdata sets)

HSMMd (λd)

Duration computation
(obtaining mean and
variance by training for
each health state)

Predict the remaining
useful time of the
component based on its
current condition and
duration parameters of
each health state.

Prediction
Phase
(Prognostics)

Fig. 4. HSMM-based fault diagnosis and prognosis scheme.

Fig. 5. Possible state sequences for 2-health-state system.
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Note that

Pðst�1 ¼ l Oj Þ ¼
XT

t0¼t

Pðsðt
0Þ Oj Þ ¼ PðsðtÞ Oj Þ þ

XT

t0¼tþ1

Pðsðt
0ÞjOÞ ¼ PðsðtÞjOÞ þ Pðst ¼ ljOÞ. (9)
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Therefore,

t̂lc ¼
XT

t¼2

ðt� ½Pðst�1 ¼ ljOÞ � Pðst ¼ ljOÞ�Þ. (10)

This weighted average minimises the penalty function
P

tlc
PðtlcjOÞðtlc � t̂lcÞ

2, where tlc is the ‘‘true’’ change-
point time. The above estimator can be efficiently computed by the modified Forward–Backward algorithm.
6.2. Macro-state duration model-based prognostics

The objective of prognostics is to predict the progression of a fault condition to component failure and
estimate the RUL of the component. In the following, we propose an approach that is based on macro-state
duration models.

The framework for macro-state duration model-based prognostics is given in Fig. 6. Since each macro-state
duration density P(dn|hl) is modelled by a single Gaussian distribution, state durations, which maximise
log PðSjl;TÞ ¼

PL�1
l¼0 log PðdnjhlÞ under the constraint T ¼

PL�1
l¼0 DðhlÞ, are given by

DðhlÞ ¼ mðhlÞ þ rs2ðhlÞ, (11)

r ¼ T �
XL�1
l¼0

mðhlÞ

 !,XL�1
l¼0

s2ðhlÞ. (12)

6.3. Prognostics procedure

The macro-state duration model-based component prognostics procedure is given as follows:
Step 1: From the HSMM training procedure (i.e., parameter estimation), we can obtain the state transition

probability for HSMM.
Step 2: Through the HSMM parameter estimation, the duration pdf for each macro-state can be obtained.

Therefore, the duration mean and variance can be calculated.
Step 3: By classification, identify the current health status of the component.
Step 4: The RUL of the system can be computed by the following backward recursive equations (suppose

that the system currently stays at health state l, RULl indicates the RUL starting from state l):
At state L�2:

RULL�2 ¼ aL�2;L�2½DðhL�2Þ þDðhL�1Þ� þ aL�2;L�1½DðhL�1Þ�.
h0

a00

a01 h1

a11

a12 h2

a22

a23 …………
hL-1

aL-1,L-1

……,
hL-1: health state L-1 (Level-(L-1)defect), aij: transition probability

Life time of a component = D(h0)+D(h1)+ D(h2)+…+D(hL-1)
D(hi): duration of a component staying at state hi.

h0: health state 0 (i.e., no-defect), h1: health state 1 (Level-1 defect),

Fig. 6. Segmental HSMM for prognostics.
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At state L�3:

RULL�3 ¼ aL�3;L�3½DðhL�3Þ þRULL�2� þ aL�3;L�2½RULL�2�

yy

At state l:

RULl ¼ t̂lc þ al;lþ1½RULlþ1�. (13)

7. Case studies

7.1. Diagnostics for pumps

To evaluate the performance of the developed HSMM method for machine health diagnosis and prognosis,
it was tested using data from a real hydraulic pump health monitoring application case study.

In this case study, long-term wear test experiments were conducted at a research laboratory facility. In the
test experiments, three pumps (pump 6, pump 24 and pump 82) were worn to various percent decreases in flow
by running them using oil containing dust. Each pump experienced four states: baseline (normal state),
contamination 1 (5mg of 20-mm dust injected into the oil reservoir), contamination 2 (10mg of 20-mm dust
injected into the oil reservoir), and contamination 3 (15mg of 20-mm dust injected into the oil reservoir). The
contamination stages in this hydraulic pump wear test case study correspond to different stages of flow loss in
the pumps. As flow rate of a pump clearly indicates the heath state of a pump, therefore, the contamination
stages corresponding to different degrees of flow loss in a pump were defined as the health states of the pump
in the pump wear test.

Vibration signals were collected from a pump accelerometer that was positioned parallel to the axis of swash
plate swivel axis. Fig. 7 shows the schematic diagram of the experimental set-up. The pump used for testing in
the experiments was a Back Hoe Loader: a 74 cm3/rev Variable Displacement Pump.

The data was collected at a sample rate of 60 kHz with anti-aliasing filters from accelerometers designed to
have a usable range of 10 kHz. These signals were processed using wavelet packet with Daubechies wavelet 10
(db10) and five decomposition levels as the db10 wavelet with five decomposition levels provides the most
effective way to capture the fault information in the pump vibration data [23,24]. The wavelet coefficients
obtained by the wavelet packet decomposition were used as the inputs to the HMMs and HSMMs. In this test,
we wanted to see how the HSMMs could classify the health conditions of the pumps in comparison with the
HMMs. The number of data points used in training and testing for each condition is provided in Table 1.

The diagnosis results for three pumps are given in Tables 2–4, respectively.
The classification rate can be calculated as follows:
For pump 6, the classification rate based on HMMs is: 4/7 ¼ 57%. The classification rate based on HSMMs

is: 7/7 ¼ 100%.
Fig. 7. Schematic diagram of the experimental set-up.
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Table 1

Number of data points used for training and testing under different pump conditions

Pump no. Pump conditions

Baseline Contamination 1 Contamination 2 Contamination 3

Training Testing Training Testing Training Testing Training Testing

Pump 6 12 2 8 1 11 2 8 2

Pump 24 8 2 8 2 10 2 8 2

Pump 82 8 1 8 2 8 2 9 2

Table 2

Diagnosis results of pump 6 based on HMM and HSMM (� indicates a wrong classification)

Log-likelihood

value

Baseline Baseline Contamination 1 Contamination 2 Contamination 2 Contamination 3 Contamination3

Test run 1 Test run 2 Test run 1 Test run 1 Test run 2 Test run 1 Test run 2

HMMB �135.9974 �105.5929 -Inf -Inf -Inf -Inf -Inf

HMMC1 -Inf -Inf �16.2375 -Inf -Inf -Inf -Inf

HMMC2 -Inf -Inf -Inf -Inf (� ) -Inf (� ) -Inf -Inf

HMMC3 -Inf -Inf -Inf -Inf -Inf �177.5376 -Inf (� )

HSMMB �0.2787 15.4053 -Inf -Inf -Inf -Inf -Inf

HSMMC1 -Inf -Inf 21.9241 -Inf -Inf -Inf -Inf

HSMMC2 -Inf -Inf �611.7341 �25.7057 8.8795 �215.1119 �204.3999

HSMMC3 -Inf -Inf -Inf �716.2021 �327.9671 16.3517 2.7867
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For pump 24, the classification rate based on HMMs is: 6/8 ¼ 75%. The classification rate based on
HSMMs is: 8/8 ¼ 100%.

For pump 82, the classification rate based on HMMs is: 7/7 ¼ 100%. The classification rate based on
HSMMs is: 7/7 ¼ 100%.

The results verify that the new scheme is able to detect and diagnose faults with 100% accuracy. For
individual pump’s diagnostics, it can be seen that the correct recognition rate is increased by 29.3%, which
shows the proposed model is superior to currently used HMM-based approach. In addition, experiments show
that both HMM-based diagnosis and HSMM-based diagnosis have almost the same computational time. This
means that HSMM-based method is efficient and could be used in the real applications with large data sets.

7.2. Prognostics for pumps

For prognostics, we use the life time training data from pump 6, pump 24 and pump 82. By training, an
HSMM with four health states can be obtained. And, the mean and variance of the duration time in each state
are also available through the training process. The results are given in Tables 5 and 6.

Based on above information, the mean value of the RUL of a pump can be calculated as follows (in terms of
Eq. (13) and suppose that the component currently stays at state ‘‘Contamination1’’):

RULmean ¼ 28:0829.

Similarly, the variance of the RUL of a pump can be obtained as follows:

RULvariance ¼ 1:7846.

That is, if the component is currently at state ‘‘Contamination1’’, then its expected RUL is 28.0829 time
units with confidence interval 1.7846 time units.
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Table 3

Diagnosis results of pump 24 based on HMM and HSMM

Log-likelihood

value

Baseline Baseline Contamination 1 Contamination 1 Contamination 2 Contamination 2 Contamination3 Contamination3

Test run 1 Test run 2 Test run 1 Test run 2 Test run 1 Test run 2 Test run 1 Test run 2

HMMB 35.2932 35.5924 -Inf -Inf -Inf -Inf -Inf -Inf

HMMC1 -Inf -Inf �35.9807 �21.1165 -Inf -Inf -Inf -Inf

HMMC2 -Inf -Inf -Inf -Inf 9.5903 �80.6109 -Inf -Inf

HMMC3 -Inf -Inf -Inf -Inf -Inf -Inf -Inf (� ) -Inf (� )

HSMMB 29.9232 29.8745 -Inf -Inf -Inf -Inf -Inf -Inf

HSMMC1 -Inf -Inf 11.4684 18.7377 �577.3743 �589.9719 -Inf -Inf

HSMMC2 -Inf -Inf -Inf -Inf 19.0375 18.1357 -Inf -Inf

HSMMC3 -Inf -Inf -Inf -Inf -Inf -Inf �73.7291 11.6900
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Table 4

Diagnosis results of pump 82 based on HMM and HSMM

Log-likelihood

value

Baseline Contamination 1 Contamination 1 Contamination 2 Contamination 2 Contamination 3 Contamination 3

Test run 1 Test run 1 Test run 2 Test run 1 Test run 2 Test run 1 Test run 2

HMMB 33.2111 -Inf -Inf -Inf -Inf -Inf -Inf

HMMC1 -Inf �73.3233 �4.1633 -Inf -Inf -Inf -Inf

HMMC2 -Inf -Inf -Inf �217.4598 �4.7148 -Inf -Inf

HMMC3 -Inf -Inf -Inf -Inf -Inf 29.3313 11.2834

HSMMB 27.4588 -Inf -Inf -Inf -Inf -Inf -Inf

HSMMC1 �584.5710 9.9819 16.0810 -Inf �460.2582 -Inf -Inf

HSMMC2 -Inf -Inf -Inf �11.4333 21.1464 -Inf -Inf

HSMMC3 -Inf -Inf -Inf -Inf -Inf 22.5104 18.2022

Table 5

Transition probability between four health states

States Baseline Contamination 1 Contamination 2 Contamination 3

Baseline 0.8913 0.0454 0.0633 0.0000

Contamination 1 0.0000 0.6399 0.3599 0.0003

Contamination 2 0.0000 0.0000 0.9167 0.0833

Contamination 3 0.0000 0.0000 0.0000 1.0000

Table 6

Mean and variance of duration time in four health states

States Baseline Contamination 1 Contamination 2 Contamination 3

Mean of duration 10.4549 9.7923 11.3375 10.4793

Variance of duration 1.9388 0.9792 1.2415 0.1880
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8. Conclusions

In this paper, an integrated system for component diagnostics and prognostics is presented. Usually,
diagnostics and prognostics are separately performed. The proposed segmental HSMM-based framework
combines diagnostics and prognostics in an integrated manner. The health states of a component are modelled
by state transition probability matrix and observation probability. The duration of each health segment is
described by the state duration probability. As a whole, they are modelled as a hidden semi-Markov chain.

A modified Forward–Backward algorithm for segmental HSMMs is provided to estimate the parameters of
HSMMs. To facilitate the computational procedure, new forward and backward variables are defined. And
correspondingly, the re-estimation formulae based on new variables are derived. By incorporating the explicit
temporal structure into the framework, the HSMM is enabled to predict the useful remaining life of
components. For prognostics, macro-state duration model-based prediction procedure is provided.

The case studies show that HSMM-based diagnostics has a much better performance than HMM-based
diagnostics. From our observations, there are two reasons that contribute the performance improvement of
HSMM-based diagnostics than HMM: (1) in HMMs, the exponential distribution is implicitly used to
approximate the durations associated with the states. While in HSMMs, the explicit probability distributions
such as Gaussian distribution are adopted to model the state durations more accurately. (2) HMMs only carry
the information obtained from the previous state. While in HSMMs, the decision-making is based on the
information from previous d states. In other words, more information is used in HSMMs than HMMs.
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Appendix A. Modified Forward–Backward algorithm for segmental HSMMs

Similar to forward variable, the backward variable can be written as

btðiÞ ¼
XN

j¼1

XminðD;tÞ

d¼1

aijPðdjjÞbjðO
tþd
tþ1ÞbtþdðjÞ. (A.1)

In order to give re-estimation formulas for all variables of the HSMM, three more segment-featured
forward–backward variables are defined

at;t0 ði; jÞ ¼ Pðo1o2 . . . ot0 ; t ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ jjlÞ, (A.2)

ft;t0 ði; jÞ ¼
XD

d¼1

½Pðd ¼ t0 � tjjÞPðOt0

tþ1jt ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ j; lÞ�, (A.3)

xt;t0 ði; jÞ ¼ Pðt ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ jjOT
1 ; lÞ. (A.4)

Here, Ot0

tþ1 ¼ otþ1otþ2 . . . ot0 and OT
1 ¼ o1o2 . . . oT .

ft;t0 ði; jÞ is the probability of the system being in state i for d time units and then moving to the next state j.
at;t0 ði; jÞ can be described, in terms of ft;t0 ði; jÞ, as follows:

at;t0 ði; jÞ ¼ Pðo1o2 . . . ototþ1 . . . ot0 ; t ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ jjlÞ

¼ Pðo1o2 . . . ot; t ¼ qn; st ¼ ijlÞPðOt0

tþ1; t
0 ¼ qnþ1; st0 ¼ jjOt

1; t ¼ qn; st ¼ i; lÞ

¼ atðiÞPðO
t0

tþ1; t
0 ¼ qnþ1; st0 ¼ jjt ¼ qn; st ¼ i; lÞ

¼ atðiÞPðt
0 ¼ qnþ1; st0 ¼ jjt ¼ qn; st ¼ i; lÞPðOt0

tþ1jt ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ j; lÞ

¼ atðiÞaij

XD

d¼1

Pðd ¼ t0 � tjjÞPðOt0

tþ1jt ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ j; lÞ

¼ atðiÞaijft;t0 ði; jÞ. ðA:5Þ

The relationship between at(i) and at;t0 ði; jÞ is given in the following:

at0 ðjÞ ¼ Pðo1o2 . . . ot0 ; t
0 ¼ qnþ1; st0 ¼ jjlÞ

¼
XN

i¼1

XD

d¼1

Pðd ¼ t0 � tjjÞPðo1o2 . . . ototþ1 . . . ot0 ; t ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ jjlÞ

¼
XN

i¼1

XD

d¼1

Pðd ¼ t0 � tjjÞat;t0 ði; jÞ. ðA:6Þ

From the definitions of the forward–backward variables, we can derive xt;t0 ði; jÞ as follows:

xt;t0 ði; jÞ ¼ Pðt ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ jjOT
1 ; lÞ

¼
Pðt ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ j;OT

1 jlÞ
PðOT

1 jlÞ
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¼
Pðt ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ j;Ot

1;O
t0

tþ1;O
T
t0þ1jlÞ

PðOT
1 jlÞ

¼
Pðt ¼ qn; st ¼ i;Ot

1jlÞPðt
0 ¼ qnþ1; st0 ¼ j;Ot0

tþ1;O
T
t0þ1jt ¼ qn; st ¼ i;Ot

1; lÞ

PðOT
1 jlÞ

¼
atðiÞPðt

0 ¼ qnþ1; st0 ¼ j;Ot0

tþ1;O
T
t0þ1jt ¼ qn; st ¼ i;Ot

1; lÞ

PðOT
1 jlÞ

¼
atðiÞPðt

0 ¼ qnþ1; st0 ¼ j;Ot0

tþ1;O
T
t0þ1jt ¼ qn; st ¼ i; lÞ

PðOT
1 jlÞ

¼
atðiÞPðt

0 ¼ qnþ1; st0 ¼ jjt ¼ qn; st ¼ i; lÞPðOt0

tþ1;O
T
t0þ1jt ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ jÞ

PðOT
1 jlÞ

¼
atðiÞaij

PD
d¼1PðdjjÞPðO

t0

tþ1jt ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ jÞPðOT
t0þ1jt ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ j;Ot0

tþ1Þ

PðOT
1 jlÞ

¼
atðiÞaij

PD
d¼1PðdjjÞbjðO

t0

tþ1ÞPðO
T
t0þ1jt

0 ¼ qnþ1; st0 ¼ jÞ

PðOT
1 jlÞ

¼
atðiÞaij

PD
d¼1PðdjjÞbjðO

t0

tþ1Þbt0 ðjÞ

PðOT
1 js0 ¼ START; lÞ

¼

PD
d¼1atðiÞaijft;t0 ði; jÞbt0 ðjÞ

b0ði ¼ STARTÞ
. ðA:7Þ

The Forward–Backward algorithm computes the following probabilities:
Forward pass: The forward pass of the algorithm computes at(i), at;t0 ði; jÞ and ft;t0 ði; jÞ.
Step 1: Initialisation (t ¼ 0)

at¼0ðiÞ ¼
1 if i ¼ START;

0 otherwise:

�

Step 2: Forward recursion (t40). For t ¼ 1; 2; . . . ;T ; 1pi, jpN, and 1pdpD.

ft;t0 ði; jÞ ¼
XD

d¼1

½Pðd ¼ t0 � tjjÞPðOt0

tþ1jt ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ j; lÞ�,

at;t0 ði; jÞ ¼ atðiÞaijft;t0 ði; jÞ,

at0 ðjÞ ¼
XN

i¼1

XD

d¼1

Pðd ¼ t0 � tjjÞat;t0 ði; jÞ.

Backward pass: The backward pass computes bt(i) and xt;t0 ði; jÞ.
Step 1: Initialisation (t ¼ T and 1pi, jpN)

bT ðiÞ ¼ 1.

Step 2: Backward recursion (toT). For t ¼ 1; 2; . . . ;T ; 1pi, jpN; and 1pdpD

btðiÞ ¼
XN

j¼1

XminðD;tÞ

d¼1

aijPðdjjÞbjðO
tþd
tþ1Þbtþd ðjÞ ¼

XN

j¼1

aijft;t0 ði; jÞbt0 ðjÞ, (A.8)

xt;t0 ði; jÞ ¼
XD

d¼1

atðiÞaijft;t0 ði; jÞbt0 ðjÞ

,
b0ði ¼ STARTÞ.
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Let Dl be the maximum duration for state l. The total computational complexity for the forward-backward
algorithm is O(N2DT), where D ¼

PL�1
l¼0 Dl .

Appendix B. Parameter re-estimation for the segmental HSMM-based diagnostics and prognostics framework

B.1. Initial state distribution

The re-estimation formula for initial state distribution is the probability that state i was the first state, given O

p̄i ¼
pi½
PD

d¼1bd ðiÞPðdjiÞbjðO
d
1Þ�

PðOjlÞ
. (B.1)

B.2. State transition probabilities

The re-estimation formula of state transition probabilities is the ratio of the expected number of transitions
from state i to state j, to the expected number of transitions from state i

āij ¼

PT
t¼1xt;t0 ði; jÞPT

t¼1

PN
i¼1

PN
j¼1xt;t0 ði; jÞ

. (B.2)

B.3. Macro-state duration distributions

The formula of state duration distributions is the ratio of the expected number of times state i occurred with
duration d, to the expected number of times state i occurred with any duration

p̄iðdÞ ¼

PT
t¼1at;t0 ði; jÞPðd ¼ t0 � tjjÞbjðO

t0

tþ1ÞPD
d¼1

PT
t¼1at;t0 ði; jÞPðd ¼ t0 � tjjÞbjðO

t0

tþ1Þ
. (B.3)

B.4. Segmental observation distributions

The re-estimation formula for segmental observation distributions is the expected number of times that
observation ot ¼ vk occurred in state i, normalised by the expected number of times that any observation
occurred in state i. Since at(i) accounts for the partial observation sequence o1o2yot and state i at t, while bt(i)
accounts for the partial observation sequence ot0ot0+1yoT, given state i at t. The remainder of the observation
sequence otot+1yot0 given state i at t and state j at t0 is accounted by PðOt0

tþ1jt ¼ qn; st ¼ i; t0 ¼ qnþ1; st0 ¼ jÞ.
Therefore, the re-estimation of segmental observation distributions can be calculated as follows:

b̄iðkÞ ¼

PT
t¼1

s:t: Ot¼vk

atðiÞ
ft;t0 ði;jÞPD

d¼1
Pðd¼t0�tjiÞ

� �
btðiÞ

PT
t¼1atðiÞ

ft;t0 ði;jÞPD

d¼1
Pðd¼t0�tjiÞ

� �
btðiÞ

. (B.4)

Appendix C. Parameter re-estimation for macro-state duration

The mean m(l) and the variance s2(l) of duration probability of health-state l are determined by

mðlÞ ¼

PT
qn�1¼1

PT
qn¼qn�1

1ffiffiffiffi
2p
p

s
e�f½ðqn�qn�1Þ�m�

2=2s2gðqn � qn�1ÞPT
qn�1¼1

PT
qn¼qn�1

1ffiffiffiffi
2p
p

s
e�f½ðqn�qn�1Þ�m�

2=2s2g
, (C.1)

s2ðlÞ ¼

PT
qn�1¼1

PT
qn¼qn�1

1ffiffiffiffi
2p
p

s
e�f½ðqn�qn�1Þ�m�

2=2s2gðqn � qn�1Þ
2PT

qn�1¼1

PT
qn¼qn�1

1ffiffiffiffi
2p
p

s
e�f½ðqn�qn�1Þ�m�

2=2s2g
� m2ðlÞ. (C.2)
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Abstract: This paper presents a shaft damage dynamic simulation methodology for develop-
ment and evaluation of effective diagnostic and prognostic algorithms. The methodology uses
dynamic shaft vibration models to simulate vibration signals with arbitrary shaft and operating
conditions. These simulated vibration signals are used to develop and validate different diag-
nostic and prognostic algorithms. A simulation study to demonstrate the application of the
methodology is provided. In comparison with traditional methods that acquire data from test
rig or operational machines, the presented methodology has the following three major benefits.
(1) It is able to simulate signals under any shaft and operating conditions (crack size, speed, tor-
que), which is important because of the cost and time required to gather comprehensive opera-
tional and test bench data for algorithm development and validation. (2) The methodology
could capture nuance for tiny faults without the contamination of extraneous variables, such
as ambient noise, test stand dynamics, etc., that are not present in the actual case. Accuracy
in this regard is crucial when using vibration data to diagnose faults, for instance to distinguish
the effect of noise from a minor crack. (3) It may approach the true signatures of naturally
occurring and growing faults more closely by comparison with artificially seeded fault tests or
highly accelerated fatigue tests.

Keywords: diagnostics, prognostics, shaft damage dynamic simulation

1 INTRODUCTION

A drivetrain transmission system is one of the most
fundamental and important parts of rotorcraft.
Shafts are critical components of drivetrain trans-
mission systems, to transfer torque or rotational
force from the motor to turn the rotors in a helicop-
ter. Astridge [1] reviewed documentation on helicop-
ter accidents in the worldwide civil fleet and showed
that 22 per cent of all airworthiness-related acci-
dents (causing death or serious injury, or resulting
in loss or substantial damage to the aircraft) since
1956 were attributed to transmission system failures.
The other major causes were engines (28 per cent)
and rotors (27 per cent). A further breakdown of
transmission-related accidents by component was
provided to show that approximately 55 per cent of

all transmission-related helicopter accidents were
caused by shafts.

The ability to monitor the health of shafts accu-
rately can significantly enhance the predictive main-
tenance task of a drivetrain transmission system.
Table 1 gives the general analysis of shaft failure
modes. Although all the failure modes in Table 1
could occur to shafts in a helicopter, overload and
fatigue cracking are two major contributors to all
shaft fracture failure in a helicopter [1].

Overload occurs when a single load is applied to
cause the part to deform or fracture. Each designed
shaft has its own endurance limit sendurance. Given
the load s on the shaft, overload failures occur as
soon as s > sendurance. In addition to this, violation
of the operation manual by human error could cause
overload directly, and incorrect assembly and failure
of bearings could lead to overload indirectly by
interference also. Fatigue is a progressive localized
damage due to fluctuating stresses and strains on
the material. Fatigue cracks initiate and propagate
in regions where the strain is most severe. The crack
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takes measurable time to progress across the fracture
face. Typically, the process of fatigue consists of three
stages.

1. The fatigue leads to an initial crack on the surface
of the part.

2. The crack or cracks propagate until the remain-
ing shaft cross-section is too weak to carry the
load.

3. Final sudden fracture of the remaining cross-
section occurs. However, for brittle or ductile
fracture, it goes directly to the third stage, more
dangerous than fatigue, and hence it is more dif-
ficult to monitor health.

Shaft fatigue failure starts with a crack. When a
crack propagates over time to the critical size, the
shaft finally ruptures, which normally leads to a cata-
strophic event. Two types of crack are found thus far:
surface cracks and in-depth cracks. Surface cracks
are the cracks formed on the surface of the shaft.
In-depth cracks are the cracks in the shaft. The first
type of crack is more common than the second
type, and also relatively easy to observe and detect.
The cracks discussed in this paper are generally sur-
face cracks. Based on their geometries, surface cracks
can be classified as transverse cracks, longitudinal
cracks, or slant cracks. Transverse cracks are cracks
perpendicular to the shaft axis; they are the most
common and most serious, as they reduce the
cross-section and thereby weaken the rotor. Longitu-
dinal cracks are cracks parallel to the shaft axis, and
slant cracks are cracks in between these two types
of crack. Most research focuses on the detection of

such transverse cracks. A typical failure face of a shaft
is shown in Fig. 1, where the three progression stages
are clearly illustrated. The crack initiated at the fail-
ure origin, slowly grew, and fractured in the instanta-
neous zone. Interpretation of this failure face can also
disclose the forces that caused the crack, the amount
of time elapsed from initiation to final failure, the
relative size and type of the load, and the severity of
the stress concentrations. The rate at which the crack
grows across the face of the part varies with the load
on the part. It may take only a few cycles, but in
most industrial applications it takes millions of stress
applications before the part finally breaks.

There are two main mechanical causes of fatigue
failure. The first is imbalance, and the second is
cracking.

Failures may take place owing to imbalance.
Imbalance occurs when the rotational axis of a shaft
and the mass centre of the shaft assembly do not
coincide. Shaft imbalance may originate from shaft
displacement or misalignment, or its own bent shape.
Displacement, misalignment, and/or bent shafts all
come from one of the following errors: installation
error, manufacturing error, or maintenance error.
These errors are not in themselves normally consid-
ered to be failures. However, if they continue uncor-
rected, they can cause distress to other rotating
components and fatigue cracking of the shaft itself
owing to excessive, non-uniform dynamic loads. All
of them can cause vibration, resulting in fatigue
failure cracking of the shaft. From this point of
view, the principal failure mode that occurs in shafts
is cracking. However, the factors contributing to

Table 1 Summary of shaft failure modes

Failure Failure mode Cause Contributing factors

Shaft fracture Overload Interference Incorrect assembly
Bearing failure

Operational Operator’s mistake

Wear, abrasion,
and erosion

Loss of material
by mechanical removal

Surface contact
Surface asperities
Embedding of debris in surface
Melting and oxidation at
the interface of the
mating surfaces owing to
frictional heating

Corrosion Loss of material by,
for example,
pitting, fretting

Electrical or biological
action of the corrosion

Corrosion-influenced fatigue Material fatigue strength
decrease by loss of material

Fatigue cracking Imbalance Displacement
Misalignment
Bent shaft

Crack Dynamic loads
Creep

Brittle fracture/ductile fracture Stress rupture Sudden severe overload
Hydrogen embrittlement Chemical action
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cracking are manifold. Dynamic loads are the funda-
mental factor no matter in what kind of environment
the shaft is working and what other causes of cracking
it has, because cracking never occurs without cyclic
load. The shaft fatigue failures also can be classified
as bending fatigue, torsional fatigue, and axial fati-
gue. In the case of axial fatigue, the bearing carrying
the load will undergo fatigue (contact fatigue) before
the shaft does. This is usually evidenced by spalling
of the bearing raceways. In the bending mode, almost
all failures are considered ‘rotational’, with the stress
fluctuating or alternating between tension and com-
pression. A thrust load is imposed on the shaft addi-
tionally, which can accelerate the speed of fatigue
failure beyond the main influence of torsion load.
Torsional fatigue is associated with the amount of
shaft torque present and the transmitted load. Torque
can informally be thought of as ‘rotational force’. For
the case of the rotating shafts in a helicopter, with an
environment of high speeds and high torques, tor-
sional fatigue becomes the main mode, i.e. it is the
main mode determining the useful life of the shaft.

Diagnostics and prognostics are two major
capabilities for detecting and predicting the health
status of a component or system, such as a shaft.
Next-generation diagnostic and prognostic systems
demand a more accurate and robust diagnostics and
prognostics capability to adapt to various operating
conditions. Thus, to meet the needs of applicable
diagnostic and prognostic systems, developed meth-
ods must be tested and evaluated under all kinds of
operating conditions to ensure their effectiveness
and applicability. There are two alternative ways to
obtain data to evaluate the developed approaches.
The first one is to use traditionalmethods that acquire
data from test rig or operating machines. The second
way is through simulation which is based on physics
models. To date, validation tests of diagnostic and
prognostic approaches have mainly been conducted
by using the empirical data acquired from traditional
methods, which has been a bottleneck in developing
advanced diagnostic and prognostic capability.

For example, many effective model-based diagnostic
and prognostic algorithms need various fault data to
train the models, including neural networks (NNs)
[2], hidden Markov models (HMMs) [3, 4], and
related approaches such as advanced hidden Markov
models (AHMMs) [5] and hidden semi-Markov mod-
els (HSMMs) [6]. However, limited data, especially
fault data, have restricted the full evaluation of these
developed models. In developing other types of diag-
nostic and prognostic algorithm, such as data-driven
algorithms [7, 8, 9], statistical reliability based algo-
rithms [10, 11], state estimator based prognostic
algorithms [12, 13], and so on, the absence of rich
empirical data has an even more negative impact on
the performance of the algorithms. The purpose of
this paper is to present a damage dynamic simulation
method that can be used as a test and evaluation
platform for diagnostic and prognostic algorithms.
Using damage dynamic models, it is possible to
simulate the damage dynamic behaviour of a shaft
with arbitrary conditions that are difficult to obtain
or control. Additionally, there are various reasons
for carrying out simulation instead of fatigue tests.

1. The cost and time to gain all needed empirical
data is prohibitively expensive. To study the beha-
viour difference between normal condition and
fault condition, various empirical data have to be
analysed. Traditionally, empirical data used to
determine features and develop detection and
prediction algorithms are obtained from test
stands or operational machines under varying
operational and fault conditions. These tests are
expensive and time consuming. Therefore, the
volume and type of empirical data are strictly con-
stricted by these two real-world factors.

2. Full coverage of all fault scenarios is impract-
ical. In real operations, faults occur rarely, and
it is impossible to observe all possible faults in
limited operation tests. Fault conditions, such
as crack location and size, and operating and
environmental parameters, such as imbalance,

Fig. 1 Cross-section of a typical shaft fatigue failure surface
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misalignment, shaft elasticity, gear eccentricity,
temperature, load history, etc., are difficult to
control practically in test stands.

3. There are some factors that will generate incon-
sistency between experimental data and actual
data. For example, test stands allow either artifi-
cially seeded fault tests or highly accelerated
fatigue tests. They may not represent the true sig-
natures of naturally occurring faults or the true
response of the system when mounted on the
actual vehicle. Some variables that influence the
collected data, such as ambient noise, test stand
dynamics, etc., are usually at variance with actual
scenarios. Hence, inconsistencies between test
data and actual machine data exist in practice.

The remainder of this paper is organized as follows.
Section 2 describes the dynamic simulation method-
ology. Section 3 provides a simulation case study for
shaft diagnostics and prognostics development and
evaluation to demonstrate the applicability of the
simulation methodology. Finally, section 4 concludes
the paper.

2 DAMAGE DYNAMICS BASED
SIMULATION METHODOLOGY

2.1 Framework of the methodology

The framework of the proposed methodology is
shown in Fig. 2. It consists of two major parts. In the
first part, damage dynamic models are used to gener-
ate simulated vibration response given the shaft
and operating conditions, and the simulated vibra-
tion is used to develop and evaluate the diagnostic

algorithms. The diagnostic algorithms will determine
the condition of the shaft on the basis of the vibration
signals: cracked or uncracked. The condition of the
shaft will be input to the second part. In the second
part, shaft life models, including a prediction shaft
life model based on Miner’s law and the non-linear
Walker equation, are used to simulate the life pro-
gression of the shaft, and the simulated progression
is used to develop and evaluate the prognostic algo-
rithms. If initialization of shaft cracking is detected,
the shaft life model is applied to calculate the
remaining useful life (RUL) of the cracked shaft
from crack size a0 to defined failure size af, denoted
as RUL2. Otherwise, Miner’s law is used to calculate
the RUL of the uncracked shaft, denoted as RUL1,
and the life model is used to calculate RUL2. There-
fore, the total RUL of an uncracked shaft is the sum
of the RULs of each stage, i.e. RUL¼RUL1 þ RUL2.
These two parts are integrated physically by crack
characteristics, such as crack size. Consequently,
measured parameters, such as vibrations, torque, ro-
tational speed, and time horizon, are fully taken into
consideration simultaneously for effective diagnos-
tics and prognostics.

2.2 Shaft damage dynamic vibration model

The dynamic behaviour of cracked rotors has been
researched since the early 1970s. A comprehensive
review is provided in reference [14]. Wauer [15], Gasch
[16], and Edwards [17] presented three excellent
reviews in the field of dynamics of cracked rotors and
different procedures to diagnose fracture damage.
The dynamic system adopted is a simple hinge model
that comprises a rotating shaft with a transverse crack

Fig. 2 Framework of the damage physics based dynamic simulation methodology
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and a rotor disc. This model only has two degrees of
freedom: rotational and vertical bending. A schematic
of the modelled dynamic system is shown in Fig. 3.
For a crack size less than or equal to half the diameter
of the shaft, it has been shown that the simple hinge
model is good enough to represent the cyclic stiffness
variables [16]. If the crack size is larger than half the
diameter of the shaft, the crack model of Mayes and
Davies [18, 19] is better than the hinge model.

Theoretically, the sum of the periodic forced exci-
tation due to the imbalance and the excitation due
to cracking can be derived from the general equation
of motion and expressed as a function of eccentricity
and change in stiffness, as shown in reference [16].

2.3 Shaft life estimation

As mentioned before, the fatigue life of a shaft can be
decomposed into two phases: prior-to-crack initiali-
zation and after-crack initialization. In the phase of
prior-to-crack initialization, Miner’s law can be used
to calculate the proportion of fatigue life under vari-
able loading, where the failure life is defined by the
initialization of a crack. Miner’s law is used for calcu-
lating the ‘safe life’ of a component and assumes that
fatigue damage accumulates in a linear manner. In a
helicopter transmission system, the load on the shaft,
s, is the torque t. Complex torque history could be
decomposed into k series of torque magnitudes by
the rainflow technique [20]; torque keeps constant
in each series, the cumulative torque cycles of each
torque level ti are denoted as ni, 1 6 i 6 k, and then
the damage level of the shaft, w, can be written as

w ¼
Xk
i¼1

ni

Ni
ð1Þ

where Ni is the number of cycles to failure of a con-
stant torque ti and can be determined by the S–N
curve. Then, the remaining number of cycles permis-
sible at ti is

NTi
¼ Nið1�wÞ ð2Þ

Miner’s law has been widely accepted and used in
industry and military applications, and more details
can be found in references [21] to [23].

When w¼ 1, a crack initializes, and Miner’s law is
no longer useful, as the crack grows non-linearly. It

has been found that fatigue crack propagation
consists of three distinct stages of crack growth, as
shown in Fig. 1, and in each stage a unique crack pro-
pagation equation should be used [24]. Since Paris
[25, 26], most research on fatigue crack growth has
related the crack growth properties to the stress
intensity factor. The crack growth rate da/dN can
always be determined by using the stress intensity
factor amplitude DK, and it can be written as [25]

da

dN
¼ CðDK Þa ð3Þ

where C and a are parameters determined by the
material, circumstance, loads, and so on. For exam-
ple, a is normally approximately equal to 3 for steel.
The amplitude of the stress intensity factor DK could
be obtained from the equation

DK ¼ Y Ds
ffiffiffiffiffiffi
pa

p ð4Þ

where Y is a geometry factor depending on the load-
ing and cracked-body configuration, a is crack size,
and Ds is the load stress amplitude, which is equal
to the difference between maximum stress and mini-
mum stress, i.e. Ds¼smax –smin. Paris’ law and the
formulae derived on the basis of this law provide
practical solutions for many engineering problems.
The law can successfully describe the experimental
data for long cracks under small-scale yielding
and constant-amplitude loading. Modifications are
needed to consider the R-ratio effect [27], threshold
limits [28, 29], variable-amplitude loading [30], the
overload effect [31], and small cracks [32]. For exam-
ple, without considering the influence of stress ratio R
on da/dN some limitations will be imposed on the
usage of the Paris equation, as Paris’ law does not
account for crack growth rate at both low and high
levels of DK. In fact, experiments indicated that, at
high DK values, the crack growth rate da/dN increases
with increasing stress ratio R and has little sensitivity
at lower DK levels [33]. Thus, Walker’s equation [34]
is chosen as the crack propagation model instead of
Paris’ law, taking the factor stress ratio R into consid-
eration. The stress ratio R is defined as the ratio
betweenminimum stress andmaximum stress during
the rotation process, R¼smin /smax.

When the stress ratio R is considered, the relation-
ship between da/dN and DK can often be expressed
by Walker’s equation [34]

da

dN
¼ C

DK

ð1�RÞg
� �a

ð5Þ

where C, a, and g are determined by the material, cir-
cumstance, frequency, temperature, and so on.

Hence, the remaining cycles NT, starting from
the initial crack size a0 to the critical failure crack size

Motor

Disc

Shaft
Bearings

Crack

Bearings

Fig. 3 Schematic of the cracked shaft dynamic system
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af, can be computed as

NT ¼
Z af

a0

da

C
n
DK /½ð1�RÞg�

oa

¼
Z af

a0

da

C
n
YDs

ffiffiffiffiffiffi
pa

p
=½ð1�RÞg�

oa

¼ C�1

a=2�1

Y Ds
ffiffiffiffi
p

p
ð1�RÞg

� ��a

ða1�a=2
0 �a

1�a=2
f Þ ð6Þ

provided that a > 2 and C, Y, and g are constant (see
reference [35]). If the initial crack size is much less
than the final size, a0<< af, then equation (6) could
be expressed approximately as

NT ffi C�1

a=2�1

Y Ds
ffiffiffiffi
p

p
ð1�RÞg

� ��a

a
1�a=2
0 ð7Þ

Note that in equation (7) the load stress amplitude is
the torque load because a helicopter rotor shaft mainly
suffers mode III (out-of-plane shear, tearing), which is
caused by torque, as opposed to mode I (tension,
opening) and mode II (in-plane shear, sliding) [36].

Equation (7) can be used to predict the fatigue life,
given the crack size. However, in practice, crack size
is usually unknown and not able to be measured
directly. Therefore, establishing NT or the RUL with
a parameter that can be directly monitored is criti-
cally important and meaningful.

Next, a comprehensive model that directly links NT

with vibration response is established. The model is
then used as the main model in the simulation.

2.4 Comprehensive model

The two key parameters that can be used to establish
the comprehensive model are stiffness and crack size.
Factors influencing stiffness include material modu-
lus, the structural configuration of load-transmitting
components (bars, plates, rods, shells), the mode
of loading, and the contact deformation between
mating parts (boundary condition). Cracking affects
the shaft structural configuration. As a crack propa-
gates across the shaft, the remaining cross-section
becomes smaller, and the bending stiffness of the
shaft decreases. In references [37] and [38], an
expression that takes into account the effects of crack
size a, shear deformation, and rotary inertia for cal-
culating the stiffness s has been developed and
proved. The expression for stiffness can be written as

s ¼ 48 ðI/L3ÞE
1þ 12q2þð6d/LÞV ða/FÞ ð8Þ

where L is the span of the shaft, E is Young’s modulus
of elasticity, the moment of inertia of the intact
rotating shaft is I ¼ðp/64ÞF4; q 2¼ðEIÞ/ðkG 0

AL2Þ¼
f½2ð1þnÞ�/kgr2; r2 ¼ I/ðAL2Þ, and the shear modulus
is G

0 ¼ E=½2ð1þnÞ�. When the cross-section is circular,

k ¼ ½6ð1þ nÞ2�/ð7þ 12n þ 4n2Þ, where n is Poisson’s

ratio. V(a/F) is given by Bakker [39].

Note that, from equation (8), when the crack size
a¼ 0, the bending stiffness of the shaft with valid length
L, ignoring the shear deformation, can be computed as

s0 ¼ 48
I

L3
E ð9Þ

Given a crack size a0, from equations (8) and (9), the
change in stiffness Dsj can be computed as

Dsj ¼ s0�s ¼ 48
I

L3
E� 48 ðI/L3ÞE

1þ 12q2þ½ð6dÞ/L�V ða0/FÞ

¼ 48
I

L3
E

12q2þ½ð6dÞ/L�V ða0/FÞ
1þ 12q2þ½ð6dÞ/L�V ða0/FÞ

� �

Hence, based on reference [16], the overall excitations
due to imbalance and cracking can be expressed as

DrðtÞ ¼ «
h2

1�h2þ2jDh

� �
ejðVtþbÞ

þ l-
Xk¼þ3

k¼�3

bke
jkVt

1�k2h2 þ 2jDkh

ð10Þ

where constant item

l- ¼ mgL3

48EI

12q2þ½ð6dÞ/L�V ða0/FÞ
1þ 12q2þ½ð6dÞ/L�V ða0/FÞ

� �

given crack size a0.
Equation (10) shows that the forced excitation is

decided by many factors, such as the elasticity mod-
ulus E, the shear modulus G 0, damping d, geometry
parameters, mass, crack size, rotational speed and
so on, which also means that the shaft dynamic
model already takes these factors into consideration.
Next, a simulation case study to demonstrate the
application of the methodology is described.

3 SIMULATION CASE STUDY

3.1 System description

The system in the study is based on the schematic
shown in Fig. 3, and a transverse fatigue crack was
created artificially at the midspan of the shaft. Differ-
ent crack sizes were chosen for model validation and
simulation. The parameters of a cracked rotating
shaft are given in Table 2.

3.2 Model validation

A validation experiment test was conducted to vali-
date the theoretical physics vibration model of a shaft
crack. In the test, vibration data were acquired
from an experimental set-up designed to perform
vibration testing of shafts with a crack. The equip-
ment used in this experiment was a bearing balance
simulator (see Fig. 4). The simulator is specifically
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designed to demonstrate and support the study of
bearing or shaft faults under controlled conditions.
It is a variable-speed machine that can be used to
generate each type of fault individually or in combi-
nation, providing a stable platform for study. Four
sensors are distributed in two supports. Each support
has a horizontal sensor and a vertical sensor. The left
support is connected to channels 1 and 4, and the
right support is connected to channels 2 and 3.
Thus, the vibration of each support is the combina-
tion of these two components into a complex vector.

Five identical shafts were prepared to perform the
test. Among them, one was intact, and the others
had a crack with a depth of 2, 3, 5, and 7mm respec-
tively. During the test, each shaft was installed to run
in sequence. The shaft was tested at a constant rota-
tional speed of 4200 r/min. A PC-based data acquisi-
tion system was used continuously to acquire and
store shaft vibration spectra with a sampling rate of
5120Hz. The record time per block was 6.4 s. The
FFT frequency limit was 2 kHz. Acquired raw data
were represented by displacement. It has been shown
that, for low rotational speed, when the unbalance
effects are negligible, the vibration at 1 ·V is due to
the crack [40]. Therefore, the first shaft order was
used to validate the vibration model due to cracking.

The results from experiments and theoretical
values of the test are provided in Table 3. It is clear
that the first shaft order grows as crack size increases.

As can be seen from Table 3, the first shaft order
computed from the physical model is consistently
proportional to that obtained from the fault simu-
lation experiment. This proportion can be obtained
by computing the ratio of the first shaft order

obtained from the fault simulation experiment over
the first shaft order computed from the physical
model. Again, the results are shown in Table 3. If
the theoretical value is adjusted by a factor of 0.28,
the adjusted theoretical data fit the experimental
data very closely, as shown in Fig. 5. The reason for
adjusting the theoretical value is because the theor-
etical value is the vibration at the midspan of the
shaft, while the measured vibration is at the left sup-
port of the rotor. Therefore, the experimental values
are supposed to be less than the theoretical values.

The difference between the experimental values
and the theoretical value is multifold. Since five
shafts were used to validate the vibration model due
to cracking, minor variance between each shaft and
variance of assembly conditions did exist. Both of
these would affect the vibration. Meanwhile, when
the crack size is small, the induced vibration is rela-
tively small. The measured vibration due to small
crack size is affected by noise more than that due to
large crack size.

3.3 Evaluation of diagnostics

In this case study, the shaft parameters used for
simulation are the same as those in Table 2, and
seven diagnostic features extracted from vibration
were tested. These features were: shaft orders 1, 2,
and 3, kurtosis (fourth moment of signal), M6 (sixth
moment of signal), root-mean-square (RMS), and
peak-to-peak value.

Table 2 Parameters of shaft

Parameters Value Unit

Length L 0.240 35 m
Diameter f 0.015 82 m
Mass of shaft m1 0.566 74 kg
Mass of disc m2 6.2868 kg
Coefficient of damping d 0.001 —
Poisson’s ratio n 0.29 —
Young’s modulus
of elasticity E

200· 109 kg/(ms2)

0.00E+00

2.00E-04

4.00E-04

6.00E-04

8.00E-04

2 3 5 7

Experimental data Adjusted theoretical data

S
O

1(
m

m
)

Crack size (mm)

Fig. 5 Experimental first shaft order versus adjusted theo-
retical data due to cracking

Fig. 4 Bearing balance simulator

Table 3 Model validation results

Crack
size
(mm)

SO1 on
left
support
(mm)

Excited SO1

due to crack
experimentally
(mm)

Excited SO1

due to crack
theoretically
(mm) Ratio*

0 9.24 ·10�8 0 0 —
2 1.47 ·10�4 1.47· 10�4 3.02· 10�4 0.49
3 1.79 ·10�4 1.79· 10�4 6.29· 10�4 0.28
5 4.39 ·10�4 4.39· 10�4 1.59· 10�3 0.28
7 8.52 ·10�4 8.52· 10�4 2.99· 10�3 0.29

*Ratio¼ (excited SO1 due to crack experimentally)/(excited SO1

due to crack theoretically).
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In the study, crack sizes ranging from 0 to af¼F/2
with a fixed increment were simulated for each spe-
cific loading condition, where F is the diameter of
the shaft. Note that crack size is defined such that 0
represents a normal shaft where there is no crack,
while crack size F/2 represents a crack that runs
half the diameter of the shaft. The RUL is defined as
the useful life from the current moment to the time
when crack size grows to half the diameter of the
shaft. Vibration signals were generated under the
influence of various simulated crack sizes and oper-
ation conditions. Based on the definitions of features
and the dynamic vibration model, comparison simu-
lation tests under different operating conditions were
conducted on these features.

The first condition to simulate was setting different
shaft rotational speeds given a constant input torque
of 10Nm. Four different rotational speeds – 600,
2400, 4800, and 12 000 r/min – were simulated as the
loading conditions for the shaft. Thus, 28 vibration
signals were generated (seven crack sizes by four
speeds). The second condition to simulate was setting
different input torques given a constant speed of
4800r/min. Three different torques –1, 10, and 100Nm,
were simulated as the loading conditions for the
shaft. Thus, 21 vibration signals were generated
(seven crack sizes by three torques). The detailed
simulation results can be found in reference [41].

3.3.1 Diagnostic performance

Based on the results of the simulation, the following
observations can be made.

1. The three shaft orders consistently increase as the
crack size increases, regardless of the rotational
speed and torque load. The increases in SO1 due
to increases in crack size at low speed are more
significant than the increases in SO2 and SO3.
However, the increases in SO1 due to increases
in crack size at high speed are smaller than the
increases in SO2 and SO3. Rotating speed impacts
more on the sensitivity of SO2 and SO3 to increase
in crack size than on that of SO1. Given a constant
speed, it can be observed that the torque load has
little impact on the increases in shaft orders as the
crack size increases.

2. For any given speed or torque load, kurtosis
shows little change as the crack size changes.

3. RMS consistently increases as the crack size
increases, regardless of the rotational speed and
load. However, RMS is more sensitive to crack
size at high rotational speed.

4. For any given speed or torque load, M6 shows
little change as the crack size changes.

5. Peak-to-peak value consistently increases as the
crack size increases, regardless of the rotational
speed and torque load.

Based on the above observations, it can be seen that
the shaft orders, speed, and peak-to-peak value can
be good candidates of diagnostic features for shaft
crack detection.

3.3.2 Robustness of diagnostic features

In real machinery health-monitoring applications, it
is inevitable that the vibration signals are noisy.
Hence, in this simulation study, the effects of vibration
noise on the performance of the candidate diagnostic
features, shaft orders, RMS, and peak-to-peak value
were investigated. The condition of the given case
was a speed of 600 r/min and a torque of 10Nm.
Robustness was studied by adding various levels of
Gaussian noise. The level of the vibration noise was
represented by its standard deviation. The robustness
can be computed as the percentage deviation of diag-
nostic feature values at each noise level from the
‘true’ diagnostic feature values, i.e.

percentage deviation

¼ noisy feature value � noise-free feature value

noise-free feature value

The plots of percentage deviation for all selected
diagnostic features are provided in Fig. 6.

From Fig. 6 it can be seen that the percentage
deviation is higher when the crack size is smaller
and the noise level is larger. It can also be seen that
the deviation percentage of higher shaft order is
greater than that of lower shaft order under the
same crack size and noise level. It can therefore be
concluded that background noise has more effect
on detection of a smaller crack size, which induces
smaller vibration, than a larger crack size, and more
effect on higher harmonic order. In particular, when
background noise swamps the crack signal, shaft
order becomes insensitive to the crack. For example,
when the noise level is 0.01, all harmonic shaft orders
deviate far away from the true value when the noise
level is 0. Under the given parameters of the dynamic
system and maximum operating conditions, all shaft
order values of the signal are below 10�2. It was found
that shaft order becomes insensitive to the crack
when the noise level reaches up to 10�2.

Compared with shaft orders, noise has much more
impact on RMS and peak-to-peak value – it can
clearly be seen that both of them have much higher
deviation percentage than shaft orders under the
same noise level. The rough threshold of background
noise level that makes RMS and peak-to-peak value
ineffective is around 0.0005 and 0.0001 respectively.
However, this value is 0.01 for the first shaft order.
That is to say, shaft orders have much better perfor-
mance than RMS and peak-to-peak value in a noisy
environment.
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Therefore, it can be concluded that shaft orders are
the best diagnostic features for shaft order monitor-
ing and detection.

3.4 Development and evaluation of prognostics

In this section, the development and evaluation of
prognostics using simulated shaft life progression
are explained.

Taking only two failure modes – imbalance and
cracking – into consideration, the shaft order of the
system vibration SO is the sum of the shaft order of
normal condition SOnorm, the shaft order due to
eccentricity SO« and the shaft order due to cracking
SOcrack

SO ¼ SOnorm þ SO« þ SOcrack

Normally, given eccentricity « initially (in reality,
eccentricity always exists no matter how well the shaft
is assembled), SOnorm and SO« do not change over
time without human interference. Thus, SOnorm þ SO«

comprises the base shaft order of the system vibration.
When no crack initializes, i.e. SOcrack ¼ 0, the shaft
order of the system vibration SO is SOnorm þ SO«.
When the crack initializes, SO is increased by SOcrack.

Therefore, by monitoring the vibration of a cracked
shaft, the first shaft order can be computed by Fourier
transform (see Appendix 2 for computation of shaft
orders). Knowing SO1, the constant term l- in equation
(10) can be computed (see Appendix 2 for com-
putation of l- using shaft order 1). As the constant l-

contains the initial crack size a0, it is possible to deter-
mine a0 by taking the inverse function of l- as a0¼
f �1(l-). Once crack size a0 is calculated, its associated
RUL can be derived on the basis of equation (7).

    

  

Fig. 6 Deviation percentage of five candidate diagnostic features for different crack sizes and noise levels
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3.4.1 Computation of RUL under constant
torque and constant speed

Under the same conditions as in section 3.3.1, the
RUL for various crack sizes and rotational speeds
and the RUL for various crack sizes and torque loads
were computed from life model (7), as shown in
Fig. 7. From Fig. 7 it can be seen that the RUL de-
creases approximately linearly with increase in crack
size, but approximately exponentially with increase
in speed when the torque is constant. The RUL
decreases approximately exponentially with increase
in crack size and torque when the rotational speed
is constant.

3.4.2 Relationship between RUL and SO1

From the diagnostics evaluation simulation results it
can be seen that SO1 effectively reflects the trend of
crack size given changing speed or torque. Addition-
ally, the changes in both cases show regular patterns.
Therefore, an attempt was made to establish a simple
and effective prognostic model that maps RUL to
SO1. Figure 8 shows a plot of RUL against SO1 under
a torque of 10Nm.

From Fig. 8, it can be seen that the relationship
between RUL and SO1 is approximately exponential.
By taking the logarithmic transformation of RUL, a
more obvious relationship is shown in Fig. 9.

From Fig. 9 it can be seen that all curves are
approximately parallel. These plots imply that the
relationship between ln(RUL) and feature SO1 can
be described as a prognostic model ln(RUL)¼
lf (SO1). Here, l is a constant depending on the

rotational speed. This function can be illustrated
by plotting ln(RUL) against SO1 for a speed of
4800 r/min (Fig. 10).

By generalizing all the findings above, it is found
that, in the approximate prognostic model ln(RUL)¼
lf (SO1), the factor l contains information on the
influence of torque and rotational speed, SO1 con-
tains information on crack size, and f (SO1) is the
base prognostic function. Among these, SO1 is
acquired data, but, function f (SO1) and l are un-
known.

To determine the prognostic model ln(RUL)¼
lf (SO1), polynomial curve fitting was used. An exam-
ple is provided to show how it was generated. In this
example, the speed was set to 60 r/min and the tor-
que was set to 1Nm. The rule used to evaluate the fit-
ting is the confidence bound. The one that gives the
closest confidence bound to the fitted curve has the
best fit. Figure 11 demonstrates polynomial curve fit-
tings and their corresponding 95 per cent confidence
bounds by changing the degree of the polynomial.

The confidence bound for a fitted coefficient bi is
given by C ¼ bi – t

ffiffiffiffi
Si

p
, where t is the inverse of
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Fig. 8 RUL versus SO1 at a torque of 10Nm Fig. 9 ln(RUL) versus SO1 at a torque of 10Nm

Fig. 10 ln(RUL) versus SO1 at a speed of 4800 r/min
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Student’s T cumulative distribution function, and Si
is the ith element of S, where S is a vector of the diag-
onal elements from the covariance matrix of the coef-
ficient estimates, (X

0
X)�1 s2 [42]. X is the design

matrix, X
0
is the transpose of X, and s2 is the mean

squared error of the estimation. Here, the design
matrix X is composed of SO1 values, expressed as

x
q
1 x

q�1
1 . . . x01

x
q
2 x

q�1
2 . . . x02

..

. ..
. ..

. ..
.

x
q
m x

q�1
m . . . x0m

2
66664

3
77775

where q is the degree of the fitted polynomial, and m
is the total number of SO1 values.

To find the best-order polynomial curve, degrees of
1–5 were tried (see Fig. 11). A cubic polynomial has
the best fit because it has the narrowest confidence
bounds. A higher-order polynomial was tried to see
if even more precise predictions were possible. For
example, a quintic model does have a more precise
fit near the data points. However, as measured by

the confidence bounds, in the region between the
data groups, the uncertainty of prediction rises dra-
matically. The bulge in the confidence bounds occurs
because the data really do not contain enough infor-
mation to estimate the higher-order polynomial
terms precisely, so even interpolation using poly-
nomials can be risky in this case.

After the appropriate order of the polynomial func-
tion has been determined, it is easy to derive the
coefficients for the polynomial function. The curve
fitting of the third-order polynomial function for the
given example is

lnðRULÞ ¼ �5:9 · 108SO3
1

þ 1:9 · 106SO2
1 � 3:9 · 103SO1 þ 24

Since the vertical axis is a logarithmic scale of RUL,
the final function describing the relationship bet-
ween RUL and SO1 for this particular example is
expressed as

RUL ¼ elð�5:9 · 108SO3
1 þ 1:9 · 106SO2

1 � 3:9 · 103SO1 þ 24Þ ð11Þ

Fig. 11 Polynomial curve fittings and their corresponding confidence bounds
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Note that constant l in the prognostic model
ln(RUL)¼ lf (SO1) is determined by both rotational
speed and torque. For prognostic implementation, the
value of l could be obtained by setting up a base con-
dition in which l is set equal to 1. In this case, the prog-
nostic model under the base condition is [ln(RUL)]0¼
f (SO1). Then the l value at any given combination of
rotational speed and torque can be computed as

l ¼ ½lnðRULÞ�
½lnðRULÞ�0

¼ lf ðSO1Þ
f ðSO1Þ

Therefore, once f (SO1) is determined for the base con-
dition, the prognostic model, given any other operat-
ing condition, can be established by determining l
for that condition as lf (SO1). Figure 12 shows l values
at different conditions obtained by simulation. As the
set base condition in the simulation is a rotational
speed of 60 r/min and a torque of 1Nm, f ðSO1Þ¼
�5:9·108SO3

1þ1:9·106SO2
1�3:9·103SO1þ24:

3.4.3 Validation of prognostics

To test the robustness of the developed prognostic
algorithm, a validation test was performed. In this
test, vibration signals with different levels of noise
were generated, given a shaft crack size of 1mm and
an operation condition of 9600 r/min and 400Nm.

The ‘true’ RUL can be computed by shaft life
model (7) as 1.4489min. Applying the Fourier trans-
form to the simulated vibration, for example, the
SO1 of the noisy signal with a noise level of 0.001
was computed as 8.88 · 10�5. Based on the given
operating condition, a value of l approximately equal
to 0.4 can be found. Since equation (11) was esti-
mated at the base condition (60 r/min, 1Nm), the
RUL of the simulated signal can be computed as

RUL ¼ elf ðSO1Þ/rotational speed

¼ elð�5:9·108SO3
1
þ1:9·106SO2

1�3:9·103SO1þ24Þ/
rotational speed

¼ e0:40·ð�5:9·108·ð8:88·10�5Þ3þ1:9·106·ð8:88·10�5Þ2

�3:9·103·ð8:88·10�5Þþ24Þ/9600
¼ 1:3469min

Therefore, accuracy of prediction is computed as

1� 1:3469�1:4489

1:4489

����
���� ¼ 0:9296

Similarly, five scenarios with different noise levels
were tested. The results of the validation test are
given in Table 4.

From Table 4 it can be seen that the accuracy of
RUL prediction is around 93 per cent when the noise
level is below 0.01. It is also found that a noise level
below 0.01 has little impact on the prediction accu-
racy. However, it suddenly decreases from 93 to
87.30 per cent when the noise level reaches 0.01.

4 CONCLUSIONS

In this paper, a damage physics based dynamic simu-
lation methodology has been presented, and its
application to development and evaluation of diag-
nostic and prognostic algorithms has been demon-
strated with a simulation case study.

The simulation methodology is an integration of
two main parts: damage dynamic models and shaft
life models. Damage dynamic models were used to
generate simulated vibration response given shaft
and operating conditions, and the simulated vibra-
tion was used to develop and evaluate the diagnostic
algorithms. Shaft life models were derived on the
basis of Miner’s law and Walker’s equation and
used to simulate the life progression of the shaft.
The simulated life progression is used to develop
and evaluate the prognostic algorithms. A compre-
hensive model to compute the RUL directly using
the first shaft order of the vibration was derived by
integrating the damage dynamic models and shaft
life models.

Table 4 Results of the validation test

Noise level SO1 (mm) RUL (min) Accuracy

0 8.89· 10�5 1.3466 0.9294
0.0001 8.96· 10�5 1.3453 0.9285
0.0005 8.90· 10�5 1.3464 0.9293
0.001 8.88· 10�5 1.3469 0.9296
0.01 1.34· 10�4 1.2649 0.8730

Fig. 12 Coefficient l versus rotational speed and torque
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A simulation study to demonstrate the application
of the methodology to development and evaluation
of diagnostic and prognostic algorithms was per-
formed. In this simulation study, laboratory experi-
ments were performed to show that damage
dynamic vibration models were able to simulate the
actual vibration response of a real shaft system. Sev-
eral features extracted from vibration response to
diagnose shaft cracking under different operational
conditions and noise levels were evaluated in the
simulation study. The evaluation results show that
shaft orders, RMS, and peak-to-peak value increase
consistently with increase in crack size, while kurto-
sis and M6 did not show a consistent response to
the change in crack size. The simulation study of
effect of noise further reveals that background noise
has much less effect on shaft orders than RMS and
peak-to-peak value. That is to say, shaft orders had
the best performance for shaft crack detection. The
study results also show that detection of smaller
cracks is more easily affected by background noise
than that of larger cracks.

Using the simulated vibration, given shaft and
operating conditions and estimated shaft life pro-
gression, a simple prognostic model mapping SO1 to
RUL was derived by polynomial curve fitting. The
variance between operating conditions can be sim-
plified and represented by a constant factor l. A vali-
dation test has demonstrated that the derived
prognostic model is effective, robust, and applicable.

In comparison with traditional methods, which
acquire data from test rig or operational machines,
the methodology presented has three major benefits.

1. It is able to simulate signals under any shaft and
operating conditions (crack size, speed, torque).
This is important because of the cost and time
required to gather comprehensive operational
and test bench data for algorithm development
and validation.

2. The methodology can capture nuance for tiny
faults without contamination by extraneous
variables such as ambient noise, test stand
dynamics, etc., that are not present in actual con-
ditions. Accuracy in this regard is crucial when
using vibration data to diagnose faults, for
instance to distinguish the effect of noise from a
minor crack.

3. It can approach the true signatures of naturally
occurring and growing faults more closely com-
pared with artificially seeded fault tests or highly
accelerated fatigue tests.
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APPENDIX 1

Notation

a0 initial crack size
af defined failure size
bk participation factors of individual har-

monics
C,a,g material-, circumstance-, and load-

related parameters
da/dN crack growth rate
d damping
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D dimensionless damping of the system
¼d/2mv0

E young’s modulus of elasticity
G0 shear modulus
I moment of inertia of the intact rotat-

ing shaft
L span of the shaft
m mass of the shaft
Ni number of cycles to failure of a con-

stant torque t
NT remaining cycles
R stress ratio
s0 bending stiffness of an intact shaft
SOcrack shaft order due to cracking
SOnorm shaft order under normal condition
SO« shaft order due to eccentricity
SO1 first shaft order
SO2 second shaft order
SO3 third shaft order
½SO*

1�cracked threshold of first shaft order
`�j rotating coordinates
wz,stat weight deflection
y–z inertial coordinates
Y geometry factor depending on the

loading and configuration

b angle between « and the centre of the
crack

DK amplitude of stress intensity factor
Dr(t) forced excitation
Drcrack(t) forced excitation due to cracking
Dr«(t) forced excitation due to eccentricity
Ds change in stiffness
Dsj change in stiffness on direction j
Ds difference between maximum stress

and minimum stress
« eccentricity
h relative excitation frequency of the

system¼V/v0

l a constant depending on the rota-
tional speed and torque

n poisson’s ratio
s load
sendurance endurance limit
t torque
w damage level of the shaft
F diameter of shaft
v0 eigenfrequency of the rotor¼ ffiffiffiffiffiffiffiffiffiffiffi

s0=m
p

V rotational frequency

APPENDIX 2

Computation of shaft orders

Let G(f) be the shaft order of the vibration excitation
due to imbalance and cracking. By applying a Fourier
transform to equation (10), G(f) can be obtained as

Gðf Þ¼
Z þT/2

�T/2

(
«

h2

1�h2þ2jDh

� �
·ejðVtþbÞ

þ l-
Xk¼þ3

k¼�3

bke
jkVt

1�k2h2þ2jDkh

)
·e�2pjftdt

¼
Z þT/2

�T/2

(
«

h2

1�h2þ2jDh

� �
·ejb·eðjV�2pf jÞ·t

þ l-
Xk¼þ3

k¼�3

bk

1�k2h2þ2jDkh
·eðkV�2pf Þjt

)
dt

¼ «
h2

1�h2þ2jDh

� �
ejb·

ejT ðV/2�pf Þ�ejTðpf�V/2Þ

2pf�V
j

þ l-
Xk¼þ3

k¼�3

bk

1�k2h2þ2jDkh
·
eðkV�2pf ÞjT

kV�2pf

ð12Þ

where T is the duration of the vibration. Thus, first
shaft order SO1 can be obtained when f is set equal
to rotational frequency V

SO1 ¼ GðVÞ ¼ «
h2

1�h2þ2jDh

� �

·
ej½bþTVð1/2�pÞ��ej½bþTVðp�1/2Þ�

Vð2p�1Þ j

þ l-
Xk¼þ3

k¼�3

bk

1�k2h2þ2jDkh
·
eðk�2pÞjVT

Vðk�2pÞ
ð13Þ

In similar fashion, the second and third shaft order
can be computed as SO2¼G(2V) and SO3¼G(3V)
respectively.

APPENDIX 3

Computation of constant l- using shaft order 1

Knowing SO1, from equation (13), the constant term
l can be computed as

l- ¼ SO1�«fh2/ð1�h2þ2jDhÞgfðej½bþTVð1/2�pÞ��ej½bþTVðp�1/2Þ�Þ/½ Vð2p�1Þ�gjPk¼þ3

k¼�3

bk

ð1�k2h2þ2jDkhÞ ·
eðk�2pÞjVT

Vðk�2pÞ

���������

���������
ð14Þ
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Since its invention in 1991, premixed combustion synthesis of fullerenic materials has been estab-
lished as the major industrial process for manufacturing of these materials. Large-scale production
of fullerenes such as C60, C70 and C84 has been implemented. More recently, combustion tech-
nology has been extended to the targeted synthesis of single-walled carbon nanotubes (SWCNT).
Addition of catalyst precursor and operation at well-controlled fuel-rich but non-sooting conditions
are required. Extensive parametric studies have allowed for the optimization of the formation of
high-quality SWCNT. Purification techniques previously reported in the literature have been adjusted
and used successfully for the nearly complete removal of metal and metal oxide. Material has been
characterized using Raman spectroscopy, scanning (SEM) and transmission electron microscopy
(TEM), scanning transmission electron microscopy (STEM), atomic force microscopy (AFM), X-ray
diffraction (XRD), and thermogravimetric analysis (TGA). Correlations between process conditions
and nanotube properties such as length have been established. Product reproducibility and process
scalability of the combustion process have been demonstrated. Sample preparation was found to
affect significantly the apparent characteristics of nanotubes as seen in electron microscopy images.

Keywords: SEM, TEM, AFM, XRD, TGA.

1. INTRODUCTION

Availability of homogenous lots of single-walled carbon

nanotubes (SWCNT) with well-defined and reproducible

characteristics in sufficiently large quantities and at low

price is a condition for the successful commercial devel-

opment of promising applications ranging from selective

gas sensors,1–3 the reinforcement of polymers,4–5 drug

delivery,6–7 to electronics8–11 and solar cells.12 While first

products are in the process of reaching the market, large-

scale commercialization could be prohibited by increasing

concerns over currently available SWCNT availability and

quality.13

One of the purposes of the present paper is to demon-

strate the potential of combustion technology for the cost-

efficient large-scale manufacturing of SWCNT. Since the

initial discovery of SWCNT in a plasma discharge in the

presence of an iron catalyst,14 a large spectrum of different

∗Author to whom correspondence should be addressed.

methods allowing for the synthesis of SWCNT including

laser and chemical vapor deposition techniques has been

investigated using in most cases supported or floating

catalysts.15 While details can differ significantly, nearly

all approaches are based on the transformation of carbon,

for instance in the form of a hydrocarbon, to SWCNT

in the presence of heat and a metal catalyst. While the

combustion process used in this work is based on simi-

lar principles, the absence of an additional external energy

source together with a well-defined and controllable set

of operating conditions points to its particular scalability.

The suitability of combustion for the large-scale manufac-

turing of carbonaceous nanomaterials has been convinc-

ingly demonstrated for carbon black16 and, more recently,

fullerenes.17–21 Analysis of material generated by means

of premixed combustion revealed the presence of carbona-

ceous nanostructures22�23 and isolated single- and multi-

walled carbon nanotubes in the absence24–27 and presence28

of explicitly added catalyst. Growth of multi-walled carbon

nanotubes (MWCNT) on metal substrates was reported in

J. Nanosci. Nanotechnol. 2008, Vol. 8, No. 11 1533-4880/2008/8/6065/010 doi:10.1166/jnn.2008.SW07 6065



Delivered by Ingenta to:
University of Waterloo

IP : 129.97.58.73
Tue, 09 Dec 2008 10:07:28

R
E
S
E
A
R
C
H

A
R
T
IC

L
E

Large Scale Combustion Synthesis of Single-Walled Carbon Nanotubes and Their Characterization Richter et al.

diffusion,29�30 opposed-flow diffusion31 but also premixed

flames.32 The effect of electric fields on alignment and

growth rate of MWCNT in opposed-flow diffusion flames

has been investigated.33

Synthesis of SWCNT in pyrolysis flames has been stud-

ied extensively by Vander Wal and co-workers.34–36 In this

approach, catalyst particles were generated, e.g., by nebu-

lizing iron salt solutions added to a fuel such as CO/H2.

This reactive mixture was introduced into a fuel-rich acety-

lene flame via a co-centric tube surrounded by the sin-

tered metal plate of a premixed flame burner. Variation of

mixture composition and flow rates allowed for the opti-

mization of SWCNT formation. In addition, formation of

SWCNT in diffusion flames has been observed using a

floating catalyst formed from a metallocene.37

The SWCNT-synthesis approach described in the

present contribution is based on the addition of a cat-

alyst precursor such as iron pentacarbonyl (Fe(CO)5) to

the fresh gas mixture prior to the stabilization of a pre-

mixed flat flame. It is the result of the further development

of the work of Height et al.38–40 In a detailed analysis

of premixed acetylene/oxygen/argon/Fe(CO)5 low pressure

flames, operating conditions suitable for the formation

of SWCNT were optimized.38�39 Different fuel-to-oxygen

ratios and Fe(CO)5 concentrations were investigated. A

nanotube formation window of fuel-to-oxygen ratios was

identified. While, relative to stoichiometric conditions, an

excess of fuel (i.e., “carbon”) is necessary to enable incep-

tion of nanotubes, soot-like structures are formed at too

high fuel-to-oxygen ratios. In the case of insufficient fuel

supply, metal and metal oxide particles without nano-

tubes attached have been observed using transmission elec-

tron microscopy (TEM). The most pronounced effect of

Fe(CO)5 concentration was found to be on the particle size

distribution and the shape of the metallic particles. The

quantity of condensed material increased dramatically with

the Fe(CO)5 concentration whereas nanotubes appeared to

be cleaner at lower concentrations.

2. EXPERIMENTAL DETAILS

At Nano-C, combustion synthesis of SWCNT was further

developed in view of its use for large-scale manufacture.

In-line filtration allowing for continuous operation and

product recovery was implemented using commercial

metallic filter cartridges. Major improvements of the

SWCNT yields and their quality have been achieved by

using natural gas or methane as fuel. Consistent with the,

compared to acetylene, significantly lower sooting ten-

dency of small saturated hydrocarbons such as methane,41

operation at higher fuel-to-oxygen ratios, i.e., supplying

more “carbon” for SWCNT growth without competing

soot formation was found to be possible.

Meaningful characterization is essential for the identi-

fication of SWCNT suitable for specific applications and

the quality control manufacturing processes. For instance,

reproducibility and well-defined correlations between pro-

cess parameters and materials characteristics need to be

established. In the present work, a large range of operat-

ing conditions has been investigated and samples collected.

While first assessments of the presence of SWCNT have

been conducted by means of Raman spectroscopy, more

detailed information was obtained using mostly SEM and

TEM but also STEM and AFM. Sample preparation, such

as the use and extent of sonication, was found to have

a significant impact on the resulting images in the SEM,

TEM and AFM observations. The development of well-

defined characterization procedures has also been essential

for the investigation of the SWCNT formation mechanism.

Using the same reactor, samples withdrawn iso-kinetically

at different heights above the burner have been analyzed.42

In the present work, operation conditions were opti-

mized for the formation of SWCNT at different pressures

using Raman intensities as criterion. Purification tech-

niques previously reported in the literature43–45 have been

adjusted. Remaining metal or metal oxide particles (from

catalyst) have been nearly completely removed using a

HCl followed by HNO3 treatment or a sequence of oxi-

dation and HCl-reflux steps. Both optimized as-produced

material and purified SWCNT have been investigated in

some detail by means of SEM and TEM using a range of

sample preparation techniques. To examine the purity of

the products and the reproducibility of the process, TGA

and XRD were used.

Using a modified laboratory scale reactor, a production

capability of 5 to 10 kg of as-produced SWCNT has been

established at Nano-C.46 The process is easily scalable,

as demonstrated in fullerenes (C60�C70� � � � �C84) manufac-

turing. Equipment similar to the currently used SWCNT

reactor has been scaled up to a capacity of 1 to 2 tons/year.

2.1. Raman Spectroscopy

Resonance Raman spectroscopy has been demonstrated to

be a fast and selective method for the identification and

first characterization of SWCNT.47–49 Major features are

the radial breathing mode (RBM), the tangential mode

(G-band) and the disorder-induced band (D-band). RBM,

usually appearing between 120 cm−1 <�RBM < 270 cm−1,

correspond to the atomic vibration of the C atoms in

the radial direction and direct correlations with SWCNT

diameters have been established.47–49 The G-band, a char-

acteristic multi-peak feature around 1580 cm−1, corre-

sponds to atomic displacements along the tube axis as

well as the circumferential direction. Simultaneous obser-

vation of RBM and G-band provides strong evidence

for the presence of SWCNT. The D-band, occurring

around 1350 cm−1, reflects the presence of impurities

or other symmetry-breaking defects such as amorphous

carbon.50 In the present work, material synthesized and

6066 J. Nanosci. Nanotechnol. 8, 6065–6074, 2008
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G-band

D-band

RBM 

1.07 nm

0.92 nm

Fig. 1. Raman spectrum of typical as-produced material measured at

784.87 nm.

collected under well defined conditions was investigated

with a Dimension-P2 Raman system (Lambda Solutions,

Waltham, MA) using a exciting wavelength of 784.87 nm

and approximately 10 mW power. A laser beam with a

diameter of about 200 micrometer was directed without

microscope to the samples from a distance of ≈1 cm. Usu-

ally, 5 s exposure time and integration over 5 spectra were

applied. Peak heights of RBM- and G-band were opti-

mized by fine-tuning the distance between the laser probe

and the samples. In the process of identifying best operat-

ing conditions, methane-to-oxygen ratio, inert gas dilution,

fresh gas velocity and iron pentacarbonyl concentration

were varied systematically at different pressures between

50 and 400 torr. Samples with strong RBM- and G-bands

G-band

D-band
1.30 nm

0.87 nm
0.98 nm

Fig. 2. Raman spectrum of typical as-produced material measured at 647 nm.

as well as high G- to D-band ratios have been considered

as being at or close to the optimized conditions and sub-

mitted to further analysis such as SEM and TGA, the latter

allowing for a quantitative assessment of SWCNT abun-

dance in given samples. All optimized flames have been

fuel-rich and relatively close to the sooting limit while

required iron pentacarbonyl concentrations decreased with

increasing pressure. A typical Raman spectrum of as-

produced material generated at optimized operating con-

ditions measured at 784.87 nm is shown in Figure 1. The

D-band was found to be barely detectable while RBM

peaks at 229.6 and 265.5 cm−1 were identified. Using the

relationship �RBM = 234/di + 10 cm−1, as suggested by

Milnera et al.51 for bundles of SWCNT, these peaks cor-

respond to diameters of 1.07 and 0.92 nm, respectively.

However, due the strong dependence of Raman intensities

on the resonance energies of the SWCNT present, such

diameter distribution reflects only SWCNT resonating at

784.87 nm and is not representative for the investigated

sample. For instance, a Raman spectrum of similar mate-

rial measured at 647 nm gives a significantly different pic-

ture: RBM peaks corresponding to 1.30, 0.98 and 0.87 nm

have been identified (Fig. 2).

2.2. Scanning Electron Microscopy (SEM)

SEM of as-produced and purified SWCNT has been con-

ducted in the Center of Materials Science and Engineering

(CMSE) at MIT using a FEI/Philips XL30 FEG ESEM

instrument. SEM is a relatively fast technique allowing for

a large range of sample preparation techniques and suf-

ficient for the visualization of SWCNT bundles but not

J. Nanosci. Nanotechnol. 8, 6065–6074, 2008 6067
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individual tubes. In the present work, two major sample

preparation techniques have been used routinely: (a) depo-

sition of as-received material on a carbon film (minimized

sample preparation) and (b) dispersion in ethanol followed

by tip-mode sonication (30 watt, 20 kHz, 1–2 min) using

a Vibra cell™ instrument (Sonics and Materials, Danbury,

CT) and followed by deposition on a holey carbon grid. In

addition, the effect of sonication in other solvents such as

chloroform has been assessed. Figure 3 shows micrographs

of as-produced material after minimized sample prepara-

tion at magnifications of 2500 (top) and 50000 (bottom).

Micron markers are also in the figures. While sheet-like

structures can be seen at a magnification of 2500, a net-

work of SWCNT bundles is visible at the higher mag-

nification. Even at highest magnifications, the resolution

of SEM is not sufficient to image individual SWCNT;

other techniques, particularly TEM and AFM, are required.

Another interesting feature of the images in Figure 3 is

the under-representation of metal and metal oxide par-

ticles. While clearly identified and even quantified by

means of TEM, XRD and TGA, they are barely visible in

SEM using the described minimized sample preparation.

Figure 4 provides a first impression of the effect of sam-

ple preparation on resulting SEM images. A sample of the

(a) ×2500

(b) ×50000

Fig. 3. Scanning electron microscopy (SEM) of as-produced material

deposited on a carbon film. (a) magnification of 2500, (b) magnification

of 50000. Magnification is also shown in each image through a micron

marker. These images represent typical results for all sample areas.

(a) ×15000

(b) ×35000

Fig. 4. Scanning electron microscopy (SEM) of as-produced material

dispersed in ethanol, sonicated and deposited on a holey carbon grid.

Magnification: (a) 15000 and (b) 35000. Magnification is also shown in

each image through a micron marker.

same batch of starting material as that imaged in Figure 3

was sonicated in ethanol and deposited on a holey car-

bon grid. Wrapping of SWCNT bundles around the holey

carbon grid can be observed at a magnification of 15000

(Fig. 4, top) whereas a rather inhomogeneous distribution

of SWCNT can be seen at higher magnifications (bottom).

A general characteristic of purified SWCNT is the

enhanced difficulties to image the bundles present due

to strong inter-molecular forces. In the event of disper-

sion, increased sonication times for the efficient break

up of SWCNT clusters are required. Figure 5 shows

SEM images of purified SWCNT at different magnifica-

tions (2500, 20000, 65000, 100000) using minimized sam-

ple preparation. Typically, “rock-like” structures are seen

(Fig. 5(a)) but at higher magnifications a dense network of

entangled bundles of SWCNT becomes visible. At edges

of clusters, free-standing bundles of SWCNT could be

identified. In addition to the method of sample prepara-

tion used, also the substrate has a significant impact on the

resulting image. Purified SWCNT have been sonicated in

ethanol, i-propanol or toluene and deposited either on a flat

carbon grid or a holey carbon grid. While SEM imaging of

the sample on the flat carbon film shows relatively densely

packed agglomerates of the SWCNT bundles, much more

homogeneously dispersed bundles could be seen on the

6068 J. Nanosci. Nanotechnol. 8, 6065–6074, 2008
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(a) ×2500 (b) ×20000

(c) ×65000 (d) ×100000

Fig. 5. Scanning electron microscopy (SEM) of purified SWCNT deposited on a carbon film. Magnification: (a) 2500, (b) 20000, (c) 65000 and

(d) 100000. Magnification is also shown in each image through a micron marker.

holey carbon grid (Fig. 6). The high flexibility of the

SWCNT bundles is emphasized by their wrapping around

the frame of the holey carbon grid (Fig. 6(b)).

Ring structures of carbon nanotubes,52�53 biological

filaments53 and amorphous carbon nanomaterials54 have

been reported previously. In the present work, rings of

SWCNT bundles, with diameters ranging from approxi-

mately 1.5 to 6 �m, have been formed after sonication in

chloroform and deposition on a silicon wafer (Fig. 7). This

is consistent with the work of Martel et al.52 describing

ring formation from straight SWCNT after short sonica-

tion in 1,2-dichloroethane. Radii (300–400 nm) are typ-

ically smaller than in the present work, probably due to

differences in the length of the initial SWCNT. Martel

et al.52 explained ring formation as a balance between

tube–tube van der Waals adhesion and the strain energy

resulting from the coiling-induced curvature. Ring forma-

tion is believed to be kinetically controlled with bubble

cavitation, generated by ultrasonic irradiation, providing

the necessary energy.

Length of SWCNT has been found to be a critical char-

acteristic for many applications. While dispersion can be

expected to be more challenging with increasing length,

an increase of the conductivity of SWCNT networks cor-

responding to length1�46 for bundles of the same diame-

ter has been determined.55 A standard procedure for the

assessment of the length of the SWCNT bundles has

been developed in the present work. As-produced or puri-

fied SWCNT were dispersed in ethanol and sonicated

(tip mode, 30 watt, 20 kHz). Sonication times were usu-

ally 1–2 min for as-produced material and up to 10 min

for purified SWCNT. Prior to deposition on holey carbon

grids, the dispersion was diluted with additional ethanol.

During SEM imaging at magnifications of typically 10000

to 20000, SWCNT bundles were identified and lengths

measured manually using a feature of the instrument’s con-

trol software (Fig. 8). Mean values and standard devia-

tions have been determined. Figure 8 shows a sample of

purified SWCNT for which an average bundle length of

1�5±0�5 �m has been obtained based on 42 bundles rang-

ing from 0.7 to 2.4 �m. Since beginning and end of bun-

dles are not always visible and bending has not been taken

into account, reported values represent rather conservative

lower limits.

2.3. Transmission Electron Microscopy (TEM) and
Atomic Force Microscopy (AFM)

While the presence of SWCNT has been confirmed unam-

biguously by means of Raman spectroscopy, SEM alone

is not sufficient for their visualization. SEM provides a

highly valuable overview of the sample appearance but
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(a) ×35000

 (b) ×65000

Fig. 6. Scanning electron microscopy (SEM) of purified SWCNT soni-

cated in ethanol. (a) deposited on carbon film, ×35000, (b) deposited on

a holey carbon grid, ×65000. Magnification is also shown in each image

through a micron marker.

resolution is too poor to show individual SWCNT. The

use of complementary techniques allowing for higher

magnifications, particularly TEM (using a Jeol 2010

instrument operating at 200 keV) but also AFM, is

therefore necessary.

In order to establish the link between SEM and TEM,

the same sample of purified SWCNT, deposited on a holey

Fig. 7. Scanning electron microscopy (SEM) of purified SWCNT son-

icated in chloroform. Deposited on silicon wafer. Magnification: ×5000.

Magnification is also shown through a micron marker. Note the bending

and “ring” formation of bundles of nanotubes.

Fig. 8. Determination of length distribution of SWCNT bundles. Soni-

cated in ethanol, diluted and deposited on a holey carbon grid.

carbon grid after sonication in ethanol, was imaged by

means of both techniques, using magnifications of approx-

imately 85000. SEM and low-magnification TEM were

taken from the same area of the grid and a striking

similarity could be observed (Fig. 9). In both cases, the

tubes have wrapped around the web in the lacey carbon

(a)

(b)

Fig. 9. SEM (a) and low-magnification TEM (b) of the same sample

on a holey carbon grid after deposition of purified SWCNT sonicated in

ethanol. Figure (b) is 0.73 the magnification of (a).
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grid. This “bridge” between images obtained by SEM and

TEM gives us confidence to extend the SEM method as

a routine method for observing nanotube structures. Sig-

nificantly higher TEM magnifications, of up to 300000,

allowed for the visualization of individual SWCNT. Dis-

persion in ethanol, followed by sonication and deposition

on holey carbon grids has been used for all TEM images.

Figure 10 shows a TEM image of as produced material

with a single SWCNT shown in the insert. In compari-

son to SEM micrographs of similar material after using

the same sample preparation (Fig. 4) particles are much

more visible, indicating the effect of the imaging tech-

nique. In addition to bundles of SWCNT, some spheri-

cal, fullerene-like structures appear to be present on the

surface. Their identity will be assessed in some more

detail below. A TEM image of purified SWCNT is shown

in Figure 11. There are mainly densely packed bundles

of SWCNT but measurements of diameters of some sin-

gle tubes have been possible. Comparison with Figure 10

seems to indicate generally larger diameters of purified

SWCNT, possibly due to partially selective destruction of

smaller ones in the purification process. However, only

very small amounts were needed for sample preparation

and quantitative assessments based on a limited number of

images and SWCNT cannot be considered as representa-

tive. The impression of the presence of less smooth sur-

faces in the case of purified SWCNT may reflect defects

induced by the purification process. Less aggressive purifi-

cation procedures are under development. De-bundling of

SWCNT using surfactants such as sodium dodecyl sulfate

Fig. 10. TEM of as-produced SWCNT. Sonicated in ethanol followed

by deposition on a holey carbon grid. Magnification is shown through a

micron marker.

Fig. 11. TEM of purified SWCNT. Sonicated in ethanol followed by

deposition on a holey carbon grid. Magnification is also shown through

a micron marker.

(SDS),56�57 sodium dodecylbenzene sulfonate (NaDDBS)57

or sodium cholate,58 also necessary for detailed character-

ization by means of optical spectroscopy,56�58 is currently

under investigation.

AFM of purified SWCNT deposited on a silicon

wafer after sonication in ethanol and dilution has been

conducted using a DIMENSION D 3000 instrument with

a Nanoscope IIIa controller (Fig. 12). The morphology of

individual SWCNT could be assessed in three dimensions

and with good contrast. Similar to TEM images of

Fig. 12. AFM of purified SWCNT. Sonicated in ethanol followed by

deposition on a silicon wafer. Magnification is shown through a micron

marker. The entire width of the image is equal to 300 nm.
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as-produced (Fig. 10) and purified (Fig. 11) SWCNT,

spherical structures have been observed. Their identity has

been assessed by means of scanning transmission electron

microscopy (STEM).

2.4. Scanning Transmission Electron Microscopy
(STEM)

Additional techniques are required for the characterization

of material other than SWCNT, present in as-produced

and—to a much lesser extent—purified material. Elec-

tron diffraction, a feature built in to transmission elec-

tron microscopes, indicates the presence of elemental iron

particles in purified SWCNT and of both elemental iron

and maghemite, Fe2O3, in as-produced material. Although

dark-field microscopy can be used, more detailed assess-

ment such as spatial mapping of these particles requires

the use of scanning transmission electron microscopy

(STEM). Coupling with energy-dispersive X-ray spec-

troscopy allows for the determination of the composition

directly correlated with the location in the sample. A VG-

HB603 instrument, operated at 250 keV with a probe size

of 1.5 nm FWHM (full width at half of maximum) has been

used in the present work. Careful analysis of typical as-

produced material revealed the presence of both iron oxide

and iron particles whereas only elemental iron was identi-

fied in purified SWCNT. A STEM image of as-produced

material is shown in Figure 13, together with X-ray spectra

of two highlighted particles. The atomic ratio between iron

and oxygen has not been quantified but additional infor-

mation from electron diffraction and X-ray diffraction of

bulk material (see below) provides a high level of confi-

dence that there is maghemite (Fe2O3) present. We used the

drift-correction capabilities of the Oxford Instruments Inca

system installed on the STEM to ensure the spatial preci-

sion of the individual particle analyses. The points of the

analysis were confirmed after the analysis by checking the

1 

5

C

Fe

C

Fe

O

Spectrum 1

Spectrum 5

70 nm

Fig. 13. STEM image of as-produced SWCNT. Sonicated in ethanol

followed by deposition on a holey carbon grid. X-ray spectra measured

at locations 1 and 5. Magnification is shown in the STEM image through

a micron marker.

1

2 Spectrum 1  

C

30 nm

Fig. 14. STEM image of a bundle of purified SWCNT. Sonicated in

ethanol followed by deposition on a holey carbon grid. X-ray spectrum

measured at location 1.

contamination spot that was generally visible. Additional

insight could be also gained concerning the identity of the

spherical structures on the surface of some SWCNT bun-

dles (Figs. 10 and 11). A STEM analysis of such structure,

as shown in Figure 14, reveals the absence of any iron or

oxygen and the exclusive presence of carbon, consistent

with fullerene-like molecules.

2.5. Assessment of Purity

While electron diffraction and, particularly, STEM pro-

vide valuable information about the chemical identity of

impurities of as-produced and purified material, these tech-

niques are not suitable for the quantitative assessment of

the purity of bulk samples, necessary for quality control.

In the present work, both purity and reproducibility have

been determined by means of thermogravimetric analysis

(TGA) under air using a TGA i 1000 instrument (Instru-

ment Specialists, Twin Lakes, WI). Heating rates of usu-

ally 5 or 7.5 K/min from room temperature to 900 �C
have been applied. A typically TGA plot of as produced

SWCNT is shown in Figure 15. Analysis of multiple

batches produced at identical process conditions led to

very similar, nearly overlapping plots, indicating a high

degree of reproducibility.

Fig. 15. Thermogravimetric analysis (TGA) under air of as-produced

SWCNT. Heating rate: 5 K/min.
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Quantification of the contents of carbonaceous mate-

rial requires the knowledge of the composition of the

metal phase in the initial sample in order to account for

increase of mass by oxidation of elemental iron. Quanti-

tative characterization of the metal phase has been con-

ducted by means of Wide-Angle X-Ray Diffraction (XRD)

using a Rigaku RU300 X-ray generator. Silicon (Si) has

been added as an internal standard. XRD-patterns of both

as-produced and purified SWCNT are given in Figure 16.

Consistent with the electron diffraction and STEM results,

both maghemite (Fe2O3) and elemental iron (Fe) have

been identified in the as-produced material whereas only

some elemental iron (Fe) was found to remain in purified

SWCNT. Dissolution of elemental iron is likely to be more

difficult because oxidation is required as a first step. Such

oxidation can be carried out either by means of heating

under air or the use of an oxidizing acid such as HNO3.

Oxidation can be prohibited by the coating of metal par-

ticles with carbonaceous material or their incorporation in

SWCNT or their bundles. The possibility of preferential

incorporation of iron (in contrast to iron oxide) in SWCNT

and corresponding correlations with the SWCNT growth

mechanism is currently under examination.

Using the internal standard, analysis of the XRD spec-

trum of the material for which the TGA plot is shown

in Figure 15 led to a Fe-to-Fe2O3 weight ratio of 1.40.

Assuming complete oxidation of elemental iron to Fe2O3

during the TGA run, weight fractions of 34.9% of Fe,

24.9% of Fe2O3 and 40.2% of carbonaceous material have

been determined based on Figure 15. Consistent with the

SEM and TEM results, the absence of a change of cur-

vature (i.e., of a maximum of the first derivative) in the

descending part of the plot, indicates the presence of only

one major type of carbonaceous material, i.e., SWCNT.

TGA runs of purified SWCNT showed a remaining mass

of ≤5.5%. Assuming again complete oxidation to Fe2O3,

this value corresponds to a purity of ≥96.1%. Higher

Fe2O3

Fe

Si

(a) as-produced

(b) purified SWCNT

Fig. 16. X-ray diffraction (XRD) patterns of (a) as-produced and

(b) purified SWCNT.

degrees of purity could be achieved by a repetition of the

purification procedure but also prolonged reflux times.

3. CONCLUSIONS

The efficiency of premixed combustion of natural gas or

methane with a catalyst-precursor additive for the repro-

ducible synthesis of SWCNT has been demonstrated. The

process is exothermic, continuous and controlled with

well-defined parameters. A procedure for the optimization

of the operating conditions has been established. Raman

spectroscopy has been found to be an effective and unam-

biguous screen for the presence of SWCNT. Peak intensi-

ties have been used for an initial assessment of the relative

abundance of SWCNT in material collected on in-line fil-

ters. More detailed characterization was conducted using

of SEM, TEM, AFM and STEM. While SEM allowed for

the identification of general structural features of networks

of bundles of SWCNT, higher magnifications, achieved

with TEM and AFM, allowed for the visualization of

individual tubes. The presence of SWCNT and the total

absence of multi-walled carbon nanotubes were confirmed.

Sample preparation and the structure of the substrate (e.g.,

carbon film vs. holey carbon grid) were found to have

a significant impact on resulting images. Ring formation

was observed after sonication in chloroform and deposi-

tion on a silicon wafer. Metal particles were more visi-

ble in TEM than in SEM. Electron diffraction and STEM

showed the presence of maghemite (Fe2O3) and elemen-

tal iron in as-produced SWCNT. Purification procedures,

previously reported in the literature, have been refined.

Using TEM and STEM, spherical structures observed on

the surface of SWCNT bundles were identified to be car-

bonaceous and probably fullerene-like. The SWCNT con-

tent, determined quantitatively using TGA and XRD, in

as-produced and purified SWCNT were typically 40 and

>96%, respectively.
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Carbon-nanotube �CNT�-tipped atomic force microscope �AFM� probes were assembled in a
deterministic and reproducible manner by transplanting a CNT bearing polymeric carrier to a
microelectromechanical systems cantilever. Single-strand CNTs were grown vertically at predefined
locations where each CNT was encapsulated into a cylindrical polymer carrier block. Double-layer
carriers were used for controlling the release of blocks and the exposed length of CNT tips after the
assembly. Much reduced complexity in assembly was achieved by transplanting individual CNTs to
AFM probes, which could scan nanotrenches and biostructures with little probe artifacts. © 2009
American Institute of Physics. �DOI: 10.1063/1.3136762�

Carbon nanotubes �CNTs� have attracted much attention
due to their excellent mechanical, electrical, chemical, and
thermal properties. Various potential applications have been
suggested and demonstrated,1 which would require the as-
sembly of CNTs with a control of their location, orientation,
and geometrical configurations. Promising efforts have been
reported to locate and assemble nanostructures such as CNTs
with the Langmuir–Blodgett technique, fluid flow and capil-
lary forces, external forces, and templates, among many.2–4

An assembly of some functional nanodevices, however, re-
quires locating an individual nanostructure at a deterministic
position of micro- or mesoscale structures, which is still a
very complex task. A CNT-tipped probe for an atomic force
microscope �AFM� is a typical application, which requires an
assembly of a single-strand CNT at the tip of an AFM can-
tilever. The degree of complexity increases rapidly as the
assembly system’s scale order grows, which can be defined
as the logarithmic ratio of the size of the target assembly
system to the smallest characteristic length of its nanoscale
component. In this letter, we report that transplanting assem-
bly of individual CNTs can reduce the complexity of assem-
bly by encapsulating individual CNTs into microcarrier
blocks and demonstrate that this method can be used to make
CNT-tipped AFM probes efficiently.

The nanometer-scale diameter, high-aspect-ratio cylin-
drical geometry, easy buckling under excessive load, and su-
perior wear resistance of CNTs make the CNT-tipped AFM
probe a tool for high-resolution imaging and scanning of
nano- and biostructures.5,6 However, the volume manufac-
ture of these has been a challenging task due to the complex-
ity of handling and locating only one CNT tip at the apex of
an AFM cantilever. Previous approaches to the fabrication of
CNT-tipped AFM probes include attaching a CNT at the
apex of an AFM probe manually,5 with a guidance of the
external magnetic7 and electric fields,8 pick-and-place using
an AFM device,9 or growing CNTs at embedded catalytic
metal seeds at the apex of AFM probes.10 All approaches
showed good functionality of CNT-tipped AFM probes but
required time-consuming effort such as removing redundant

CNT tips and shortening, aligning, or welding CNT tips.
Transplanting a bundle of CNTs was demonstrated by

one of the authors previously.11 By decoupling growing from
assembling CNTs, transplanting assembly showed a potential
that a high rate production of CNT-based devices could be
achieved. But the previous method could not handle or as-
semble individual CNTs. We report a method for the deter-
ministic assembly of individual CNTs, which consists of
growing an array of vertically aligned single-strand CNTs,
encapsulating each CNT into a microscale polymer carrier
block, which can be handled and manipulated with existing
microscale tools, and transplanting the CNT-bearing polymer
blocks to target locations followed by the exposure of buried
CNTs. Figure 1 summarizes the transplanting assembly pro-
cess we designed to make a CNT-tipped AFM probe. The
geometry and the orientation of individual CNTs are frozen
into photosensitive polymer layers spin casted over an array
of single-strand CNTs vertically grown at the predefined lo-
cations on a silicon substrate. Then the photosensitive poly-
mer layers are lithographically patterned to form cylindrical
blocks over the individual CNTs, which is similar to the
cookie-cutting process. An intentional undercut of the bot-
tom layer holds the carrier blocks until the release from the
substrate and controls the exposed length of the CNT tips
after assembly.

The first step in transplanting assembly is the vertical
growth of CNTs, which requires seeding the nickel �Ni� cata-
lytic nanodots at predefined locations on the Si substrate. A
21�21 array of Ni catalytic dots �100–200 nm in diameter
and 30 nm in thickness� was defined using electron beam
lithography �Raith 150 at MIT’s Scanning Electron Beam

a�Author to whom correspondence should be addressed. Electronic mail:
sangkim@mit.edu.

FIG. 1. �Color online� Transplanting assembly process steps for CNT-tipped
AFM probes. �a� Vertical CNT growth, �b� encapsulation, �c� cookie cutting
�forming individual polymer block containing a single CNT tip at the bot-
tom with intentional undercut�, and �d� CNT tip release.
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Lithography Facility� followed by metal deposition and lift-
off process. An array of vertically aligned CNTs was grown
using a home-built plasma enhanced chemical vapor deposi-
tion machine.12 Each CNT strand was then embedded into a
micropolymer block, which serves as a CNT carrier. We used
a double polymeric layer encapsulation process with SU8
�top: MicroChem� and polymethylglutarimide �PMGI� �bot-
tom: MicroChem�: the top SU8 �15 �m in thickness and
20 �m in diameter� forms the body of the carrier, while the
bottom PMGI layer �1.5 �m in thickness� holds the body
until the release of the carrier from the substrate and then is
removed to expose the CNT tip. Figure 2 shows Ni catalytic
dots defined using electron beam lithography �Fig. 2�a��, an
array of vertically grown CNT strands �Fig. 2�b��, an array of
SU8 pillars encapsulating individual CNTs �Fig. 2�c��, and
an inverted SU8 block bearing a single CNT tip �Fig. 2�d��.
The orientation of the embedded CNT is near parallel to the
axis of the SU8 block. The diameter of CNTs matches the
size of Ni dots, and the length is 5–10 �m with a uniform
cylindrical shape. The thickness of the bottom PMGI layer
was chosen to be 1.5 �m so that a target aspect ratio of the
CNT tip is about 10, which would give about 0.1 nm thermal
fluctuation at the end of the tip at room temperature �300 K�.
The 20 �m diameter of SU8 blocks was the result of pro-
cess constraints in our facility, which can be further reduced
to achieve the higher resonance frequency and the higher
aspect ratio of the probes.

We investigated the physicochemical interaction of indi-
vidual CNTs to see whether the pristine properties of CNTs
can be preserved during the transplanting process, and the
vertical orientation of grown CNTs can be maintained under
the fluidic shearing during the spin coating of polymers.
High-resolution transmission electron microscopy pictures
show the same graphene layers with 0.34 nm spacing before
and after the encapsulation process, indicating that pristine
graphene structures are intact throughout the encapsulation
processes. In order to predict the flow-induced deflection
during the spin coating of polymers, the polymer spin-
coating process is modeled as a one-dimensional �radial di-
rection� laminar flow by the centrifugal force and shearing
force, as shown in

U�r,z� =
�2Rz

�
�t −

z

2
� , �1�

where � is the rotational speed, R is the distance from the
center of rotation, z is the height from the substrate, � is the
viscosity of a polymer, and t is the thickness of the polymer
layer. The corresponding Reynolds number is about 5
�10−4 at the maximum velocity, indicating a laminar flow.
The array of vertically aligned CNTs packed within a 1
�1 mm2 area is located near the central position of the spin
axis, and each CNT is modeled as a rod rigidly clamped to
the substrate with the assumption of no-slip condition on the
substrate. Drag coefficients are calculated using the radial
velocity distributions along the CNT, and force distributions
are obtained from the drag coefficients in

CD = � 8�

Re ln�7.4/Re��� 3 + 2�5/3

3 – 4.5�1/3 + 4.5�5/3 − 3�2� ,

�2�

FD = 1
2CD�U2A , �3�

where � is the areal fill factor of CNT strands in each cell.
The final deflection at the end of a CNT tip is calculated
using a linear beam bending model under distributed loads,
which predicts less than 1° deflection from the vertical axis.
This small deflection with respect to the dimension of CNT
tips �150 nm in diameter and 1.5 �m in length� is negligible
and matches with the observation at the transplanted CNT
tips �Fig. 2�d��.

After encapsulation, a polymer block where a single-
strand CNT is embedded is transplanted manually to the end
of a silicon cantilever using the micromotion probe stage
under an optical microscope. A tipless AFM cantilever
�NCS12, MicroMasch�, which already picked a drop of liq-
uid adhesive �LOCTITE® 408�, approaches a target pellet.
When the adhesive is dried, the pellet attached to the end of
the AFM cantilever is released by gently shearing the pellet.
After assembly, we etch any remaining PMGI bottom layer
and expose a CNT tip of about 1.5 �m, which corresponds
to the bottom �PMGI� layer thickness. Various CNT-tipped
AFM probes for different scanning operation modes were
fabricated by assembling a CNT embedded SU8 pellet on
various AFM cantilevers. Figure 3 shows AFM probes with a
transplanted single-strand CNT. The fact that even a manual
assembly of CNT is feasible shows that the complexity of
assembly has been reduced by encapsulating CNTs into mi-
crocarrier blocks. CNT-tipped AFM probes for different
modes of scanning could be produced by transplanting as-
sembly of individual CNTs on various cantilevers �Si- and
Au-coated Si3N4 cantilevers�, which demonstrates the flex-
ibility of transplanting assembly as a viable manufacturing
process for CNT-tipped probes.

The performance of transplanting-assembled AFM
probes was tested by mounting them on a commercial AFM
�DI 3100, Veeco Instruments Inc.� and scanning over an
AFM calibration grating �TGZ02, MikroMasch�. The Si grat-
ing consists of 106 nm deep vertical trenches with a period
of 3 �m. We used the contact mode scanning with a scan-
ning range of 10�10 �m2 and a scanning speed of
10 �m /s. The transplanting-assembled CNT AFM probes
scanned the vertical walls of trenches with sidewall angles
larger than 85°, which shows much less probe artifact than

FIG. 2. The growth and encapsulation of an array of vertically aligned
individual CNTs. �a� An array of 30 nm thick Ni dots formed by electron
beam lithography �scale bar: 10 �m�. �b� An array of vertically grown CNT
strands �scale bar: 2 �m�. The inset shows a freestanding CNT, 150 nm in
diameter and 5 �m in length �scale bar: 500 nm�. �c� An array of SU8
blocks encapsulating CNTs �scale bar: 10 �m�. �d� An SU8 block shows a
single CNT after release �scale bar: 10 �m�.
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that with the standard Si probe �Fig. 4�. We also scanned soft
protein structures such as actin filament �F-actin� samples, as
shown in Fig. 5. F-actin was prepared in a buffer solution
and stored at 4 °C before scanning. 10 ml of the solution
was dropped on a glass slide, and AFM scanning was per-
formed after the solution had dried.

We demonstrated that transplanting assembly could as-
semble individual CNTs into microscale cantilevers at much
reduced complexity. This could be achieved by shifting the
scale order of assembly from “nano/micro” to “micro/
micro,” thus reducing the complexity of the assembly. Trans-
planting assembly enables even manual assembly of a CNT-
tipped AFM probe to be done in minutes excluding the
adhesive curing time. We believe that this assembly method
can be scaled up and automated to make a massive parallel
assembly of nanostructures for high throughput applications.

The authors thank Intelligent Microsystems Center in
Korea, DARPA Grant No. HR0011-06-1-0045, and Hewlett
Packard for a partial funding of this research. The first and
the second author contributed equally to this work.
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FIG. 3. CNT-tipped AFM probes made by transplanting assembly. �a� A
contact mode probe on a Si cantilever with a spring constant of 0.3 N/m
�scale bar: 20 �m�. The inset shows the enlarged view of the CNT tip �scale
bar: 10 �m�. �b� The side view of a tapping mode CNT-tipped AFM probe
with a tuned resonance frequency of 60 kHz �scale bar: 10 �m�. The inset
shows the vertical CNT tip �scale bar: 2 �m�.

FIG. 4. �Color online� Comparison of AFM scanning results on an AFM
calibration grid. �a� A scanning result with a CNT-tipped AFM probe �con-
tact mode�. �b� The sectional profile of �a� where the dotted line represents
the ideal shape of 106 nm deep trenches and the solid line denotes the
scanning results. �c� Scanning result with a standard Si AFM probe �tapping
mode�. �d� The sectional profile of �c�.

FIG. 5. �Color online� The scanning of a biological sample �64 �l /2.3 �M
of F-actin� with a CNT-tipped AFM probe. �a� Fluorescent microscopy
shows bundles of F-actins in the buffer solution �scale bar: 10 �m�. �b�
AFM scanning image of F-actins �scanning range: 3�3 �m2�.
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Memory Functions of Nanocrystalline Indium Tin Oxide
Embedded Zirconium-Doped Hafnium Oxide MOS Capacitors
Adam Birge,* Chen-Han Lin,* and Yue Kuo**,z

Thin Film Nano and Micro Research Laboratory, Department of Chemical Engineering, Texas A&M
University, College Station, Texas 77843-3122, USA

A floating gate metal-oxide-semiconductor capacitor memory device utilizing nanocrystalline indium tin oxide �ITO� layer em-
bedded in a zirconium-doped hafnium oxide �Zr-doped HfO2� high-k gate dielectric has been fabricated and studied. The embed-
ded ITO layer has crystalline structure with a grain size of about 5.4 nm. Capacitance-voltage and current-voltage measurements
show positive charge trapping under the negative gate bias operation condition. Comparison to a control sample shows a fourfold
increase �5.3 � 10−12 cm−2 to 1.4 � 10−12 cm−2� in oxide trapped charge density and opposite trapped charge polarity, indicating
that the observed effects are due to the inclusion of the ITO floating gate layer. The device maintains a large postwrite window
��100 mV� over a ten-year period. Furthermore, the prominent charge transfer mechanism is direct tunneling. The negative
differential resistance in the current-voltage curve shows the existence of the coulomb blockade effect that may limit negative
charge storing and retention. The asymmetrical barrier of the Zr-doped HfO2 allows for the enhanced hole retention while
eliminating the possibility of electron retention.
© 2007 The Electrochemical Society. �DOI: 10.1149/1.2768291� All rights reserved.
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Traditionally, the flash memory device has a metal-oxide-
semiconductor �MOS� field-effect transistor structure where a layer
of polysilicon is embedded into the gate oxide to serve as a charge
trapping medium.1-3 The dielectric layer between the control gate
and floating polysilicon gate, known as the control oxide, needs to
be thick enough to prevent charge transfer between these two gates
under the strong control gate bias condition. At the same time, the
dielectric layer between the floating gate and substrate, known as the
tunneling oxide, should to be thin enough to allow easy transfer of
charges when a strong gate bias voltage is applied. Under the normal
gate bias condition, charges cannot tunnel back from the floating
gate to the substrate due to the existence of a potential barrier be-
tween the floating gate and the substrate. However, in the retention
mode, the device should be able to store charges for ten years or
more. The existence of a charge trapping layer embedded in the gate
dielectric structure creates a discontinuity in the electric field, which
alters the flatband voltage �VFB� and the threshold voltage �VT� of
the device.4,5 Thus, by transferring electrons or holes to the floating
gate the memory cell can be alternated between “1” and “0” logical
states, and these states can be observed by measuring the change of
the drain current or the threshold voltage shift ��VT� of the transis-
tor. The gate bias for reading is chosen so that the transistor will be
on while in either the 1 or 0 memory state and off while in the
alternate state.

As device dimensions scale down to allow for a greater circuit
density, a higher switching speed, and a lower operating power, the
conventional flash structure begins to face severe problems.1,2,6 Due
to the large electron barrier of silicon dioxide �SiO2�, high voltage is
required for high-speed write and erase processes. Reducing the
voltage will degrade the writing efficiency and therefore the write
time. When the SiO2 thickness is reduced to the nanometer range,
any point defects can create a leakage channel from the floating gate
to substrate. In addition, for this kind of ultrathin oxide layer, defects
or percolation paths can be easily generated from the stress-induced
leakage current mechanism.7 Since the conventional floating gate is
a continuous conducting layer, a single leakage path through the
tunneling oxide can quickly drain charges stored on the entire float-
ing gate site. In order to eliminate the issue of a continuous conduct-
ing sheet discharging through a single leakage path, several alternate
methods have been proposed to modify the polysilicon floating gate
structure.8,9 Recently, one of the most widely researched structures
is the nanocrystal embedded floating gate structure.8,10,11 For this
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kind of device, the floating gate is divided into many discreet nano-
crystalline nodes. The nodes are isolated from each other by the
surrounding dielectric material so that a single leakage path will
only disturb one or a few nodes localized to the path but not the rest.
Although the earliest works were concentrated on using silicon
nanocrystals as the charge-storage media,10 germanium12 or
germanium–silicon13 nanocrystals are also frequently used as the
small germanium bandgap can create a deeper storage well. Al-
though charges can be stored at the conduction or valence band
edges or at deep traps of the bandgap, the semiconductor nanocrys-
tals suffer from low density of states and relatively shallow quantum
wells. Recently metal nanocrystals have been studied as an alterna-
tive charge storage media14,15 because they have large density of
states, various work functions �and therefore well depths�, and en-
hanced tunnel oxide electric fields in the immediate vicinity of the
nanocrystal.16

A conducting metal oxide nanocrystal may provide benefits of
both the semiconductor and metal nanocrystals. For example, in-
dium tin oxide �ITO� is a degenerately doped n-type semiconductor
with a large work function and large bandgap.17,18 When ITO is
embedded in a gate dielectric layer, the large density of states near
the Fermi level and high work function may offer similar character-
istics as those of embedded metals, while the presence of a large
bandgap could allow for sub-Fermi level traps for greater charge
retention.

Many researchers have been investigating replacement
of the SiO2 insulating layer in high performance metal-oxide-
semiconductor �MOS� devices with a high dielectric constant �high-
k� material because a physically thicker layer can be used while
maintaining similar electrical properties.19 Additionally, high-k di-
electrics generally have bandgaps that decrease with increasing k
value.20 With a smaller bandgap, the barriers for electron and hole
tunneling would be smaller, allowing for lower operating voltages
and speed in write and erase operations.21 Recently, it has been
demonstrated that doping the high-k material with a proper amount
of a third element can improve many of its dielectric properties.22,23

For example, the doped high-k film can have a higher amorphous-
to-polycrystalline temperature and a lower interface layer thickness
than the undoped high-k film.24,25 The polycrystalline dielectric film
contains grain boundaries that enhance leakage current and can be a
potential reliability problem. A thick interface layer can cause a
large equivalent oxide thickness �EOT� in the high-k stack. Among
all conventional high-k materials, currently hafnium oxide �HfO2�
and zirconium oxide �ZrO2� are two of the most studied materials.
The Zr-doped HfO2 high-k film has many improved dielectric prop-
erties over those of HfO or ZrO .26,27 In this study, the authors
2 2
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fabricated MOS capacitors using the Zr-doped HfO2 as the gate
dielectric layer with an embedded nanometer-thick ITO layer and
investigated the process influence on the memory functions.

Experimental

The Zr-doped HfO2 �tunneling oxide�/ITO/Zr-doped HfO2 �con-
trol oxide� trilayer structure was sputter deposited on a p-type
�1015 cm−3� silicon wafer in one pump down. The Zr-doped HfO2
layers were deposited from a composite Zr–Hf target at 5 mTorr and
Ar/O2 1:1 ratio. The ITO layer was deposited from an ITO target at
5 mTorr and Ar gas. The bottom tunneling oxide and ITO deposition
times were fixed at 2 min and 1 min, respectively. The control oxide
deposition time was varied at 2 min �S2�, 4 min �S4�, 6 min �S6�,
8 min �S8�, or 10 min �S10�, respectively. The entire embedded
high-k stack was annealed for 1 min at 950°C under N2/O2 �1:1�
ambient by rapid thermal annealing �MTP RTP 600S�. The capacitor
gate electrode was composed of 200 nm thick sputtered aluminum
�Al�. The backside native oxide of the wafer was stripped with a HF
solution and then deposited with Al for better contact. The complete
capacitor was annealed at 300°C for 5 min under H2/N2 atmo-
sphere. For the comparison purpose, a control capacitor that con-
tains no ITO embedded layer in the Zr-doped HfO2 gate dielectric
structure was prepared.

The capacitor’s capacitance-voltage �C-V� and current-voltage
�I-V� characteristics were measured with a HP4284A LCR meter and
HP4155C semiconductor parameter analyzer, respectively. The
NCSU CVC program28 was used to estimate the capacitor’s EOT
and VFB values. The top control oxide’s EOT was extracted from a
linear fit of the sputtering time vs the complete high-k stack’s EOT
as shown in Fig. 1. The bottom tunneling oxide’s EOT was approxi-
mately 1.96 nm on all samples. The additional 3.9 nm EOT differ-
ence is a combination of the EOT of the floating gate layer, which is
a mixture of ITO and dielectric, and the interfacial layer formation
at the Si/high-k interface. The samples were analyzed with X-ray
diffraction �XRD� for the crystallinity of the embedded ITO layer.
Figure 2 shows that the embedded ITO is crystalline with predomi-
nate �222� orientation. The crystal size is about 5.4 nm, determined
from the peak location and full width at half maximum.29

Results and Discussion

Charge trapping characteristics.— C-V results from the samples
are summarized in Fig. 3. To determine which sample displayed the
best memory characteristics, the C-V curves were measured from
the accumulation �negative gate bias voltage� region to the inversion
�positive gate bias voltage� region and back to the accumulation
region for each sample on the ranges of �−2 V, 2 V, − 2 V�,

Figure 1. Stack EOT for 2 min tunnel oxide, 1 min ITO floating gate layer,
and variable control oxide sputtering time.
�−3 V, 3 V, − 3 V�, �−5 V, 5 V, − 5 V�, and �−7 V, 7 V,
− 7 V�. The hysteresis was measured as the change in VFB ��VFB�
from the forward sweep �accumulation to inversion� to the return
sweep �inversion to accumulation�. Also, the hysteresis of the con-
trol sample �about −100 mV at a 7 V magnitude sweep range� is
shown for comparison. For the desired case of charge being injected
from the substrate to the floating gate, a positive value of hysteresis
is expected for the p-type substrate, as only positive charge can be
injected in accumulation and only negative charge can be injected in
inversion.

From the data in Fig. 3, it is obvious that the charge injection and
trapping mechanisms are strongly dependent on the physical thick-
nesses of the dielectric layers. The hysteresis for the samples with
the thinner control oxides, S2 �EOT 1.07 nm� and S4 �EOT
2.14 nm�, is in the positive direction. The lesser magnitude of hys-
teresis for sample S2 as compared to S4 is most likely due to the
extremely thin control oxide layer of 1.07 nm EOT. At this thick-
ness, the direct tunneling mechanism across the control oxide will
inhibit the amount of charge that can be stored in the ITO site due to
electrons tunneling from the Al gate to the ITO site and due to
excess holes tunneling from the ITO site to the Al gate. The thicker
control oxide samples, S8 �EOT 4.27 nm� and S10 �EOT 5.34 nm�,
have hysteresis trends in the opposite direction from those observed
in S2 and S4, and the magnitude of the hysteresis increases with the
sweep range. S6, with control oxide EOT of approximately 3.21 nm,

Figure 2. XRD of ITO embedded Zr-doped HfO2 sample.

Figure 3. Hysteresis of samples prepared at different control oxide sputter-
ing times and swept at different voltage ranges. The control sample’s hyster-
esis swept at the −7 to +7 V range is approximately −0.1 V.
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has almost no hysteresis regardless of the sweep range. A general
trend can be seen for S4 through S10 where increasing control oxide
thickness results in the hysteresis becoming progressively more
negative. The thicker control oxides account for an increasingly
larger portion of the voltage drop across the entire dielectric, so that
the electric field across the tunnel oxide for a given gate bias will be
weaker for samples with thicker control oxides. The control sample
exhibited a negative hysteresis indicating inherent bulk traps; there-
fore the ITO-embedded samples should also exhibit negative hyster-
esis if the applied bias is not strong enough for significant hole
trapping. It is also possible that the density and distribution of the
inherent bulk charges could play a role in the observed trend. Since
sample S4 �control oxide EOT �2.14 nm� has shown the most de-
sirable hysteresis characteristic, it has been chosen for more detailed
study in the rest of this paper.

C-V hysteresis for sample S4 are shown in Fig. 4a for different
voltage sweep ranges. A large counterclockwise hysteresis in the
C-V curve can be seen, and the magnitude of this hysteresis in-
creases with the sweep voltage range, e.g., 161, 305, and 780 mV
for �−5 V, 5 V, − 5 V�, �−7 V, 7 V, − 7 V�, and �−9 V, 9 V,
− 9 V� sweeps, respectively. It is also seen that for sweeps that start
at stronger negative bias, both the forward and return sweep shifted
further left. To determine if the hysteresis is due to the presence of
the embedded ITO nanolayer, the C-V curve of the control sample
�no ITO� was measured. Figure 4b shows the C-V characteristics of
the control sample in the same scale, which shows 41 mV hysteresis
for a �−5 V, 5 V, − 5 V� sweep. The density of oxide trapped
charge �Q � can be approximated by the product of capacitance

Figure 4. �a� C-V curves for sample S4 at various sweep ranges and �b�
control sample hysteresis at −5 to 5 V sweep range.
OT
�33 pF for S4� and �VFB.4,5 Therefore, the density of trapped
charges in S4, the density of trapped charge for the ITO-embedded
sample S4, 5.3 � 10−12 eV per cm2, is nearly four times as large for
a �−5 V, 5 V, − 5 V� sweep than for the control sample, which
has an approximate 1.4 � 10−12 eV per cm2 charge density. In fact,
the hysteresis of the control sample, while very small, is even in the
opposite direction from the ITO-embedded sample. This indicates
that the charge trapping mechanism seen in Fig. 4a is due to the
existence of the embedded ITO layer and not an inherent feature of
the Zr-doped HfO2 high-k dielectric. Holes are trapped in the bulk
ITO nanolayer or at the ITO/high-k interface.

For counterclockwise hysteresis in a MOS capacitor, a net posi-
tive charge must be introduced into the oxide at negative bias, or a
net negative charge must be introduced into the oxide at positive
bias. The charge transfer can take place to the ITO site from the gate
or substrate, or conversely can be the result of charges transporting
from the ITO site to the gate or substrate. As a qualitative look at the
source and type of injected charges, C-V curve hysteresis can be
measured from different swept voltage ranges, for example, in the
low bias range, the low positive bias-to-high negative bias range,
and the low negative bias-to-high positive bias range, and
compared.30 Figures 5a-c show these results on sample S4. For very
low bias sweep ranges �−1.25 to 0.25 V� the hysteresis is very
small and in the counterclockwise direction, as shown in Fig. 5a. A
sweep from small positive bias to large negative bias
�0.25 to − 6 V� results in a much larger hysteresis than the previ-
ous case but in the same counterclockwise direction, as shown in
Fig. 5b. However, from small negative bias to large positive bias
�−1 to 6 V�, the hysteresis is small, as shown in Fig. 5c, like the
low bias range case. The fact that the counterclockwise hysteresis is
enhanced predominately by negative bias indicates that the memory
effect is due to a net positive charge trapping. In addition, the back-
ward sweep directions all have a negative VFB shift from the fresh
case, which indicates that the charge erase efficiency at the positive
bias is low. The band diagram of the MOS memory capacitor show-
ing the write and erase conditions are summarized in Fig. 6a and b,
respectively. Additionally, Fig. 6c represents the band diagram of the
capacitor under low bias retention conditions, where the net positive
charge is trapped in the ITO nanolayer.

Trapped charge retention.— The ability to create a controlled
C-V hysteresis, and therefore, an adjustable threshold voltage, can
only be exploited for nonvolatile memories if the injected charge
can maintain long-term retention. Retention was measured by peri-
odically performing a small-signal C-V measurement after a write or
erase pulse. The VFB can then be extracted from these curves and
compared to the fresh value to determine the amount of voltage
shift.

Figure 7 displays the retention data for an S4 sample after vari-
ous write and erase pulses. As illustrated in Fig. 7a, the pulses were
performed in the following order: �1� 5 s erase at +7 V, �2� 5 s write
at −7 V, �3� additional 5 s write at −7 V, and �4� final 10 s erase at
+7 V. After each pulse the retention was measured over a time
period of 5000 s. It is clear from Fig. 7b that an erase �positive
pulse� on a fresh sample, i.e., curve 1, results in very little charge
storage, which is the same effect seen in C-V sweeps to strong
positive bias. However, a subsequent fresh write cycle results in a
large initial flatband voltage shift of about 230 mV, i.e., curve 2.
Using the approximation of a two-dimensional oxide sheet charge
located away from the interface,4 the number of initial trapped
charges can be calculated as

Nt = � � �Cox/q� � �− �VFB� �1�

with Cox equal to the capacitance at accumulation, q is the electron
charge, and a resultant flatband voltage shift of �VFB; � is a correc-
tion factor to take in account the distance of the charge from the
substrate interface. If the ITO nanocrystal diameter and density are
known, Eq. 1 can take on a more complex form for more accurate
correction.10 An estimation can be made by setting � equal to the
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ratio of the sum of control and tunnel oxide EOTs to the control
oxide EOT. For example, using Cox = 33 pF, q = 1.6 � 10−19 C,
initial �VFB = −230 mV, and � as 1.92, Nt is calculated to be
�9.12 � 107. With the capacitor diameter at 100 �m, this corre-
sponds to a two-dimensional trapped hole density of 1.16
� 1012 cm−2. Spherical shaped nanocrystals have a maximum two-
dimensional packing density of 90.69%, so that 3.96 � 1012 nano-
crystals per cm2 would be present in a maximum density configura-
tion of 5.4 nm diam nanocrystals. Assuming a nonmaximal
nanocrystal distribution, the 1.16 � 1012 cm−2 calculated trapped
charge density is reasonable for one charge per nanocrystal.

Figure 5. C-V curves of sample S4. �a� small swept voltage range
�−1.25 to 0.25 V�, to �b� large negative bias range �0.25 to −6 V�, and to �c�
large positive bias range �−1 to 6 V�.
Curve 2 displays excellent retention characteristics. The retention
data can be closely fitted by a logarithmic approximation that yields
a decay rate of 17 mV/decade, yielding a flatband voltage that is still
109 mV away from the fresh value after a time period of 108 s
��10 years�. A second write cycle, i.e., curve 3, shows even greater

Figure 6. Band diagram under �a� negative bias writing conditions, �b� posi-
tive bias erasing conditions, and �c� small bias retention conditions with
positive trapped charge.
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improvement in the memory window, but it only adds a small in-
crease of the VFB. The curve 4 pulse was an erase at +7 V bias for
10 s. It can be seen that not only does the flatband voltage fail to
reach the fresh value immediately after the pulse, but it also drifts
further away with time. This indicates that some of the trapped
positive charge is very deeply trapped so that erasing efficiency at
low bias is poor. Even without full erasure, extrapolations of the
10 s write and 10 s erase results to the fitted logarithmic curves lead
to a large 96 mV memory window at 108 s.

Charge carrier transfer characteristics.— The capacitor’s leak-
age current density vs voltage �J-V� hysteresis curves can be used to
investigate the charge transfer characteristics. Figure 8a shows that
in the negative gate bias voltage range, a large J-V hysteresis was
detected. When the gate voltage is swept from 0 to −5 V, the leak-
age current is strongly dependent on the voltage. However, when the
voltage is swept from −5 to 0 V, the leakage current decreases dras-
tically first, but becomes near zero and even a small positive number
that shows little bias dependence. In the first sweep stage, i.e.,
0 to −5 V, the amount of holes injected from the p-type wafer in-
creases with the magnitude of the voltage. At −5 V, a large number
of holes were trapped to the embedded ITO site. In the second stage,
i.e., −5 to 0 V, the injection of positive charges dropped drastically
with the decrease of the magnitude of the gate bias voltages because
the larger number of trapped charges screened further injection of
holes from the wafer. The J-V hysteresis phenomenon is consistent
with the C-V curves that show a negative shift in the VFB after
writing with a negative voltage. In order to verify the above positive
charge trapping phenomenon, after the second sweep stage the ca-
pacitor was biased with a gate voltage from 0 to −5 V. The result is
shown in the inset of Fig. 8a. The leakage current is much lower
than that of the first sweep stage until the bias passes −4 V, beyond

Figure 7. �a� Pulse sequence for retention test and �b� charge retention data
for various write and erase pulses.
which the current begins to show a very steep slope. This is most
likely due to the initiation of electrons tunneling from the low work
function aluminum gate to both the ITO nanolayer and the silicon
substrate. Since the C-V hysteresis has shown to be bias dependent,
this electron flow would provide a limitation to the amount of posi-
tive charge that could be stored in the ITO site. In order to reduce
the electron injection from the gate electrode, a high work function
metal must be used as the electrode material.

There are several possible mechanisms that could cause the ad-
dition of positive charges to the ITO embedded capacitor during the
negative write cycle. One possibility is that holes are introduced to
the ITO valence band from the p-type substrate accumulation layer.
However, since ITO has a larger bandgap and larger work function
than those of silicon,18 the valence band offset at the ITO/high-k
interface should be much lower than that at the silicon/high-k inter-
face. The hole retention at the low sensing biases would be energeti-
cally unfavorable. A more likely scenario would be a band-to-band
type mechanism where the substrate holes tunnel directly to the
conduction band of the ITO. Such a mechanism is taken from the
reverse concept of applications such as organic light-emitting di-
odes, where the ITO conduction band is used as a hole injector into
the valence band of the light-emitting material.31 On the contrary, it
is possible that a similar process occurs where the apparent hole
tunneling is the result of electrons tunneling from the ITO conduc-
tion band to the silicon valence band, thus resulting in a positive
charge in the ITO site. Unlike the undoped nanocrystalline silicon or
germanium where minimal intrinsic charge concentration is avail-
able for tunneling, the ITO has a large concentration of free
electrons18 available for conduction, which could cause the observed
effect. The third possibility is due to trap sites in the ITO or at the
ITO/high-k interface. If the trap aligns within the substrate bandgap

Figure 8. �a� J-V hysteresis of sweep voltage from 0 to −5 V and back to
0 V. Inset: 0 to −5 V sweep on previously written capacitor and �b� J-V
hysteresis for sweep from 0 to +3 V and back to 0 V. Peaks represent charg-
ing in forward sweep and discharging in reverse sweep.
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during normal operation conditions the trapped charge will need to
be thermally activated to the conduction or valence band for trans-
port, or could directly tunnel to interface states at the substrate/
insulator interface. Such traps may be responsible for long retention
times in undoped semiconductor nanocrystals.32

Although the C-V and retention results indicate that very little
charge trapping occurs on fresh samples at positive bias, the positive
bias J-V curves display interesting features, as shown in Fig. 8b, that
need to be explained for a proper understanding of the device. On
the forward sweep, i.e., from 0 to 3 V, a current peak appears near
200 mV gate bias and is followed by a negative-differential-
resistance dip before increasing again. A similar peak is often seen
in nanocrystal memory devices.33-35 As this effect is most commonly
attributed to the Coulomb blockade effect, the fact that such a peak
occurs in our structure may provide further indication that the ITO
nanolayer has, in fact, been separated into discrete nanocrystals. For
nanometer-scale structures, the charging energy of adding a single
electron can cause an appreciable electrostatic potential change due
to the nanocrystal’s self-capacitance,36 so that a sharp drop in cur-
rent should occur with the addition of each electron.

On the return I-V sweep, i.e., from 3 to 0 V, there exists a sig-
nificant dip into negative current regions as the current decreases
followed by a return to low level values near zero bias. This nega-
tive current dip provides an answer to why the embedded ITO nano-
layer does not display charge trapping characteristics in the C-V and
retention measurements at positive bias. Although many nanocrystal
memories operate by “writing” electrons through direct tunneling at
positive bias, it has been shown that trap sites in the nanocrystal/
oxide interface may be the key for the charge retention of such
devices.32 Electrons trapped in the conduction band of a nanocrystal
will have enhanced potential energy due to quantum confinement
and Coulomb blockade effects, creating an energetically favorable
condition to tunnel back to the substrate conduction band. However,
an electron trapped in a subconduction band energy level of the
nanocrystal that lines up with the bandgap of the semiconductor
would need thermal activation to achieve high enough energy to
tunnel directly or would require a trap-assisted tunneling process to
the substrate. One possible explanation for the lack of electron re-
tention in the ITO nanolayer would be a low subconduction band
trap density, so that as the positive bias returns to zero the high-
energy ITO conduction band electrons that were trapped at high bias
are “dumped” back to the silicon conduction band by direct tunnel-
ing. Since the ITO is degenerately n-type, even if these traps do
exist they would be below the Fermi level so that the states would
be filled and inaccessible to added electrons. Also, localized leakage
paths could cause quick discharge of the entire floating gate area if
the ITO forms a continuous or partially continuous nanolayer. Al-
though the ITO is in the form of nanocrystals, isolated leakage cur-
rents can still discharge the entire floating gate if the aerial coverage
is greater than 50% because lateral tunneling between dots begins to
dominate over localized charge storage.36 Lastly, it is likely that the
poor electron retention in comparison to hole retention could be due
to the difference in barrier heights for electrons and holes in the
Zr-doped HfO2. The barrier height for holes is over twice as large as
that for electrons �approximately 3.2 eV compared to 1.5 eV for Si
conduction band and valence band, respectively�.26 As such, the
transparency of the barrier as seen by electrons will be significantly
greater than that seen by holes. In this case, the band offset mis-
match may create an opportunity to achieve ultrathin tunnel oxides
with excellent retention if holes, instead of electrons, are targeted as
the memory carriers.

Conclusion

In this paper, it has been shown that an ITO-embedded
zirconium-doped hafnium oxide MOS can exhibit promising non-
volatile memory characteristics through positive charge trapping
during negative write cycles. The ability to trap and retain these
charges has been shown to have high dependency on control and
tunnel high-k dielectric thicknesses. Extrapolations of retention data
indicate a memory window of near 100 mV after 108 s. Negative
differential resistance in the J-V curve indicates electron tunneling
and Coulomb blockade effects at positive bias, but retention of these
negative charges is poor in comparison to the holes trapped at nega-
tive bias. The asymmetrical band offsets of Zr-doped HfO2 may
allow for hole retention at thinner tunnel oxide thicknesses where
electron retention is negligible. Further improvement of charge trap-
ping and retention may be achieved by replacing the aluminum gate
with a large work function gate electrode material to reduce electron
injection from the gate, and varying oxide thicknesses to improve
writing and erasing efficiency and data retention.
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Mixed metal oxide high-k films have many advantageous dielectric 
properties over conventional metal oxides. In this paper, three 
major subjects on the mixed oxide gate stack prepared by the 
sputtering method, i.e., dopant influence on interface layer 
structures, double-layer gate stack breakdown mechanism, and 
new CMOS-type nonvolatile memories based on nanocrystals 
embedded doped oxide high-k films, are examined and discussed.     
 
 

Advantages of Mixed Oxide High-K Gate Dielectrics  

According to the Semiconductor Technology Roadmap, the thermally grown SiO2 
gate dielectric needs to be replaced by a high-k thin film for future generation MOSFETs. 
The sub 1.2nm thick SiO2 film has many practical problems, such as a high leakage 
current, undesirable dopant diffusion from the gate, and difficulty in film thickness 
control. In principle, a high-k dielectric can avoid these problems because a thicker layer 
can be used.   

 
Metal oxides, such as HfO2, ZrO2, and Ta2O5, are promising high-k gate dielectric 

candidates. They are easy to prepare by methods such as CVD, MOCVD, ALD, and 
sputtering. The film is easily annealed in a tube furnace or a rapid thermal annealing 
equipment. However, devices made of this kind of high-k material are inferior than 
expected, e.g., low effective k values, high leakage currents, and large densities of 
interface states. These problems are originated from some undesirable material 
properties, such as crystalline phase formation, uncontrollable interface reactions, small 
band gaps, and low electron offsets with silicon. Theses problems are caused by the 
thermodynamic nature of the material. They can only be partially solved by adjusting 
process conditions, such as lowering the deposition temperature, shortening the annealing 
time, avoiding short wavelength light exposure or ion bombardment, or annealing under 
low oxygen concentration atmosphere. The fundamental way to solve these problems is 
to get around the thermodynamic barrier, for example, by changing the material 
composition or structure. Many research groups have demonstrated that physical, 
chemical, and electrical properties of the high-k material can be greatly improved by 
doping it with a third element (1-11). The doped oxide is also called the mixed oxide 
because the final film contains dopant atoms in the oxidized form. Excellent results have 
been obtained from this approach. For example, the crystallization of Ta2O5 was 
suppressed by doping with Si, Al, or Zr (6,7). The high-k/Si interface layer thickness was 
thinned after doping (5). The band gap energy was increased with the increase of the 
dopant concentration (4). The interface density of states was minimized with the 
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inclusion of a proper amount of dopant (8). In recent years, research activities on mixed 
oxide high-k materials increased drastically because of these advantages (3).  

In this paper, the author examines three critical areas in the mixed oxide high-k 
dielectric, i.e., interface structure, breakdown process, and memory applications. New 
results and detailed discussions are presented.     

 
 

Dopant Influence on Interface Layer Structures   

The dopant atom influences the bulk high-k film’s physical and chemical 
properties, such as binding energies, bond structures, etc. These characteristics directly 
affect the film’s electrical characteristics, such as the k value, leakage current, breakdown 
strength, relaxation current, etc. For example, the binding energies of Ta and O in Ta2O5 
shift to lower values with the addition of Hf or Zr dopants (5,10). This is because that 
both Hf and Zr have lower electronegativities, i.e., 1.30 and 1.33 eV separately, than 
those of Ta and O, i.e., 1.50 and 3.44 eV separately. The band gap of Ta2O5 increases 
with the Hf dopant content from the O1s energy loss spectra and the internal 
photoemission spectra (4,12).  

 
Since the interface layer formation is usually unavoidable, as the bulk high-k film 

thickness decreases, the influence of the interface layer on the gate stack electrical 
properties becomes more pronounced. For example, for a gate stack with an equivalent 
oxide thickness (EOT) near 1 nm, the physical thickness of the interface layer can be the 
same as or even larger than that of the bulk film. Since the interface layer often has 
inferior dielectric properties than the bulk layer, it can dominate the final gate stack 
properties. When the high-k film is doped, its interface layer composition and structure 
are changed through two routes: interface reactions and the mechanism of reactant 
transport through the bulk film. For example, in many cases, the dopant atom can be 
more reactive than the metal atom in the original high-k film when in contact with the 
adjacent silicon substrate. Figure 1 shows Si 2p binding energies of (a) the undoped 
Ta2O5/silicon interface layer and (b) the Hf-doped Ta2O5/silicon interface layer (4). Ta 
does not exist in the former interface layer, but Hf exists in the latter interface layer. This 
result is consistent with the SIMS profile result (5). The same phenomena exist in the Zr-
doped Ta2O5/silicon interface layer (10 ).  

 
(a) 

 
(b) 

Figure 1.  Si 2p at (a) undoped Ta2O5 and (b) Hf-doped Ta2O5/silicon interfaces (4). 
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The dopant atoms can penetrate an interface layer inserted between the high-k 
film and the silicon substrate. Figure 2 shows SIMS profiles of (a) TaOx/TaNx/Si and (b) 
Zr-doped TaOx/TaNx/Si structures (13). The Zr dopant migrates through the TaNx 
interface layer and forms a ZrSiO2 component in the new interface layer. The same 
phenomenon occurs when Hf is the dopant in the TaOx high-k film. When the inserted 
TaNx interface layer is replaced by a thin SiO2 or SiON layer, similar type of silicates 
were detected at the interface. In addition, the interface of Fig. 12(b) sample also includes 
the TaOxNy component, which shows the complication of the dopant involvement (13).  

(a)  

(b)  

Figure 2.  SIMS profiles of (a) TaOx/TaNx/Si and (b) Zr-doped TaOx/TaNx/Si structures 
(13).   

The silicate-type interface layer has a larger k value than that of SiO2 or SiON. 
Therefore, the EOT of the doped high-k gate stack can be lower than that of the undoped 
high-k stack because of the formation of the new interface layer (8). The interface density 
of states (Dit) of the doped high-k film is lower than that of the undoped high-k film, as 
shown in Figure 3(a) (8). The Zr dopant concentration is controlled by the target co-
sputtering power, i.e., 0, 15, or 24W, while the Hf sputtering power was fixed at 60W. 
All films have an EOT < 2 nm except undoped HfO2 at 2.8 nm. The high-k film with N in 
the interface layer has a higher Dit than that without N.   

 
Furthermore, the diffusion of O2 through the bulk high-k film can be hindered 

with the existence of certain type of dopants, such as Hf in Ta2O5 (5). Figure 4 shows that 
the interface layer thickness measured from TEM pictures decreases with the content of 
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Hf dopant in the high-k film (5). At the early stage, the interface layer is instantaneously 
formed due to the quick interface reaction. With the increase of the annealing time, the 
interface layer growth is controlled by the O diffusion rate through the bulk high-k film. 
Eventually, the interface layer thickness reaches a steady state value because of the low 
diffusion rate. The high Hf concentration in the bulk film slows the diffusion process, 
which makes the interface layer thinner than that of the low Hf concentration film.   
  

 
Figure 3.  Dit’s of undoped and Zr-doped HfOx with SiO2 or SiON interface (8). 

 
Figure 4.  Interface layer thickness vs. annealing time at 700°C O2 (5). 

Most dielectric properties of the high-k gate stack film, such as EOT, Dit, fixed 
charge density (Qf), leakage current, and breakdown strength, are greatly improved due to 
the change of interface structure. .   

 
 

Double-Layer Gate Stack Breakdown Mechanism 

Since the interface layer formation between a high-k film and the silicon wafer is 
unavoidable, the breakdown process is influenced by both the bulk and the interface 
layers. As discussed before, the dopant can alter the film’s bond structure, which is 
directly related to its polarization characteristics and breakdown mechanism.  
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Dielectric relaxation current is a bulk-related phenomenon, which occurs upon the 

sudden removal or application of a voltage (V). It follows the direction of the dV/dt and 
is time-dependent. Relaxation current is a function of electric polarization, and it decays 
following the Curie-von Schweidler law J/P=at-n, where J is the relaxation current density 
(A/cm2), P is the total polarization or surface charge density (V·nF/cm2), t is time in 
seconds, a is a constant, and n is a real number close to 1 (14). Due to its high polarizable 
bond structure, the metal oxide high-k film usually has a large relaxation current 
compared with the SiO2 film. Figure 5(a) shows relaxation current vs. time of undoped 
and Hf-doped Ta2O5 high-k stacks with an inserted TaNx interface layer. The relaxation 
currents are measured after the sudden removal of a constant voltage on the gate. The 
undoped and doped films have similar relaxations because Hf-O and Ta-O have similar 
polarizability. Their relaxation currents are one to two orders of magnitude larger than 
that of SiO2. The relaxation current disappears if the film breaks, which can be detected 
from the change of direction of current flow, as shown in Figure 5(b) (15). 
 

(a)

TaOx+TaNy, EOT=32A, J/P = (1e-11) t -1.08

HfOx+TaNy, EOT= 42A, J/P = (1e-11) t -1.16

Hf-doped TaOx+TaNy, EOT=25A, 
J/P = (1e-11) t -0.99

HfOx, EOT= 17A, J/P = (2e-11) t -0.95

SiO2, 90A, J/P = (3e-13) t -0.9

TaOx, EOT=22A, J/P = (4e-12) t -0.94
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Figure 5. (a) Relaxation current vs. leakage current. (b) relaxation currents of undoped 
and Hf-doped Ta2O5 with an inserted TaNx interface layer (15).   

ECS Transactions, 3 (3) 253-263 (2006)



258

  

The dopant concentration affects the gate stack breakdown strength. Figure 6(a) 
shows J-E curves of undoped and lightly Hf-doped Ta2O5 high-k stacks (5). The undoped 
film has a breakdown strength of -4.5 mV/cm in the accumulation region and a 
breakdown strength of 6 mV/cm in the inversion region while films with Hf sputtering 
power < 80W do not break in the test voltage range. However, the film with the 80W Hf 
sputtering power has a breakdown strength close to 8 mV/cm. Separately, it was observed 
that the film’s breakdown strength decreased when the Hf sputtering power was higher 
than 80W. This relationship is consistent with the high-k stack’s fixed charge density 
(Qf), i.e., the low Qf sample has a high breakdown strength, as shown in Figure 6(b) (5).  
 

(a)  

(b)  
Figure 6.  (a) J-E curves of undoped and Hf-doped TaOx. Hf sputtering power 20~80W ~ 
Hf/(Hf+Ta) 0.25~0.49, (b) Qf vs. Hf/(Hf+Ta) after 600ºC and 700ºC O2 annealing (5).  

The high-k stack typically shows one- or two-step breakdown mode. They are 
originated from the same mechanism and determined by the relative strengths of 
individual layers. The dopant type and concentration are key factors of the strength. In 
spite of the different measurement methods, e.g., J-V, constant voltage stress, or time 
dependent stress, the breakdown results are consistent. The breakdown sequence of the 
high-k stack, i.e., whichever layer breaks first, can be judged from the relaxation current.   

 
The breakdown of a high-k stack can be evaluated with the ramp-relax test using a 

MOS capacitor. The process includes two steps: first, a negative ramping gate voltage 
Vramp is applied and the leakage current Jramp is measured; second,  the gate bias voltage is 
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switched to a very low monitor voltage Vm, such as −0.01, 0, or +0.01 V, for a short 
period, such as half a second, to measure the monitor current Jm. If the gate dielectric 
layer is composed of SiO2 only, before breakdown, the polarity of Jm varies with the 
polarity of Vm. However, when the gate dielectric layer is composed of a high-k stack, 
such as Zr-doped HfOx/SiO2, before breakdown, the polarity of Jm is independent of the 
polarity of Vm because the Zr-doped HfOx layer has a large relaxation current (16).  

 
The breakdown sequence of a double-layer dielectric stack can be delineated with 

the above method. For example, Figure 7 shows the Jramp and Jm vs. Vramp curves of two 
gate stacks, i.e. (a) TiN gate/Zr-doped HfOx/SiO2/p-Si and (b) Al gate/Hf-doped TaOx/ 
silicate/ p-Si (16). For the former, Jm changes at the second jump of Jramp; for the latter, Jm 
changes at the first jump of Jramp. The Fig. 7(b) sample wafer has a lower dopant 
concentration than the Fig. 7(a) sample wafer, which is the cause of its lower Jm after 
breakdown. The failure of Fig. 7(a) sample is initiated from the SiO2 interface breakdown 
because the Jramp and Jm are of opposite polarities after first breakdown. For Fig. 7(b) 
sample, the interface silicate layer is a type of high-k film. The breakdown started from 
the bulk high-k layer because the high stress voltage created additional traps in Hf-doped 
TaOx film and induced hole trapping near the gate side. Therefore, the breakdown 
sequence of the high-k stack can be estimated from its relaxation behavior.    

 
Figure 7.  Two-step breakdown mode of TiN/Zr-doped HfOx/1 nm SiO2/p-Si and Al/Hf-
doped TaOx/silicate/p-Si from ramp-relax tests (16). 

 
 

New CMOS-Type Nonvolatile Memories Based on Nanocrystals Embedded Doped 
Oxide High-K Films 

The floating gate device is a nonvolatile memory. It is usually composed of a gate 
dielectric film embedded with a polysilicon layer. This kind of device is difficult to 
shrink into very small geometry without serious charge loss issues. When the embedded 
polysilicon layer is replaced by a nanocrystalline silicon (nc-Si) layer, electrons can be 
stored in discrete states on nc-Si sites. Due to high barrier height between nc-Si and SiO2, 
the charge transfer among nc-Si sites is greatly reduced and the retention time can be 
extended. However, in order to save the operation power, the tunneling SiO2, which is 
located between the nc-Si layer and the silicon substrate, needs to be very thin, such as < 
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2 nm. The charge retention capability becomes an issue again. This problem can be 
solved by replacing the SiO2 layer with a high-k material, which can has a lower EOT but 
a larger physical thickness than SiO2. However, the conventional metal oxide high-k film 
has a low crystallization temperature and a low electron offset with silicon. If the doped 
metal oxide high-k dielectric is used to substitute the conventional metal oxide high-k 
film, the above problems can be avoided.   

 
We have successfully fabricated two types of MOS capacitors with nanocrystals 

embedded in Zr-doped HfO2 high-k dielectric layer (17,18,19). After the stacked high-k 
layers were sequentially deposited by sputtering without breaking the vacuum, a rapid 
thermal annealing step was carried out at 950°C for 1 minute under N2:O2 (1:1). The 
embedded ITO was crystallized from the x-ray diffraction (XRD) measurement (17). 
Figure 8(a) shows C-V curves of an ITO embedded capacitor measured by sweeping the 
gate voltage from negative to positive values, i.e., (-3,3V), (-7,7V), and (-9,9V). Holes 
were trapped in this capacitor because all curves are on the negative side of the C-V 
curve of the capacitor without the embedded ITO layer, as shown in Fig. 8(c). In addition, 
the amount of holes trapped in the capacitor increased with the magnitude of the gate 
voltage, i.e., VFB of –0.46, -0.57, -0.74, and –1.1V vs. (-3,3V), (-5,5V), (-7,7V), and (-
9,9V), respectively. Figures 8(b) shows C-V hysteresis curves of Fig. 8(a) sample swept 
from –9V to 9V (“forward”) and then back to –9V (“backward”) (19). It has a 
counterclockwise flat band voltage shift (∆VFB) of 0.56V. Its current-voltage (J-V) curve 
contains a NDR peak similar to that of a floating gate memory. Figures 8(c) shows C-V 
hysteresis curves of  the Zr-doped HfO2 high-k film without an embedded layer. It has a 
very small ∆VFB of 0.07V. Figures 8(d) shows C-V hysteresis curves of a nc-Si 
embedded sample, which has a ∆VFB of 0.32V.  

 
There are major differences between the ITO embedded and nc-Si embedded 

samples. First, the ITO embedded sample has negative VFB values from both “forward” 
and “backward” sweep curves, i.e., holes trapped in the accumulation region were only 
partially neutralized by electrons tunneled from the substrate in the inversion region. 
Therefore, after the “forward” and “backward” sweep cycle, the net charge is positive. 
However, the nc-Si embedded sample has a negative VFB (-0.49V) in the “forward” 
direction and a positive VFB (0.17V) in the “backward” direction. There are more 
electrons tunneled from the substrate in the inversion region than necessary to neutralize 
holes tunneled from the substrate in the accumulation region. The net charge in this 
capacitor is negative. Second, the ITO embedded sample has a negative gate voltage 
corresponding to the J-V curve’s NDR peak while the nc-Si embedded sample has a 
positive gate voltage corresponding to the NDR peak. This further confirms the hole 
trapping characteristics of the ITO embedded sample. Separately, it has been observed 
that the ∆VFB of the hysteresis curves of Fig. 8(b) sample increased with the increase of 
the sweep voltage range. Therefore, the amount of holes trapped in the ITO embedded 
sample can be adjusted by varying the applied gate voltage. 

 
Holes are deeply trapped in the ITO embedded high-k film with a large “read” to 

“erase” window, e.g., 0.15V. Since the trapped holes are difficult to tunnel back to the 
substrate, the device has good charge retention. However, more studies are required to 
completely detrap the strongly held holes. The availability of electrons and holes 
“trapping” and “detrapping” capability makes it possible to fabricate CMOS-type 
memories, which broadens the function and design of IC products.   
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(a)  

(b)  

(c)  

(d)  

Figure 8. (a) C-V curves of an ITO embedded capacitor at different gate sweep voltages, 
(b) C-V hysteresis curves of (a) sample, (c) C-V hysteresis curve of sample without an 
embedded layer, and (d) C-V hysteresis curves of nc-Si embedded capacitor. Samples (b), 
(c), and (d) were swept between –9 and 9V. 

increase
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Summary 
 

The doped oxide high-k films have many superior dielectric properties than the 
undoped oxide film. In this paper, the author reviewed three major subjects on the doped 
oxide. First, the interface layer composition and structure are drastically changed by the 
existence of the dopant. Second, the high-k gate stack breakdown process is improved by 
the existence of the dopant. The breakdown sequence can be determined by the pattern of 
the relaxation current change. Third, the doped high k film can be used in the nonvolatile 
memory. Electron and hole memory devices were fabricated by embedding nc-Si and 
ITO layers, separately, which opens many opportunities for new applications.   
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This paper is focused on the multiobjective design of equivalent accelerated life test
(ALT) plans. Equivalent ALT plans are expected to achieve the same statistical perfor-
mance as a baseline ALT plan yet lead to other desired performance measures such as
reduced test time and total cost. Before determining the desired multiobjective equiv-
alent ALT plans, an efficient fast non-dominated sorting genetic algorithm (NSGA-II)
is utilized to identify a set of Pareto optimal solutions. To handle a large number of
Pareto optimal solutions, a self-organizing map (SOM) and data envelopment analysis
(DEA) are sequentially applied to classify the Pareto solutions and reduce the size of the
suggested solution set. This integrated approach allows for the tradeoff of information
among the Pareto solutions and the reduction in the size of the solution set. It provides a
useful tool for practitioners to make meaningful decisions in planning ALT experiments.
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∗Corresponding author.

515



March 24, 2009 12:10 WSPC/122-IJRQSE SPI-J072 00320

516 H. Liao & Z. Li

pdf probability density function
SOM self-organizing map

Notation

S0 stress level under normal operating conditions
SH highest stress level that could be used in an ALT experiment
k number of stress levels in an ALT experiment
Sj stress level j used in an ALT experiment, j = 1, 2, . . . , k

Zj standardized stress level j, Zj = (Sj − S0)/(SH − S0)
nj total number of test units allocated to stress level j

N total number of test units N =
∑k

j=1 nj

tc censoring time in an ALT experiment
Θ vector of parameters of an ALT model
Θ̂ MLE of Θ
IbΘ information matrix associated with an ALT plan
B

T transpose of matrix (or vector) B

‖B‖ norm of vector B, or the absolute value of a scalar
x vector of decision variables [x1, x2, . . . , xm] in planning ALT
X variance-covariance matrix of Θ̂ from the baseline ALT plan

with decision variables x(0)

Y variance-covariance matrix of Θ̂ from the equivalent ALT plan
with decision variables x(1)

1. Introduction

1.1. Background

Due to increasing global competition, today’s industry expects to obtain the relia-
bility information of new products as quick as possible before releasing the products.
However, as design and manufacturing technologies become more advanced it is dif-
ficult, if not impossible, to acquire such reliability information within a short period
of time under normal operating conditions. To solve the problem, accelerated lift
testing (ALT) has been widely used to estimate the reliability of a product by
applying severer-than-normal stress conditions (e.g., higher temperature, humidity
and pressure levels) during testing. Besides, step-stress and more complex stress
loadings rather than constant-stress have also been utilized to further shorten the
total testing time. In conjunction with an appropriate ALT model, a well designed
ALT plan, which determines experimental settings such as stress levels, unit alloca-
tion to each stress level and testing termination time, helps improve the estimation
accuracy of the ALT model.

Elsayed1 classifies the existing ALT models into three categories: statistics-based
models, physics-statistics-based models, and physics-experimental-based models.
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Specifically, accelerated failure time (AFT) models, which usually belong to the
statistics-based models or physics-statistics-based models, have been widely used.
An AFT model assumes that the stress affects the failure time multiplicatively
and the life distributions under normal operating conditions and accelerated con-
ditions belong to the same distribution family but with different location parame-
ters. The well known Arrinehius-Weibull model, inverse power law-Weibull model
and Eyring-lognormal model are all in this category. Another widely studied ALT
model is the proportion hazard (PH) model proposed by Cox.2 Unlike the AFT
models, the PH model assumes that the accelerating variables affect the failure
rate multiplicatively. In the literature, this model has been extended by Ciampi
and Etezadi3 and Elsayed et al.4 to include many existing ALT models as special
cases. More recently, Elsayed and Zhang5 propose to apply proportional odds model
to analyze ALT data. For more comprehensive literature reviews on ALT models,
readers are referred to Nelson,6 Elsayed,1 Meeker and Escobar,7 and Escobar and
Meeker.8

In addition to developing ALT models, extensive research has been conducted on
the optimal design of ALT plans following the work by Chernoff.9 Most traditional
ALT plans are formulated for constant-stress loadings. The design objectives usually
considered are to minimize the variance of estimated failure time percentile,13 the
determinant of variance-covariance matrix7,11 (D-optimality) and the asymptotic
variance of estimated failure rate.5 Examples for constant-stress ALT plans can
be found in Nelson and Kielpinski,10 Maxim et al.,11 Meeker and Hahn,12 and
Nelson and Meeker.13 Regarding ALT using time-varying stress loadings, step-stress
ALT plans have been the main focus. Miller and Nelson14 present the cumulative
exposure model and obtain the optimal test plans that minimize the asymptotic
variance of maximum likelihood estimate (MLE) of the product’s mean life at the
normal operating conditions. Bai and Chun15 obtain the optimal plan for a simple
step-stress ALT with competing causes of failure. Chung and Bai16 consider the
optimal design of step-stress ALT using the cumulative exposure model. Khamis
and Higgins17 present 3-step step-stress ALT plans assuming a linear or quadratic
life-stress relationship. Xiong18 investigates statistical inference on the parameters
of a simple step-stress ALT model with Type II censoring. Xiong and Milliken19

study the statistical models in step-stress ALT when the stress change times are
random. Xiong and Ji20 study the optimal design of simple step-stress ALT plan
involving grouped and censored data. Recently, Xu and Fei21 consider the optimal
step-stress ALT plans involving two stress variables. For a more comprehensive
literature review on ALT plans, readers are referred to Nelson.22

1.2. Motivation and problem description

In practice, many ALT plans involving different stress loadings can be selected
before conducting ALT; however, for most applications, constant- or step-stress
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loadings are usually considered. In the literature, most research has been focused
on the optimal design of ALT plans when the stress loadings are specified. Although
these ALT plans may have desired statistical properties, some of them can not be
implemented by a practitioner due to the limited capacity of his/her testing facility
(e.g., instantaneous changes of stress levels in step-stress ALT may not be actually
implemented due to the limited ramp rate of an environmental test chamber) or the
limited quantity of equipment for simultaneous testing. As a result, it is required
to design an equivalent test plan using an applicable stress loading. The design
problem becomes more attractive if the resulting plan is expected to have more
desirable statistical properties in addition to the desired statistical properties. For
example, in addition to achieving the low variance for an estimated reliability, the
total uncertainty in the unknown parameter estimates measured by the determinant
of the variance-covariance matrix is also expected. Furthermore, the equivalent ALT
plans can provide more flexible experimental choices in balancing desired statistical
properties with other requirements such as testing time and testing units. Hence,
studying the equivalency of different ALT plans considering multiple objectives
becomes an interesting and challenging problem. However, this problem has not
been investigated.

To our best knowledge, the only multiobjective ALT plan in the literature is
reported by Tang and Xu.23 In this multiobjective ALT plan, two conflicting objec-
tives, i.e., the desired level of statistical precision for an estimate of interest and the
cost for conducting the test, are considered. The problem is formulated using a sim-
ple weighted sum approach. Likewise, the equivalency of different ALT plans under
the multiobjective consideration can be addressed either by combining multiple
objectives into one composite objective through a utility function or identifying a
Pareto optimum solution set. When the first method is applied, only one single final
solution/design will be obtained which can be regarded as equivalent to the base-
line ALT plan. On the other hand, multiple objective evolutionary algorithms such
as NSGA-II can be applied in searching the Pareto optimum solution set. These
solutions can be considered to be equivalent to the baseline ALT plan in terms
of the multiple desired objectives. However, because the possible huge number of
Pareto optimal solutions may be prohibitive for a practitioner to make choices, the
Pareto set needs to be pruned before implementation. Many data mining methods
such as statistical classification methods may be utilized to provide useful tradeoff
information about these alternative solutions. However, such classification methods
does not reduce the size of the Pareto optimal set. To facilitate the implementation
in ALT, the Pareto optimal solutions need to be further pruned using appropri-
ate solution selection methods. Since choosing one Pareto optimal solution among
the whole Pareto set can be considered as a multiobjective selection optimization
problem, specific methods such as the Data Envelopment Analysis (DEA) can be
applied. This paper is focused on developing a systematic approach to classify the
Pareto optimal solutions and reduce the size of the solution set for the design of
multiobjective equivalent ALT plans.
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The remainder of the paper is organized as follows. Preliminaries regarding
ALT plans under Type-I censoring are described in Sec. 2. Section 3 formulates
the design of equivalent ALT plans considering multiple objectives and introduces
several available solution methods. Section 4 introduces the Pareto solution clas-
sification and reduction method for planning multiobjective equivalent ALTs. A
numerical example is provided in Sec. 5. Finally, Sec. 6 draws conclusions.

2. ALT Model and Statistical Inference

Throughout this paper, the following assumptions are made.

Assumptions:

1. The stress level S0 under the product’s normal operating condition is constant.
2. The failure time distribution of the product can be described by a log-location-

scale distribution as:

F (t; µ, σ) = Φ
(

log(t) − µ

σ

)
, (1)

where σ is the scale parameter, µ is the location parameter, and Φ(·) is the
cumulative distribution function (CDF) of a standard location-scale distribution,
for which µ = 0 and σ = 1. Thus, the associated probability density function
(pdf) is f(t; µ, σ) = 1

σtφ( log(t)−µ
σ ), where φ(y) = dΦ(y)/dy.

3. The scale parameter σ is constant within the range of the stress considered; the
location parameter µ depends on the stress level, which can be described by
a life-stress relationship: µ = g(S; β) for a stress level S, where β is a vector
containing the parameters in the relationship.

4. Test units in ALT are independent and subject to singly Type I censoring with
the censoring time of tc.

For convenience, the stress values can be standardized using a normaliza-
tion scheme. In this paper, the linear normalization method is applied. Let SH

be the highest stress level that can be used in the ALT experiment without
introducing different failure mechanisms. Then, accelerated stress level Si can be
standardized as:

Zj = (Sj − S0)/(SH − S0), j = 1, . . . , k, (2)

where 0 < Zj < 1. Moreover, the use condition S0 becomes Z0 = 0 and SH becomes
ZH = 1. Let Θ be the vector containing σ and other parameters in the life-stress
relationship after the standardization procedure. This parameter vector will be used
throughout the rest of this paper.

2.1. Likelihood function of ALT data

Let tji be the failure time of unit i that fails under stress level Zj . Under Type I
censoring, the log-likelihood function of the ALT data obtained under a specified
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stress loading can be generally expressed as:

L(Data|Θ) =
N∑

i=1

k∑
j=1

[δji log(fj(tji; Θ)) + (1 − δji) log(1 − Fj(tji; Θ))], (3)

where fj(·) and Fj(·) are the pdf and CDF of observed failure times under Zj ,
respectively, N is the total number of test units, and

δji =
{

1 if unit i fails at Zj ,

0 otherwise.

For example, for a k-level constant-stress ALT with the single censoring time tc for
all the levels, the log-likelihood function becomes:

L(Data|Θ) =
k∑

j=1

nj∑
i=1

[δji log(fj(tji; Θ)) + (1 − δji) log(1 − Fj(tji; Θ))], (4)

where nj is the number of units allocated to Zj, and
∑k

j=1 nj = N .

2.2. Information matrix and asymptotic variance of MLE

Throughout the rest of development, it is assumed that the moderate regularity
conditions are satisfied. Then, the information matrix associated with an ALT plan
can be expressed as:

IΘ = −E

[
∂2L

∂Θ∂ΘT

]
. (5)

For instance, for a k-level constant-stress ALT, the information matrix can be
expressed as:

IΘ =
k∑

j=1

njIj =
k∑

j=1

−nj

[ ∫ tc

0

∂2 log(fj(t; Θ))
∂Θ∂ΘT

fj(t; Θ)dt

+ [1 − Fj(tc; Θ)]
∂2 log(1 − Fj(tc; Θ))

∂Θ∂ΘT

]
. (6)

where Ij is the information matrix of an observation obtained under Zj .
Moreover, the asymptotic distribution of the MLE Θ̂ follows the multivari-

ate normal distribution with pdf of MV N(Θ,
∑

Θ̂), where the variance-covariance

matrix
∑

Θ̂ can be estimated by I
−1

Θ̂
evaluated at the MLE Θ̂. This is called the

MLE of
∑

Θ̂ denoted by
∑̂

Θ̂. Let G(Θ̂) be a function of the parameter estimates
such as the estimate of reliability function of units under the normal operating
condition Z0 at time T0: G(Θ̂) = F0(T0; Z0, Θ̂). Using the delta method (Meeker
and Escobar7), the asymptotic variance of G(Θ̂), denoted by Asvar(G(Θ̂)), can be
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approximated by:

Asvar(G(Θ̂)) =

[
∂G(Θ̂)

∂Θ̂

]T ∑̂
Θ̂

[
∂G(Θ̂)

∂Θ̂

]
. (7)

For notation simplicity, we denote c = ∂G(Θ̂)

∂Θ̂
, which will be used throughout the

rest of this paper.
Based on some preliminary ALT, the initial estimate Θ̂ can be obtained. Then,

the vector of c = ∂G(Θ̂)

∂Θ̂
will also be known. The ALT planning methodology based

on the initial parameter estimates is called local optimal design.6 As a result,
∑̂

Θ̂

depends only on those decision variables (e.g., stress levels, censoring time and
quantities of testing units) in planning ALT. In other words, an ALT planning
process can be regarded as a matrix design problem, where the elements in

∑̂
Θ̂ are

functions of the decision variables. Moreover, the equivalent ALT planning process
turns to be a matrix design problem using different stress loadings and different
sets of experimental decision variables.

3. Formulation for Multiobjective Design of Equivalent ALT Plans

Before we proceed, several definitions of multiobjective equivalent ALT plans are
given first.

Definition 1. (Strict Multiobjective Equivalent ALT Plans). Two ALT plans are
strictly equivalent if they generate the same values of all the desired objective
functions.

Let x(0) and x(1) be the vectors containing the decision variables of the baseline
ALT plan and the desired equivalent ALT plan, respectively. The number of decision
variables in x(0) and x(1) may be different. Moreover, let X|x(0) and Y|x(1) be the
variance-covariance matrices of the unknown parameters of the baseline ALT plan
and the equivalent ALT plan, respectively. Then, Definition 1 can be expressed
mathematically as:

cT
i X|x(0)ci = cT

i Y|x(1)ci, i = 1, 2, . . . (8)

Hj(x(0)) = Hj(x(1)), j = 1, 2, . . . (9)

where each ci is the gradient vector of a specific functional form of G(Θ̂) as shown in
Eq. (7). Thus, cT

i X|x(0)ci is the target objective related to the estimation accuracy
such as the asymptotic variance of reliability estimate at a given mission time
under normal operating conditions. Each of the objective functions Hj is called
exogenous objective, such as total testing time or cost. For two ALT plans to be
strictly equivalent, all the above objectives must be equal for the two ALT plans.
However, this requirement is difficult to achieve in most applications. To relax the
requirement, the following two alternative definitions would be more practical.
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Definition 2. (Utility Value based Equivalent ALT Plans). Two ALT plans are
equivalent if the utility values of the objectives in the two ALT plans are equal.

Definition 2 relaxes the strict requirement on the equality of objective values
of two ALT plans. In practice, an equal utility value is much easier to achieve. To
obtain such multiobjective equivalent ALT plans, a utility function that accurately
reflects the decision makers’ preferences has to be identified. This becomes the most
important task for this method; however in many cases it is difficult to justify the
accuracy of the identified utility function.

Definition 3. (Pareto Optimality based Equivalent ALT Plans). Two ALT plans
are equivalent if the objective values in the two ALT plans are non-dominated to
each other.

Pareto dominance and non-dominance can be determined through multiple
pair-wise vector comparison. More specifically, let x = (x1, x2, . . . , xm) and y =
(y1, y2, . . . , ym) be two vectors containing the m decision variables. In a minimiza-
tion problem with l objectives: fi(z), i ∈ {1, 2, . . . , l}, it is said that solution x

dominates solution y if and only if:

fi(x) ≤ fi(y), for all i; and fi(x) < fi(y) for at least one i ∈ {1, 2, . . . , l}.
In other words, x is non-dominated if there is no other y �= x such that f(y) ≤ f(x).

Compared with the utility value based equivalent ALT plan, the Pareto opti-
mality based equivalent ALT plan is more general. This definition is based on
non-dominance concept24). It is easier to obtain such equivalent ALT plans and
many Pareto optimal equivalent ALT plans can be presented to decision makers.
Moreover, it avoids obtaining an inappropriate single “optimal” design due to the
misspecification of utility function.

In this paper, both the utility value based equivalent ALT plan and the Pareto
optimality based equivalent ALT plan are investigated with the emphasis on the
second alternative due to its broader applicability.

3.1. Formulation of a multiobjective optimization problem

Let x = [x1, x2, . . . , xm] be a vector containing m decision variables. Mathemati-
cally, an optimization problem with l objective functions, P inequality constraints
and Q equality constraints can be expressed as:

min
x

fi(x), i = 1, 2, . . . , l. (10)

s.t. gp(x) ≤ 0, for p = 1, 2, . . . , P, (11)

gq(x) = 0, for q = 1, 2, . . . , Q. (12)

A variety of approaches can be used to solve this problem. One popular approach
is to combine these objectives into one single composite objective so that traditional
mathematical programming methods can be applied. To this end, a utility function
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needs to be identified according to the preference of one or multiple decision makers.
The simplest method is to assume independent preferences among these objectives
and apply an additive utility function (e.g., see Tang and Xu23). On the other
hand, instead of transforming the original problem into a single objective one, the
Pareto optimum concept based on non-dominance can be utilized. Under Pareto
optimum, a solution set containing all the non-dominated solutions is called the
Pareto optimal set or Pareto front of the multiobjective optimization problem. By
introducing the Pareto optimum concept, more choices may be presented to different
decision makers with different perspectives.

In many cases, however, the number of solutions in a Pareto optimal solution set
is too large, so a Pareto solutions pruning method is needed to assist decision makers
in determining several representative solutions. The proposed method in this paper
incorporates SOM and DEA, which not only provides good tradeoff information
among different Pareto optimal solutions but also reduces the number of solutions
to a workable size. It bridges the gap between single solution and Pareto optimal
set. The detailed methodology will be elaborated in Section 4.

3.2. Formulation of multiobjective equivalent ALT plans

For a baseline ALT plan, the associated decision variables x(0) are known, then the
variance-covariance matrix X|x(0) as well as all the objectives can be determined. To
develop multiobjective equivalent ALT plans, the following widely used objectives
can be considered. The first objective is the total testing time (Type I censoring
time) tc. The second one is the accuracy of parameter estimates, which can be
measured by the determinant of the variance-covariance matrix of the equivalent
ALT plan, i.e., det(Y). The third one is to achieve the desired accuracy of a relia-
bility estimate same as (or close to) the baseline ALT plan. This objective can be
measured by the deviation of the objective value obtained in the equivalent ALT
plan from the one in the baseline ALT plan. For simplicity, all the objectives are
included in a minimization problem given by:

f1(x(1)) = tc, f2(x(1)) = det(Y|x(1)), f3(x(1)) = ‖cT
X|x(0)c − cT

Y|x(1)c‖, (13)

where x(1) contains the decision variables of the desired equivalent ALT plan, such
as the stress levels, the unit allocation at each stress level and the censoring time of
the test. The constraints to be included are usually imposed by the limited testing
resources such as the allowed total testing time and total number of testing units.

To formulate the design of multiobjective equivalent ALT plans, both the utility
function method and the Pareto optimum method can be utilized.

Utility value based equivalent ALT plans

Suppose the utility function can be identified as: U(f1(x(1)), f2(x(1)), f3(x(1))). For
example, under preference independence and additive utility assumptions, one may
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obtain a utility function as weighted sum of the multiple objectives, i.e.:

U(f1(x(1)), f2(x(1)), f3(x(1))) = w1f1(x(1)) + w2f2(x(1)) + w3f3(x(1)). (14)

Then the traditional single objective optimization methods can be applied to solve
the above integrated single objective optimization problem with Eq. (14) being the
objective function. Usually, the resulting equivalent ALT plan is prone to change
as the utility function is varied.

Pareto optimality based equivalent ALT plans

For a Pareto optimal solution, improving one objective would sacrifice at least one
other objective. One method to obtain the Pareto optimal solutions is to utilize a
utility function identified. Each time a set of weights (sum to one) are generated
from the uniform distribution, one Pareto optimal solution can be obtained, if exists.
By repeating this procedure, the desired number of Pareto optimal solutions will be
obtained. This method is computationally inefficient and can not guarantee a good
variety of solutions. To achieve a good representations of the Pareto solution space,
a genetic algorithm based searching procedure will be utilized in this paper, which
is more computationally efficient than the random weights generating approach.
The resulting Pareto optimality based equivalent ALT plans are non-dominated in
terms of the multiple objectives: fi(x(1)), i = 1, 2, 3.

3.3. Solution techniques

The utility function based equivalent ALT plans are relatively easy to obtain. How-
ever, because the utility function is sensitive to different decision makers and also
sensitive to the acquired tradeoff information during interaction with decision mak-
ers, it is attractive to obtain Pareto optimality based equivalent ALT plans. In this
section, we focus on searching the Pareto optimality based equivalent ALT plans.

The traditional genetic algorithm (GA) was developed by Holland,25 which is a
particular class of evolutionary algorithms. It starts with a population of random
individuals (called chromosomes). The crossover and mutation operators are used
to generate new solutions at each generation. For each generation, each solution is
evaluated in terms of a fitness function, and individuals with higher fitness values are
ranked at the top while individuals with low-fitness values are likely to be eliminated
from the current population. The algorithm continues for a pre-determined number
of generations or until no additional improvement is observed.

To solve a multi-objective optimization problem, the following multiobjective
GAs, referred to as MOEA, have been developed:

• Vector evaluated GA by Shaffer26;
• MOGA by Fonseca and Flemming27;
• Niched-Pareto GA by Horn et al.28;
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• non-dominated genetic algorithm (NSGA) developed by Srinivas and Deb29;
• Strength Pareto evolutionary algorithm by Zitzler and Thiele30;
• NSGA-II by Deb et al.31,32,33

• MOMS-GA by Taboada et al.34

Specially, NSGA uses a non-dominated sorting procedure.29 It applies a ranking
method that emphasizes those good solutions and tries to maintain them in the
population. Through a sharing method, this algorithm maintains the diversity in
the population. The algorithm explores different regions in the Pareto front. This
algorithm can accommodate many objectives and constraints and is very efficient
in obtaining good Pareto optimal sets. As an improved version of NSGA, NSGA-
II utilizes a fast non-dominated sorting genetic algorithm. This method is more
computationally efficient, non-elitism preventing, and less dependent on sharing
parameter for diversity preservation. In this paper, the multiobjective equivalent
ALT plans are obtained using NSGA-II with moderate modification to effectively
search the Pareto front.

4. Classification and Pruning of Pareto Solutions

4.1. solution classification using self-organizing map (SOM)

For the design of multiobjective equivalent ALT plans, the size of Pareto optimal
solution set may be extremely large. Therefore, it is very useful to classify the Pareto
optimal solutions first in order to better understand the performance characteristics
of these solutions and to do meaningful tradeoff. Moreover, such solution identifi-
cation processes can maintain the completeness of the Pareto optimal solution set.

There are many statistical classification methods, which have been widely used
in mining useful information from huge data sets. Based on the amount of prior
knowledge about the original data, either unsupervised statistical classification
methods (e.g., k-means and SOM) or supervised statistical classification alterna-
tives (e.g., artificial neural network and support vector machine) may be utilized.
Specially, when no or very few prior information about the data is available, the
unsupervised classification approach is more appropriate in classifying the data.

For the design of multiobjective equivalent ALT plans, each Pareto optimal solu-
tion can be treated as an input vector containing the determinant of the variance-
covariance matrix of the equivalent ALT plan, the testing termination time, and
the deviation from the target accuracy of reliability estimate of the baseline ALT
plan. Because there is no prior information about the cluster to which an input
vector belongs, the unsupervised classification method would be more appropri-
ate. Specifically, SOM is used to cluster Pareto optimal sets based on performance
similarities.

SOM is a special artificial neural network with a single layer feedforward
structure.35 It generates a set of representations (usually two-dimensional or three-
dimensional) for multi-dimensional input vectors while preserving the topological
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Two-dimensional

8 by 8 output lattice

Each output neuron contains

a nine-dimensional weight

vector 

Nine-dimensional 

input vectors 

Fig. 1. SOM single layer feedforward network.

properties measured by the similarity of these input vectors, such as the same or
similar distances and angles between them. More specifically, each input vector is
connected to all output neurons, and a weight vector with the same dimensions as
the input vectors is attached to each neuron (see Fig. 1 for the case with a two-
dimensional output lattice). Usually, the number of dimensions of an input vector
is much higher than that of the output lattice, so the mapping from the input space
to the output space can be regarded as a dimension reduction process. In fact, it is
very useful to take the advantage of the reduced dimension for understanding the
performance of the alternative solutions.

During the SOM’s training process, a competitive learning technique is utilized.
When a training sample (input vector) is given to the network, its Euclidean dis-
tance to all weight vectors is computed. The neuron with the weight vector that is
most similar to the input is called the Best Matching Unit (BMU). The weights of
the BMU and neurons close to it in the SOM lattice are then adjusted towards the
input vectors. The magnitude of the adjustment decreases with time and is smaller
for those neurons that are far away from the BMU in the lattice. The weight w(t)
is updated iteratively as:

w(t + 1) = w(t) + ρ(v, t)α(t)[ξ(t) − w(t)], (15)

where w(t) and w(t+1) are the weight vectors at step t and step t+1, respectively;
ξ(t) is the input vector; α(t) is the learning coefficient that is monotonically decreas-
ing with time; ρ(v, t) is the neighborhood function, which has a smaller value when
the neuron is far away from the BMU (as determined by v, the Euclidean distance)
and decreases with time. For instance, the Gaussian neighborhood function given
by: ρ(v, t) = exp(−v2/σ2), has been widely used, where σ2 is the width parameter
that gradually decreases over time. This updating process can be performed for
a given number of iterations or until ξ(t) approaches the weight vector w(t). To
ensure the quality of this training process, the representatives of all the possible
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Fig. 2. Two-dimensional output lattice representation in an output lattice.

input vectors need to be selected as the training samples. Eventually, output nodes
are associated with groups or patterns corresponding to the input vectors. In the
subsequent mapping process, a new input vector is mapped to a specific location
on the lattice based on its similarity to the weight vector of a specific neuron.

Figure 2 shows an example two-dimensional output lattice after training. The
coordinates provide a visual representation of the input vectors in the output space.
During the mapping process, those input vectors that are similar to the weight
vectors of the neurons in quadrant I are assigned coordinates with signs of (+, +)
in the output lattice. Similarly, the input vectors having a good similarity with the
weight vectors of the neurons in quadrant II are allocated coordinates with signs of
(−, +), and so on for quadrant III and quadrant IV. Unlike the k-means method that
only minimizes the mean squared error in the Euclidian distance among the input
vectors, SOM measures the similarity of input vectors by the Euclidian distance as
well as the angle between them by updating the weight vectors iteratively.36 Such
training process results in the topological preservation from the input vectors to
the output lattice map. Because of these advantages, SOM is utilized to classify the
Pareto optimal solutions after the NSGA-II algorithm in searching the equivalent
ALT plans.

4.2. Solution reduction using data envelopment analysis (DEA)

Even though the classification results are informative, the number of solutions in
each cluster may still be prohibitive for a decision maker to make choices. At this
point, selecting representative solutions from each cluster itself can be regarded
as a multiobjective optimization problem, also called multiple objective selection
optimization (MOSO) problem.37 If appropriately applied, an MOSO method can
significantly reduce the size of each cluster of Pareto optimal solutions.

A special MOSO method is the data envelopment analysis (DEA) method. It
is a linear programming based technique for measuring and comparing the relative
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performance of decision making units (DMUs) with multiple inputs (e.g., cost type
criteria) and outputs (e.g., benefit type criteria).38 To implement the DEA method
in MOSO, each alternative solution is treated as a DMU, and all the DMUs are
assumed to be homogeneously comparable. The DEA relative efficiency of a solution
is defined as the ratio between the weighted outputs and the weighted inputs of the
solution. By comparison, those solutions with lower relative efficiency values can
be eliminated.

Considering a problem involving l DMUs, each of which has m inputs and n

outputs, then the relative efficiency (RE) of the pth DMU can be expressed as:

REp =

n∑
j=1

ujyjp

m∑
i=1

vixip

, p = 1, 2, . . . , l; (16)

uj , vi ≥ ε, i = 1, 2, . . . , m; j = 1, 2, . . . , n, (17)

where uj and vi are the weights for the outputs and inputs, respectively, and ε is a
small positive quantity which guarantees the weights are nonnegative. Since differ-
ent DMUs may utilize different strategies to achieve their highest relative efficiency
values, a specific weight set for each DMU is more practical instead of pursuing a
common set of weights for all DMUs.39 Consequently, the relative efficiency of a
specific DMU p0 can be obtained as a solution to the following problem:

max
uj ,vi,∀i,j

REp0 =

n∑
j=1

ujyjp0

m∑
i=1

vixip0

(18)

s.t.

n∑
j=1

ujyjp

m∑
i=1

vixip

≤ 1, p = 1, 2, . . . , l, (19)

uj, vi ≥ ε, i = 1, 2, . . . , m; j = 1, 2, . . . , n, (20)

where ε is a small positive quantity. The decision variables of the problem are
those weights, and the solution contains a weight set most favorable to the unit
and the value of its relative efficiency. Moreover, maximizing a fraction or ratio
depends on the relative magnitude of the numerator and denominator but not on
their individual values. Therefore, the same result can be obtained by setting the
denominator equal to a constant and maximizing the numerator instead. As a result,
the above fractional linear programming problem can be transformed to a general
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linear programming problem as:

max
uj ,vi,∀i,j

REp0 =
n∑

j=1

ujyjp0 (21)

s.t.

m∑
i=1

vixip0 = 1, (normalization) (22)

n∑
j=1

ujyjp −
m∑

i=1

vixip ≤ 0, p = 1, 2, . . . , l, (23)

uj , vi ≥ ε, i = 1, 2, . . . , m; j = 1, 2, . . . , n. (24)

To obtain the efficiencies of the entire set of units, it is necessary to solve a linear
program for each unit. Clearly, as the objective function varies from one problem
to another, the weights obtained for each unit may be different. Moreover, when
applying DEA, all DMUs attempt to select their most favorable weights; therefore
there may be more than one efficient unit whose relative efficiency is equal to one.
When there are two inputs or two cost type criteria, all the DMUs with the relative
efficiency values equal to one provide an efficient frontier in a two-dimensional input
space. For example, A, B and C in Fig. 3 are efficient whereas D and E are not.
Therefore, the efficient frontier goes through A, B and C. If there are three inputs,
an envelopment surface may be formed by connecting those points whose relative
efficiency values are equal to one.

In the context of the design of multiobjective equivalent ALT plans, those ALT
plans with high efficiency values are preferred and will be selected from the clus-
ters of Pareto solutions. To formulate the MOSO for the design of multiobjective
equivalent ALT plans, all the Pareto optimal solutions in each cluster is considered
as DMUs. Since all the three objectives in each equivalent ALT plan are of the
minimization type, these objectives are all treated as inputs to the DEA model.
A common single constant output is utilized as a dummy variable, and different
choices for the constant value do not affect the relative efficiency value of the DMUs.

Fig. 3. Illustration of the DEA efficiency with two inputs.
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A higher relative efficiency value indicates that a smaller input (e.g., total testing
time) is consumed while the greater or at least the same amount of output is
produced. Often, those solutions with high relative efficiencies (equal to one) are
preferred, and others can be eliminated from the cluster. This is a strong state-
ment because if even the favorable weight set can not achieve the relative efficiency
value of one, that solution must be an inefficient solution. This method is appropri-
ate in particular when decision makers have not provided any preferences to those
objective functions in our ALT planning problem. An alternative method to prune
the Pareto optimal set is based on an ordinal ranking of objective functions, as
described by Taboada et al.39

5. Numerical Example

For demonstration, a simple log-linear exponential ALT model is considered. In this
model, the failure rate λ depends on stress level Z as: λ(Z) = exp(θ0 + θ1Z), so:

F (t, Z, Θ) = 1 − exp(−exp(θ0 + θ1Z)t), (25)

where Θ = [θ0, θ1]. Suppose the baseline estimates of the parameters are: θ̂0 =
−7.3646 and θ̂1 = 0.3398. Of our interest is the estimate of reliability function
F (t, Z, Θ) of the product under the standardized use condition Z0 = 0 at the
specific mission time T0 = 1000 hours. The partial derivatives of the reliability
function with respect to the model parameters are:

∂F (T0, Z0, Θ)
∂θ0

= −T0 exp(θ0) exp(−T0 exp(θ0)), (26)

∂F (T0, Z0, Θ)
∂θ1

= 0. (27)

So, the gradient vector is c =
[∂F (T0,Z0,Θ̂)

∂θ̂0
, 0

]
= [−0.33618, 0].

Suppose that the baseline ALT plan is a three-level constant-stress run-to-failure
test plan with stress levels: Z1 = 0.5, Z2 = 0.75 and Z3 = 1, and ten units are allo-
cated to each stress level. The empirical variance-covariance matrix of Θ̂ obtained
from a pilot test is given by:

X =
(

0.4836 −0.5895
−0.5895 1.1711

)
.

Our goal is to find a three-level constant-stress ALT plan that is equivalent to
the baseline ALT plan considering multiple objectives. For the desired equivalent
plan, the total number of test units is N = 70, and Type I censoring is adopted
with censoring time tc ≤ 150 unit time. Moreover, the high stress level Z3 = 1
and the unit allocation to this stress level n3 = 15 are predetermined; Fig. 4 shows
the layout of the desired ALT plan. The decision variables of the desired equivalent
ALT plan are x(1) = [Z1, Z2, tc, n1, n2], where the low stress level Z1 and the median
stress levels Z2 should satisfy 0 < Z1 < Z2 < Z3 = 1, and the numbers of units n1

and n2 allocated to these two levels should be nonnegative integers.
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15 units 
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Fig. 4. Design layout of the desired ALT plan.

From Eq. (3), the associated variance-covariance matrix of the desired ALT plan
is given by:

Y =
(

I11 I12

I12 I22

)−1

,

where

I11 = E

[
−∂2L

∂θ2
0

]
=

3∑
j=1

nj [1 − exp(−exp(θ0 + θ1Zj)tc)];

I12 = E

[
− ∂2L

∂θ0θ1

]
=

3∑
j=1

njZj[1 − exp(−exp(θ0 + θ1Zj)tc)];

I22 = E

[
−∂2L

∂θ2
1

]
=

3∑
j=1

njZ
2
j [1 − exp(−exp(θ0 + θ1Zj)tc)].

In this application, the three objectives addressed in Eq. (13) are considered. In
addition to achieving the reliability estimate as accurate as the baseline ALT plan,
the testing time and accuracy in parameter estimates are also taken into account.
It is expected to minimize all the three objectives. Then, the equivalent ALT plan
design problem can be expressed as:

min
x(1)

f1(x(1)) = tc , f2(x(1)) = det(Y|x(1)) ,

f3(x(1)) = ‖cT
Xx(0)c − cT

Y|x(1)c‖ (28)

s.t. 0 ≤ Z1 ≤ Z2 ≤ 1, (29)

nl + n2 = N − n3 = 55, (30)

n1, n2 ∈ 1, 2, . . . , (31)

tc ≤ 150, (32)

x(1) = [Z1, Z2, tc, n1, n2]. (33)
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This multiobjective optimization problem is solved using the NSGA-II algorithm.
The algorithm is modified to deal with both continuous and discrete decision vari-
ables as shown in Eq. (33). With an initial population of 1000 chromosomes and 50
generations, 43 Pareto optimal solutions are obtained as shown in Table 1, which
are also plotted in Fig. 5.

Table 1. Pareto Optimal Solutions for the Equivalent ALT plan.

Solution Z1 Z2 tc n1 n2 f1(x(1)) f2(x(1)) f3(x(1))

Index

Sol #1 0.0000 0.6371 126.44207 24 31 126.44207 0.1735 4.9726E-05
Sol #2 0.1194 0.8945 129.81916 34 21 129.81916 0.1372 1.0739E-02
Sol #3 0.0479 1.0000 142.96019 25 30 142.96019 0.0934 1.8769E-02
Sol #4 0.1118 0.7765 93.978816 45 10 93.978816 0.2862 9.1200E-04
Sol #5 0.0834 0.8785 128.15005 30 25 128.15005 0.1378 1.6742E-02
Sol #6 0.1592 0.7927 106.75714 45 10 106.75714 0.2451 8.7293E-04
Sol #7 0.1441 0.6115 125.12839 36 19 125.12839 0.2059 1.0129E-02

Sol #8 0.0236 0.9688 142.73986 25 30 142.73986 0.0943 1.4922E-03
Sol #9 0.1220 0.6013 93.863585 45 10 93.863585 0.3252 2.8946E-03
Sol #10 0.0781 1.0000 148.90315 27 28 148.90315 0.0885 1.0073E-02
Sol #11 0.1249 0.5540 84.115018 52 3 84.115018 0.4057 3.8704E-03
Sol #12 0.1522 0.7809 106.67297 45 10 106.67297 0.2438 9.6764E-03
Sol #13 0.0000 0.6797 126.6383 24 31 126.6383 0.1669 1.2992E-02
Sol #14 0.0000 0.6236 126.33895 24 31 126.33895 0.1755 4.4287E-03
Sol #15 0.1325 0.8693 129.79183 34 21 129.79183 0.1460 4.7033E-03
Sol #16 0.0040 0.6699 126.30502 24 31 126.30502 0.1706 1.5056E-02
Sol #17 0.0860 0.9532 148.98464 27 28 148.98464 0.0967 7.5736E-04
Sol #18 0.0837 0.1199 74.099977 19 36 74.099977 0.5014 1.1708E-02
Sol #19 0.1440 0.9169 83.804688 54 1 83.804688 0.4109 8.2141E-03
Sol #20 0.0671 0.0875 74.084375 19 36 74.084375 0.4773 1.8867E-02
Sol #21 0.0490 0.3743 88.54316 32 23 88.54316 0.3677 8.7809E-03
Sol #22 0.1330 1.0000 83.933335 54 1 83.933335 0.3957 7.7192E-03
Sol #23 0.0446 0.4069 88.566504 32 23 88.566504 0.3644 1.8281E-02
Sol #24 0.0000 0.6658 126.48041 24 31 126.48041 0.1694 9.2928E-03
Sol #25 0.0000 0.6627 126.54233 24 31 126.54233 0.1697 8.0530E-03
Sol #26 0.0000 0.6439 126.51426 24 31 126.51426 0.1724 1.9784E-03
Sol #27 0.0939 0.9799 148.93013 27 28 148.93013 0.0942 5.9388E-03
Sol #28 0.0357 0.3421 88.587327 32 23 88.587327 0.3583 1.6686E-02
Sol #29 0.1448 0.9345 129.81825 34 21 129.81825 0.1367 1.5812E-02
Sol #30 0.1623 0.3697 91.923872 50 5 91.923872 0.3765 5.8377E-03
Sol #31 0.0805 0.9842 149.0567 27 28 149.0567 0.0910 7.5195E-03
Sol #32 0.0039 0.1568 74.186467 19 36 74.186467 0.4876 4.3670E-03
Sol #33 0.0000 0.6518 126.46881 24 31 126.46881 0.1715 4.7949E-03
Sol #34 0.0000 0.6875 126.45648 24 31 126.45648 0.1662 1.5971E-02
Sol #35 0.0000 0.1391 74.191314 19 36 74.191314 0.4778 9.9078E-03
Sol #36 0.0000 0.6608 126.52541 24 31 126.52541 0.1700 7.5291E-03
Sol #37 0.0907 0.9862 149.07692 27 28 149.07692 0.0925 1.9976E-03
Sol #38 0.0000 0.6503 126.54044 24 31 126.54044 0.1715 4.0326E-03
Sol #39 0.0000 0.1340 74.181361 19 36 74.181361 0.4755 1.3369E-02
Sol #40 0.0426 0.9817 142.73271 25 30 142.73271 0.0956 1.5211E-02
Sol #41 0.0000 0.6631 126.5154 24 31 126.5154 0.1697 8.3082E-03
Sol #42 0.0262 0.9524 142.73405 25 30 142.73405 0.0971 6.0611E-04
Sol #43 0.0000 0.1401 74.175598 19 36 74.175598 0.4784 9.1094E-03
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Fig. 5. Original Pareto optimal solutions in a 3-D space.

To obtain an informative tradeoff about these Pareto optimal designs, SOM is
applied using Neuralwork pro software to classify these Pareto optimal solutions.
A two-dimensional map of the original solutions and the corresponding solutions
in the three-dimensional space after the classification are shown in Figs. 6 and 7,
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Fig. 6. Pareto optimal solutions map in a 2-D space after SOM classification.
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Fig. 7. Pareto optimal solutions in a 3-D space after SOM classification.

respectively. From Fig. 6, one can see that the tradeoff information is very clear
for four classes. For example, the designs falling in the quadrant I (with ◦ legend
in Fig. 6) have a relative long testing time, small value of the determinant of the
variance-covariance matrix, and a small deviation of estimation accuracy from the
baseline ALT plan. Similarly, the characteristics of the designs in other three quad-
rants can also be easily identified. Compared to Fig. 7, the classification results
presented in the two-dimensional space is much easier to identify. Such dimen-
sion reduction would be more useful when the number of objectives becomes large
such that visualization of the high dimensional solutions is very difficult, if not
impossible.

Although the SOM classification provides useful tradeoff information for all
the Pareto optimal solutions, it is still difficult to choose one design from many
alternatives. It is preferred to reduce the number of Pareto optimal solutions to a
small set of representative solutions for implementation. For this purpose, the DEA
method is applied, where the three objectives of each solution are regarded as the
inputs to a DMU and a single common constant (equal to one) is used as the dummy
output of all DMUs. For each Pareto optimal design, the relative efficiency needs
to be evaluated. For example, the formulation for evaluating the relative efficiency
of Sol #1 in Table 1 can be expressed as:

max
u1,v1,v2,v3

RE1 = u1 (34)

s.t.

3∑
i=1

vixi1 = 1, (normalization) (35)
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u1 −
3∑

i=1

vixip ≤ 0, p = 1, 2, . . . , 43, (36)

u1, v1, v2, v3 ≥ ε. (37)

This linear programming problem intends to search favorable weights for Sol #1
(i.e., DMU1) while satisfying the constraint that each weighted output should be
greater than the weighted inputs from an economic perspective. Each of the 43
Pareto solutions will be evaluated using DEA, and those designs with relative effi-
ciency less than 1 will be eliminated from the Pareto solution set. This optimization
problem can be solved using either MS Excel or Matlab.

After applying the DEA efficiency evaluation for each class, 13 designs (i.e.,
Sol #1, Sol #3, etc., which are highlighted in Table 1) remain in the suggested
solution set as shown in Fig. 8. These solutions balance different preferences of
decision makers and the size of Pareto optimal designs. Since the size of the
solution set is small, it would be easy to choose one deign based on a specific
need.

It is necessary to mention the difference between the discussion about the Pareto
optimality and DEA efficiency41 and the idea of our application. The former consid-
ers the achieved values of those constraints as the inputs and the objective values as
the outputs. In our application, however, part (or all) of the objectives are treated
as inputs and others as outputs from the economic perspective. More specifically,
in this numerical example we treat the three minimization objectives as inputs and
a dummy variable is used as an output in the DEA procedure.
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Fig. 8. Reduced Pareto optimal solutions after DEA efficiency evaluation.
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6. Conclusions

A multiobjective framework for the design of equivalent ALT plans is investigated
in this paper. The multiobjective formulation in conjunction with the proposed
Pareto solution classification and reduction technique provide decision makers with
more efficient alternative solutions. This systematic solution generating and data
mining approach avoids missing the most preferred solutions, and the final decision
would be much easier to make as the resulting representative solutions is much
smaller in size compared to the original Pareto solution set.

This work considers ALT involving one stress type. However, many products
are usually subjected to multiple stresses such as temperature, humidity, electric
current, and vibration during operation. To study the reliability of such products,
it is necessary to subject test units to multiple stresses in ALT. Since more flexi-
bility and design perspectives may be involved, the design of equivalent ALT plans
becomes more challenging when multiple objectives and multiple stresses are con-
sidered simultaneously. This problem will be investigated in our future research.
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Abstract. Alcohol intake may impair human abilities, degrade human 
performance, and result in serious diseases. Alcohol sensors are needed to 
manage the risk and effect of alcohol use to human health and performance. 
This paper was focused on the theoretical models and design of carbon 
nanotube based alcohol sensors. The experiments verified that single-walled 
carbon nanotubes can be used to detect alcohol vapor, and need metal pads to 
achieve higher sensitivity. 

Keywords: Sensor, blood alcohol concentration, carbon nanotube, human-
machine system, driver-vehicle system. 

1   Introduction and Motivations 

Alcoholic beverages are popular in modern society. However, alcohol intake impairs 
human abilities and degrades human performance [1]. Excessive consumption of 
alcoholic beverages may result in serious diseases [2]. In order to manage the risk and 
effect of alcohol use to human health and performance, it is worthy to monitor human 
blood alcohol concentration (BAC). A widely acceptable method is measuring the 
alcohol concentration of human exhalation.  

Most technologies of measuring alcohol concentration can be classified into three 
methods, (1) metal oxide based methods in which the sensing element is metal oxides 
such as SnO2 [3], (2) optical methods in which the absorption bands of alcohol are 
used [4], and (3) carbon nanotubes (CNT) based methods in which the resistance of 
CNTs changes with the ambient alcohol concentration [5]. Compared to the other two 
methods based alcohol sensors, CNT based alcohol sensors have the potential to 
achieve ultra-high sensitivity, quick response, large measurement range, compact size, 
and low energy consumption. These features are essential to monitor human BAC for 
human health and performance. 

This paper is focused on developing a CNT based alcohol sensor which can be 
used to monitor the alcohol concentration of human exhalation, and then detect 
human blood alcohol concentration (BAC). 
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A Review of Reliability Research on Nanotechnology
Shuen-Lin Jeng, Jye-Chyi Lu, and Kaibo Wang

Abstract—Nano-reliability measures the ability of a nano-scaled
product to perform its intended functionality. At the nano scale,
the physical, chemical, and biological properties of materials differ
in fundamental, valuable ways from the properties of individual
atoms, molecules, or bulk matter. Conventional reliability theo-
ries need to be restudied to be applied to nano-engineering. Re-
search on nano-reliability is extremely important due to the fact
that nano-structure components account for a high proportion of
costs, and serve critical roles in newly designed products. This re-
view introduces the concepts of reliability to nano-technology; and
presents the current work on identifying various physical failure
mechanisms of nano-structured materials, and devices during fab-
rication process, and operation. Modeling techniques of degrada-
tion, reliability functions, and failure rates of nano-systems are also
reviewed in this work.

Index Terms—Degradation, failure analysis, nano-reliability.
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AFM Atomic Force Microscope

CMOS Complementary Metal-Oxide-Semiconductor

CNF Carbon Nano Fiber

CO Carbon Monoxide

CONAN Configurable Nanostructures for Reliable Nano
Electronics

CVD Chemical Vapor Deposition

ECC Error Correcting Codes

ESD Electrostatic Discharge

FA Failure Analysis

FT-IR Fourier Transform Infrared

GC/MS Gas Chromatography-Mass Spectroscopy

GPC Gel Permeation Chromatography

HCI Hot Carrier Injection

IC Integrated Circuit

ITRS International Technology Roadmap for
Semiconductors

MEMS Micro-Electro-Mechanical Systems

MIM Metal-Insulator-Metal

MOS Metal-Oxide-Semiconductor

MOSFET Metal-Oxide-Semiconductor Field-Effect
Transistor
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MRAM Magnetoresistive Random Access Memory

NAND Negated Conjunction

nanoDAC Nano Deformation Analysis by Correlation

NBTI Negative Bias Temperature Instability

NDE Nondestructive Evaluation

NEMS Nano-Electro-Mechanical Systems

NF Nano-Fibrous

nMOS Negative-Channel Metal-Oxide-Semiconductor

NSET The Nanoscale Science, Engineering, and
Technology

PAS Positron Annihilation Spectroscopy

PLLA Poly-L-Lactide Acid

PMA Post Metal Annealing

PRISM Probabilistic Symbolic Model Checker

PS Polystyrene

RF Radio-Frequency

SC-Si Single Crystal Silicon

SEM Scanning Electron Microscopy

SIA Semiconductor Industry Association

SOC System-on-a-Chip

SPC Statistical Process Control

SPM Scanning Probe Microscopy

SRAM Static Random Access Memory

SW Solid-Walled

TDDB Time-Dependent Dielectric Breakdown

UNCD Ultra-Nano-Crystalline-Diamond

UV Ultraviolet

WS2 Tungsten Disulfide

I. INTRODUCTION

THE ability to measure, and manipulate matter at the
atomic/molecular scale has led to the discovery of novel

materials. A nanometer is meter; a single human hair is
about nanometers wide.

According to the definition of The Nanoscale Science, Engi-
neering, and Technology (NSET) Subcommittee of the National
Science and Technology Council’s Committee on Technology
(Roco [63]), “Nanotechnology is the research, and technology
development at the atomic, molecular, or macromolecular
levels, in the length scale of approximately 1–100 nanometer
range, to provide a fundamental understanding of phenomena,
and materials at the nanoscale; and to create, and use structures,
devices, and systems that have novel properties, and functions
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because of their small, and/or intermediate size.” At this level,
the physical, chemical, and biological properties of materials
differ in fundamental, valuable ways from the properties of
individual atoms, molecules, or bulk matter.

Over the last ten years, there has been a series of critical con-
vergences in previously disparate technology areas. Integration
of IC within complex MEMS device structures have opened
vast new avenues for integrated sensor, and system technolo-
gies. Likewise, integration of functional “smart” nanomaterials
into self-standing MEMS devices has dramatically widened the
functional application space for miniaturized systems including
microfluidic, and bio-compatible microdevices for biomedical
applications.

As a consequence, the next several decades will see un-
precedented levels of integration of emerging nanomaterials,
nanoelectronic architectures, and nano-MEMS platforms.
This will pose severe challenges for testing, reliability, and
metrology techniques required to support such development.
The integration of varied material, and technology approaches
has, and will continue to result in the combination of heretofore
field-specific testing, reliability, and metrology methodolo-
gies. For example, the adaptation of tomographic approaches
pioneered in the health, and nondestructive evaluation (NDE)
analysis fields to destructive focused ion beam imaging has
generated significant interest for nanoscale 3D reconstruction in
IC, and NEMS metrology. This type of “cross-contamination”
between the traditional fields of NDE/testing/reliability, and the
emerging areas of nanomaterials, nanoelectronics, and NEMS is
essential to develop the metrology, and test/reliability solutions
that are needed. Near-field acoustics for nanoscale mechanics
& stress evaluation, near-field optics for nanoscale chemical
& optical probing, and nanometer-resolved x-ray imaging are
additional examples of such “cross-contamination”.

Engineers are needed to help increase reliability, while main-
taining effective production schedules to produce current, and
future electronics at the lowest possible cost. Without effective
quality control, devices dependent on nanotechnology will ex-
perience high manufacturing costs, including transistors which
could result in a disruption of the continually steady Moore’s
law. Nanotechnology can potentially transform civilization. Re-
alization of this potential needs a fundamental understanding of
friction at the atomic scale. Furthermore, the tribological con-
siderations of these systems are expected to be an integral aspect
of the system design, and will depend on the training of both
existing, and future scientists, and engineers in the nano scale
(Krim [37]).

Nano-reliability measures the probability that a nano-scaled
product performs its intended functionality without failure
under given conditions for a specified period of time. Expe-
rience in conventional manufacturing shows that neglecting
reliability in an early stage results in extremely high direct,
and indirect costs on production suspension, product repair or
replacement, and other loss in later stages of product lifecycles.
In macro- and micro-systems, reliability has also been essential
for product design, and manufacturing (see, e.g., Srikar & Sen-
turia [70], De Wolf [18], van Spengen [77], Melle, et al. [50],
and Choa [16]). In the promising nano-world, reliability will
be even more important due to expected higher functionality,

and complexity of products. As most materials exhibit totally
different physical properties when operating in a nano scale,
compared to larger scales, research on nano-reliability defines
a new, promising area that deserves more interests.

In nano-reliability research, traditional generic reliability the-
ories could still be applicable with proper modifications. How-
ever, new models & theories are also needed to characterize di-
verse behaviors that happen in the nano-world. Physical pro-
cesses do not scale with size, and time. When size goes to a
scale as small as micro or nano, dramatic changes in electrical
conductivity, reaction kinetics, corrosion processes, etc. may be
seen. Important concepts in reliability engineering, such as fa-
tigue, friction, damping, wear-out, and repair mechanisms, have
different physical meanings on atomic or molecular scales.

The reliability of nano devices is still far from perfected.
Failures in micro-systems, and nano-systems can be traced back
to thermal, mechanical, chemical, electrical, or combined ori-
gins thereof; which may be caused by different manufacturing
stages such as wafer processing, packaging, and final assembly;
and post-production stages such as transportation, and usage.
Typical failures found in these systems are cracks, delamina-
tion, buckling, warpage, popcorning, stress voiding, fatigue,
pattern shift, thermo-migration, and electrical stress-induced
failures such as hot carrier degradation, breakdown of thin
oxides, and electro-migration. The majority of these failures
(65%) are thermo-mechanically related (Michel [51]).

This review coves extensively the latest progress on
nano-reliability published in the following journals: Mi-
croelectronics Reliability, Microelectronic Engineering, IEEE
TRANSACTIONS ON DEVICE AND MATERIALS RELIABILITY,
IEEE TRANSACTIONS ON NANOTECHNOLOGY, Proceedings of
SPIE, IEEE TRANSACTIONS ON ELECTRON DEVICES, IIE Trans-
actions and Materials Science and Engineering, and others.

As an emerging field, research on nano-reliability is facing
the following main tasks:

• Introduction of concepts, and technical terms of reliability
to nano-technology in an early state.

• Identification of physical failure mechanisms of
nano-structured materials, and devices during fabrica-
tion process and operation.

• Determination of quality parameters of nano-devices,
failure modes, and failure analysis including relia-
bility testing procedures, and instrumentation to localize
nano-defects.

• Modeling of reliability functions, and failure rates of nano-
systems.

The rest of this paper is organized as follows. Due to the
promising development of nanotechnology, review work that fo-
cuses on different aspects of nanotechnology appear. Section II
introduces several other review papers that are related to nano-
reliability research. In reliability research, it is important to un-
derstand the types of failure-modes, and intrinsic mechanism,
so Section III reviews failure-modes commonly seen in high-
films, nanostructure, MEMS, CMOS, and other nano-structured
components. Manufacturing reliability, aging, and degradation
models as well as failure, and lifetime models are also reviewed
in this section. Section IV investigates reliability testing issues,
and related evaluation & measurement techniques. Section V in-
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troduces some structure, and parameter design methodologies
for nano-reliability. Finally, Section VI concludes this paper
with a summary, and view of future research.

II. RELATED REVIEW WORK

As nanotechnology, and MEMS are enabling new discov-
eries in diverse fields of science, and engineering (Huff [25]),
a collection of review papers have been seen recently that try to
summarize the various impacts that nanotechnology is bringing.
Focusing on different physical, and statistical issues, these re-
view papers have provided a general background of reliability
research in nano-engineering.

Motivated by a recent prediction made by the Semiconductor
Industry Association (SIA) in the International Technology
Roadmap for Semiconductors (ITRS [26]) that the silicon
technology will continue its historical rate of advancement with
the Moore’s law for at least a couple of decades, Wong & Iwai
[78] indicated that the silicon gate oxide will be scaled down
to its physical limit. An alternate way is to replace oxide with
a physically thicker high- material to help solve most of the
problems. However, new problems concerning reliability, and
performance have to be addressed. Ribes, et al. [61] reviewed
the status of reliability studies of high- gate dielectrics, and
illustrated some concepts with experimental results.

Stathis [71] focused on the reliability limits for the gate in-
sulator in CMOS technology. The author reported that present
research is aimed at better understanding the nature of the elec-
trical conduction through a breakdown spot, and the effect of the
oxide breakdown on device, and circuit performance. However,
it is also noted that an oxide breakdown may not necessarily lead
to immediate circuit failure. Therefore, more research is needed
to develop a quantitative methodology for predicting the relia-
bility of circuits. Lombardo, et al. [45] reviewed the subject of
oxide breakdown, while focused more on the case of the gate
dielectrics of interest for situations under which Si oxides or
oxynitrides of thickness ranging from some tens of nanometers
down to about 1 nm. Specifically, the authors investigated the
kinetics of oxide degradation, and the statistics of the time to
breakdown. Experimental studies were conducted to study the
influential factors to oxide breakdown.

The only commercialized electronic packaging technique is
still lead-bearing soldering. Challenging issues, such as lower
electrical conductivity, conductivity fatigue in reliability testing,
limited current-carrying capability, and poor impact strength,
are not well solved by other new techniques. Li & Wong [42]
gave a thorough review of the recent development in electrical
conductive adhesives, and studied the electrical, mechanical,
and thermal behavior improvements, as well as reliability en-
hancement under various conditions.

Microstructural design has attracted increasing interest in the
modern development of hard coatings for wear-resistant appli-
cations. Mayrhofer, et al. [49] demonstrated the correlation be-
tween microstructure, mechanical properties, and tribological
properties of hard ceramic coatings. The authors also noted that
developments in all applications will benefit from a closer in-
teraction of the different fields as many of the materials quality
& reliability issues are similar, for example, for controller file
texture, defect density, and purity.

The development of the nanotechnology has extended its im-
pact to the degradation of solid dielectrics as well. Morshuis [53]
reviewed the vast literature on partial discharge, and partial dis-
charge induced degradation. The author emphasized that many
properties of the new generation of dielectrics can be affected
by the introduction of small amounts of nano-sized particles.

Electrostatic discharge (ESD) protection design for
mixed-voltage I/O interfaces has been one of the key challenges
of system-on-a-chip (SOC) implementation in nano-scaled
CMOS processes. Ker & Lin [29] presented a broad overview
on the ESD design constraints in mixed-voltage I/O in-
terfaces, the classification & analysis of ESD protection
designs for mixed-voltage I/O interfaces, and the designs of
high-voltage-tolerant power-rail ESD clamp circuits.

As nanotechnology is gradually being integrated in new
product design, it is important to understand the mechanical,
and material properties for the sake of both scientific interest,
and engineering usefulness. Kitamura, et al. [32] reviewed
works on the strength of ideal nano-structure components. The
authors also noted that a good understanding of the mechanical
properties of nano-structured components is important to the
design of fabrication/assembly processes, and reliability in ser-
vice, which will soon be a major focus when nanotechnology
is ready for massive production. Some discussion on thermally
driven reliability issues in microelectronic systems can be
found in the work of Lasance [39].

III. MECHANISM ANALYSIS AND MODELING IN

NANO-RELIABILITY

As aforementioned, failures in micro-systems, and nano-sys-
tems can be traced back to thermal, mechanical, chemical, elec-
trical, or combined origins thereof. In this section, we review
the physical, mechanical, or chemical failure modes of popular
applications in the current nano-engineering research, and in-
troduce research in the modeling of these failures.

A. Failure-Mode and Mechanism Analysis

The behavior of nanostructured materials/small-volume
structures, and biological/bio-implantable materials is currently
much in vogue in materials science. One aspect of this field,
which has received only limited attention, is their fracture &
fatigue properties. Ritchie, et al. [62] examined the prema-
ture fatigue failure of silicon-based micron-scale structures
for MEMS, and the fracture properties of mineralized tissue,
specifically human bone.

Similarly, accurate identification of mechanical properties
arises whenever very thin coatings that consist of single or
multiple layers are considered. Rapid developments in the areas
of nano-fabrication, nano-manipulation, and nanotechnology
lead to the increased importance of reliable characterization
of mechanical properties of progressively thinner coatings. A
recent study on this topic is Korsunsky & Constantinescui [34].

Failure analysis (FA) also plays an important role in the de-
velopment, and manufacture of integrated circuits. However,
instrumental limits are already causing problems in FA in the
tenth-micron CMOS realm. Nanoelectronic devices will meet
the problem of incapable analytical tools. Vallett [76] introduced
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state-of-the-art microelectronic failure analysis processes, in-
strumentation, and principles. The major limitations, and future
prospects determined from industry roadmaps are discussed.
Specifically highlighted is the need for a fault isolation method-
ology for failure analysis of fully integrated nanoelectronics de-
vices.

Nanocomposites exhibit new, improved properties when
compared to their micro- or macrocomposite counterparts. By
lowering the particle size to nano dimensions, the special effects
in polymer composites appear. Kovacevic, et al. [36] compared
the properties of composites with micro-, and nano-sized
calcium carbonate (CaCO3) particles in a poly (vinyl acetate)
(PVAc) matrix. Mathematical models were used to quantify the
interfacial interactions in the composites under investigation.
It seems that a key characteristic of the nanocomposites is the
formation of a three-dimensional interphase with a significant
amount of restricted chain mobility.

Luo, et al. [46] examined some fundamental reliability as-
pects of high- film through ramp voltage stress testing. By
studying dielectric relaxation, and analysing the TRANSIENT
conductivity, breakdown modes of the tested high- film are
identified; a sensitive method of breakdown detection in ramped
voltage tests is proposed, and investigated.

Luo, et al. [47] investigated the breakdown phenomena of
TiN/ZrHfO/HfSiO/ -Si, and found that defect accumulation in
the interface region triggers breakdown of the stack subjected
to gate injection. Luo, et al. [48] investigated the relaxation cur-
rents of a variety of high- gate stacks, and obtained evidence
relating relaxation properties to dielectric integrity. The authors
suggested that even though relaxation current is not detectable
on SiO , it is obvious on the high- stacks, which signified the
integrity of high- dielectrics. The breakdown sequence of in-
dividual layers in the double-layer high- stacks has been iden-
tified. Such findings would be valuable in understanding the
breakdown of multilayer high- stacks.

Lombardo, et al. [45] presented new failure mechanisms as-
sociated with breakdown in high- gate stacks on the case of
Si oxides, or oxynitrides of thickness ranging from some tens
of nanometers down to about 1 nm. In addition to dielectric-
breakdown-induced epitaxy commonly found in breakdowns in
poly-Si/SiON, and poly-Si/Si N MOSFETs, grain-boundary,
and field-assisted breakdowns near the poly-Si edge are found.
The authors also developed a model based on breakdown in-
duced thermo-chemical reactions to describe the physical mi-
crostructural damages triggered by breakdown in the high-
gate stack, and the associated post-breakdown electrical perfor-
mance.

Bae, et al. [2] provided basic physical modeling for MOSFET
devices based on the nano-level degradation that takes place at
defect sites in the MOSFET gate oxide. The authors investigated
the distribution of hot-electron activation energies, and derived
a logistic mixture distribution using physical principles on the
nanoscale.

Basaran, et al. [4] qualified the damage mechanism in solder
joints in electronic packaging under thermal fatigue loading
through experiments. The authors also showed that damage
MECHANISMS under thermal cycling are very different than
those under mechanical cycling. Elastic modulus degradation

under thermal cycling, which is considered as a physically
detectable quantity of material degradation, was measured
using a nano-indenter.

Tomczak, et al. [74] presented the use of single molecules
to study local, and nanoscale polymer dynamics. Fluorescence
lifetime fluctuations were used to extract the number of polymer
segments taking part in the rearranging volume around the probe
molecule below the glass transition temperature. It was found
that the number of polymer segments decreased with increasing
temperature.

B. Manufacturing Reliability

The development of nanotechnology will lead to the intro-
duction of new products to the public. In the modern large-scale
manufacturing era, reliability issues have to be studied; and re-
sults incorporated into the design, and manufacturing phases of
new products.

Kitamura, et al. [32] pointed out that some nano struc-
tured components, including nano films, nano tubes, and
nano clusters, are very reliable once manufactured. Such
components show high strength characteristics. However,
their manufacturing procedures are complicated. Moreover,
utilizing the structure at the nano level is a key technology in
the development of electronic devices, and elements of nano
electro-mechanical systems. Therefore, it is important to un-
derstand the mechanical properties for engineering usefulness,
such as design of fabrication processes, to produce these com-
ponents effectively. Lee, et al. [40] discussed the critical issues
of MEMS in four categories: functional interfaces, reliability,
modeling, and integration. They conducted burn-ins, and accel-
erated tests to ensure the production of a reliable MEMS device.
In the nanofabrication of solid materials, Klein-Wiele, et al.
[33] found that there is a quality & reliability advantage of the
combination of femtosecond pulse durations with ultraviolet
wavelengths in the nanofabrication of solid materials.

Kouvelis & Mukhopadhyay [35] analyzed failures, such as
access time failure, read/write stability failure, and hold stability
failure in the stand-by mode of SRAM cells due to process pa-
rameter variations; and they modeled the failure probabilities. A
method to predict the yield of a SRAM memory chip designed
with a cell is proposed based on the cell failure probability. The
developed method can be used in the early stage of a design
cycle to optimize the design for yield enhancement.

As one of the critical procedures in semiconductor man-
ufacturing, nanoimprint lithography is seen as an alternative
to conventional nanometer scale patterning technologies like
electron beam lithography. Finder, et al. [19] introduced that
nanoimprint lithography is a low cost method for the fabrica-
tion of nano-scaled patterns. The parallel process involves a
stamp pressing into a softened polymer layer. This method has
demonstrated high reliability, high throughput, and low cost. It
has been used to print on 6 inches wafers, and has demonstrated
the ability to master nanostructures down to 10 nm.

On-chip integrated MIM capacitors are finding increasing at-
tention for various applications in advanced high performance
mixed signal, and RF products. Typical requirements include
low area consumption, large specific capacitance, low capaci-
tance tolerances, high quality factors, and low parasitic substrate
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coupling. Schrenk, et al. [66] presented an approach for inte-
grating MIM caps into a copper multilevel metallization using
Cu lines as a bottom electrode for the capacitor.

Sikora, et al. [68] examined the various technologies for im-
plementing embedded flash cells. By focusing on automotive
application, the authors discussed the technological basics with
regard to practical consequences, and concentrated on the as-
pects of reliability of embedded flash cells. The required process
steps are presented as well as the test approaches to ensure a
high-quality production level.

Ganesan, et al. [20] utilized multi-scale wavelet SPC to an-
alyze the quality of chemical mechanical planarization of sil-
icon wafers in production. The wavelet method allows for real-
time defect detection during manufacturing on the nano scale.
By integrating with an advanced SPC method, individual de-
fects could be differentiated simultaneously as they occur in the
chemical mechanical planarization processing.

C. Aging and Degradation Models

The aging, and degradation effects are the major reasons that
lead to product failures. In this section, research on photodegra-
dation, oxide breakdown, and other aging & degradation models
are reviewed.

Sivalingam & Madras [69] analyzed the mechanism of
photodegradation. Product degradation was detected using
UV-Visible spectroscopy, FT-IR, and GC/MS. The mechanism
of breakage during photocatalytic degradation can be attributed
to concerted rearrangement (Photo-Fries), and non-concerted
cage recombination (oxidation). The degradation was measured
by the molecular weight distribution using gel permeation
chromatography (GPC), and modeled with continuous kinetics
distribution.

Liu, et al. [44] developed a model accounting for oxide
breakdown. Data measured on the nMOS transistor biased in
the linear region before, and after breakdown are used to extract
the breakdown spot resistance, and total gate capacitance. This
methodology provides critical information about the impact
brought by gate oxide breakdown.

Lin, et al. [43] proposed a new sub-circuit degradation model.
The reliability of class-E, and class-A power amplifiers is in-
vestigated. Experimental results of degradation characteristics
on the fabricated circuits agree well with the simulation predic-
tions. From this newly developed model, the authors found that
the class-E amplifier degrades faster than a class-A amplifier. A
shorter lifetime is expected for a class-E amplifier.

Umemura, et al. [75] clarified the degradation behavior of
the electric double layer capacitors. The authors identified that
the capacitance decrease might be caused by the degradation
of the electrolysis, propylene carbonate, and also the degrada-
tion by-products which piled on the nano-scaled micro-cavity
surface of the activated-carbon particles of the electrodes. The
degradation mechanism was found to be governed by the Arrhe-
nius chemical kinetics theory, and consisted of two stages with
different activation energies.

Cester, et al. [10], and Miranda & Jimenez [52] investigated
the breakdown dynamics of ultrathin SiO films in metal-oxide-
semiconductor structures. It was shown that the progressive in-
crease of the leakage current that flows through the oxide when

subjected to constant electrical stress can be modeled by the sto-
chastic logistic differential equation. This approach relies on a
time-scale separation in which a deterministic term provides the
S-shaped growth trajectory, while a second term of the equation
deals with the noisy behavior. Because of the inherent mean re-
verting property of the simulation process, the proposed model
is also able to cover cases in which sudden upward, and down-
ward changes of the system’s conductance are registered.

By combining the oxide time to breakdown model with a de-
fect size distribution, Kim, et al. [30] presented a model to tie
oxide yield to time-dependent reliability. Cester, et al. [10] pre-
sented an original model to explain the accelerated wear-out be-
havior of irradiated ultra-thin oxides. The model uses a statis-
tical approach to model the breakdown occurrences based on a
non-homogeneous Poisson process.

Suehle, et al. [73] studied two post soft-breakdown modes:
one in which the conducting filament is stable until hard break-
down, and one in which the filament continually degrades with
time. Acceleration factors are different for each mode, indi-
cating different physical mechanisms. The results suggest that
the “hardness” of the first breakdown influences the residual
time distribution of the following hard breakdown. Tunneling
current appears to be the driving force for both modes.

In practice, degradation processes do not all occur in a con-
tinuous pattern. Hsieh & Jeng [24] established a procedure for
accessing the reliability using a discrete model. A non-homoge-
neous Weibull compound Poisson model with accelerated stress
variables is considered by the authors. A dataset measuring the
leakage current of nanometer-scale gate oxides is analyzed by
using this procedure.

Chen & Ma [14] examined in-vitro hydrolytic degradation be-
havior for nano-fibrous (NF) poly (L-lactic acid) (PLLA) foams
prepared by phase separation. In their research, nano-fibrous
foams were incubated in phosphate-buffered saline at 371 for
15 months. Upon removal, changes in mass, molar mass, mor-
phology, BET specific surface area, mechanical properties, and
thermal properties were compared with those of similarly incu-
bated solid-walled (SW) PLLA foams. The initial surface area
in NF foams was over 80 times higher than in SW foams. During
incubation, NF surface area decreased steadily, only possessing
17% of the original specific surface area after 15 months, and
SW surface area stayed constant throughout.

Polymer additives often show many side reactions during the
aging of polymers, which changes the useful lifetime of ma-
terials. Side reactions have been found in nano-grade titanium
dioxide additives. The interaction between titanium dioxide pig-
ments, and stabilizers therefore is proposed as a field of great
importance. Zeynalov & Allen [79] investigated the influence
of nano, and micron particle grade anatase; and rutile titanium
dioxide pigments on the efficiency of a hindered amine stabi-
lizer. Bressers, et al. [9] presented some results of models to
link the chemical details of polymers, and microelectronic reli-
ability.

Kufluoglu & Alam [38] investigated Negative Bias Temper-
ature Instability (NBTI)- induced degradation for ultra-scaled,
and future-generation MOSFET. Numerical simulations based
on Reaction-Diffusion framework were implemented. Geo-
metric dependence of degradation arising from the transistor
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structure & scaling is incorporated into the model. The sim-
ulations are applied to narrow-width planar triple-gate, and
surround-gate MOSFET geometries to estimate the NBTI
reliability under several scaling scenarios. Unless the operating
voltages are optimized for specific geometry of transistor cross
section, the results imply worsened NBTI reliability for the
future-generation devices based on the geometric interpretation
of the NBTI degradation. A time-based model is developed to
predict the degradation.

D. Failure and Lifetime Models

Failures, and lifetime models are important to lifetime fore-
casting, and design for reliability. Research on such models for
CMOS, digital micromirror devices, nanotubes, and other im-
portant nano-devices are recently seen in the literature.

Schwalke, et al. [67] investigated the breakdown of extra
thick gate oxides (50–150 nm) used in power MOS devise.
Weibull probability plots are used to describe the failure distri-
bution of the thick gate oxides.

Groeseneken, et al. [21] reviewed an acceleration model. Re-
cent trends of reliability assessment in CMOS were also dis-
cussed. Lee, et al. [41] investigated the possibility of integrating
chemical vapor deposition (CVD) HfO into the multiple gate
dielectric SOC process in the range of 6–7 nm. They predicted
the ten-year time-dependent dielectric breakdown (TDDB) reli-
ability of HfO/SiO gate stack.

Namazu & Isono [54] studied the effects of specimen size,
frequency, and temperature on fatigue lives of nanoscale single
crystal silicon (SC-Si), and silicon dioxide (SiO wires for
reliable design of micro/nano electromechanical systems.
Evaluation of fatigue lives for nanoscale fixed SC-Si, and Si02
wires was performed by stress-controlled cyclic bending tests
under an atomic force microscope (AFM) at temperatures
ranging from 295 K to 573 K. In MEMS-00, and MEMS-01,
the quasi-static bending tests under the AFM for nanoscale
SC-Si wires were reported.

Barber, et al. [3] summarized, and discussed the limited sta-
tistically significant, currently available, experimental data for
the tensile strength of individual nanotubes of any sort. Only
three such data sets currently exist: two for multi-wall carbon
nanotubes, and one for multi-wall WS2 nanotubes. It is shown
by the authors that Weibull-Poisson statistics accurately fit all
strength data sets, and thus seem to apply at the nano scale as
well as at the micro/macro-scales.

Jean, et al. [27] used positron annihilation spectroscopy
(PAS), coupled with a variable mono-energetic positron beam,
to investigate surface, and interfacial properties in thin poly-
meric films. The authors measured free-volume properties from
ortho-Positronium lifetime, and the S parameter of Doppler
broadening of energy spectra from annihilation radiation as a
function of the depth and temperature in thin polymeric films.
They also presented glass transition temperature profile on
nanoscale layered structures in polystyrene (PS) thin films.

Reliability of magnetic tunnel junctions emerges as a crit-
ical problem for the successful application of the new writing
schemes to the next generation high-density MRAM devices.
Kim, et al. [31] presented reliability characteristics, and the

thermal stability of magnetic tunnel junctions. The Weibull dis-
tribution is used for the data fitting.

Chasiotis & McCarty [11] described strength data for uni-
formly stressed MEMS specimens. The Weibull model has been
used extensively. The authors investigated the relevance of the
Weibull model to more general situations of MEMS-scale spec-
imen failure. The applicability of the Weibull model for de-
scribing the failure of (a) specimens with a single flaw distribu-
tion, and variable geometry; and (b) multiple flaw populations,
and a specific geometry is studied.

IV. RELIABILITY TESTING AND EVALUATION

Reliability testing of nano-devices is important in nano-reli-
ability research. This section reviews techniques used for films,
wafers, nanocomposite materials, and other nano-products.

A. Reliability Testing

Thin films, and coatings can fail by fatigue at lower loads
than predicted by static tests. Beake & Smith [5] introduced a
nano-impact technique, which is a low load impact test capable
of revealing remarkable differences in performance useful in op-
timizing the design of coating systems for improved durability.
In particular, the proposed technique can be used to find the
optimum coating process parameters for enhanced toughness,
and damage tolerance; and also differentiate between cohesive
(chipping), and adhesive failure (delamination).

Chen, et al. [13] investigated the reliability of anodi-
cally-bonded packages between silicon, and borosilicate glass
wafers. Effects of certain accelerated environmental tests such
as thermal cycling, thermal shock, and boiling test on bonding
quality are evaluated. Bonding strength is measured using an
in-house tensile tester. The fact that fracture mainly occurs
inside the glass wafer rather than along the interface indicates
the robustness of the bond.

Pervin, et al. [58] developed a novel technique to fabricate
nano-composite materials containing SC-15 epoxy resin, and
carbon nano fiber (CNF). A high-intensity ultrasonic liquid pro-
cessor was used to obtain a homogeneous molecular mixture of
epoxy resin, and carbon nano fiber. Based on the experimental
results, a nonlinear damage model was established to describe
the stress-strain relationship of the epoxy, and its nano-com-
posite.

Cheung [15] noted that solid-insulator breakdown always
leads to an irreversible permanent conduction path. This is a key
assumption in all gate-oxide breakdown reliability assessment,
and lifetime projection. This assumption is not valid when
the gate-oxide thickness is less than 2 nm, and the operation
voltage is 1 V or less. Chatterjee, et al. [12] investigated the
dielectric breakdown property of ultrathin 2.5, and 5.0 nm
hafnium oxide (HfO gate dielectric layers with metal nitride
(TaN) gate electrodes for MOS structure. Reliability studies
were performed with constant voltage stress to verify the
effects of changing processing conditions (film thicknesses,
and post metal annealing temperatures) on time to breakdown.
The leakage current characteristics are improved with post
metal annealing (PMA) temperatures for both 2.5, and 5.0 nm
thicknesses HfO .
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B. Reliability Evaluation and Measurement Techniques

Measurement, and evaluation of reliability of nano-devices is
an important subject. New technology is developed to support
the achievement of this task.

As noted by Keller, et al. [28], with ongoing miniaturization
from MEMS towards NEMS, there is a need for new reliability
concepts making use of meso-type (micro to nano) or fully
nano-mechanical approaches. Experimental verification will
be the major method for understanding theoretical models,
and simulation tools. Therefore, there is a need for developing
measurement techniques which have capabilities of evaluating
strain fields with very local (nanoscale) resolution.

Peng & Cho [57] proposed the concept of a new type of
nanoscale sensor devices that can detect the presence of CO,
and water molecules. To overcome the reliability problem,
these devices were developed by substitution-doping of im-
purity atoms (such as boron, or nitrogen atoms) into intrinsic
single-wall carbon nanotubes, or by using composite nan-
otubes. Keller, et al. [28] developed the nanoDAC method
(nano Deformation Analysis by Correlation), which enables
the extraction of nanoscale displacement fields from scanning
probe microscopy (SPM) images.

Su, et al. [72] used the Pearson correlation coefficient to cal-
culate the digital speckle correlation for nano-metrology, which
can be applied to MEMS, and IC packaging. Bhaduri & Shukla
[7] used a Markov Random Field as a model of computation
for nanoscale logic gates. They take the approach further by au-
tomating this computational scheme using a Belief Propagation
algorithm (Pearl [56]).

Bhaduri & Shukla [8], and Bhaduri & Shukla [6] extended
previous work on evaluating reliability-redundancy trade-offs
for NAND multiplexing to trade-offs among granularity, redun-
dancy, and reliability for several redundancy mechanisms; and
presented their automation mechanism using the probabilistic
model checking tool PRISM. Nano computing in the form of
quantum, molecular, and other computing models is prolifer-
ating as nano fabrication advances. With the advance to nano
scale fabrication, unprecedented levels of defects arise. Their
MATLAB-based tool NANOLAB helps to uncover the anoma-
lies during fabrication, thereby providing better insight into de-
fect tolerant design decisions.

Norman, et al. [55] evaluated the reliability of defect-tol-
erant architectures for nanotechnology with probabilistic model
checking.

Holmberg [23] dealt with the role of tribology in the large,
complex scope of reliability engineering. They discussed dif-
ferent tribology-related methods for improving product relia-
bility, such as reliability design, component lifetime, condition
monitoring, and diagnostics. Cumulative wear, and change of
friction were recorded through time.

Zhihong, et al. [81] presented the methodology of the reli-
ability modeling, and simulation for the state-of-the-art nano-
technology; and discussed the extraction for HCI (Hot Carrier
Injection), and NBTI (Negative Bias Temperature Instability)
for product lifetime models. The integration of these models into
the transistor level, and gate level simulation flow can be used
by the designers to satisfy product reliability requirements.

V. STRUCTURE AND PARAMETER DESIGN FOR RELIABILITY

Due to the high reliability-related cost, structure & parameter
design techniques can be employed to minimize possible loss
due to poor quality nano-devices. The following work provides
useful examples of design-for-reliability in nano-engineering.

Zhao, et al. [80] presented a “Noise Impact Analysis”
methodology to evaluate the transient error effects in static
CMOS digital circuits. A “Noise Capture Raito” has been
defined by the authors to measure the transient noise effects in
the circuit. The proposed methodology facilitates the economic
design of robust nanometer circuit.

Prabhakumar, et al. [59] described the assembly, and relia-
bility of flip chips with a nano-filled wafer. They use Box-plots
to compare the underfill interface distributions, and conducted
a reliability test for failure mechanisms.

Nanotechnology in static random access memory (SRAM)
cells is also advancing. SRAM is much more reliable than dy-
namic RAM, and allows for access time to be much quicker.
Agarwal, et al. [1] conducted experimental analysis of the im-
pact of process variation on the different failure mechanisms in
SRAM cells on a sixty-four K cache. The authors proposed a
process tolerant cache architecture, which can achieve ninety-
four percent yield compared to its original thirty-three percent
yield (standard cache) in the forty-five nanometer predictive
technology. This technique surpasses all the contemporary fault
tolerant schemes such as row-column redundancy, and ECC in
handling failures due to process variation.

Pugno, et al. [60] used an experimental-theoretical method
to investigate the strength of structures having complex ge-
ometries, which is commonly used in MEMS. It involves
the stretching to failure of freestanding thin film membranes,
in a fixed configuration, containing micro fabricated sharp
cracks, blunt notches, and re-entrant corners. The defects,
made by nano-indentation, and focused ion beam milling, are
characterized by scanning electron microscopy (SEM). MEMS
structures made of ultra-nano-crystalline-diamond (UNCD)
were investigated using this methodology. A theory to predict
the strength of micro structures with defects was proposed,
and compared with experimental results. It was shown that the
concepts of fracture mechanics can be applied with confidence
in the design of MEMS.

Schmid & Leblebici [65] discussed various circuit-, and
system-level design challenges for nanometer-scale devices,
and single-electron transistors, with an emphasis on the func-
tional robustness, and fault tolerance point of view. A set of
general guidelines is identified for the design of very high-den-
sity digital systems using inherently unreliable, error-prone
devices.

Cotofana, et al. [17] introduced a design methodology that
allows the system/circuit designer to build reliable systems out
of unreliable nano-scaled components. The central point of the
proposed approach is a generic (parametrical) architectural tem-
plate, which is named configurable nanostructures for reliable
Nano electronics (CONAN). CONAN embeds support for reli-
ability at various levels of abstractions. Han & Jonker [22] de-
veloped the probability of the system survival of a defect-, and
fault-tolerant architecture for nano-computers.
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Motivated by the need for economical fault-tolerant designs
for nano-architectures, Roy & Beiu [64] explored a novel mul-
tiplexing-based redundant design scheme with redundancy fac-
tors, , at small and very small levels.
In particular, the authors adapted a strategy known as von Neu-
mann multiplexing to circuits of majority gates with three in-
puts, and analyzed the performance of a multiplexing scheme
for very small redundancies using combinatorial arguments.

VI. CONCLUSIONS

The behavior of nano-scaled products is much more sensitive
to changes in material compositions, manufacturing control-
lable variables, and noise parameters. This paper has reviewed
various aspects of reliability research in the emerging nanotech-
nology. Around 80 papers from nearly 40 leading journal in
nano-related areas have been covered, including 10 review pa-
pers summarized in Section IV.

We have broken down our presentation into the following four
main topics:

• Introduction of concepts, and technical terms of reliability
to nano-technology.

• Identification of physical failure mechanisms of
nano-structured materials, and devices.

• Determination of quality parameters of nano-devices,
failure modes, and failure analysis including relia-
bility testing procedures, and instrumentation to localize
nano-defects.

• Modeling of reliability functions, and failure rates of nano-
systems.

Much work is needed in the nano-reliability field to ensure
the product reliability, and safety in various use conditions.
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We report a method of conducting molecular dynamics(MD) simulations that uses an artificial neural net
(ANN) to significantly increase computational speed. The technique enables dynamical simulation of hard
objects with essentially arbitrarily complex geometry and is well suited to the simulation of granular matter
over a wide range of densities. In hard systems, binary collisions are well defined and the ANN approach
enables an efficient algorithm to determine the time to next collision with high accuracy. The method has been
used to enable an MD study of an ensemble of 1800 hard, smooth, impenetrable equilateral triangles in a
two-dimensional periodic space. At high packing fractions0.6,r,0.9d, the hard-triangle system exists as a
liquid-crystalline-like phase(LCP) in which there is no long-range translational order but in which there is
nearly perfect long-range orientational order. As the packing fraction decreases, the LCP undergoes a transition
to a fluid state in which the long-range orientational correlation vanishes but short-range order is retained.
Long-lived clusters, notably hexamers, are clearly apparent in the liquid phase and appear to be stabilized by
a sort of internal “orientational” osmotic pressure. Insofar as can be inferred from our machine calculations, the
transition between the LCP and the liquid occurs aroundr,0.57 and appears to be second order. At low
density, the hard-triangle system undergoes “chattering” collisions in which pairs of triangles collide and
become associated, undergoing multiple collisions with each other before colliding with a third particle. The
radial distribution function obtained from both molecular dynamics and Monte Carlo calculations shows a
weak peak at low packing fraction.

DOI: 10.1103/PhysRevB.70.174112 PACS number(s): 61.20.Ja, 61.30.Gd

I. INTRODUCTION

Computer simulation has played an important role in de-
veloping a better understanding of the physics of dense, dis-
ordered media.1,2 The study of particles that interact only
through infinitely repulsive forces at the point of contact
(hard systems) and with no frictional losses is of special
interest in that the interparticle potential energy is defined
exactly and there are no three-body or higher order terms.
Modern theories of the liquid state are based on the idea that
a hard-sphere fluid can serve as a reference system from
which the properties of more realistic liquids can be obtained
by perturbation theory.3–5Alder and Wainright6 published the
first paper on the molecular dynamics of the hard-sphere sys-
tem almost 50 years ago and studies of theN-body properties
of hard spheres continue to yield important insights7 into the
fundamental mechanisms of phase transitions, nucleation,
and crystal growth.

Of course, not all objects are spherical and there has been
considerable recent interest in the behavior of systems in
which the interparticle potential is nonspherical. For ex-
ample, in a series of elegant experiments, Whitesideset al.8,9

have demonstrated clearly the importance of geometrical
considerations in the development of long-range structure
and have suggested how such structures might be used to
engineer nanomaterials. Recently, de Wildet al.10 have used
molecules with triangular symmetry(subphthalocyanines) to
produce a number of long-range structures on gold surfaces.
Not surprisingly, mixtures of triangles and spheres give rise
to rich phase behavior, with triangles packing locally to form
hexagons in some phases and linear chains in other phases.
In all of this work an important question arises; namely, to
what degree are the observed phases a consequence of the

purely topological and space-filling attributes of the particle
and to what degree might they be a function of chemical
interaction?

In order to answer questions of this sort we need to have
an ability to model large ensembles of hard space-filling or
essentially granular objects of arbitrarily complex geometry.
Granular materials are intrinsically interesting and it would
seem plausible that the shape of grains of sand or of snow-
flakes may be an important factor in phenomena ranging
from the structure of planetary rings to avalanche. Further-
more, if the topological constraints imposed by geometry can
be taken into account explicitly and the properties of the
reference system obtained by simulation, it may be possible
to extend analytic perturbation methods to describe real ma-
terials such as complex fluids, polymers, polycrystalline met-
als, and heaps of sand or snow, etc. In this way, the simula-
tion methods described here, initially for hard granular
materials, may provide a pathway to circumvent the serious
limitations of time scale and length scale that limit the use-
fulness of current molecular dynamics simulations in com-
plex systems.

On the experimental side, it is exceedingly difficult to
prepare and reproduce, at different laboratories, granular ma-
terials in a well defined state in which the interparticle inter-
actions(coefficient of restitution, shape distribution, bound-
ary conditions, water content, etc.) are adequately specified.
Rather large error bars are common even within a given
laboratory. It is in precisely such circumstances that an abil-
ity to obtain exact, albeit numerical, results on realistic(i.e.,
prickly) well defined granular systems in an identifiable en-
semble may prove especially useful.

Notwithstanding the above comments, there has been
comparatively little work on the dynamics of hard space-
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filling bodies of nonspherical geometry. Frenkel and
Maguire11 and Magdaet al.12 have reported the transport
properties of a fluid of infinitely thin hard-line segments.
More recently Aspelmeieret al. have used their approach to
simulate granular cooling of hard needles,13 while Yoshimura
and Mukoyama14 have made detailed studies of isolated bi-
nary chattering collisions between rods. While infinitely thin
rods exhibit many interesting transport properties, the ther-
modynamics is uninteresting since they do not fill space.
These calculations are exceedingly intensive in terms of
computer time, and it is perhaps for this reason that the stud-
ies have not heretofore been extended to hard space-filling
platonic solids.

In this paper we report a practical method for molecular
dynamics simulation of large ensembles of space-filling hard
nonspherical objects. The algorithm is based on an applica-
tion of artificial neural nets(ANNs) and runs at execution
speeds that are of the same order as those of hard spheres.
The approach is illustrated for the simplest example: the
smooth, impenetrable, hard triangle of uniform mass distri-
bution in two dimensions. Interestingly, even this simplest
example reveals intriguing phenomena.

II. COLLISION DETECTION

Details of the molecular dynamics(MD) method have
been presented in a number of excellent recent books,1,2 and
only those aspects of relevance in the extension of the tech-
nique to the simulation of platonic solids will be discussed
here. In order to conduct an MD simulation of hard objects it
is necessary to predict when and where two particles in the
ensemble will next collide. Given the discontinuous interac-
tion potential of the rigid body model, no forces act on the
particles until they come into contact, so the minimum of the
list of collision times defines the time to next collision. For
spheres this requires the solution of a quadratic equation,
which can be accomplished very rapidly with a digital com-
puter. For nonspherical objects the situation is more involved
and requires a time consuming iterative search for a particu-
lar root of an oscillatory transcendental function.11 The idea
behind the present work is very simple. Rather than solve a
transcendental equation in the inner loop of an MD calcula-
tion, it is far more efficient to train an ANN15 over the Hil-
bert space of positions and momenta available to each pair of
potential collision partners. The Hilbert space can be popu-
lated to any required degree of accuracy and matters can be
arranged so that extrapolation outside the space of exemplars
is never required. This procedure can be applied to objects of
essentially arbitrarily complex shape, but is illustrated here
for the simple example of hard, impenetrable equilateral tri-
angles in two dimensions. Each triangle has unit mass and
uniform mass distribution.

Using the notation shown in Fig. 1, the position of tri-
anglesi and j may be written

rWistd = rWis0d + vW istdDt, s1d

rW jstd = rW js0d + vW jstdDt, s2d

wheret is time andvW and rW are the velocities and positions
respectively. The orientation is defined by the unit vector
ûstd, as

ûstd = ûs0dcossvtd +
JW

uJu
3 ûs0dsinsvtd, s3d

wherev is the angular velocity andJW is the angular momen-
tum.

The condition for a collision may be written

fstd = HFr istcd + RSn1
2p

3
DuistcdG − Fr jstcd

+ RSn3
2p

3
DujstcdGJ 3 HFr istcd + RSn2

2p

3
DuistcdG

− Fr jstcd + RSn3
2p

3
DujstcdGJ , s4d

subject to the conditions that whenfstcd=0, the point of con-
tact lies on the line segment between the vertices, andfstcd is
computed iteratively for all permutations ofn1Þn2 on the
interval f0,2g where R denotes the rotation operator. This
represents the combination of all sides and vertices for a
given pair of triangles.

Equation(4) may be solved numerically for the time to
next collisiontc using a straightforward modification of thea
posteriori collision detection method first described by Rob-
ertus and Sando.16 In the usual implementation of theposte-
riori detection, the overlap function is determined as a func-
tion of time using a constant time interval until a condition of
overlap is detected. The particle positions are then taken
back one time step, the time step is reduced, usually halved,
and the procedure repeated until the time to collision is com-
puted to the desired accuracy. The difficulty with the ap-
proach is that for any finite time step it is in principle pos-
sible to encounter a pair of particles that will pass undetected
through each other. If this happens, the overlap condition that
is eventually detected will be for the wrong pair of particles

FIG. 1. Schematic illustration of the collision of a pair of tri-

angles. Positions are represented byrWi and rW j, velocities byVW i and

VW j, orientations byûi and ûj, and angular velocities byvi andv j.
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which then exchange momenta, while conserving energy,
and all will appear well with a simulation that is seriously
flawed. This can be a severe problem particularly with par-
ticles that have sharp points. It is possible to avoid this state
of affairs by considering the relative linear and angular ve-
locities and by conducting the simulation using a range of
time steps and tests to assure that this type of glancing tran-
sient penetration is avoided. Within the inner loop of an MD
simulation such an approach is very time consuming and
renders the approach impractical. However, this kind of
problem is well suited to a solution using an ANN.17 At a
given time, the positions, velocities, and angular velocities of
a pair of triangles in two dimensions may be represented by
a vector in seven-dimensional Hilbert space. This dimension-
ality is only moderately large15 and is easily manageable
with current ANN algorithms. For a single pair of triangles,
training data were generated over 106 configurations span-
ning essentially the complete range(three standard devia-
tions) in both the translational and rotational distributions.
This was accomplished as illustrated in Fig. 2 using an itera-
tive numeric solution for each pair of side of the triangles.
The collision time is taken as the time at whichfstd,10−12.
In the present work we have used the easily differentiable
log-sigmoid as the transfer function in a back-propagation
net.17 While these log-sigmoid functions are certainly not
optimized for the present problem, it will be appreciated that
training time is relatively insignificant and no great effort
need be expended in this regard.

Training the net using a back-propagation algorithm and
106 exemplars requires about 48 h of CPU time on an eight-
nodes2 GHzd cluster. Once the net is trained,tc is returned
with about the speed of a hard-sphere calculation, all other

parameters being equal. This is a significant advantage in
that it theoretically enables simulations of objects of arbi-
trarily complex geometry with speeds that are comparable to
those for hard spheres. It will, of course, be appreciated that
particles of highly complex geometries require testing of all
combinations of sides, edges, and vertices, and this requires
a combinatorial increase18 in training time for the ANN.
Moreover, while the net has sufficiently high precision over
most of the density range, the directa posteriori method
must be used to obtain the highest precision in the event that
the net returnstc values for multiple pairs that are exceed-
ingly close. This is not a significant problem at low and
moderate density, but becomes more troublesome as the den-
sity approaches close packed. Use of the neural net in this
context amounts essentially to applying sophisticated fitting
and interpolation procedures in order to fit a comparatively

FIG. 2. Schematic representation of the method used to generate
the exemplars for neural net training. The collision time is defined
as the time at which the areaAstd is equal to zero subject to the
auxiliary condition that the point of contact lies within the line
segment that defines the triangle.Astd is calculated for all combi-
nations of sides and vertices.

FIG. 3. Illustration of the collision dynamics for a pair of tri-
angles showing the lines of contact and the direction of momentum
transfer.

FIG. 4. Equation of state for hard triangles in two dimensions.
The open circles connected by the solid line correspond to runs in
an expansion cycle, while the crosses connected by the dashed line
correspond to runs in a compression cycle. The dotted line shows
the hexagonal orientational order factorg6 as a function of packing
fraction.
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sparse but very precise data set in a high-dimensional space.
Another way to view the use of the neural net in this appli-
cation is to view it as an efficient filter that reduces reliance
upona posteriorimethods so that large amounts of computer
time can be saved by filtering out pairs that do not have
times to collision that are within a narrow window of the
global minimum. In this sense the ANN is of little or no
scientific interestper se, but it does allow the algorithm to
perform at up to an order of magnitude better than thea
posteriori method speed, and in turn enables the exploration
of complex phenomena that depend on the collective dynam-
ics of the many-body system.

III. DYNAMICS

The velocities at the point of contact may be written

vW ip = vW i + vi 3 rWip, s5d

vW jp = vW j + v j 3 rW jp, s6d

where vW ip is the velocity of pointP on triangle i prior to
collision, vW i is the translational(center of mass) velocity of
triangle i prior to collision, vi is the rotational velocity of
triangle i about its center prior to collision, andrWip is the
vector from the center of mass of trianglei to the point of
contactP.

The assumption that the triangles are perfectly smooth is
equivalent to neglecting the components of velocity that are
parallel to the line of contact; hence, the relative velocity at
the point of contact can be expressed as

vW rel = nW · svW ip − vW jpd, s7d

vW rel8 = nW · svW ip8 + vW jp8 d, s8d

with nW being the normal to the line of contact in the direction
of momentum transfer. The impulse is

JW = DsmvWd, s9d

and because the triangles are assumed to be smooth and hard,
only momentum components normal to the line of contact
will be transferred, as

JW = J ·nW . s10d

The velocity changes on a rigid body of massm and moment
of inertia I due to this impulse are given by

DvW =
j ·nW

m
Dv =

srW 3 jnWd
I

. s11d

For trianglei the postcollision velocity is

vW i8 = vW i +
jnW

mi
, vi8 = vi +

srWip 3 nWd
I i

. s12d

Combining these terms and calculating the linear velocity at
the point of contact,

vW ip8 =SvW i +
jnW

mi
D + Svi +

rWip 3 nW

I i
D 3 rWip, s13d

or in a form that is a linear function of the impulsej , as

vW ip8 = vW ip + jS n

mi
+

rWip 3 nW

I i
D 3 rWip. s14d

The opposite impulse acts on trianglej , as

vW jp8 = vW jp − jS n

mj
+

rW jp 3 nW

I j
D 3 rW jp, s15d

so that the postcollision relative velocity at the point of con-
tact can be expressed as

vW rel8 = nW · svW ip8 − vW jp8 d, s16d

vW rel8 = nW · svW ip − vW jpd + jFnW ·nW

mi
+

nW ·nW

mj
+ nW ·S rWip 3 nW

I i
D 3 rWip

+ nW ·S rW jp 3 nW

I j
D 3 rW jpG , s17d

yielding

vW rel8 = vW rel + jF 1

mi
+

1

mj
+ nW ·S rWip 3 nW

I i
D 3 rWip + nW ·S rW jp 3 nW

I j
D

3 rW jpG . s18d

Now that the postcollision relative momentum for these two
bodies has been written in terms of the linear momentum
transfer at the point of contact, application of the conserva-
tion of linear momentum yields

mivW ip8 + mjvW jp = mivW ip + mjvW jp8 , s19d

vW rel8 = − vW rel. s20d

Substituting back into the above equation gives

− vW rel8 = vW rel + jF 1

mi
+

1

mj
+ nW ·S rWip 3 nW

I i
D 3 rWip

+ nW ·S rW jp 3 nW

I j
D 3 rW jpG . s21d

Solving for the impulsej and setting the coefficient of resti-
tution to unity yields an expression19 for the momentum that
is transferred when the two triangles collide, given by

j =
− 2vrel

F 1

mi
+

1

mj
+ nW ·S rWip 3 nW

I i
D 3 rWip + nW ·S rW jp 3 nW

I j
D 3 rW jpG

.

s22d

When the momentum transfer is known the pressure can be
determined from the virial theorem or less straightforwardly
by extrapolation of the angle-averaged radial distribution
function at the point of contact1 and integrating over the
square of the separation at contact.

In discussing orientational order in these systems it is use-
ful to define a parameterg6 by the equation:
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g6 =
2

NsN − 1d oi=1

N−1

o
j=i+1

N

e
ipui j

3 , s23d

whereui j is the angle betweenûi and ûj. For perfectly hex-
agonally ordered systems in two dimensionsg6=1, while for
an orientationally random systemg6=0.

IV. RESULTS AND DISCUSSION

The equation of state is shown in Fig. 4. In this figure the
open circles were obtained from runs that were initiated from
a nearly close-packed solid and the system was undergoing
expansion. The crosses were obtained when the system was
undergoing compression from an initial very low density
phase in which the positions and orientations of each triangle
were chosen at random. In both cases the initial velocities
were chosen from a Maxwellian distribution centered at zero
and in the range off−1,1g. On expansion the compressibility
factor, Z=PV/nKT, drops smoothly untilr,0.57, at which
point a discontinuity in slope, indicative of a second-order
transition, is observed. In these expansion runs the first 300
collisions per particle were discarded and the averages were
taken typically over 700 to 1000 collisions per particle in
order to assure, insofar as it is possible in a machine calcu-
lation, that the system had attained equilibrium. In the low
density regimesr,0.5d, the compression and expansion re-
sults lie on the same curve. On compression abover,0.5,
there is evidence of hysteresis with overshoot into a glassy
region and exceedingly slow relaxation.

We have paid particular attention to the question of ther-
modynamic equilibrium in these simulations. Figure 5(top)
shows a plot of the compressibility factor as a function of
time after the system had been expanded fromr=0.9 to r
=0.85. Note that the abscissa in this plot refers to the average
number of collisions per particle for a system of 1800 par-
ticles; i.e., the run lasted approximately 1.53106 collisions.

Clearly there is initial slow, collective, transient behavior that
requires a long time(,50 collisions per particle) to relax.
This portion was discarded when taking averages. Figure
5(bottom) shows the autocorrelation function for the fluctua-
tion in compressibility factor. Here it is clearly apparent that
the “production run” part of the simulations, i.e., the section
of the simulations that are considered equilibrated and used
to generate statistics, have been performed for at least eight
times longer than the correlation time for the compressibility
factor fluctuation. Moreover, as seen in Fig. 4, for the pack-
ing fractions in the intervalf0.1,0.5g identical results are
obtained regardless of whether the system is prepared by
expansion or compression; hence, it would appear by any
usual measure that the solid line in Fig. 4 represents the
equilibrium condition for this system. However, when the
system is equilibrated at low packing fractionsr,0.55d and
compressed through the transition point, it goes into a glassy
region as represented by the dashed segment joining the
crosses. In this regime the relaxation times become exceed-
ingly long, as shown in Fig. 6. Here the relaxation time of
the fluctuation of the compressibility factor is over 5000 col-
lisions per particle, suggesting that a simulation of over 10
3106 total collisions would be required to attain equilibrium
following compression into the glassy region. Since we al-
ready have the equilibrium data from the expansion runs, it
was thought that this aspect might be pursued in future stud-
ies.

Turning now to the question of the chattering collisions
and the implications for equilibrium, the compressibility fac-
tor calculations have been carried out for very long times and
the usual criteria for equilibrium have been met. When the
packing fraction is,r=0.7, each triangle has just enough
room to rotate freely on average. It is seen that, belowr
=0.55, each triangle has enough area on average to rotate
and translate freely; i.e., we are in the liquid rather than the
liquid crystal regime. Because of the triangular symmetry it
is likely that when a pair of triangles collide, initially chatter
for a time, and then move outside their area of mutual influ-
ence (the outscribed circle of each triangle), they are still

FIG. 5. (top) A plot of the compressibility factor as a function of
time after the system has been expanded fromr=0.9 to r=0.85.
(bottom) The compressibility factor autocorrelation function as a
function of time.

FIG. 6. Compressibility factor as a function of number of colli-
sions per particle for a system atr=0.80. There is a very slow
relaxation in the glassy region on compression. This slow feature is
absent in the expansion cycle.
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correlated in their motion in that the center of mass of the
two triangles is moving in a straight line. Collision with a
third triangle is also of the chattering type, so that a system
develops where there are extended correlations even at low
density. This leads to configurations that are stable and long
lived and in which the energy is equipartitioned and rigor-
ously constant with time. Further work is underway to ex-
plore the virial coefficients and the equilibrium aspects of the
system at low density.20

At high packing fraction, the radial distribution function,
gsrd has a number of well defined peaks(Fig. 7) that look
somewhat solid-like, but note that they are relatively broad
and decay with distance, indicating a lack of true long-range-
translational order. Figure 8 shows a section of a typical
equilibrated configuration at high packing fractionsr
=0.85d. The orientational order is nearly perfectsg6=.93d,
but there is translational disorder due presumably to the abil-
ity to move along the slip planes. Around the transition point
r=0.63, gsrd takes on a structure that resembles a normal
liquid (Fig. 9).

A configuration for this state is shown in Fig. 10. In this
figure a few clusters have been highlighted to emphasize the
tendency towards hexagonal clustering. Examination of
movies of this state20 show that such distorted clusters persist
for times that are up to an order of magnitude longer than the
mean time between collisions, even thoughg6 has dropped to
around 0.5. Clearly, thelocal excluded area can be mini-
mized by nucleating and growing such clusters. When the
cluster forms it may rotate relatively freely, and if a triangle
attempts to escape from the cluster it stands a good chance of
being struck on the external edge by the vertex of a triangle
in the surrounding medium. In this way momentum transfer
from the surrounding fluid stabilizes the cluster for relatively
long periods of time. The situation is somewhat analogous to
the depletion effect21 that leads to an apparent attraction be-
tween large colloidal particles suspended in a molecular
fluid. It should be emphasized that in the present case the

association is between particles of the same size without sol-
vent. The important point is that this phenomenon gives rise
to long-lived clusters that are clearly associated even though
there is no attractive force between the particles.

It would seem plausible that similar effect might operate
even in spherical systems if the angle dependent three-body
term is included in the analysis. The net effect of this term
would be to stabilize the critical nucleus for times long
enough to allow the attainment of a critical size.

The radial distribution function at lowsr=0.05d packing
fraction is shown in Fig. 11. Here each triangle can move on
the average in an area that is twenty times greater than the
intrinsic area of the particle. It might be thought that in this
limit the ideal gas regime would prevail. This is not the case,
and a curious phenomenon is observed. In the limit of very
low packing fraction we expect,gsrd=e−usrd / kT, which for

FIG. 8. Typical configuration at high packing fraction. There is
perfect orientational order, but the triangles can move along slip
lines.

FIG. 9. Radial distribution function at intermediate packing
fraction. Note the typical liquid-like profile with complete decay
within ,3 “molecular” diameters.

FIG. 7. Angle-averaged radial distribution function for hard tri-
angles at highsr=0.85d packing fraction. Note the decay in succes-
sive maxima indicating a lack of long-range-translational order.
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hard spheres is just the Heaviside step function. For triangles
the situation is modified slightly, in thatgsrd rises from 0 to
1 over the distance range 0.5 to 1.0, reflecting the finite prob-
ability of collisions at these distances. However, examination
of Fig. 11 shows a small excess probability atr ,1.1. This is
a common feature of all of our simulations at low density.
We have conducted a number of Monte Carlo simulations in
this density regime. Running with very small angular and
translational displacements for over 53106 moves gave
similar evidence of the small peak seen in the MD simula-
tion.

A low density configuration is shown in Fig. 12. At short
distance we can see clearly that the feature atr ,1.1 can be

safely ascribed to triangles that are undergoing chattering
collisions, and these events are not rare. There is also an
apparent clustering effect at long distances. In the low den-
sity phase distorted hexamers are no longer present, but there
is a clear tendency to form dimers, trimers, and other “linear”
species. This is interesting because it means that the triangu-
lar symmetry of the potential without any attractive terms is
sufficient to induce a kind of “bonding” with no attractive
part in the potential. These particles stay together, not be-
cause they are attracted to each other, but rather because they
cannot get out of each other’s way.

In Fig. 13 the “effective” translational self-diffusion coef-
ficient, calculated from Einstein’s formula, is presented as a
function of packing fraction. In general terms the behavior is
comparable to that observed in spherical systems. Note,
however, that the self-diffusion coefficient reaches a finite

FIG. 10. Configuration in the neighborhood of the transition
highlighting the tendency to form long-lived hexagonal clusters.
Note also the visual similarity to a quasicrystal.

FIG. 11. (a) Radial distribution function for hard triangles at
packing fraction 0.05.(b) gsrd obtained from a Monte Carlo calcu-
lation at the same packing fraction.

FIG. 13. The translational self-diffusion coefficient as a function
of packing fraction.

FIG. 12. Clustering of hard triangles at,.1. Here each triangle
has an average free volume that is an order of magnitude greater
than the volume of the triangle. There is no attractive force between
the particles and the clustering at low densities is due to the sym-
metry of the potential.
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limiting value of ,10−13 as the packing fraction tends to
unity.

V. CONCLUSIONS

This paper expands upon some preliminary results that
were reported earlier in conference proceedings.18,22There is
intense interest in granular systems as evidenced by the
roughly 2000 recent citations listed in Ref. 23, but there is
still no consensus as to the classical physics. Granular media
are formally thermodynamically “small” systems that may
not be in equilibrium and that exhibit dissipative interactions,
leading Kadanoff24 to speculate that attempts to describe
granular materials using continuum approaches analogous to

the Navier-Stokes formalism for liquids25 may not be well
founded. An ability to construct exact computer models in
which the interparticle interactions, shape, and polydispersity
are all well defined and from which the thermomechanical
and transport coefficients can be calculated exactly is likely
to be of value in a wide range of computational
experiments.26

In summary, we have presented an approach to MD simu-
lation of hard systems and have illustrated the method by
applying it to the simplest example: the hard triangle in two
dimensions. Even this simple example has revealed a surpris-
ing richness of phenomena that will require extension in fun-
damental theory ranging from the kinetic theory of gases to a
better insight into the factors that are important in the nucle-
ation and growth of crystals from an equilibrium fluid.
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This Note illustrates how a confocal microscope may be modified to conduct Rayleigh-Brillouin
mapping experiments that yield very useful information on the mechanical properties of interfacial
materials in small volume elements. While the modifications to the microscope are quite
straightforward, they do entail significant changes in the optical design. The instrument described
herein consists of an argon ion laser equipped with an actively stabilized intercavity étalon that
serves as the excitation source for a modified Zeiss LSM 310 confocal laser scan microscope.
The optics of the microscope were reconfigured to enable interfacing of the microscope with a
tandem triple-pass Fabry-Pérot interferometer. This instrument enables three-dimensional
Rayleigh-Brillouin spectral mapping of samples at micron spatial resolution. The performance of the
instrument and its ability to perform both lateral and depth scans of the acoustic phonon velocity
and, hence, the longitudinal modulus across bonded polymer/polymer and polymer/ceramic
interfaces are illustrated and discussed. © 2007 American Institute of Physics.
�DOI: 10.1063/1.2431181�

It is well known that the Rayleigh-Brillouin spectrum of
a material contains a great deal of useful physicochemical
and mechanical information.1 For example, the width of the
central Rayleigh line gives a measure of the thermal diffu-
sivity of the material, the frequency shifts of the Brillouin
lines give a measure of the adiabatic speed of sound that can
be correlated to the longitudinal modulus, and the integrated
intensity ratio of the Rayleigh and the Brillouin lines �known
as the Landau-Placzek ratio� provides a measure of the heat
capacity ratio of the material2 and was also found useful in
estimating the excess Gibbs free energy of mixing in liquid
mixtures.3 This feature could be important in that it may
enable direct experimental measurements of free energy gra-
dients at micron level spatial resolution within interfacial
zones. It is particularly noteworthy that this wealth of infor-
mation can be obtained using a light scattering technique that
requires no physical contact with the material under investi-
gation. The technique, therefore, is particularly well suited to
making remote measurements on specimens that are small or
that exist in inaccessible or hostile environments. In this
Note, we describe the design, construction, and test of a con-
focal Rayleigh-Brillouin microscope with mapping capabili-
ties. This instrument enables light scattering measurements
to be made on micron-sized samples. Moreover, the instru-
ment has confocal and mapping capability that enables depth
profiling within samples and, most importantly, mapping
across interfaces. This enables probing local properties of
small volume elements that may be significantly different
from macroscopic bulk properties of the material system.4

A Spectra-Physics BeamLok 2060 argon ion laser fitted
with an intercavity étalon for single frequency operation at
��=514.5 nm� was used as excitation source. The laser is
equipped with a dedicated controller that translates any laser
frequency deviation into an error signal which drives a pro-
portional change in the laser cavity length via a piezoelectric
driven output coupler limiting the frequency jitter to less
than 2 MHz over a 1 s time interval.5 The dispersion and
detection component is a triple tandem Fabry-Pérot interfer-
ometer manufactured by JRS Scientific Instruments.6 The in-
terferometer was equipped with two dynamic vibration iso-
lation mounts that limit the frequency broadening due to
étalon jitter to less than 1 kHz. For the imaging component,
we used a Zeiss LSM 310 confocal laser scan microscope.
The optical system of the confocal microscope was reconfig-
ured such that the backscattered light of the Ar+ laser could
be imaged visually and directed to the input pinhole of the
Fabry-Pérot interferometer. A schematic representation of the
optical elements of the instrument is given in Fig. 1. A hole
was drilled in the lower side of the LSM housing through
which the argon laser was directed along the optical path of
the microscope using a set of mirrors as shown in Fig. 1. The
beam raster assembly of the LSM was removed. The beam is
then directed using a beam splitter through the microscope
objective and is focused onto the sample. The sample was
mounted on an XYZ translation stage that has 1 �m spatial
resolution in each direction. Backscattered light �180° scat-
tering angle� is collected by the objective, collimated and
passed in the reverse direction to a lens which focuses the
light onto the confocal pinhole �PH1�. On the far side of the
pinhole the light is collimated once again before exiting the
microscope through a second hole drilled in the upper side of
the microscope.
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The collimated beam is directed through a set of mirrors
and lenses and then focused onto the spectrometer entrance
slit using an achromatic lens �300 mm focal length 50.8 mm
diameter� that matches the spectrometer f /18 requirement.
Within the spectrometer the scattered light passes three times
through the Fabry-Pérot étalon �FP1, FP2� before reaching
the output pinhole �PH3� and finally the photomultiplier tube
�PMT�.

The performance of the instrument was evaluated by car-
rying out two linear Rayleigh-Brillouin mapping experi-
ments. In the first experiment we scanned along a line in the
xy plane across a polymethylmethacrylate �PMMA�/silicone
rubber interface to demonstrate the instrument mapping ca-
pabilities and to determine the instrument lateral spatial reso-
lution. In the second experiment, we scanned along a line in
the z direction �depth profile scan� through a glass/silicone
rubber/PMMA layered system to demonstrate the instrument
depth scan capabilities across interfaces. Our purpose here is
simply to report the performance of the spectrometer rather
than to enter into any detailed discussion of the interfacial
mechanical properties of multicomponent solid systems.

For these measurements the single spectral feature of
interest is the Brillouin peak position of the longitudinal pho-
non mode as it relates directly to the longitudinal phonon
velocity. Intensity of Brillouin peaks across the interface be-
tween two materials changed as shown in Fig. 2. For spatial
resolution determination purposes, the cut-off limit was
taken at 10% of the maximum intensity of the peak.

Lateral scan measurements were made on a sample hav-
ing a PMMA and silicone rubber �Sylgard® 184 by Dow
Corning� interface. Brillouin spectra were acquired from 32
consecutive points across the interface with a 1 �m step size.
PMMA showed a Brillouin peak around 15.8 GHz, while the
silicone rubber showed a peak around 6.1 GHz. The fre-
quency shift ���� allows the calculation of the adiabatic
speed of sound �Cs� in the material as follows:

Cs = �v/q ,

where q is the scattering vector with a magnitude given by1

�q� =
4�n

�
sin��

2
� ,

where n is the refractive index of the probed material, � is
the wavelength of the incident light �514.5 nm�, and � is the
scattering angle �180°�.

From the measured phonon velocities, we calculated the
longitudinal modulus according to

E = cS
2� ,

where � is the material’s density. Using these equations and
the auxiliary material constants shown in Table I �Ref. 7�
with the measured phonon velocity as input, we may derive
longitudinal modulus as a function of position across the
interface as shown in Fig. 3.

The region where the two traces overlap shows the loca-
tion and width �about 5 �m� of the interfacial region as re-
solved by our instrument. This overlap is much greater than
the microscope optical lateral resolution of approximately
0.5 �m. This is not unexpected as the boundary between the
two polymers is not discrete and, in fact, has a considerable
degree of roughness at the edges. Therefore, the 5 �m width
of the overlap region should not be considered as the best
lateral resolution of the instrument.

Depth profiling measurements were performed on a
sample made from a glass slide �approximately 100 �m
thick� that was bonded to a 2 mm thick plate of PMMA by a
commercial silicone based adhesive �Silicon II by GE�. The
thickness of the adhesive layer was approximately 30 �m.
Twenty-six measurements were taken along the z axis down-

FIG. 1. Schematic diagram of optical components of the confocal Rayleigh-
Brillouin microscope. FIG. 2. Glass Brillouin peak intensity as a function of depth from the sur-

face of a 100 �m glass slide on PMMA substrate.

TABLE I. Material properties used in calculating the longitudinal moduli
reported.

Material n � �g cm3� q �nm−1�

Glass 1.473 2.23 0.036
Silicone rubber 1.37 0.9548 0.0335

PMMA 1.48 1.19 0.0362
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ward with a step size of 5 �m. The measured phonon veloc-
ity and the correspondingly calculated longitudinal modulus
as a function of position along the depth scan are shown in
Figs. 4. It also appears that the depth resolution of the instru-
ment is approximately 5 �m.

While Koshi and Yarger have recently noted some of the
significant benefits and potential power of this form of
spectroscopy,8 and have reported Brillouin images of liquid
and polymer materials, their experimental resolution of the
images was 20 �m in the lateral and over 500 �m in the
depth direction. It is noteworthy that our instrument enables
significantly higher spatial resolution by an order of magni-
tude in the lateral direction and over two orders of magnitude
in the depth direction. Moreover, it allows visual observation
of the region under study.

The utility of this instrument was demonstrated by cre-
ating lateral and depth maps of phonon velocities and longi-
tudinal modulus for layered material systems. The instrument
proved capable of resolving material properties with a spatial
resolution in the range of 5 �m.
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FIG. 3. �a� Phonon velocity vs position for lateral scan. �b� Calculated
longitudinal modulus vs position for lateral scan.

FIG. 4. �a� Phonon velocity vs position for depth scan. Insert, from bottom
to top, Brillouin spectra of glass, silicon adhesive, and PMMA. �b� Calcu-
lated longitudinal modulus vs position for depth scan.
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