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I Intfroducing the new MSA2000 G2

“Twice the number of drives,
twice the performance, four times
the number of snapshots, and

support tor small form factor

drives with Integrity and
Proliant servers”
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HP StorageWorks 2000 G2
Modular Smart Arrays

More affordable

More affordable interconnects allow you to easily add
storage as your business grows

Use 50% less power with small form factor (SFF) 2.5”
SAS drives

Invest with confidence

Protect your data with broad RAID support
Upgrades and interconnect changes supported

Increased efficiency

33 percent more storage capacity per unit of rack space for
SFF SAS drives over 3.5” drives

Increase storage utilization with tiered storage (SAS for high
performance applications and SATA for less frequently
accessed data)

Flexibility and performance unmatched by ANY entry-level array product in the market
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What's new
e o0 Wskzo00 G2

Drives - MSA2 Large Form Factor LFF~ « MSA2 3.5” Large Form Factor LFF

(SAS & SATA)
- 48 LFF

| X86

- Windows

* Linux

Operating
Systems

- Snapshot (max 64 snaps)
Max LUNs - 256
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ProLliant 2.5” Small Form Factor SFF

60 LFF
99 SFF

X86

Integrity c-class Blades

Windows

Linux

VMware

HP-UX (for MSA2000sa G2 Only)

Solaris

Snapshot (max 255 snaps)
512

D]



MSA2000 G2 benetits

New MSA2000 G2 features Added Customer benefits

Support for 2.5-in. drives Common with Proliant: potential performance gain

New MSA2300 high-speed controller Faster processor, higher performance

HP-UX and OpenVMS support and Integrity servers Entry-level SAN support for HP’s most powerful OSes

New DC power options Opportunities in TELO and related industries
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MSA2000 G2 family

MSA2000G2 SFF

MSA2000G2 LFF

MSA2000fc G2

Dual controller model shown

MSA2000i G2

Dual controller model shown

MSA2000sa G2

Dual controller model shown

8 10 June 2009 4AA2-5505ENW [ﬂ]




Product overview

Storage Controllers

Enclosure Form Factor

Max. Drives per
Enclosure

Drives Supported

ABojouyday

Max. Storage Capacity

Power Supply& Fan

10 June 2009

MSA2000sa G2

Dual Active/Active hot swap
(Sin?Ie Controller Option
available)

3 Gb SAS 4-port/Controller
1GB Standard

2U

12

2.5-in SAS & SATA
3.5-in SAS & SATA

(SuEports SAS and SATA drives
in the same enclosure)

7.2TB base capacity up to
29.2 TB using 300GB SFF
SAS drives

12TB base capacity —
up to 60TB using 1TB LFF
SATA drives

Hot swap, Redundant
0,1,3,5 6,10, 50

4AA2-5505ENW

MSA2000fc G2

Dual Active/Active hot swap
(Sin?Ie Controller Option
available)

4 Gb FC 2-port/Controller
1GB Standard

2U

12

2.5-in SAS & SATA
3.5-inSAS & SATA

(SuEports SAS and SATA drives
in the same enclosure)

7.2TB base capacity up to
29.2 TB using 300GB SFF
SAS drives

12TB base capacity —
up to 60TB using 1TB LFF
SATA drives

Hot swap, Redundant
0,1,3,5 6,10, 50

MSA2000i G2

Dual Active/Active hot swap
(Sin?Ie Controller Option
available)

1GbE 2-port/Controller
1GB Standard

2U

12

2.5-in SAS & SATA
3.5-inSAS & SATA

(SuEports SAS and SATA drives
in the same enclosure)

7.2TB base capacity up to
29.2 TB using 300GB SFF
SAS drives

12TB base capacity —
up to 60TB using 1TB LFF
SATA drives

Hot swap, Redundant

0, 1,35 6,10, 50
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Product overview (cont’'d)

New
| Feotures |  MSA2000sa G2 MSA2000i G2
m 511 512 512
m 16 TB 16 TB 16 TB
_ SCO8GE Emulex and Qlogic Industry standard 1GB Ethernet
m Tardt emelssores (L7 el emellosures (T Tardl emelssores (L7
1+3 enclosures (SFF) 1+3 enclosures (SFF) 1+3 enclosures (SFF)

Host Support 32 64 32

Ajiqojioay g Ayiaypauuo)

2.5" SAS - 72,146 15K & © 2.5" SAS - 72,146 15K & - 25"SAS-72& 146 GB
300GB 10K 300GB 10K 15K& 300GB 10K

Supported Drives - 3.5"SAS - 146GB 15K, - 3.5"SAS - 146GB 15K, - 3.5"SAS - 146GB 15K,
300GB 15K, 450GB 300GB 15K, 450GB 300GB 15K, 450GB
SATA - 750GB, ITB - SATA - 750GB, ITB - SATA - 750GB, ITB

8-nodes (Microsoft) 8-nodes (Microsoft) 8-nodes (Microsoft)
# of Cluster N
of Cluster Node 8-nodes (Linux) 16 nodes (Linux) coming 8-nodes (Linux)
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Product overview

2i1pmyog [puoyd pup juswabounbyy Aoiry

Value

11
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OS Support

Management Software

Multipath Support

Server Support

Firmware Upgrade

Warranty

New

MSA2000sa G2

Windows 2008, Windows 2003,
RH and SuSE Linux
VMware, Solaris

Out-of-band
CLl & Web-based interface (WBI)

MPIO DSM

Controller based snapshot
and clone

Proliant servers

Proliant & Integrity Blades
(c-class)

31 Party x86

Non-disruptive

3.0.0

4AA2-5505ENW

(cont’d)

MSA2000fc G2

Windows 2008, Windows 2003,
RH and SuSE Linux
VMware

Out-of-band
CLl & Web-based interface (WBI)

MPIO DSM

Controller based snapshot
and clone

Proliant & Integrity servers
Proliant Blades servers
3d Party x86

Non-disruptive

3.0.0

MSA2000i G2

Windows 2008, Windows 2003,
RH Linux
VMware

Out-of-band
CLl & Web-based interface (WBI)

MPIO DSM

Controller based snapshot
and clone

Proliant servers
Proliant Blades servers

3 Party x86

Non-disruptive

3.0.0
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MSA2000 G1 & G2

Performance comparison

MSA2000fc MSA2000sa MSA2000i
Workload

G2 G2 G2
4Gb Fibre Chonnel 3 Gb SAS 1 GbE Ehernel

MSA2000 RAID 10 Performance Results (rounded)

Random Reads IOPs 22,800 21,800 13,600
Random Writes IOPs 15,000 14,440 14,300
Random Mix IOPs 60/40 read/write 17,800 17,700 13,400
Sequential Reads MB 1,200 1,000 270
Sequential Writes MBs 530 530 260
MSA2000 RAID 5 Performance Results (rounded)

Random Reads IOPs 22,000 21,000 12,300
Random Writes IOPs 2,700 2,700 2,700
Random Mix IOPs 5,900 4,900 5,300
60/40 read/write

Sequential Reads MBs 1,200 1,000 270
Sequential Writes MBs 720 600 260
MSA2000 RAID 6 Performance Results (rounded)

Random Reads IOPs 21,900 21,000 12,200
Random Writes IOPs 1,800 18,000 1,800
Random Mix IOPs 4,200 3,800 3,800
60/40 read/write

Sequential Reads MBs 1,200 1,000 270
Sequential Writes MBs 770 720 260
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MSA2000 G2
SKUs & a la carte

strategy




MSA2000sa G2 Array SKUs

MSAQOOOSG G2 Conflgured Units
MSA2312sa G2 HP 2312sa G2 Dual Controller Modular Smart Array Controller
Dual Controller (LFF) (Unit ships with 2 controllers)

MSA2324sa G2 HP 2324sa G2 Dual Controller Modular Smart Array Controller
Dual Controller (LFF) (Unit ships with 2 controllers)

MSA2300sa G2 3Gb SAS Controller

MSA2300sa G2 Controller HP 2300sa G2 Modular Smart Array Controller

10 June 2009HP Confidential [ﬂ]



MSA2000sa G2 Package
Cluster Bundle

MSA2000sa G2 - DL380G6 Package Cluster Bundle

MSA2000sa G2 Package Cluster with Proliant DL380G6
Includes:
One MSA2324sa G2 DC array;
Package Cluster Bundle Two DL380 G6 Servers AP813A
Four HBAs
Four cables
Snapshot software 8 LTU
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Descripion
AJ8O8A MSA2300sa SAS controller

ApiA | v Smgowar 2024 WA ST Chome [ 1|
o0 [rdewooioss 2|
oA | A0 St Bsovre 0 [ 1
R S R

f=m

AP813A

HP MSA2000sa G2

Highly available MSA2000sa G2 Cluster Solution with Redundant Paths
16 10 June 2009 4AA2-5505ENW [‘ﬂ]



MSA2000i G2 Array SKUs

MSA2312i G2 HP 2312i G2 Dual Controller Modular Smart Array Controller

Dual Controller (LFF) (Unit ships with 2 controllers) -

MSA2324i G2 HP 2324i G2 Dual Controller Modular Smart Array Controller
Dual Controller (LFF) (Unit ships with 2 controllers)

MSA2300i G2 1Gb iSCSI Controller

MSA2300i G2 Controller HP 2300i G2 Modular Smart Array Controller -

17 10 June 2009 4AA2-5505ENW [ﬂ]



MSA2000fc G2 Array SKUs

Controller-less CHASSIS & V2 FC Controller

AJ948A HP StorageWorks 2012 Modular Smart Array 3.5-in Drive Bay Chassis (LFF)
AJ949A HP StorageWorks 2024 Modular Smart Array 2.5-in Drive Bay Chassis (SFF)
Al798A HP StorageWorks 2300fc Modular Smart Array Controller

Configured Units
AJ795A HP StorageWorks 2312fc Dual Controller Modular Smart Array

(LFF)

Al797A HP StorageWorks 2324fc Dual Controller Modular Smart Array

(SFF)

SAN Starter Kits

AJ954A HP StorageWorks 2312fc Single Controller Modular Smart Array SAN Starter Kit (LFF)
AJ955A HP StorageWorks 2324fc Single Controller Modular Smart Array SAN Starter Kit (SFF)
AJ956A HP StorageWorks 2300fc Modular Smart Array SAN Starter HA Upgrade Kit

Controller-less CHASSIS: DC-powered
AJ950A HP StorageWorks 2012 Modular Smart Array 3.5-in Drive Bay DC-power Chassis

(LFF)

AJ95TA HP StorageWorks 2024 Modular Smart Array 2.5-in Drive Bay DC-power Chassis

(SFF)

18 10 June 2009 4AA2-5505ENW
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MSA2000 expansion JBODs SKUs

Form factor Existin7 MSA2000fc & MSA70 enclosures

(dual 1/0O enclosures required to work with dual controller array heads)

LFF HP StorageWorks MSA2000 Single I/O 3.5” 12 Drive Enclosure AJ749A

LFF HP StorageWorks MSA2000 Dual 1/O 3.5” 12 Drive Enclosure AJ750A
_ HP StorageWorks MSA2000 Drive Enclosure I/0O Module AJ751A

SFF HP StorageWorks MSA70 2.5-inch drive Single I/O JBOD 418800-B21
- HP StorageWorks MSA70 Dual Domain upgrade /O Module AG779A

Snapshot 255 Software LTU T5539A

Snapshot 8/256 Upgrade Software LTU T5540A

Snapshot 64/256 Upg Software LTU T5541A
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A La Carte

the Channel’s dream for fast delivery and inventory turn

« 2 Chassis — LFF & SFF

« 3 controllers: FC, SAS, iSCSI
- 1 JBOD |/O Module

« SAS & SATA Drives - Large and

Small Form Factor (Proliant!)

« MSA70 JBOD (ProLiant!)

20 10 June 2009 4AA2-5505ENW
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MSA2000 G2 supported contigurations

22

MSA23 'Id2 Arrgy
12 LFF dri . . ol
i — Max configuration with sixty Large Form

Factor MSA2 drives (LFF)

Twelve drive LFF array head with one or

two MSA2300 G2 controllers
Up to four twelve-drive MSA2000 3.5”

Drive Enclosures

3.5” MSA2 DP SAS and/or SATA drives

e

Max configuration with ninety-nine Small Form
Factor drives (SFF)

Twenty-four SFF drive array head with one

or two MSA2300 G2 controllers
«  Up to three twenty-five drive MSA70 JBODs
2.5” DP Proliant SAS and/or SATA drives
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MSA2000 G2 supported contigurations

r

MSA2324 Array Qs S Max cgnfiguration with MIXED LFF and
w/24 SFF drive bays I U L8 SFF drives

« Twenty-four SFF drive array head with one
or two MSA2300 G2 controllers

Up to three twelve-drive MSA2000 3.5”

Drive Enclosures

« 2.5" DP Proliant SAS and/or SATA drives
3.5” MSA2 DP SAS and/or SATA drives

e E|E NN
LB BRE B I B L L T

HEE|EE NN N
it Lt it
e e

i JdgEagariizzzazazzzzas . .
w/ 24 SFF drive baays ISVI\:?:xdcl:-ﬁ’rgslgurahon with MIXED LFF and

Twenty-four SFF drive array head with one

or two MSA2300 G2 controllers

- Up to two twenty-five drive MSA70 JBODS
2.5” DP Proliant SAS and/or SATA drives
Up to two twelve-drive MSA2000 3.5”

Drive Enclosures

3.5” MSA2 DP SAS and/or SATA drives

4AA2-5505ENW
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Single domain
With MSA2000 JBODs

q i -_-L:ﬂ m ‘@ of.‘ :
kk DL380g5
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Single domain
With MSA70 JBOD:s

(-1 e | I} R 0S5 S e |
k& DL380g5 DL380g5
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Dual domain
With MSA2000 JBODs
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Dual domain
With MSA70 JBODs
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Unitied LUN

Presentation (ULP)




I What is ULP?

Unified LUN Presentation

The intent of ULP is to make all LUNs in the system accessible
through all ports on both Control Units

ULP appears to the host as an active-active storage system

where the host can choose any available path to access a
LUN regardless of vdisk/LUN ownership

Uses the T10 Technical Committee of INCITS*

Asymmetric Logical Unit Access (ALUA) extensions, in SPC-
3**, to negotiate portals (paths) with aware host s?/s’rems.
Unaware host systems see all paths as being equa

29 10 June 2009 4AA2-5505ENW [ﬂ]



ULP basic overview

ULP presents all LUNS to all host ports
Eliminates need for CU interconnect path (PBC)
Presents the same (single) WWNN for both CUs

There is only one LUN name space (0-255)
No duplicate LUNs allowed between controllers
Either controller can use any unused logical unit #

ULP recognizes which paths are “preferred”

The preterred path indicates which is the owning controller,
per ALUA specitications

“Report Target Port Groups” identifies preterred path
Performance is slightly better on preferred path

30 10 June 2009 4AA2-5505ENW [ﬂ]



ULP design

31

Underlying concept is still vdisk ownership
Vdisk ownership is transparent to host system
ULP keeps the raid & disk firmware intact

No changes to raid and disk backend operation

Host & cache firmware modules updated tor ULP
Host module presents all LUNs on all ports
Data path routing modified at host and cache level
Cache mirrors write AND read operations
Owning controller always does 1/O to disk

10 June 2009 4AA2-5505ENW
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ULP — Write 1/O processing

32

Write command to controller A for LUN 1 owned by CUB
The data is written to CUA cache and broadcast to CUA mirror

CUA acknowledges I/O completion back to host
Data written back to LUN 1 by CUB from CUA mirror

Controller A Controller B

A read cache A read mirror

B read cache

LUN 1
. B Owned
d A write mirror

B write cache

B read mirror

»
>

A write cache

B write mirror

10 June 2009 4AA2-5505ENW
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ULP — Read 1/O processing

Read command to controller A for LUN 1 owned by CUB:
CUA asks CUB if data is in CUB cache
If found, CUB tells CUA where in CUB read mirror cache it resides
CUA sends data to host from CUB read mirror, /O complete
It not found, request is sent from CUB to disk to retrieve data
Disk data is placed in CUB cache and broadcast to CUB mirror
Read data sent to host by CUA from CUB mirror, |/O complete

ontroller As *Controller B
A read cache A read mirror \

A write cache A write mirror
B write mirror B write cache

|

LUN 1
B Owned

J

33 10 June 2009 4AA2-5505ENW [ﬂ]



ULP — all LUNs presented to all

LUNs O-4 are available on all 4 host ports
Multi-Path software sees 2 instances of LUNs
RTPGs indicate “preferred” paths to MPIO software
LUNs 0,2,4 preferred path is AO

LUNs 1,3 preferred path is BO

MPIO detaults to round robin I/O Eo’r’rern, may be changed
to take advantage of preferred paths

%
o= ®

LUNs 0-4
LUNs 0-4

[ =i
[ e T¥)
A ¥ T 51:'!".5
i

[ | Gty
Wi
R ] = e
1']“%# 51?1".!5

LUN O LUN 1 LUN 2 LUN 3 LUN 4

A Owned B Owned A Owned B Owned A Owned
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ULP — all LUNs presented: tailover

CUB fails, vdisk ownership transfers to CUA

Same single WWN is presented
All LUNs still presented through CUA
MP software continues uninterrupted I/O

LUNs 0-4 Surviving controller reports all paths as preferred

LUNs 0-4

LUN O LUN 1 LUN 2 LUN 3 LUN 4
A Owned B Owned A Owned B Owned A Owned
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mproved Web
Based Intertace
Storage
Management

Utility (SMU)

Introduction



Installation overview

37

Unpack the array

Obtain the necessary accessories and equipment

Mount the controller and expansion trays in a rack or cabinet
Connect the AC power to the two power modules

Perform initial power-up

Connect the management hosts to the controller tray

Connect the data hosts to the controller tray

Use WBI or the Cll to set the Ethernet IP address, netmask, and
gateway address, for each controller module

Use WBI, or the ClI, to set the array date and time; change the
management password

Set the basic array configuration parameters
Plan and implement your storage contiguration

10 June 2009 4AA2-5505ENW
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Connecting to a terminal emulator

Start and configure a terminal emulator, such as
HyperTerminal using the following settings:

Terminal Emulator Display Settings
Terminal Emulation Mode ANSI (for color support)
Font Terminal

Translations None

Columns 80

Terminal Emulator Connection Settings
Connector COM1 (typically)
Baud rate (bits/sec) 115,200
Data bits 8
Parity None
Stop bits 1
Flow control None

38 10 June 2009 4AA2-5505ENW
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Setting up the IP address

At the prompt (#), type the following command to set the IP
address for controller A

Set network-parameters ip <address> netmask <netmask> gateway
<gateway> controller <a | b>

Verity Ethernet connectivity by pinging the IP addresses
Optional

At the prompt (#), use the same command to set the IP
address for controller B except b

Type the following command to verify the new IP addresses:
Show network-parameters

39 10 June 2009 4AA2-5505ENW [ﬂ]



MSA2000tc G2

Management




Management via SMU and ClLI

You can now manage your MSA2000fc G2 via:

1) Web-based Storage Management Utility (SMU) — It is the primary
interface for contiguring and managing the system. A web server
resides in each controller module. SMU enables you to manage the
system from a web browser that is properly configured and that can
access a controller module through an Ethernet

?) Command Line View (CLI) = The embedded CLI enables you to
configure and manage the system using individual commands or
command scripts through an out-of-band RS-232 or Ethernet connection

TIP: SMU uses popup windows to indicate the progress of user-requested tasks.

Therefore, disable any browser features or tools that block popup windows

41 10 June 2009 4AA2-5505ENW [ﬂ]




Comparison between old and new SMU

MSA2000fc MSA2000fc G2
£ 10.3.3.2 [A] (Uninitialized Name) - Windows Internet Explorer
| B = http:/f10.3.3.2, 1 Live Search
MSA rage M. T Litilimy File  Edit arites
initiali L

Address [ 4] beto:16.152.59. 1300

'l il .
]

m
- “'"’I!!H“Hh.k
Storage Management Utility ——

[ [ [ [ [ meme Fioow -
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Logging into HP SMU

/2 10.3.3.2 [A] (Uninitialized Name) - Windows Internet Explorer
g@ - I—@http:ﬁlﬂ.S.S.ZJ’ 4| |§| |z| I ''''''''' h |EE|

Eile Edit W¥iew Favorites TIools Help

i b [#8] 10.3.5.2 [A] (Uninitialized Marme)

[ [ | | L& & mnkernet FI00% -

Drome

TIP

In a web browser, type a controller module IP address in the address or location field
and press Enter.

Type the Username: manage
Type the Password: Imanage

Detfault Login Credentials

43 10 June 2009 4AA2-5505ENW




Creating Vdisk

K Storage Management Utility

Systemn Status
System Time  2008-12-01 12.26:08

Vdisks

Wigw = Provisioning -

System Events o+ 0@o Vdisks = |Create Vdisk

==
ﬂ&'g MEAZ3244c
&= Logical
B Udisks
Hosts
& Physical
ﬁ Enclosure 1

¢ Q [u] 0.0kB

There is no datajfor yourizelection.

Select Create a vdisk
Click the “Provisioning”

Click “Create Vdisk”
This will bring up the “Vdisks” screen

Note - Drive Configs:
RAID levels 3,5, 6 can contain a max of 16 disks

RAID level O, 50 and 10 can contain up to 32 disks [‘]g

44 10 June 2009 4AA2-5505ENW



Creating Vdisk

EEEIEEEN

- Select the disks to include in the vdisk
T e Select the RAID level

Determine if you want a spare drive
dedicated to this vdisk

i e L w w Mw m m |

0000000000

FPEFIRERTEE

o
L ]
i

Click on “Create Vdisk”

Note - Drive Configs:
RAID levels 3,5, 6 can contain a max of 16 disks

RAID level O, 50 and 10 can contain up to 32 disks [‘]g

45 10 June 2009 4AA2-5505ENW



Creating Vdisk

[ Storage Management Utility

System Status
System Time  2005-12-07 20:26:15

SystemEverts B 1 ¢ 0 € 11

=
ﬂ& MEAZI241c

= Logical

B vdisks
H, vd 07 (RAIDS)

Hosts

& Physical

ﬁ Enclosure 1

vd01 (RAIDS5)

View v Prov

vd01 (RAIDS) > View > Querview

Vdisk Overview

Details about 2 specific wdis

Q) ok Vdisk
QoK Disks
[ Volumes
(@] Snap Pools

ing ~ Configuration ~ Tools =

283368
4 203.3GB
o 0.0KB
Q 0.0KB

Health Reason
Mame

Size

Free

current Cvvner
Preferred Owner

Serial Number

[S:13
Wirtualkdisk is fault tolerant.
wd01

283360

203.3G8

A

A

00 MO0 19600002445 244000000000

RAID RAIDS

Disks <]

Spares 1

Chunk Size -2

Created 2008-12-01 20:12:20

Minimum Disk Size 196 BGE

Status FTOL

Current Job Initialize (463 (]
46 10 June 2009 4AA2-5505ENW

You may now check
the Vdisk properties
by clicking on the
newly created vdisk in
the left panel
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Creating volumes

A Storage Management Utility

System Status

System Time  2008-12-00 20:36.17

SystemEverts £ 1 ¢ 0 @ M
=R
HH MEAZI24TC
& Logical
& vdisks
a vavd (RAIDS)
Hosts
&l Physical
ﬁ Enclosure 1

vd01 (RAID5)

Yiew = | Provisioning ~

vd01 (RAIL Create Volume

& ok disk

O @ ok Disks

& Volumes
i Snap Pools

C.onfiguration -

Tools ~

2023268
4 283368
o 0.0KB
o 00KB

Health Reason
hlame

Size

Free

Current Craner
Preferred Cwner
Serial Mumber

@ ok

Virttual-disk is fault tolerant.

wd01
2A33G6H
2A33G6H
A

A

00 0100 196000024453244200000000

RAID RAIDS

Disks 3

Spares 1

Chunk Size 21

Crested 2002-12-01 20:12:20

Minimum Disk Size 1456GB

Status FTOL

Currend Job Initialize (o) [m ]
47 10 June 2009 4AA2-5505ENW

Click on

1z o_o 0 n
Provisioning” and
then on “Create

Volume Set”

Continue on next
screen
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Creating volumes

[ Storage Management Utility

System Status
System Time

vd01 (RAIDS)

2008-12-07 20:40:02

SystemEvents £ 1 ¢ 0 @) 11 vd01 (RAIDS) > Proy ing > Create Volurhe

Create Volume Set

N = T

=
HE‘é MSA2324fc
&l Logical Yolume Set Base-name:* |V ul
Bl vdisks
g v (RAIDS) Total Yolumes:
Hosts Size: i8] = s s s e s | R =T
[l Physical L 3
ﬁ Enclasure 1 Map [
LUR:* IU Access |raad—writa ;I
Select Ports from the view or list Below:
Graphical | [T
(( ») ‘E - X

48 10 June 2009 4AA2-5505ENW

You may want to
change the “Volume
Set Base-name”

Enter the total number
of volumes you want
to create

Enter the size of the
volume

Click on “Apply

create the voﬁJmes

D]



Creating volumes

4 Storage Management Utility

System S atus
System Tine  2008-12-01 20:43:13

System Eyents m 1

A0 €h 13

Configuri tion View

H&‘;’ ISA232410
pgical
& vdisks
- | E vd 07 (RAIDS)
Volume vd0r_v000 (145 9GE)
volume vd0_v001 (145 9GE)

Hosts

&l Physical
i_i Enclosure 1

vd01 (RAID5)

View » Provigioning + Configuration + Tools «

vd1 (RAIDS) > Provisioning > Create Yolume Set

Create Yolume Set

Create multiple volumes by assigning a name prefix, selecting the number of volumes, s

Wolume Set Base-name:*
Tatal Wolumes: |1 1 Volumes [ 126 Volumes
Size: |1 304 1MB [ i B s o | R B ]

Map: [

LUK* O Access |raad—wr'rta ;I

Select Ports from the views or list belows:

araphicsl | [IEETEAN

__7 l E G EE 1%:1
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Click on the ‘+' next
to the Vdisk. This will
expand the Vdisk and
you will see your new
volumes
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Creating volumes

[ Storage Management Utility

Systemn Status
System Time  2008-12-09 21:.06:52

Volume vd01_v000 (145 9GB) You may now check
the Volume Overview

View » Provigioning ~ Configuration ~ Tools =

SystemEverts E3 1 2 0 @) 29 Volume vd01_v00D (145.9GB) > View > Overview

Volume Overview by clicking on a
[ -] ++] Details about a spesificwalume Volume |n the

ﬂ&‘é MSA23241c
o vasks left panel
ﬂ% vdi1 (RAIDS) & volume 148,068 45.05
—g Volme vd0F_v 000 (145.9558) © Maps 3
% wolume wd01_p001 (145 9GE) = Schedules 5}
Hosts Properties for vd(1 w000
Physical
Vilisk Matme wdd1
Mame wdd1_w000
Size 145.09G8
Preferred Cuwener A
current Chvner A
Serial Mumber 00001 960000 b 134480 1000000
Cache White Policy wirite-back
Cache Cptimization standard
Read Ahead Size Default
Type standard
“olume Description

TIPS: MSA2000 G2 allows you to expand or delete Volumes (LUNs) out of order
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Mapping a volume

Double click the icon
on your desktop to

launch the HP Systems
Management
Systemn Model: ProLiant DL3B0GS Storage Serv Homepoge

Current User:  Administrator
logout

System Management Homepage for MYWSS

Support | Forums | Helo

Home

Integrated Agents
H _ Tuesday, December 02, 2008 10:23:50 AM
gent
refresh: manual

Systemn Status Summary I Once the SMH hqs
loaded, locate the
+ Management Processor ¥ NIC +/ Operating System b|OCk |O beled

I no failed/degraded items

C
¥ EmbedfeTRECTTTIT e e e 7 ST e e [ s ’STO RAGE'
o Integrated Lights-out 2 Gigabit Server Adanter #2 Part 1 ¥ Processors .
Management Processor Embedded HP WC373i Multifunction o carver

Integrated Light: 4 Gigabit Server Adapter Port 2

# il oo 1 T Within the block,
Lo A items not shown .
locate and click the

° link labeled
J Storage J System J System Configuration In O e e

e . ‘EXTERNAL STORAGE
o External Storage Connections + Cooling and Temperature ¥ automatic Server Recover:

o Smart Array P400 Controller in Slot + Memor Security 7

1 ¥ power Software Version Info CO N N E CTIO N S

? Standard IDE Controller (1

; : o Processors System Board
ISCSI Initiators PCI Devices System Resources

System Summary
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Mapping a volume

Systemn Model: ProLiant DL380GS Storage Server

System Management Homepage for MYWSS i
/s Curren it User:  Administrator
upport | Forums | Help logout

This page shows
details on the fibre
channel HBA installed

in the server.

[Z HP FC12428R 4Gb PCl-e DC HBA

Status: 0K World Wide Port Name: A0014380020014A8 ’—
Location: Slot 2 World Wide Node Name: 50014380020014A42
o
Serial Number: MYS0B23F76 Firmware Version:  4.0302 L 1- d i-
Option ROM Version: 1.26 OCG e G n er e

FET S down both of the 16
digit values next to the
[ HP FC1242SR 4Gb PCl-e DC HBA World Wide Port
Status: 0K World Wide Port Name:  50014350020014AA N O m e . Th iS |S ‘I‘he

Location: Slot 2 World Wide Node Name: 50014380020014A8

Serial Number: MYS0B23F 76 Firmware Versinn: 40302 n ] m be r d is p | Gyed i N

Option ROM Version; B 1.26

SERLSET RO the MSA2324ic LUN
Mapping table.
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Mapping a volume

[ Storage Management Utility

System Status
System Time  2008-12-02 19:19:25

SystemEvents B4 1 ¢ 0 @) 32

Configuration View
=
=E§ MSA23241C
&l Logical

Wiew = | Provigioning -

Delete Yolume

Volume v
Default Mapping
Vo'”” Explicit Mappings
Details abiere ot Srapshat
n Copy Yolume

7| Roll Back “olume

Volume vd01_v000 (145.9GB)

B vdisks
B & vdiM (RAIDS)

Vfaiume va01_y000 (145.9GE)
“alume ud01_u001 (145 9G8)

Hosts

[ Physical
i_f Enclosure 1

Ahort Copy “olume
Delete Schedule
!

Configuration » Tools =

Canarits Rtarana Enace

146 0GB

Wlisk Name
MName

Size
Preferred Owner
Current Owner
Serial Number
Cache Write Palicy
Cache Optimization
Read Ahead Size
Type

Wolume Description

wd01

w0 000

145.0G8
A

A

00 cOfff00 1950000 b45134420 1000000
write-back

standard

Default

standard
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Return to the
MSA2324fc
Management GUI
Hi?hligh’r the first

volume

Select on the menu
‘Provisioning’ then

‘Explicit Mappings’
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[ Storage Management Utility

System Status

System Time  2008-12-03 21:39:26

SystemEverts B4 1 ¢ 0 @ &

Configuration View

|
ﬂ&‘é MSAZ324fc

& Logical
B vdisks
ﬂ% wdDd (RAIDS)
% Volume vad07_v000 (145 958}

“olume wd01_w001 (145 9GE)

Hosts

Bl Physical
ﬁ Enclosure 1

Mapping a volume

Volume vd01_v000[(145.9GB)

View » Provisioning ~ Configuration ~ Tools ~

Volume vd01_v000 (145.9GB) > Pfovisioning > Explicit Mappi

BExplicit Volume Mappings

Modity the volume mappings to spefific hosts by using the defawmap or explicipfmap settings

Select item to modify the mapping broperties to a specifi€ host:

Select one of the Port
WWNs

Check the ‘Map’ box

Enter a LUN ID

.

Access: Iread-wnta j

Select Parts fram the view or list belawe:

Graphical  [EETN N

1033,

arthort

(( @) \a,o e

S i T i

10333

ortport

Pull down the ‘Access’
drop down menu and
select ‘Read-Write’

Click on the port that you

wish to allow ‘Read-

Write’ access on. You

must also Click on each

Eort you wish to use for
ost access.

Then click on ‘Apply’

Click ‘OK’ on the success
window
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Mapping a volume

2 Storage Management Utility

System Status
System Time  2008-12-03 294197 V0|ume Vd01—vooo (1 459GB)
oning * Configuration + Tools «
SystemEverts E3 1 x 0 @) 48 Volume vd01_v000 (145.9GB) > Provisioning > Explicit M
Configuration View E)(pIICIt Volume Mappings Notice thot i-he
= Modify the volume mappings to specific hosts by using the default map or explicit map zettings .
B vss2a24te _ _ _ _ o ma ppl n hOS
= Logical Select item to modify the mapping properties to a specific host:
v T changed for the port
B, v e e Jhosto  Jhame  [pots  Jum [aceess | fi
VVolume vd0T_v 000 (145.958)  Explicit 500143800200 1443 #1,42,81,62 ¢ ; YOU hCIVG CO n |g U red .
‘Yalume wd0_ub0d (145 9GE)  Explicit 500143800200 1944 A1,42,81,82 o read-write
Hosts [l Default S0014380020012 B0 not-mapped
= Physical  Default S0014320020012B82 notmapped
figg Enclosure 1 © Default 21FDO0051EQ2SAFB notmapped
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Useful customer links

MSA2000sa G2 home page
www.hp.com/go/msa2000sa
MSA2000i G2 home page
www.hp.com/go/msa2000i
Best Practices for Optimizing the MSA2000 Whitepaper:
http://h20195.www?2.hp.com/V2/GetPDF.aspx/4AA2-501 9ENW . pdf
How to Upgrade your MSA2000 from G1 to G2:
http://h20195 . www?2.hp.com/v2/GetPDF.aspx/4AA2-5207ENW.pdf

Step-by-step Technical Guide to set up your SAN with MSA2000 (MSA2000
Technical Cookbook):

http://h20195.www?2.hp.com/V2/GetPDF.aspx/4AA2-5505ENW . pdf

Be a part of the conversation, and get the latest MSA related news and
information at

http://Twitter/ MSAstorage
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Technology for better business outcomes
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